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Abstract

The puzzle of Dark Matter remains one of the biggest challenges of modern physics. Sev-
eral astronomical observations at different length and time scales in the universe hint towards
the existence of Dark Matter (see chapter 1). Due to the precise measurement of the cosmic
microwave background, in particular by the Planck satellite, it is known that the universe is lit-
erally dark: ∼ 68.5 % of the energy content in the universe is made up by the totally unknown
Dark Energy, ∼ 26.6 % by cold Dark Matter and only ∼ 4.9 % by the well-known baryonic
matter. In the standard model (SM) of particle physics there exists no particle which fulfills
all the requirements for a Dark Matter candidate. Therefore, the astronomical observations are
hints towards physics beyond the standard model.

Weakly Interacting Massive Particles (WIMPs) are a well-motivated Dark Matter candidate
which arises from several theories. A well-known theory predicting the existence of WIMPs
is the supersymmetric extension of the SM. WIMPs gained large interest due to the WIMP
miracle, i.e. the fact that the expected relic density of a particle with a mass of & 30 GeV/c2

and a cross section in the order of the electroweak scale is very well compatible with the
observations. However, in other theories more generic WIMP-like Dark Matter particles with
masses in the O

(
1GeV/c2) are proposed.

The present work is performed in a direct detection experiment searching for WIMP-like
Dark Matter. WIMPs are expected to scatter off nuclei and, thereby, transfer a tiny amount
of energy (O(keV)) to the nucleus (see chapter 2). The expected recoil-energy spectrum is
featureless and exponentially decaying. Large experimental efforts are required to be able to
observe these tiny recoil energies.

The Cryogenic Rare Event Search with Superconducting Thermometers (CRESST-II) ex-
periment aims to detect Dark Matter via nuclear recoils in scintillating CaWO4 crystals (see
chapter 3). In a particle interaction a large fraction of the energy deposited in the crystal is
converted into heat which is recorded by a sensitive thermometer. Simultaneously, a small
amount of energy is converted into scintillation light, whereby the ratio of light to heat – the
light yield – depends on the kind of interacting particle. This light is detected by a separate
detector and allows to discriminate signal (nuclear recoils) from background (electron recoils)
on an event-by-event basis. Thus, each event consists of the collection of both, a pulse in the
phonon detector (heat) and in the light detector (scintillation light).

For five modules the data collected during the∼ 2 years of CRESST-II phase 2 are analysed
starting from the raw pulses. The steps required to analyse the recorded pulses and to extract
the energy information via a template fit are discussed in chapter 4. All pulses where one
or both of the detectors were not fully operational or where this fit algorithm fails, have to
be removed. The parameters and methods applied to remove invalid events are discussed in
chapter 5. For the most generic cut based on the RMS parameter of the template fit a new
automatic data-driven method is developed and applied in the present work.

Pulses which feature a shape different from the one expected for interactions in the absorber
crystal are another type of background. To be able to remove these events efficiently down to



the energy threshold of the detector artificial neural networks (ANN) are applied (see chap-
ter 6). Thereby, a weighted non-linear sum of several input parameters is calculated to output
a decision parameter. In order to result in a meaningful output the ANN has to be trained
with pulses of known type. A pulse simulation method is developed and applied within the
present work. The combination of two ANNs trained slightly differently allows to efficiently
discriminate the different pulse classes in both, simulation and data. Thus, for the first time
machine-learning algorithms have successfully been applied for a pulse-shape analysis in the
cryogenic detectors of CRESST.

The results of the raw-data analysis are further processed in the high-level analysis to obtain
information about the WIMP-nucleon cross section. Therefore, first the region where nuclear
recoils are expected to show up has to be identified (see chapter 7). In the light yield - en-
ergy plane different horizontal bands are observed and this information is used to define an
acceptance region, where a high signal and, simultaneously, a low background contribution is
expected. Based on the observed number of events inside this region of interest an exclusion
limit on the WIMP-nucleon cross section is obtained by Yellin’s one dimensional optimum
interval method (see chapter 8).

The results of the five modules analysed are presented and discussed in chapter 9. For
three modules an excess of events with low light yield is observed, which is most probably
caused by an unknown background contribution related to the phonon-detector design (see
section 9.6). However, for the two modules TUM40/Michael and Lise/Enrico exclusion limits
are obtained from low-threshold analyses. In particular, the excellent performance of the latter
module leads to a sensitivity down to Dark Matter particle masses of 0.5 GeV/c2, which is a
novelty in the direct Dark Matter search community. Simultaneously, for Dark Matter particle
masses smaller than ∼ 1.7 GeV/c2 a world leading exclusion limit is obtained, showing the
great potential of low-threshold detectors for low-mass Dark Matter searches.
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Zusammenfassung

Die Suche nach dem Ursprung der Dunklen Materie ist eine der bedeutendsten Herausforde-
rungen der modernen Physik. Von mehreren astronomischen Beobachtungen gibt es Hinweise
darauf, dass Dunkle Materie zu allen Zeiten und auf allen Längenskalen des Universums vor-
handen war und ist (siehe Kapitel 1). Seit der exakten Messung der kosmischen Hintergrund-
strahlung durch das Satellitenexperiment Planck ist bekannt, dass das Universum buchstäblich
dunkel ist: ∼ 68.5 % des gesamten Energieinhalts des Universums sind als die sogenannte
“Dunkle Energie” vorhanden, weitere ∼ 26.6 % als kalte Dunkle Materie und nur ∼ 4.9 % als
die uns bekannte Form von baryonischer Materie. Interessanterweise erfüllt kein Teilchen aus
dem Standardmodell der Teilchenphysik (SM) alle Voraussetzungen für einen Kandidaten der
Dunkle Materie. Daher sind alle oben erwähnten astronomischen Beobachtungen ein Hinweis
auf Physik jenseits des SM.

Sogenannte “WIMPs” (Weakly Interacting Massive Particles) sind ein gut motivierter Kan-
didat für Dunkle Materie, der von mehreren Theorien vorhergesagt wird. Die bekannteste
Klasse davon sind die supersymmetrischen Erweiterungen des SM. Durch das sogenannte
“WIMP-Wunder”, d.h. die Tatsache, dass die Restdichte für ein thermisch erzeugtes schwach-
wechselwirkendes Teilchen mit einer Masse von & 30 GeV/c2 in der Größenordnung der be-
obachteten Dunkle Materie Dichte liegt, haben diese Teilchenkandidaten große Beachtung
bekommen. Zusätzlich sagen weitere Theorien auch WIMP-ähnliche Teilchen mit Massen in
der Größenordnung von O

(
1GeV/c2) voraus.

Die vorliegende Arbeit wurde im Rahmen eines Experiments zur direkten Suche nach
Dunkler Materie durchgeführt. Dabei wird angenommen, dass das WIMP an einem Kern streut
und einen Teil seiner Energie (im niedrigen keV-Bereich) auf selbigen überträgt. Das erwarte-
te Rückstoßspektrum weist neben einem exponentiellen Abklingen mit ansteigender Energie
keine signifikante Strukturen auf (siehe Kapitel 2). Um diese kleinen Rückstoßenergien mes-
sen zu können, sind große experimentelle Anstrengungen notwendig.

Das CRESST-Experiment benutzt für den Nachweis von Kernrückstößen szintillierende
CaWO4-Kristalle (siehe Kapitel 3). Während einer Teilchen-Wechselwirkung wird der größte
Teil der im Kristall deponierten Energie in Wärme (Phononen) umgewandelt, die durch ein
sehr sensitives Thermometer nachgewiesen werden. Gleichzeitig entsteht auch eine kleine
Menge an Szintillationslicht, das mit einem separaten Lichtdetektor gemessen wird. Das ge-
naue Verhältnis von Licht zu Wärme – der sogenannte “Light Yield” – hängt dabei von der
Art des wechselwirkenden Teilchens ab. Auf Basis des Lichtsignals ist es möglich, für jedes
einzelne Ereignis zu bestimmen, ob es ein Untergrund- (Stoß an der Elektronenhülle) oder ein
mögliches Signalereignis (Kernrückstoß) ist. Daher wird für jede Wechselwirkung sowohl das
Wärme- als auch das Lichtsignal für die nachfolgende Datenanalyse gemeinsam gespeichert.

In der vorliegenden Arbeit werden die Daten von fünf Modulen, die in den zwei Jahren
Laufzeit von CRESST-II Phase 2 betrieben wurden, analysiert. Dabei startet die Analyse mit
den aufgezeichneten Rohpulsen. Die verschiedenen Schritte der Rohdaten-Analyse und ins-
besondere die Methode zur Bestimmung der Energieinformation sind in Kapitel 4 erklärt.
Letztere erfolgt über das Anpassen eines Musterpulses an die gemessene Signalkurve. Pulse,



die in einer Zeitperiode aufgezeichnet wurden, in der einer oder sogar beide Detektoren nicht
voll funktionstüchtig waren oder für die die Bestimmung der Energieinformation fehlgeschla-
gen ist, müssen für die weitere Analyse aussortiert werden. Die dafür benutzten Parameter und
die auf ihnen basierenden Methoden sind in Kapitel 5 näher erklärt. Dabei wurde im Rahmen
der vorliegenden Arbeit das allgemeinste Selektionskriterium, basierend auf der Abweichung
von gefitteter und gemessener Pulsform, entwickelt und auf die untersuchten Detektoren an-
gewandt.

Auch jene Pulse, die eine andere Form aufweisen als die für eine Wechselwirkung im Absor-
berkristall erwartete, müssen vom Datenset entfernt werden. Dies soll dabei möglichst effizi-
ent auch bis zur Energieschwelle des jeweiligen Detektors erfolgen. Daher werden künstliche
neuronale Netze eingesetzt (siehe Kapitel 6). Diese Netze berechnen auf nicht-lineare Weise
aus mehreren Eingangsparametern eine gewichtete Summe und geben diese aus. Damit die-
se Entscheidungsvariable sinnvoll für eine Pulsformanalyse genutzt werden kann, müssen die
neuronalen Netze vorher mit Pulsen bekannter Art trainiert werden. Im Rahmen der vorlie-
genden Arbeit wurde eine Simulationstechnik entwickelt und angewandt, um diese Pulse zu
erzeugen. Die Kombination von zwei dieser Netze ermöglich es sowohl in simulierten als auch
gemessenen Daten eine effiziente Bestimmung der Pulsklasse durchzuführen. Damit wurden
zum ersten Mal Maschinenlernalgorithmen erfolgreich für eine Pulsformanalyse in den kryo-
genen CRESST-Detektoren angewandt.

Die Ergebnisse der Rohdatenanalyse werden in einer weiterführenden Analyse benutzt, um
die Wechselwirkungsstärke von WIMPs mit Kernen zu bestimmen oder einzuschränken. Dafür
muss allerdings zuerst die Region, in der Kernrückstöße erwartet werden, bestimmt werden
(siehe Kapitel 7). Wenn der “Light Yield” gegen die Rückstoßenergie aufgetragen wird, wer-
den nahezu horizontale Bänder für die verschiedenen wechselwirkenden Teilchen beobachtet.
Basierend auf diesem Wissen wird die Akzeptanzregion so definiert, dass in ihr nur eine kleine
Anzahl an Untergrundereignissen erwartet wird und gleichzeitig möglichst viel der erwarteten
Signalregion abgedeckt wird. Anschließend wird die Anzahl der tatsächlich beobachteten Er-
eignisse in dieser Akzeptanzregion bestimmt und mit der eindimensionalen Interval-Methode
von Yellin statistisch ausgewertet, um eine obere Grenze für die Wechselwirkungsstärke von
WIMPs und Kernen zu erhalten (siehe Kapitel 8).

Die Ergebnisse der fünf analysierten Detektormodule werden in Kapitel 9 dargelegt. Für
drei dieser Module wird ein Überschuss an Ereignissen in der Akzeptanzregion festgestellt.
Dieser Überschuss ist allerdings höchstwahrscheinlich durch einen noch unbekannten Unter-
grundprozess hervorgerufen, der von dem Detektordesign der drei untersuchten Module ab-
zuhängen scheint (siehe Abschnitt 9.6). In den verbleibenden zwei Modulen TUM40/Michael
und Lise/Enrico hingegen ist kein solcher Überschuss feststellbar, und deshalb können obe-
re Grenzen von dezidierten Niederschwellenanalysen angegeben werden. Die hervorragende
untere Detektorschwelle von 0.3 keV im Phonondetektor Lise ermöglicht es, eine Sensitivität
bis zu Teilchenmassen von 0.5 GeV/c2 der Dunklen Materie zu erzielen, was eine Neuheit für
Experimente zur direkten Suche nach Dunkler Materie darstellt. Gleichzeitig wird für Teil-
chenmassen der Dunklen Materie unterhalb von ∼ 1.7 GeV/c2 mit diesem Ergebnis eine neue
weltweit führende Ausschlussgrenze erreicht, was das großartige Potential derartiger Detek-
toren für Niederschwellenanalysen zur Suche nach leichter Dunkle Materie bestärkt.
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Part I

Hunting Dark Matter with CRESST





1 Evidence and Candidates for Dark
Matter

In 1933 Fritz Zwicky published his famous paper “Die Rotverschiebung von extragalaktischen
Nebeln” where he explained, for the first time, a phenomenon by a possible existence of Dark
Matter [1]. Zwicky observed in the Coma cluster that the mean matter density must be at
least 400 times bigger than the expectation from the luminous matter to describe the measured
velocity distribution. Thus, he was among the first to indicate that luminous matter only con-
tributes a minor part to the total matter density whereas a large fraction of it consists of Dark
Matter which cannot be detected via emission, absorption, or reflection of electromagnetic
waves. The term Dark Matter was already introduced by Jacobus Kapteyn in 1922 for matter
only observable through the kinematics of celestial bodies [2].

1.1 Evidence for Dark Matter

Today there is overwhelming evidence for the existence of Dark Matter based on several as-
trophysical observations discovered in the years after Zwicky’s proposal. On all time scales in
our universe, beginning with the primordial nucleosynthesis to the moment of the last electron-
photon scattering when the Cosmic Microwave Background (CMB) radiation was released
(∼ 380000 years after the Big Bang) up to our present universe, Dark Matter is necessary to
explain the observed effects. Simultaneously, hints for Dark Matter exist on all astronomical
length scales, starting with individual galaxies up to the largest scales of our universe visible
in the CMB.

1.1.1 Rotation Curves of Galaxies

On small cosmological scales evidence for Dark Matter can already be found within an indi-
vidual galaxy. With the measurement of the Doppler shift of, e.g. the 21 cm hydrogen line it
is possible to derive the orbital velocity of stars as a function of the distance to the respective
galactic center. According to newtonian dynamics the distance dependent velocity vrot(r) is
given by

vrot(r) =

√
GM(r)

r
, (1.1)

where r is the radial distance and G the gravitational constant. M(r) is the total mass contained
inside the orbit of the observed object at radius r since masses outside of this orbit do not
contribute to the gravitational force. In general, the Virial Theorem can be used to infer the
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1 Evidence and Candidates for Dark Matter

(a) Rotation curve of M33 taken from [4]. (b) Optical image of M33 taken from [5].

Figure 1.1: The circular velocity distribution of the Triangulum Galaxy (M33) is measured
up to radii r of ∼ 16 kpc as depicted in (a). This measurement (black data points) is compared
with proposed rotation curves of the major mass components of M33 [4]. It is observed, that
for large r an almost constant velocity value is measured, which, however, is not explainable
solely with baryonic mass components. The expected circular velocity contribution of the
inner (purple) and outer (red) stellar components as well as the contribution of the gas (dark
blue) are included. The discrepancy between measured and expected curve is only resolved
when a Dark Matter halo (green line) is added. In this case, the quadratic sum of all expec-
tations (light blue line) describe the measured data points well. In (b) an optical image of the
stellar halo of the spiral galaxy M33, which is part of the Local Group and located at∼ 850 kpc
distance, is shown.

potential energy from the kinetic energy of a system. Furthermore, depending on the galaxy
type, M(r) can be estimated with known empirical correlations between mass and luminosity,
e.g. the Tully-Fisher relation for spiral galaxies [3].

The measured rotation curves of galaxies, which describe the orbital velocity vrot(r) as
a function of the distance r to the galactic center, show discrepancies with respect to the
expectations solely based on the observed luminous matter distribution. In spiral galaxies (e.g.
M33) typically the majority of the luminous matter is clustered in the center (bulge) region
with a radius R0. Therefore, the expectation for the rotation curve is a rise of the velocities up
to distances of R0 due to the increase of the total mass. According to equation 1.1 a decrease
vrot(r)∝ 1/

√
r is expected for objects with larger radii r > R0. However, observations of many

galaxies show that vrot(r) is roughly constant for large distances.
As an example, in figure 1.1a the measured rotation curve (black data points) of the Tri-

angulum Galaxy (M33) is shown [4, 6]. For radii r starting from ∼ 5 kpc up to ∼ 16 kpc an
almost constant (or even slightly increasing) circular velocity value is observed. Additionally,
an optical image of the stellar halo of the spiral galaxy M33, which is part of the Local Group
and located at a distance of∼ 850 kpc [7], is depicted in figure 1.1b. Since the major linear di-
ameter of the stellar halo of M33 is 16.09 kpc [7] a decrease proportional to 1/

√
r is expected

for r & 8 kpc. Thus, the observation of an almost constant velocity at higher radii r is a hint
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1.1 Evidence for Dark Matter

for Dark Matter.
In [4] the velocity data is decomposed into four different major mass components poten-

tially contributing to the total mass of the galaxy and also included in figure 1.1a. First, the
expected velocity contributions of the inner (purple) and outer (red) stellar components as
well as of the intergalactic gas (dark blue) are drawn. Only when a Dark Matter halo (green)
is included, the data points are described well by the combined model (light blue). Thereby,
the circular velocity contribution of each component is added in quadrature to obtain the pro-
posed combined rotation curve. In particular the measured behaviour of constant or slightly
increasing velocities at large radii (r & 5 kpc) are explained with the proposed components.
Thus, the total mass of the galaxy consists of more than the luminous matter, i.e. Dark Matter.
The fraction of Dark Matter in the galaxy is increasing with distances and dominates at larger
scales since luminous matter clusters at small distances.

Another attempt to describe the observed rotation curves of galaxies are MOdified New-
ton Dynamics (MOND) theories [8]. These theories suggest that the well-known newtonian
dynamics are at large scales not valid anymore and have to be modified to explain the obser-
vation. Since large scales correspond to low accelerations, the idea of these theories is the
introduction of a new physical constant a0 with the dimension of acceleration to explain the
observed rotation curves without Dark Matter. For accelerations lower than a0 new MOND
physics has to be applied while for larger accelerations the well-known physics are approxi-
mately restored. Thus, the constant a0 marks the borderline between newtonian dynamics and
new physics, similarly to h̄ or c in quantum physics or relativity theory.

1.1.2 Mass Density in Galaxy Clusters
Galaxy clusters consist of thousands of galaxies that are gravitationally bound to each other
as, e.g. our galaxy, the Milky Way, is part of the Local Group. Also in galaxy clusters hints
for the existence of Dark Matter are found.

According to Albert Einstein’s general relativity theory, the presence of mass distorts space
and, therefore, the path of a light beam. A massive object, e.g. a galaxy cluster, in the line
of sight between the earth and distant objects can deflect the light from these objects in the
background. Thus, the mass density profile in galaxy clusters can be calculated using this
effect. After the postulation of general relativity in 1916 the gravitational lensing effect was
observed for the first time during a solar eclipse in 1919 [9]. Meanwhile, it became clear, that
there exist three classes of gravitational lensing namely the strong lensing, the weak lensing
and the microlensing effect.

As depicted in figure 1.2 the strong gravitational lensing effect creates Einstein rings, i.e.
arc-shaped images of the same object [11]. The bright objects in the foreground are galaxies
gravitationally bound inside the galaxy cluster “Abell 2218”. However, the light of the objects
behind the cluster is bent due to the large mass of the cluster acting as gravitational lens.

In the case of the weak gravitational lensing effect the distortions of the background sources
are much smaller. Therefore, they can only be observed statistically when analysing a large
number of objects. Without gravitational lensing the shapes and orientations of galaxies follow
a certain distribution. If there is a massive object in the line of sight, the measured distribution
deviates from the former one revealing the existence of a lens.
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1 Evidence and Candidates for Dark Matter

Figure 1.2: Image of the galaxy cluster “Abell 2218” taken by the Hubble space telescope [10].
The bright objects in the foreground are galaxies gravitationally bound inside the cluster. The
arc-shaped structures are images of objects behind the cluster distorted by the large mass
acting as strong gravitational lens. Credit: NASA, ESA, A. Fruchter and the ERO Team
(STScI, ST-ECF)

For the microlensing effect the distortions are even fainter and no single observation can
confirm that microlensing is occurring. Instead, a measurement campaign has to be carried
out, where the light curve of different objects is monitored over long time periods. A rise and
fall of a source brightness over time is the signature of the microlensing effect.

Additionally, with lensing effects the mass profile and the gravitational mass of the mas-
sive object can be obtained. These results solely achieved by gravitational observations are
compared to estimations based on the luminosity. Also lensing in galaxy clusters shows a dis-
crepancy between luminous and gravitational mass and, thus, is another hint for Dark Matter.

Strong evidence for Dark Matter is found in the Bullet Cluster [12, 13]. It was discov-
ered that the observed galaxy cluster is an active merger of two smaller clusters. During the
collision the two main components of the clusters – stars and interstellar gas clouds – were
separated. The stars hardly interact with each other while the interstellar medium experiences
a friction. Therefore, the stars leave the center of the system faster than the gas which ex-
plains the observed separation. In addition, due to the friction the gas heats up, which leads
to an emission of X-rays. The separation can be seen in figure 1.3, where an image taken
in the visible spectrum (left) is compared to one obtained by an X-ray satellite (right). In a
galaxy cluster the interstellar gas contributes much more to the total mass than the individual
stars [14]. Thus, one would expect that the matter distributions measured by gravitational
lensing (green overlay in figure 1.3) are peaking where the gas resides and not in the outer
regions containing the stars. The measured mass distribution is in contrast to this expectation
and shows that the majority of the matter was not affected by the collision.

Therefore, it becomes clear that Dark Matter significantly contributes to the total mass of the
galaxy cluster. Furthermore, the observation of the Bullet Cluster strongly disfavors MOND
theories, since these theories cannot explain such a behaviour [12].
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+
+

(a) Visible spectrum (b) X-ray spectrum

Figure 1.3: Images of the Bullet Cluster in the visible (left) and X-ray (right) spectrum. The
X-rays are emitted by the interstellar plasma heated up during the collision of the two merging
clusters. Overlaid in both pictures are the contour lines of the gravitational potential (measured
by weak gravitational lensing). It can be seen that there are two distinct gravitational centers,
which do not locally coincide with the two centers of the plasma. This is seen as a “direct”
observation of Dark Matter. Image taken from [12].

Since the discovery of the Bullet Cluster several other galaxy mergers have been found (see,
e.g. [15] and references therein). For some time there were controversial results in one of these
clusters called “Abell 520” which seems not to be explainable with the standard cosmological
model containing Dark Matter [16]. Further investigations with longer exposure and different
instruments were performed and in the end no evidence that Abell 520 contradicts the colli-
sionless Dark Matter scenario was found in these studies [15]. In summary, all observations
in galaxy mergers hint again towards Dark Matter and furthermore can be used to limit the
self-interaction cross section of Dark Matter [15].

1.1.3 Cosmic Microwave Background

In 1964 Penzias and Wilson discovered the Cosmic Microwave Background (CMB) radia-
tion, which exhibits the best black body spectrum ever measured [17]. The temperature of
this radiation is measured to be T =2.725 K and it was found that it penetrates the universe
isotropically. Imprinted in the temperature spectrum are tiny fluctuations (∆T

T ≈ 10−5) which
are correlated with cosmological parameters.

In figure 1.4 an all-sky map of these temperature fluctuations as measured by the Planck
satellite experiment is depicted [18]. The color-coding visualizes the tiny temperature fluc-
tuations (∆T

T ≈ 10−5) of the different regions in the sky. From these temperature fluctuations
all relevant parameters of the standard cosmological ΛCDM model can be derived precisely1.
In 2014 the Planck Collaboration published their first results which stated that the Cold Dark

1 In this model the dark energy (Λ) and Cold Dark Matter (CDM) contributions dominate the energy content
of the universe. Thereby, cold means Dark Matter particles, that were non-relativistic during their respective
freeze-out.
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1 Evidence and Candidates for Dark Matter

Figure 1.4: All-sky CMB image measured by the satellite experiment Planck [18]. Color-
coded are the tiny temperature fluctuations (∆T

T ≈ 10−5). These fluctuations are correlated to
cosmological parameters and yield a cold Dark Matter density of ∼26.6 % of the total energy
in the universe [19]. Therefore, Planck results show that Dark Matter is the dominant matter
contribution in our universe today. Image taken from [18].

Matter (CDM) density today is ∼26.6 % of the total energy in the universe [19]. Further-
more, the Planck results show, that only ∼4.9 % of the total energy in the universe is made
up of baryonic matter, meaning that Dark Matter accounts for five times more energy than the
known baryonic matter. The remaining ∼68.5 % are due to the totally unknown Dark Energy
leading to the conclusion that most of our universe is literally dark and still unexplained.

1.1.4 Cosmological Structure Formation

Today the observed matter distribution of visible matter and thereby the large scale structure
of our universe can be measured for instance with the Sloan Digital Sky Survey (SDSS) [20].
These observations lead to the conclusion that we live in a so-called hierarchical universe, in
which small structures merge to form larger and larger structures [21]. The seed of all these
structures were the tiny disturbances in the Cosmic Microwave Background still visible today.
During the evolution of the universe the disturbances evolved and finally led to the observed
structures.

Large computer simulations (e.g. MultiDark Simulation [22] or Bolshoi [23]2) are the only
way to model this time evolution and compare the output with the observed universe. It is
found, that baryonic matter is not sufficient to reproduce the observed structure due to the
interaction with photons. The latter leads to a photon pressure resulting in a repulsive force
hindering the creation of large structures and washing out tiny distortions in the CMB. Thus,
a dark component (without interaction with photons) is needed to clump and form structures
earlier than baryonic matter. Baryonic matter flows into the gravitational potential of the Dark

2 The results of these simulations are available in a dedicated database [24].
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Figure 1.5: On the left-hand side of the image the matter distribution observed by the Sloan
Digital Sky Survey (SDSS) is depicted [20]. On the right-hand side a comparable section of
a universe calculated by a computer simulation is drawn [23]. Both matter distributions are
statistically similar which supports the model of cold non-baryonic Dark Matter as dominant
matter contribution. Image adapted from [25].

Matter and can clump and create the observed structure. Indeed, the computer simulations
predict realistic structures when an amount of Dark Matter in the range of the observed fraction
is included.

In figure 1.5 the observed structure determined by SDSS (left) is compared to an output of
the Bolshoi simulation (right). Both observed and simulated matter distributions are statisti-
cally similar supporting the model that cold non-baryonic Dark Matter is the dominant matter
contribution in the observed universe.

In conclusion, from the smallest scales of single galaxies up to the largest scales in the
CMB and throughout all times in our universe there is evidence that Dark Matter exists. This
naturally raises the question for particle candidates for Dark Matter.

1.2 Dark Matter Candidates

Since the first evidences for Dark Matter were found, ideas exist to explain them by the ex-
istence of non-luminous ordinary baryonic matter. Indeed, so-called Massive Astrophysical
Compact Halo Objects (e.g. brown dwarfs, neutron stars or black holes) are such “dark” bary-
onic candidates, which were observed among others by the MACHO project [26]. However,
it was shown that the total mass of these objects is too low to explain Dark Matter solely [27].
Furthermore, the CMB results of Planck and also structure formation simulations require that
the largest fraction of Dark Matter has to be non-baryonic. Thus, in the following, we focus
only on this unknown matter form and their particle candidates. Thereby we concentrate on
candidates which are well motivated and could be detected directly in an experiment. For a
more comprehensive list of Dark Matter candidates refer, e.g., to [28, 29].
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1.2.1 Requirements for Dark Matter Candidates

A particle has to fulfill certain requirements to be a valid Dark Matter candidate:

• The Dark Matter particle has to be stable or at least has to have a life time of the order
of the time scale of the universe. Otherwise it could not have had an influence at early
times (CMB) and could not be still present today (galaxies).

• The particle has to be electronically neutral, otherwise it would interact via electromag-
netic interaction and would not be dark. It should not interact via the strong force, which
requires that it is color-neutral. The particle has to be massive and it might interact via
the weak force or a new force with a similar interaction strength.

• The interaction cross section between the Dark Matter particle and baryonic matter has
to be small. Otherwise it would already have been observed. Furthermore, it should be
compatible with the current bounds from different searches (e.g. collider or direct).

• The Dark Matter particles had to be non-relativistic and, thus, Cold Dark Matter at the
time of the structure formation, otherwise the hierarchical observed universe would not
have formed. Hot Dark Matter is expected to wash out the tiny fluctuations in the CMB
and, therefore, hinders the creation of anisotropies.

• The existence and the properties of the Dark Matter particle have to be in agreement
with the primordial nucleosynthesis and the observed relic abundances of primordial
elements. Also the alternations calculated in stellar evolution models have to be smaller
than those observed today.

1.2.2 Neutrinos

The Standard Model (SM) of particle physics contains only one particle type that fulfills at
least partly the previous requirements for Dark Matter candidates, namely the neutrino. Since
the observation of neutrino oscillations it is clear that neutrinos have non-zero masses and
since then they were considered as Dark Matter candidates. The current upper limit for the
sum of all neutrino masses is set by the Planck collaboration to be ∑mν ≤ 0.23 eV [19].
Thereby also the energy density Ων of neutrinos is limited, since it is directly related to the
mass limit [29]:

Ων =
∑mν

47eV
. 0.005. (1.2)

Despite their huge number, the energy density of neutrinos is much too small too account for
the whole Dark Matter energy density (Ωc ≈ 0.27). Furthermore, neutrinos were relativis-
tic (i.e. hot Dark Matter) when they decoupled from other matter and, thus, cannot be the
dominant part of Dark Matter.

Both facts taken together exclude SM neutrinos as the main Dark Matter component and
as a direct consequence all evidence for Dark Matter has to be considered as indications for
physics beyond the Standard Model of particle physics.
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1.2 Dark Matter Candidates

One Dark Matter candidate beyond the SM are so-called sterile neutrinos, which have been
proposed to solve the problem of neutrino masses [29]. In the SM only left-handed neutrinos
have a coupling to the gauge bosons of the electroweak force. By introducing right-handed
sterile (i.e., without electroweak interaction) neutrinos, also the masses of neutrinos can be
explained by the same mechanism that generates the masses for the quarks and charged lep-
tons. Sterile neutrinos might be good (warm) Dark Matter candidates if their mass is not too
big ( mνs ≈ O (10 keV) ). However, most of the allowed parameter space for sterile neutrinos
as Dark Matter candidates has already been excluded mainly by non-observations in indirect
searches and astrophysical signals [29]. In a recent article a comprehensive review of keV-
scale sterile neutrino Dark Matter is presented [30].

1.2.3 Axions

Many extensions of the Standard Model exist that propose particles, which are viable Dark
Matter candidates. Among these are the so-called axions, which where postulated to solve
the strong CP-problem [29]. Quantum chromodynamics predicts that the electric dipole mo-
ment of a neutron dn should be |dn| ∼ 10−16 e · cm. However, up to now nobody measured
this quantity directly and the current upper limits are almost ten orders of magnitude better
(|dn|< 2.9 ·10−26 e · cm [31]) than the theoretical expectations. Peccei and Quinn introduced
an additional symmetry to solve this problem and to explain the required fine tuning [32].
Since this symmetry could not be observed, they concluded that it has to be spontaneously
broken. The respective Nambu-Goldstone boson is called axion, a perfectly valid Dark Matter
candidate with masses in the range of 1 – 100 µeV/c2 [29].

1.2.4 Weakly Interacting Massive Particles

Another well motivated Dark Matter candidate is the Weakly Interacting Massive Particle
(WIMP). As the name suggests, these particles should be massive (& 1 GeV/c2) and have an
interaction cross section that is typically in the range of the electroweak interaction. The most
exciting fact about WIMPs is, that they were postulated to solve problems not related to Dark
Matter at all but would have the relic density consistent with that required for Dark Matter.
This fact is also called WIMP miracle and is explained together with several WIMP candidates
in this section.

WIMP Miracle

Similar to baryonic matter, Dark Matter may be produced as a thermal relic of the Big Bang
[33]. The evolution of a thermal relic’s number density is shown in figure 1.6. Initially all dif-
ferent particles are in thermal equilibrium as the universe is dense and hot. With time evolving
the universe cools down to temperatures T. At some point the temperature falls below the Dark
Matter particle’s mass mχ . Therefore, the number density of WIMPs becomes Boltzmann sup-
pressed, i.e. drops exponentially with e−mχ/T . Due to the annihilation with its antiparticle the
number of Dark Matter particles would drop to zero (dashed line). In addition to cooling the
universe is expanding and, therefore, the Dark Matter density is decreasing. At some point the
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1 Evidence and Candidates for Dark Matter

Figure 1.6: Temperature (x-axis bottom) and time (x-axis top) evolution of the comoving
number density Y (y-axis left) and the resulting thermal relic density (y-axis right) for a
100 GeV/c2 WIMP particle. The solid line is for an annihilation cross section that yields
the correct relic density, while the dashed line is valid for a particle remaining in thermal
equilibrium. The shaded areas are for cross sections differing by a factor of 10 (yellow), 102

(green) and 103 (blue) from the correct value. Image taken from [29].

Dark Matter particle gas is so diluted, that the probability for annihilation vanishes and these
particles freeze out. The number density of Dark Matter particles asymptotically approaches
a constant, i.e. the thermal relic density. The WIMP miracle is now that particles with typical
masses mχ & 30 GeV/c2 and cross sections of the electroweak scale (< 10−38 cm2) would give
the correct relic density observed today.

WIMP Candidates

In supersymmetric extensions of the standard model the well-known set of standard model
particles is extended by a set of particles, which have a spin difference of 1/2 (the supersym-
metric partner of a fermion is a boson and vice versa). In most of these theories, due to the
so-called R-parity conservation, there exists a lightest stable particle (LSP) which is a good
candidate for a WIMP [33].

Not only from supersymmetry, but also from other theories, particles with WIMP properties
can arise. For example in models with extra spatial dimensions so-called Kaluza-Klein states
manifest and the lightest of them would be another appealing WIMP candidate. If the mass of
these particles is large enough, it could be able to explain the total amount of Dark Matter in
our universe [29].
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1.2.5 Asymmetric Dark Matter
In recent years light Dark Matter has gained more and more interest. The Lee-Weinberg bound
excludes (thermal) WIMPs lighter than ∼ 2 GeV/c2 since they would lead to an overclosure
of the universe [34]. As explained before, the thermal freeze-out of a particle is directly
connected to the particle mass. Lighter particles have a lower annihilation cross section and,
therefore, a higher relic density. At ∼ 2 GeV/c2 the resulting Dark Matter relic density would
lead to such a high total density that the universe could never attain its present age.

Asymmetric Dark Matter (ADM) models are a viable option for light Dark Matter candi-
dates typically, though not exclusively, with masses in the range of 1–15 GeV/c2 [35]. Such
models gained much interest when it was observed that the amount of Dark Matter and the
amount of baryonic matter only differ by the small factor of five. According to ADM this sim-
ilarity might be a hint for a strong connection between baryons and Dark Matter. The main idea
is that, similar to the baryonic sector where an asymmetry between particles and antiparticles
is observed, the present Dark Matter density might be due to a Dark Matter particle-antiparticle
asymmetry [35].

Like WIMPs, ADM particles might interact with baryonic matter and, therefore, be de-
tectable in, e.g., a direct detection experiment. ADM models propose the interaction with
nucleons via the exchange of a new mediator. If the interaction length is short, which is the
case for a heavy mediator, there is no experimental difference between ADM particles and
WIMPs, i.e., the usual WIMP analysis and bounds can be applied also for these models [35].
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2 Direct Detection of WIMP Dark
Matter

A confirmation of the WIMP Dark Matter scenario would be the third evidence supporting the
hot big bang cosmology besides the observation of the CMB and big bang nucleosynthesis.
There exist different complementary strategies to enlighten the mystery of WIMP Dark Matter.

Figure 2.1 depicts the three different schemes to probe Dark Matter particles. It is assumed
that there is some a-priori unknown interaction between Dark Matter particles χ and well-
known Standard Model (SM) particles. Dependent on the time direction (arrows) the three
different schemes can be depicted in one generic Feynman diagram.

The first approach are collider based searches for Dark Matter, where Dark Matter particles
should be produced in a collision of a pair of standard model particles. Unfortunately direct
production of WIMP pairs is not observable, as the cross section of Dark Matter is expected to
be tiny and, thus, an interaction in the detectors surrounding the beam interaction points is not
expected. Therefore, either the simultaneous production of another signal, e.g. a jet, is required
to trigger the detector or only indirect production, e.g. via the decay of a heavier particle, can
be investigated. The existence of these different production channels leads to a huge variety of
possible signatures. In general the signature of Dark Matter at colliders would be events with
missing energy in the range of the mass of the new particle. Indeed, e.g. ATLAS and CMS
located at the LHC can set upper limits on the WIMP-nucleon scattering cross section, which
are especially in the low WIMP mass regions compatible or even better compared to direct
Dark Matter searches [36, 37].However, the collider results strongly depend on the particular
models, predicting the coupling constants of Dark Matter and standard model particles.

Even the discovery of a new heavy particle at a collider alone is still not a proof that the
observed Dark Matter consists of this newly discovered particle. First of all it has to be investi-
gated if the life time of this new particle is stable on the time scale of the universe (τ & 1017 s),
which is not feasible with collider searches alone. One approach would be a precise measure-
ment of the properties of this hypothetical particle at a collider, which can determine the
candidate’s relic density [29] . This result has to be compared to the cosmologically observed
densities and only if both values agree one could be confident that Dark Matter is made of the
particles produced at the collider. Alternatively if the mass of the hypothetical particle would
fit to an observed excess in either indirect or direct searches the combination of both might
also solve this problem.

The second approach for the detection of Dark Matter are indirect search experiments,
which aim to detect secondary standard model particles produced in the annihilation or de-
cay of Dark Matter particles. After the thermal freeze-out the pair annihilation rate is strongly
suppressed and, thus, has only negligible impact on the relic density. Nonetheless the process
still continues and it might be possible that two WIMPs annihilate into two Standard Model

15



2 Direct Detection of WIMP Dark Matter

χ

χ

SM

SM

ANNIHILATION (indirect)

PRODUCTION (collider)

SC
A

T
T

E
R

IN
G

(d
ir

ec
t)

Figure 2.1: The three different scenarios for the detection of Dark Matter particles χ . The
first approach is the production of Dark Matter particles via the collision of Standard Model
(SM) particles at colliders. The signature of these events would be a missing energy in the
range of the WIMP mass. The second approach is the indirect detection via the annihilation
of Dark Matter particles in SM ones. Finally, direct detection experiments aim to detect the
scattering recoils of Dark Matter and SM particles.

particles (see figure 2.1). Another possibility is that Dark Matter particles have a long but still
finite lifetime compared to the age of the universe and, thus, could decay into standard model
particles.

From an experimental point of view the most crucial and at the same time most difficult task
for indirect searches is to exclude that the observed secondary particles have an astrophysical
source. The most promising particles to detect with indirect experiments are photons, neutri-
nos and charged anti-particles like positrons and anti-protons. Photons and neutrinos have the
advantage that they are not influenced by magnetic fields inside the galaxies and, thus, would
directly point towards the source. This information is used by observing regions where either
a large Dark Matter density is expected and/or the expected background contribution is low.
Typical search regions are massive and dense objects like the center of galaxy clusters, the
galactic center or even the sun as well as dwarf galaxies, which might be dominated by Dark
Matter [38]. Due to the deflection inside the strong magnetic fields of our galaxy the source
information is lost for charged (anti-)particles.

The advantage of the low interaction rate for neutrinos is simultaneously a drawback, since
the detection of this particles is more difficult compared to e.g. γ-rays. Huge Čerenkov detec-
tors located underground (or under-ice or under-water) are necessary to detect the secondary
particles, created during an interaction in the material inside the instrumented volume or in
the surroundings [38]. The charged secondaries, in particular muons, emit Čerenkov light
which in turn can be recorded by the experiments. This light enables them to determine the
energy and direction of the secondary particles. Thereby, also the energy and the direction
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of the parent neutrino are obtained, since these quantities are directly connected. Interest-
ingly, the non-observation of neutrino fluxes from the sun constrained the scattering cross
section of Dark Matter particles with nuclei, which is directly comparable with direct detec-
tion searches [39–41].

A compact review about the different indirect detection fields and experiments including
recent results can be found e.g. in [42].

The third approach of Dark Matter searches is via the direct detection of scattering recoils
of WIMPs with Standard Model particles in the experimental target. This approach is ex-
plained in the remaining part of this chapter by first discussing the expected count rates in
direct detection experiments in section 2.1. In section 2.2 a generic overview of the different
experimental approaches used in this field is given.

The three different detection scenarios provide complementary information about Dark
Matter [43]. Colliders can uniquely investigate the interaction with standard model particles,
while direct detection provides information about the local density and the velocity distribu-
tion of Dark Matter particles. Finally, indirect searches based on astrophysical observations
could contribute by tracing the Dark Matter distribution in the sky. The finding of Dark Matter
would be a major breakthrough in modern physics and would solve a long lasting mystery.

2.1 Expected Count Rates in Direct Detection
Experiments

As far as we know, the Milky Way is an ordinary barred spiral galaxy and, thus, it is valid
to assume that our galaxy includes also a halo consisting of Dark Matter particles. This hy-
pothesis is also supported by the measured rotational curve of the galaxy, which is in good
agreement with the expectations including Dark Matter. Despite the weak interaction rate of
WIMPs, it might happen that a detectable fraction of WIMPs scatter off the nuclei inside the
target of a direct detection experiment.

Depending on the mass mχ of the Dark Matter particle, its relative velocity v with respect
to the target and the local Dark Matter density ρχ the Dark Matter flux Φ can be calculated as

Φ =
ρχ

mχ

v. (2.1)

In a detector this leads to a detection rate Rdet depending on the number density of target nuclei
ntarget and the WIMP-nucleus cross section σ(v):

Rdet = Φ ·ntarget ·σ(v). (2.2)

The number density ntarget =
Mtarget

mN
depends on the total target mass Mtarget and the mass of one

nucleon mN . In order to compare different experiments the total expected rate R is normalized
by the detector mass and given as

R =
Rdet

Mtarget
=

ρχ

mN mχ

v ·σ(v). (2.3)
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2 Direct Detection of WIMP Dark Matter

The typical velocity in galaxies is v ∼10−3 c and, therefore, the scattering process can be
described by non-relativistic kinematics. WIMPs with such low energies do not probe the
substructure of the target nucleus but instead do mainly interact coherently with the complete
nucleus. This simplifies the expression of the recoil energy ER that is transferred to a target
nucleus in the center of mass frame. It is given by

ER =
µ2

N v2

mN
(1− cosθ) , (2.4)

where θ is the scattering angle between the WIMP and the recoiling nucleus and µN the
reduced mass. The latter is defined as

µN :=
mχmN

mχ +mN
. (2.5)

According to equation 2.4 the recoil energy is maximal in the case of mχ = mN and θ = π

resulting in

ER,max =
2 µ2

N v2

mN
=

1
2

mχv2 ≈ 1
2

(
mχ

GeV/c2

)
keV. (2.6)

Since the angular distribution is isotropic at low velocities the recoil energy varies between
zero and ER,max ∼O(10 keV) for mχ ∼O(20 GeV/c2). Experimentally it is a big challenge to
detect such small recoil energies especially in the case of light WIMPs.

2.1.1 Differential Recoil Spectrum

Rather than the total rate (see equation 2.3) the differential recoil spectrum is typically the
quantity of interest for Dark Matter searches. Usually it is expressed in terms of counts per
kilogram of target material, days of exposure and keV of recoil energy and describes the
expected spectral shape of the event distribution.

The differential recoil spectrum can be calculated by differentiation of equation 2.3 with
respect to the recoil energy ER. Up to now it was assumed that all Dark Matter particles have
the same velocity v but this simplification is released. A more realistic velocity distribution
f (~v) which has to be integrated is considered and, thus, the differential rate is given as

dR
dER

=
ρχ

mNmχ

∫
∞

vmin

d3v f (~v) · v · dσ(~v,ER)

dER
. (2.7)

The lowest speed vmin of a WIMP that can induce a nuclear recoil of energy ER can be calcu-
lated by

vmin =

√
ER mN

2 µ2
N

. (2.8)

Formally the upper limit of the velocity integral is infinity but high energetic WIMPs could
not be gravitationally bound inside the galaxy leading to a vanishing density. This effect is
taken into account later by truncating the integral at the galactic escape velocity vesc.
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2.1 Expected Count Rates in Direct Detection Experiments

In part II of the present work methods to efficiently reject background events are presented
resulting in a spectrum of nuclear recoil events. This measured spectrum acts in part III as the
left hand side of equation 2.7 to gain information about the Dark Matter particle properties.
Right now, however, the right hand side of equation 2.7 requires additional inputs, in particular
from particle, nuclear and astrophysics, to evaluate the differential rate further.

Particle and Nuclear Physics Inputs

The majority of the particle and nuclear physics inputs are condensed in the differential
WIMP-nucleus cross section dσ

dER
. Starting from theoretical considerations concerning the

microscopic description of the WIMP-quark interaction in the model considered, the final
WIMP-nucleus scattering cross section has to be derived. In general, the latter can be sepa-
rated into two contributions

dσ

dER
=

(
dσ

dER

)
SI
+

(
dσ

dER

)
SD

. (2.9)

The spin independent (SI) term summarizes the scalar interactions, whereas the spin depen-
dent (SD) interaction describes a possible coupling of the Dark Matter particle with the net
spin of the target nucleus. For target nuclei with no or only a small net spin, e.g. CaWO4 – the
target material of CRESST-II – the spin dependent term can be neglected.

For most models the couplings of WIMPs to neutrons and protons is similar leading to the
following form of the spin independent cross section [28](

dσ

dER

)
SI
=

2mN A2 f 2
p

π v2 ·F2 (q) , (2.10)

where fp describes the interaction strength of WIMPs and protons. As a consequence of the
coherent scattering where the individual scattering amplitudes of all A nucleons add up in
phase the cross section has an A2 dependency leading to an increasing interaction probability
for heavy target nuclei.

The function F (q) is the so-called form factor, which describes the influence of the nuclear

substructure especially for high momentum transfers q ≡
√
|~q|2 =

√
2mN ER. For these high

energies the corresponding wavelength of the WIMP is of the order of the nuclear radius in-
ducing a partial loss of coherence and, therefore, a decrease in the interaction probability. The
form factor is the Fourier transformation of the spatial density distribution of the scattering
partners in the nuclei. Different models to calculate form factors for various nuclei exist, but
usually – due to its analytical form – the Helm parametrisation is chosen [46, 47]. One disad-
vantage of this parametrisation is the simplicity of the model so that it might be inappropriate
in describing the nuclear density especially for the more complex substructure of heavy ele-
ments. Furthermore, the model parameters are often obtained by a fit to many nuclei and, thus,
describe various elements with different precision. Therefore, in the present work exactly as
in [44] a different parametrisation based on model independent form factors for oxygen and
calcium and a Woods-Saxon form factor for tungsten are used.
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2 Direct Detection of WIMP Dark Matter

Figure 2.2: Squared form factor F2(ER) for various Dark Matter target materials as a function
of the recoil energy ER. Exactly as in [44] model independent form factors are used for oxygen
and calcium, while for tungsten a Woods-Saxon form factor is calculated. For the other target
materials the Helm form factor as introduced by Lewin and Smith is applied [45]. For light
elements only an exponential decrease of the squared form factor with increasing energy is
observed. However, for the heavy elements tungsten and xenon steep drops at distinct energies
are observed.

In figure 2.2 squared form factors F2(ER) for various target materials used in direct Dark
Matter search experiments are shown as a function of the recoil energy ER. For oxygen, cal-
cium and tungsten the previously described parametrisation is applied, for all other materials
a slightly modified Helm form factor is depicted [45]. For the recoil-energy range shown in
figure 2.2 the influence of the form factor is modest for light elements but for heavy elements
like xenon or tungsten steep drops at discrete energies are observed.

We can define the total point-like WIMP-nucleus cross section σ0 by using the result of
equation 2.6 and write for the spin independent cross section(

dσ

dER

)
SI
=:

σ0

ER,max
·F2 (q) . (2.11)

Obviously the complete influence of the target nucleus (especially the number of nucleons
A) is contained in this quantity σ0 which disqualifies it for comparison between different
experiments. Instead, a target-independent normalized WIMP-nucleon cross section is defined
as [48]

σWN :=
(

1+mχ/mN

1+mχ/mp

)2
σ0

A2 , (2.12)

where mp denotes the proton mass.
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All results reported in the framework of Dark Matter searches are either upper limits on σWN
or allowed parameter regions for a certain Dark Matter mass and cross section combination.

Making use of all the previously discussed particle physics inputs the differential rate de-
fined in equation 2.7 can be rewritten as

dR
dER

=
ρχ

2mχ µ2
N
·σ0 ·F2 (ER) ·

∫
∞

vmin

d3v
f (~v)

v
. (2.13)

Astrophysics Inputs

In the following the integral of the velocity distribution I(vmin) :=
∫

∞

vmin
d3v f (~v)

v is investigated
in more detail, since almost all astrophysical inputs are related to this integral.

Starting with the velocity distribution f (~v) of Dark Matter particles, the simplest model
assumes that the Dark Matter particles are thermalized. In this case they follow a Maxwell-
Boltzmann distribution in the galactic rest frame [48]

fG(~vG) =
1
N

(
3

2πw2

)3/2

exp
(
−

3v2
G

2w2

)
, (2.14)

where ~vG is the Dark Matter particle velocity in the galactic rest frame, w the root mean square
velocity of these particles and N a normalization factor.

For a stationary earth with respect to the galaxy and for WIMP velocities up to infinity
the velocity distribution fG(~vG) would be exactly the one to use for the evaluation of equa-
tion 2.13. Using the definition of the minimal velocity vmin yields for the velocity integral
I(vmin)

I(vmin) ∝ exp
(
−

v2
min
w2

)
∝ exp(−ER). (2.15)

The evaluation of the velocity integral I(vmin) under these oversimplified assumptions gives a
rough idea about the spectral shape of the differential rate as function of the recoil energy: Es-
sentially it is the product of the (energy dependent) form factor and an exponentially decaying
function.

Two additional effects have to be taken into account to derive a more realistic Dark Matter
velocity distribution. As already mentioned earlier the distribution has to be truncated at the
escape velocity vesc of the Milky Way, since particles with higher velocities are not gravitation-
ally bound inside the galaxy. By introducing the galactic escape velocity vesc as upper limit of
the integration also the normalization constant N has to change. The modified normalization
factor is of the form [48]

N = erf(z)− 2√
π

z exp
(
−z2), (2.16)

with

z2 :=
3v2

esc
2w2 . (2.17)

The second correction arises from the revolution of the earth around the sun and the move-
ment of the solar system through the galaxy creating a considerable speed v⊕ with respect to
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the galactic rest frame. For the calculation of the velocity distribution this effect is taken into
account by a Galilei transformation [33]

v⊕(t) = v0 ·
[

1.05+0.07 · cos
(

2π (t− t0)
1yr

)]
, (2.18)

where v0 is the asymptotic value of the rotational velocity of the solar system orbiting around
the galactic center (v0 ∼ 220 km/s [49]) and t0 the phase corresponding to June 2nd ± 1.3 days
[33]. Thus, the observed WIMP velocity with respect to Earth is the superposition vG + v⊕.

In [48] it is shown that using these two corrections leads to a velocity integral I of the form

I(vmin)=
1

Nη
·
(

3
2πw2

)1/2

·
[√

π

2
· [erf(xmin−η)− erf(xmin +η)]−2η exp

(
−z2)] , (2.19)

where N and z are still defined as before (see equation 2.16 and equation 2.17, respectively).
The new quantities η and xmin are defined as follows:

η
2 :=

3v2
⊕

2w2 and x2
min :=

3v2
min

2w2 =
3mNER

4µ2
Nw2 . (2.20)

Taking all effects together, the complete differential rate can finally be derived:

dR
dER

=
ρχ

2mχ µ2
N
·σ0 ·F2 (ER) · I(vmin). (2.21)

Additionally, some astrophysical constants are inputs into the differential rate equation. As
described earlier, the simplest case of an isothermal spherical halo model for the Dark Matter
particles is assumed. This leads to a connection (see e.g. [48]) between the root mean square
velocity w of Dark Matter particles and the rotational velocity of the solar system v0:

w =

√
3
2
· v0 = 270km/s. (2.22)

For the galactic escape velocity the conventional value of the direct Dark Matter community
of vesc = 544 km/s is assumed in the present work [50].

Also the value of the local Dark Matter density ρχ is required for the calculation of the
expected spectra. There exist different methods to determine this quantity [51] and, among
others, the choice of the Dark Matter halo profile affects the expected density [52]. For reasons
of simplicity, i.e. mainly for easy comparison of different experiments, the direct Dark Matter
search community conventionally assumes an average value of ρχ := 0.3GeV/c2

cm3 [53].

Expected Differential Rate

Finally, the expected differential rate of WIMPs scattering off various target nuclei and differ-
ent masses can be calculated.

22



2.1 Expected Count Rates in Direct Detection Experiments

Figure 2.3: Expected differential event rate of a 100 GeV/c2 WIMP scattering elastically off
nuclei in various target materials. Thereby, an ideal detector without energy threshold and
perfect energy resolution as well as a WIMP-nucleon cross section of 1 pb are assumed. The
influence of the form factor leads to the drastic drop of the event rate for heavy elements like
tungsten and xenon. At small energies the rate increases with the mass squared of the target
nucleus, due to the assumed A2 enhancement of the cross section.

The expected spectra of a 100 GeV/c2 WIMP for various target materials are depicted in
figure 2.3. The given rates correspond to a WIMP-nucleon cross section of 1 pb and assume
an ideal detector without an energy threshold and perfect energy resolution.

At small energies the expected differential rate increases with the mass squared of the target
nucleus, due to the assumed A2 enhancement of the cross section. For the heavy elements
xenon and tungsten the shape is completely dominated by the form factor leading to a sharp
suppression of the rate at the same distinct energies as observed for the form factor (see fig-
ure 2.2). Together with the exponential decay of the rate this limits the energy range of interest
to small low energetic regions – e.g. < 40 keV for tungsten – where the expected spectra are
featureless.

In figure 2.4 the influence of the WIMP mass on the expected differential recoil spectra of
tungsten (solid lines) and oxygen (dashed lines) is shown in the energy range from 0 – 55 keV.
Again a WIMP-nucleon scattering cross section of 1 pb and an ideal detector are assumed.

At small recoil energies the expected differential rate in tungsten (A≈ 184) is ∼ 2 orders
of magnitude higher than the one in oxygen (A≈ 16). Since this is due to the expected A2-
enhancement of the WIMP-nucleon cross section, it is independent of the given WIMP mass.

For a WIMP mass of 300 GeV/c2 the expected curve drops towards∼ 50 keV since the form
factor plays the dominant role at high recoil energies. Thus, the spectral shape is comparable
with the one for 100 GeV/c2, whereas the total rate is smaller due to the reduced number

23



2 Direct Detection of WIMP Dark Matter

Figure 2.4: Expected differential spectra for tungsten (solid lines) and oxygen (dashed lines)
for different WIMP masses. For high WIMP masses the spectral shape is dominated by the
form factor but for lower masses the spectra become steeper and no influence of the form
factor is visible. The velocity integral I(vmin) as well as the maximum recoil energy ER,max
are decreasing with decreasing WIMP mass.

density. For lighter WIMPs the influence of the form factor strongly decreases since already
the decreasing velocity integral I(vmin) leads to a strong confinement of the expected recoil
energies. The maximal expected recoil energy is strongly affected by the reduction of the
WIMP mass and the target material. While for a 10 GeV/c2 WIMP scattering off tungsten
recoil energies of∼ 7 keV are expected, it is only∼ 0.7 keV for a 3 GeV/c2 WIMP. For oxygen
the expected recoil energies are slightly higher, namely ∼ 28 keV for a 10 GeV/c2 WIMP and
∼ 5 keV for a 3 GeV/c2 WIMP. Simultaneously, with decreasing WIMP masses the spectra
become steeper and, thus, a higher fraction of the spectra are located in the low energy region.

2.1.2 Detector Effects

Up to now an ideal detector consisting of a single element has been considered for the cal-
culation of the differential rate. This simplification is dropped in this section and the effects
induced by a realistic detector are explained.

Multi-Element Target

For a multi-material target, e.g. CaWO4 in CRESST, the total differential rate has to be cal-
culated as the weighted sum of the constituents, where the weights are defined by the mass
fractions in the target compound. In figure 2.5 the expected differential rate in a CaWO4
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(a) 10 GeV/c2 WIMP (b) 100 GeV/c2 WIMP

Figure 2.5: Differential spectrum of CaWO4 and its three components oxygen, calcium and
tungsten for two different WIMP masses. In both cases the rate of the single elements is scaled
to match the respective mass fraction in CaWO4. Please note the different scaling of x and
y-axes in the two subfigures. For a 100 GeV/c2 WIMP (b) the total spectrum is dominated
by scatterings off tungsten while for a 10 GeV/c2 WIMP (a) the total spectrum is confined to
a smaller energy region. Additionally, all three elements contribute: tungsten still dominates
the differential rate at low energies whereas calcium and oxygen are important at higher en-
ergies. Nonetheless, for both WIMP masses the total spectra drop almost exponentially with
increasing energy.

target is depicted for two different WIMP masses. Also shown are the rates of the single com-
ponents of CaWO4 but calculated for the respective mass fraction in the compound. For the
100 GeV/c2 WIMP (b) the total spectrum is dominated by scatterings off tungsten. Only when
the form factor plays an important role (& 40 keV), the calcium fraction becomes relevant.
However, at these high energies only a negligible contribution of the spectrum is expected.
The situation changes completely for a 10 GeV/c2 WIMP (a). Here, the total spectrum is con-
fined in a smaller energy region. In addition there are three different energy regions where the
different elements contribute. Tungsten still dominates the differential rate but due to its steep
drop at ∼ 5 keV calcium takes over. At even higher recoil energies (& 11 keV) oxygen plays
the most important role. Nonetheless for both WIMP masses the total spectra drop almost
exponentially with increasing energy.

Energy Detection Efficiency

The absolute amount of energy recognized in the detector does not necessarily equal the total
amount of energy deposited but may be only a certain fraction of it. In addition, this fraction
can depend on the type of the interacting particle. For Dark Matter experiments the energy
calibration is often performed with sources inducing electron recoils, e.g. γ-sources, and, thus,
the energy scale is denoted as electron equivalent energies Eee.

Consequently, for electron recoils the true energy which has been deposited is directly mea-
sured (Eee = ER), while for other particles the measured value is just proportional to the true
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recoil energy ER

Eee = QFp ·ER. (2.23)

The proportionality constant QFp is called quenching factor and depends on the particle type
p.

It is shown in the next chapter that in particular for CRESST this efficiency effect is neg-
ligible. In the phonon channel, used to set the energy scale, the amount of detected energy
is hardly particle dependent and, thus, it is valid to assume QFp ≈ 1. The clean notation
involving Eee is used here but later the distinction between Eee and ER is dropped.

Energy Resolution and Threshold

Any real detector has a finite energy resolution ∆E which, in general, is dependent on the
observed energy Eee. This has to be taken into account by a convolution of the expected recoil
spectrum dR

dER
with ∆E(E). Here, a Gaussian error of the measured energy is assumed leading

to
dR

dEee

∣∣∣∣
obs

=
C

∆E (Eee)

∫
∞

0

dR
dER

exp

(
−(Eee−ER)

2

2∆E2 (Eee)

)
dER. (2.24)

The normalization constant C is given by:

C =

√
2
π

(
1+ erf

(
Eee√

2∆E (Eee)

))−1

. (2.25)

A real detector has a certain energy dependent fraction of events A(ER), lying between zero
and one, that are accepted. One example is a lower energy threshold Eth, below which the
deposited amount of energy can not be registered anymore, implying an acceptance A(ER) of
the form:

A(ER) =

{
0 ER < Eth

1 ER ≥ Eth
. (2.26)

The accepted differential event rate is, thus, defined as

dR
dER

∣∣∣∣
acc

= A(ER) ·
dR
dER

∣∣∣∣
obs

. (2.27)

The expected event rate R above a given energy threshold Eth is obtained via integration
of the differential event rate spectra (see figure 2.3) from Eth to infinity. In figure 2.6 the
event rate R is depicted as function of Eth for a 100 GeV/c2 WIMP and for various materials.
Independent of the target material a reduced (i.e. improved) energy threshold leads to an expo-
nential increase of the expected rate. Thus, already a small reduction of the energy threshold
results in an appreciable improvement of the expected sensitivity for WIMPs. In particular,
a low energy threshold and a good energy resolution are essential for light WIMP searches,
since the expected spectrum is steep and, simultaneously, the maximum recoil energy is small.
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Figure 2.6: Expected event rate R above a given energy threshold Eth of a 100 GeV/c2 WIMP
for different target materials. The rate is obtained via integration of the differential spectra
depicted in figure 2.3 from threshold up to infinity. A WIMP-nucleon cross section of 1 pb
and a perfect energy resolution are assumed. Independent of the target material a reduced
energy threshold leads to an exponential increase of the expected rate.

2.1.3 Experimental Requirements and Signatures for WIMP
Searches

Finally, the main properties of the WIMP interaction rate and the resulting experimental re-
quirements are discussed. Also the different WIMP signatures which might be observable by
some of the experiments are explained.

Experimental Requirements

In the last section it is shown, that for WIMPs scattering elastically off nuclei only very low re-
coil energies of O(10 keV) are expected. In addition, the spectrum of recoil energies decreases
exponentially with increasing energy and, thus, sensitive detectors with low energy threshold
and good energy resolution are a key feature. This is especially important for experiments
searching directly for light Dark Matter.

In the last decade a large step in the sensitivity of direct Dark Matter search experiments
was achieved. Since none of these experiments found indisputable evidence for Dark Matter,
the expected interaction rate must be very low. The exclusion limits on the WIMP-nucleon
cross section depend on the expected WIMP mass. Currently the leading exclusion limit is in
the order of σWN < 10−9 pb at ∼ 30 GeV/c2 [54]. Thus, the expected event rate is lower than
R . 0.001 kg−1 d−1, which is only detectable in experiments with a very low background. For
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lighter WIMPs the limits are not that stringent but nonetheless the expected event rate is still
small.

Especially for high WIMP masses the smallness of the expected rate requires a high total
target mass and long measurement times. Furthermore, a careful material selection has to be
carried out to prevent radioactive contaminations inside or near the target volume. Addition-
ally, good passive and active background suppression techniques are necessary to be able to
detect the sought-for nuclear recoils.

Finally, for coherent spin-independent scattering an A2-enhancement of the scattering rate
is expected. Therefore, in general heavy target materials are beneficial and also in compound
targets WIMPs mainly scatter off the nuclei of the heaviest element. However, the maximal
recoil energy depends on the reduced target mass and, therefore, for light WIMPs only small
amounts of energy might be transferred to the heavy element. Thus, a considerable fraction
of the recoil spectrum of the heavy element might not be detectable due to the finite energy
threshold of the detector. In such a case also the scattering off lighter target elements might
be non-negligible. However, a low energy threshold increases the total expected rate in the
detector exponentially and, thus, is a key requirement for low WIMP mass searches.

Signatures of WIMPs

As outlined before WIMPs create a featureless exponential energy spectrum near the energy
threshold of the detector. This experimental signature alone is not sufficient to claim the
observation of WIMPs if an excess is observed. Typically the background is not very well
understood at the low energies and rates in question and, thus, might also contribute to or even
completely explain the observed events. Therefore, it is important to define specific signatures
to identify true WIMP interactions.

First of all the potential WIMP signal could be detected using more than one target nucleus.
This is either possible by more than one experiment with different target materials or with
a single experiment employing a compound material (as it is the case for CRESST). In both
cases, due to the expected rate and energy spectrum being dependent on the target nucleus, it
can be checked whether the potential signal events are consistent with the A2 expectation of
WIMPs or not. In contrast, background sources should hardly feature the same dependency
on the target element and the experimental site.

For Dark Matter particles a seasonal variation of the event rate in the detector is expected
[56, 57]. The solar system is orbiting around the galactic center leading to a movement to-
wards the constellation Cygnus. Since it is assumed that the WIMP halo is not rotating at all,
this motion of the sun and earth together leads to a WIMP wind with a relative velocity of
v0 ∼ 220 km/s [55]. At the same time the earth is revolving around the sun in a plane tilted
by 60 ◦ with respect to the galactic plane. The relative velocity of the earth with respect to the
WIMP wind will be maximal (minimal) in June (December), when the parallel component of
the velocity v‖ with respect to the solar system’s motion is maximal (minimal) (see figure 2.7).
This velocity modulation is directly converted into a seasonal rate change due to the integra-
tion of the velocity distribution I(vmin). However, the modulation amplitude is expected to be
small (' 7 % [58]) and, thus, high exposures, i.e. high target mass and/or long measurement
times, and/or good background suppression methods are required. Under the assumption of
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v0 ∼ 220 km/s galactic plane

v‖

v‖

WIMP WIND

60◦ SUN
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Figure 2.7: A signature for a Dark Matter particle would be the seasonal variation of the event
rate due to the terrestrial rotation around the sun. The solar system orbits around the galactic
center moving into the direction of Cygnus with a velocity of v0 ∼ 220 km/s [55]. For objects,
which move towards (away from) the solar system a blue (red) shift is observed. The rotation
plane of the earth around the sun is tilted by ∼ 60 ◦ with respect to the galactic plane. The
maximum rate is expected beginning of June when the anti-parallel velocity component v‖ of
the earth with respect to the WIMP wind is maximal, while the minimum rate should occur in
December.

a non-rotating WIMP halo the expected event rate exhibits a maximum (minimum) in June
(December).

Finally, in detectors capable of detecting the direction of the recoiling nucleus, a third possi-
bility arises. As for the rate modulation, due to the motion of the solar system and in particular
by the revolution of the Earth a (time dependent) preferred direction for WIMPs is introduced.
Therefore, for signal events the recoiling nucleus should point in the direction of the WIMP
wind as seen from the laboratory frame. Due to the additional rotation of the earth around its
axis, the preferred direction will vary on a 24 h time scale. This specific signal pattern is not
expected for background events, which should exhibit a uniformly distributed directionality.
Thus, observing such a correlation between the measured recoil direction and the theoretical
expectations based on the Earth’s motion would be a powerful tool for discriminating WIMP
signals from terrestrial background.
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2.2 Experimental Approaches for Direct Detection of
WIMPs

Three different kinds of signals are used to record recoils in direct detection experiments,
namely scintillation, ionization and heat (phonons). If the target material is a scintillator the
light created from a particle interaction inside the target can be recorded with photo-sensors.
In (semi-)conductors an interaction creates charged carriers (electron-hole pairs) and, thus, the
ionization channel is an alternative possibility to observe recoils. The heat signal in the form
of phonons can be used in cryogenic detectors as another detection channel.

Some experiments only exploit one of these three effects to record recoils, but the combi-
nation of two of these three channels allows to discriminate electron from sought-for nuclear
recoil events. This discrimination capability is crucial since in the majority of the experiments
electron recoils are the main background source.

In the following several direct detection techniques and experiments are explained.

2.2.1 Liquid Noble Gas Detectors

Liquid noble gases like xenon and argon are widely used target materials for Dark Matter
experiments. The main detection channel is the scintillation light produced by an interaction
in the target volume, typically detected by an array of photomultiplier tubes (PMT). Some
experiments also have a gaseous phase above the liquid one and drift the created electrons
with strong electric fields towards the surface of the liquid. There the electrons are extracted
out of the liquid into the gas due to the high electric field applied and, thus, create – via the
ionization of the gas – a second light signal proportional to the total extracted charge. This
signal is recorded by additional PMTs and used for the discrimination of electron and sought-
for nuclear recoils.

Detectors which only exploit scintillation light and are solely made of liquid noble gases are
called single phase detectors. Examples for experiments using this technique are DEAP [59],
MiniCLEAN [60] and XMASS [61]. For the discrimination of electron and nuclear recoil
events these detectors totally rely on pulse shape discrimination.

The detectors which record both ionization and scintillation signals are called double phase
time projection chambers (TPC). DarkSide [62], LUX [63], PandaX [64] and XENON [65]
are examples for this type of liquid noble gas detector.

This technique provides a rather easy scalability of target masses even up to the ton scale
and, simultaneously, a good radiopurity. The latter is mainly achieved by a fiducial volume
and self shielding, since the innermost volume is protected against radioactivity by the outer
volume. Furthermore the possibility of a constant purification of the target liquid reduces the
backgrounds further. Due to the large target mass and the low background liquid noble gas
detectors play nowadays the leading role in the direct Dark Matter search for high WIMP
masses (& 10 GeV/c2).

Nonetheless, at lower WIMP masses the reachable sensitivity is limited resulting in a steep
rise of the obtained exclusion limits. This limitation is mainly caused by the worse energy
resolution together with the high energy threshold compared to, e.g., cryogenic detectors.
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Additionally, these limitations might hinder a precise measurement of the parameters of a
possible WIMP signal.

2.2.2 Cryogenic Detectors

Both the CDMS experiment [66] and the EDELWEISS experiment [67] utilize diodes to
search directly for WIMP interactions. Typically these diodes are made of germanium, but
also silicon is investigated as target material. In all cases electrodes on the surfaces are used
to apply an electric field and, thus, drift charge carriers inside the detectors. Surface events
can be vetoed due to the electronic layout of the electrodes leading to a fiducial detector mass
(e.g. ∼ 600 g fiducial mass for a 800 g EDELWEISS detector [68]).

The combination of ionization and heat signal, measured by a sensitive thermometer, allows
to discriminate signal events (nuclear recoils) from backgrounds (electron recoils). For the
operation of these thermometers cryogenic temperatures are necessary and provided in both
experiments by a cryostat.

CDEX [69, 70] and CoGeNT [71] operate p-type point contact germanium detectors3 to
search for Dark Matter particles. In contrast to the germanium diodes explained previously,
for these detectors only the ionization signal is read out. Surface events, microphonics and
partial charge collection events can be vetoed by pulse shape discrimination leading to a fidu-
cial mass of ∼ 330 g for CoGeNT [71] and 994 g for CDEX [70]. However, these detectors
are characterized by a low readout capacity and, thus, can achieve low energy thresholds. Con-
sequentially, both experiments are mainly sensitive for light Dark Matter particles with masses
below 10 GeV/c2. While CoGeNT reported on the observation of an annual modulation signal
of events near threshold [72] this scenario is clearly excluded by the CDEX results [70]. A
more recent re-analysis of the CoGeNT data by a subset of the collaboration also ascribes part
of the observed excess events to a surface contamination [73].

CRESST uses scintillating CaWO4 single crystals cooled down to cryogenic temperatures
as target material for the direct Dark Matter search. The experiment is explained in detail in
the next chapter, which is mainly dedicated to the setup and the detection technique.

All cryogenic experiments are typically characterized by a precise energy scale, an excellent
energy resolution and a low energy threshold and, thus, can perfectly explore the low WIMP
mass region. Consequently, below∼ 6 GeV/c2 cryogenic detectors obtained the world-leading
exclusion limits.

A drawback of all cryogenic experiments is the small mass of an individual detector unit
(m . 1 kg). To get the target mass for a ton-scale experiment a huge number of units has to
be combined which also leads to a huge number of readout channels. This will introduce an
enormous heat load to the cryostat and has to be considered in the construction phase. Fur-
thermore, data analysis of such large experiments might be time consuming and sophisticated.
Therefore, cryogenic experiments are not the first choice to explore the parameter space in the
high WIMP mass region. However, if a hint for Dark Matter has been observed by, e.g., a
liquid noble gas detector the cryogenic experiments are well suited to clarify and determine

3 CANBERRA Industries labels their line of p-type point contact germanium detectors BEGe, for Broad Energy
Germanium diode.
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precisely the properties of this WIMP candidate.

2.2.3 Bubble Chambers
In direct Dark Matter searches bubble chambers had a revival after having been used suc-
cessfully for decades in accelerator experiments. There have been two collaborations, namely
COUPP [74] and PICASSO [75], that tried to detect WIMPs with these chambers filled with
superheated liquids. The efforts of both experiments have been merged and form now the
PICO collaboration operating such a device in the SNOLAB underground laboratory [76]. An
energy deposition inside the target volume leads to a local nucleation of a bubble at the in-
teraction site. Video cameras placed around the detector are triggered by the pressure spike
induced by the bubble formation and record the event. The bubble formation process does
not allow to determine the amount of energy deposited and, therefore, only the total integrated
interaction rate above an energy threshold can be measured. However, since the energy thresh-
old depends on the operating temperature and pressure, it is possible to determine statistically
an energy distribution of the interactions [77].

An important property of these detectors is the discrimination ability of the dominant e−/γ-
background and sought-for nuclear recoils. Also the energy loss per unit path length dE

dx re-
quired to nucleate a bubble is strongly dependent on the pressure and temperature of the liquid.
Thus, it is possible to adjust these operation parameters in such a way that electron recoils –
in contrast to nuclear recoils – can not nucleate bubbles and are, therefore, simply not vis-
ible [78]. Furthermore, the α-background which is dangerous for bubble chambers can be
discriminated via the acoustic emission from bubbles [79].

2.2.4 Novel Experimental Approaches
The field of direct Dark Matter search is very vital and several novel experimental approaches
have been discussed and studied. Here only one of these novel techniques is mentioned ex-
plicitly: The DAMIC experiment is the first experiment that uses thick, fully depleted Charge-
Coupled Devices (CCDs) with an active mass of 0.5 g [80]. In these silicon devices a detection
threshold of 40 eVee has been achieved. The CCDs are installed in an underground site and
after a certain exposure they are read out (in [80] every 40 000 s). X-rays and nuclear recoils
are expected to deposit their charge in point like events in the detector, while other particles
(e.g. muons, α-particles) produce long tracks. The discrimination between X-rays and nu-
clear recoils is accomplished basically by a fiducial volume cut, since unlike nuclear recoils
low-energetic X-rays are only able to penetrate a few microns into the detector [80].

2.2.5 Seasonal Modulation Search with DAMA/LIBRA
The DAMA/LIBRA experiment [81] uses 25 titanium doped NaI(Ti) crystal scintillators to
search for annual modulations of the event rate. Each of these crystals has a mass of 9.7 kg and
is read out by two low-background photomultiplier tubes (PMTs) [81]. In total DAMA/LIBRA
and its predecessor experiment DAMA/NaI collected an exposure of 1.33 ton years, corre-
sponding to 14 annual cycles.
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Figure 2.8: Experimental residual rate of the single-hit scintillation events measured by
DAMA/LIBRA-phase1 in the energy range of 2 – 6 keV. Superimposed is a cosinusoidal func-
tion A · cos(ω · (t− t0)) with a fixed period of T = 2π

ω
= 1 yr and a fixed phase t0 = 152.5 day

(June 2nd). The values obtained with an unconstrained fit are given in the text. The dashed ver-
tical lines correspond to the maximum expected Dark Matter signal, while the dotted vertical
lines corresponds to the minimum. Image taken from [81].

In figure 2.8 the measured residual rate (after subtracting the constant background) for
the energy region from 2 – 6 keV is shown. The solid black line corresponds to a cos-
inusoidal function A · cos(ω · (t− t0)) with a fixed period of Texp. = 1 yr and fixed phase
t0,exp. =152.5 day (June 2nd) according to the expectations for Dark Matter. The modulation
amplitude A is the central value obtained by best fit on the complete data set. For energies
above 6 keV the measured energy spectrum is flat and no annual modulation is observed.

The best fit values of the unconstrained fit yield a period of T = 2π

ω
= (0.998±0.002) yr and

a phase t0 = (144±7) day [81]. The modulation amplitude is determined to be A =(0.0112±
0.0012) counts/ (keV kg day). The statistical significance of this modulation in the combined
data set of the two phases is 9.3 σ .

The modulation parameters obtained by DAMA/LIBRA are in good agreement with the ex-
pectations for a WIMP signal. However, under standard assumptions the claimed signal region
is clearly excluded by several other direct search experiments. Despite numerous ideas for the
observed modulation no conclusive alternative explanation has been found up to now. The
null results obtained from CsI crystals deployed as target material by the KIMS collaboration
reject the possibility to explain the DAMA signal via WIMP-Iodine nuclei interaction [82]. To
confirm or reject the modulation signal unambiguously in a model independent way, several
programs are currently ongoing [83–87]. Since the NaI(Ti) crystals with excellent radiopurity,
which are used in DAMA/LIBRA, are not available for other experimental groups, it seems to
be the biggest challenge for these programs to achieve this radiopurity [86].
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Superconducting Thermometers

Cryogenic Rare Event Search with Superconducting Thermometers (CRESST) is a direct Dark
Matter search experiment located in the ”Laboratori Nazionali del Gran Sasso” (LNGS) un-
derneath the Gran Sasso mountains in Italy. Due to the low expected signal event rates (see
section 2.1) it is necessary to shield external radiation from the innermost part of the setup
(the experimental volume, where the detectors are located) to reduce backgrounds. Therefore,
an active and passive shielding concept is realized in CRESST-II4, which is described as part
of the experimental setup in section 3.1.

In section 3.2 the detector technology as well as the basic concepts of detector operation
and data taking are presented. The electronics and the data acquisition system are described
in section 3.3. The main results of the previous CRESST-II phase 1 are given in section 3.4
to understand the motivation of the different measures taken for phase 2 (section 3.5). This
last section is mainly dedicated to the new active background discriminating detector module
designs.

3.1 Experimental Setup
A schematic drawing of the whole CRESST-II setup is depicted in figure 3.1. In the following
the different parts of the experimental setup are explained.

3.1.1 Cryostat and Experimental Volume
The cryogenic detectors of CRESST-II need to be cooled down to ∼ 10 mK. To achieve these
low temperatures a commercial 3He / 4He dilution refrigerator is used. All parts of the cryostat
and the dewars for liquid nitrogen and helium are depicted in the upper half of figure 3.1. Since
the cryostat is a commercial product, not all materials are suited for a low background exper-
iment. Therefore, the setup has been designed to separate the cryostat from the experimental
volume, where the actual detector modules are mounted inside a copper support structure.
The mechanical and thermal connection is provided by a longish copper rod, the so-called
cold finger, which transfers the cooling power from the mixing chamber of the cryostat to the
experimental volume.

In the current stage the CRESST-II setup has 66 readout channels, which correspond to 33
mounted detector modules with one phonon and one light detector each. Thus, the support

4 CRESST-I used non-scintillating sapphire crystals as target material. In contrast, the current stage of CRESST
– denoted CRESST-II – changed the target to scintillating CaWO4 crystals and the phonon-light technique.
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Figure 3.1: Schematic drawing of the CRESST-II experimental setup. Most of the volume is
used by the various shieldings made of polyethylene (yellow), lead (gray), and copper (orange)
to reduce external backgrounds. At some places, which are hardly accessible, water filled
structures are mounted to prevent neutrons from entering the experimental setup. Additionally,
a muon veto system (dark blue) consisting of 20 plastic scintillator panels is installed. The gas-
tight radon box is constantly flushed with gaseous nitrogen to prevent radon from penetrating
to the inner setup. A cryostat provides the low temperatures required for the detector operation
and is located in the upper part of the setup. The detectors themselves are mounted in a small
volume in the innermost part at the center of the setup and are surrounded by thermal shields.
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structure is designed to house the same amount of modules, which are individually accessible.
Since the experimental volume is inside all shieldings and contains the actual detectors, a
careful selection of only radio-clean materials is necessary. In addition, the materials must
be able to be cooled down to mK temperatures without loosing their mechanical properties.
Therefore, most parts are made of a specially selected, radio-clean copper with a reduced
hydrogen content5.

Since the operated detectors are very sensitive to mechanical vibrations (e.g. caused by the
cryogenic facility) the whole cryostat rests on air dampers and does not touch the surround-
ing shielding. To prevent electromagnetic radiation from external sources to interfere with the
sensitive readout electronics, the complete setup depicted in figure 3.1 is located inside a Fara-
day cage. Furthermore, the lower part of the setup is installed in a clean-room environment to
allow for detector mounting under clean conditions.

3.1.2 Background Reduction

The CRESST-II setup and in particular the experimental volume are surrounded by different
layers which suppress the main backgrounds.

Muons

Muons are constantly produced by cosmic rays in the atmosphere of the earth. Due to their low
interaction cross section with matter they are very penetrating. The underground laboratory is
built next to a highway tunnel and has an overburden of 1400 m rock which corresponds to an
average depth of ∼ 3600 m water equivalent [88]. Therefore, in the LNGS the hadronic com-
ponent of the natural radiation vanished but muons are still detectable. The remaining muon
flux was measured to be 2 h−1m−2, which is a reduction by about six orders of magnitude in
comparison to the surface flux [89]. Thus, even in underground laboratories muons can still
induce background events either by directly depositing energy in the target crystals or via the
production of secondary particles (e.g. electrons, γ-rays, neutrons or even nuclei) inside the
surrounding materials. These secondaries can be very high-energetic and, thus, are able to
penetrate the shieldings. Alternatively, they can be directly produced in the vicinity of the
experimental volume. In all cases they introduce muon-related background events when they
hit the detectors.

To be able to detect and tag the primary muons, the CRESST-II experiment is surrounded
by a muon veto (dark blue in figure 3.1). The veto consists of 20 individual plastic scintillator
panels with a thickness of 5 cm each. Each of them is read out with a single photomultiplier
tube (PMT). The veto covers 98.7 % of the solid angle around the detectors. The remaining
area cannot be covered, because there has to be a hole for the cryostat.

Every interaction in the plastic scintillator panels produces a finite amount of light, which
can be detected by the corresponding PMT. These PMT signals are then converted by a QDC

5 Hydrogen molecules can cause a so-called heat leak which prevents the sufficient cooling of the material.
It is well known that hydrogen molecules show a spin excitation between their ortho and para states. The
de-excitation after cooldown can release heat over a long time period.
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module into a single charge value and stored for offline analysis6. Furthermore, the analog
sum of all channels is built and treated as another independent channel. Thus, a trigger in the
muon veto results in 21 stored QDC values. This information is used during the analysis to
decide whether a cryogenic event was coincident with a signal in the muon veto and, thus, that
it was most likely muon induced.

γγγ-Rays

As already stated before, the rock of the Gran Sasso mountains shields the hadronic component
of the cosmic rays and reduces the muon flux by ∼ six orders of magnitude. Therefore, in the
CRESST-II setup the most dominant backgrounds are introduced by γ-rays and electrons. The
γ-rays are produced mainly in the natural decay chains of 238U and 232Th with energies up to
2.61 MeV [90]. Furthermore, the isotope 40K with a natural abundance of only 0.0117 % is a
prominent source of γ-background [91]. To minimize these backgrounds a pre-selection of the
materials surrounding the detectors and of the detectors themselves in terms of their internal
radioactive contamination is necessary.

To prevent γ-rays of the surroundings (e.g. the rock) from entering the experimental vol-
ume, the cryostat is enclosed by a layer of lead with a thickness of 20 cm and a weight of 24 t
(see figure 3.1, gray). On the one hand, lead provides a good stopping power for γ-radiation
due to its high mass number and density. On the other hand, the intrinsic radioactive contam-
ination of lead is very high, due to the unstable isotope 210Pb, which is part of the uranium
decay chain. With a half life of t1/2 =22.3 a 210Pb decays over several steps to the stable
isotope 206Pb [90]. Throughout this decay chain α,β and γ-radiation is emitted which could
contribute to the background. A measure taken against this background is the installation of a
copper shield with a thickness of 14 cm and a weight of 10 t placed inside the lead shield (see
figure 3.1, orange). Copper can be produced with very low intrinsic radioactive contamination
and, hence, it is a suitable material in the vicinity of the detectors.

Therefore, CRESST-II uses copper not only for the shielding but also for all support struc-
tures in the experimental volume. For technical reasons it is not always possible to avoid lead
close to the detectors. In that case specially selected lead bricks with a reduced intrinsic con-
tamination of 210Pb are used in these positions. To allow access to the experimental volume
the lead and copper shieldings are mounted together on movable wagons.

Radon

Another source of natural radioactivity is the noble gas 222Rn, another member of the 238U
decay chain. Since radon is a noble gas it penetrates all materials easily and, thus, special
measures have to be carried out to avoid a radon contamination. At LNGS radon mainly
emanates from the surrounding rock and concrete of the walls of the experimental hall. The
corresponding activity due to radon was measured to be ∼ 50 Bq per cubic meter of air [92].

6 Analog to an ADC (Analog-to-Digital Converter) a QDC converts a charge Q to a digital number. Therefore,
the signal is integrated for a pre-defined time interval to collect the charge Q and then converted to a digital
number.
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Therefore, a gas-tight box enclosing the inner parts of the setup (called radon box - see fig-
ure 3.1, green box) is kept under slight overpressure and constantly flushed with pure nitrogen
gas.

Furthermore, 222Rn atoms can be adsorbed on surfaces and after decay, the daughter nuclei
might be implanted in the material. Thus, it is important to either veto surface events or to
remove the surface layers of all parts in the vicinity of the detectors. In the latter case the
materials have to be stored afterwards in, e.g. nitrogen-flushed storage areas, since otherwise
all surfaces can introduce background events related to radon and its daughters.

Neutrons

The ultimate background for all direct Dark Matter search experiments are neutrons since they
scatter off nuclei much as expected for WIMPS. Therefore, neutrons cannot be discriminated
from signal events in the offline analysis and have to be avoided by all means. Neutrons are
produced by muons in the surrounding rock or shielding materials, by (α,n) reactions on light
elements or by fission of heavy nuclei. The total neutron flux in hall A in the LNGS was
measured and also confirmed by simulations to be (3.81±0.11) ·10−6 s−1 cm−2 [93, 94].

To prevent neutrons from reaching the experimental volume a polyethylene (PE) shield with
a thickness of ∼ 50 cm encloses the whole setup (yellow in figure 3.1). Since polyethylene
has a high content of hydrogen atoms it is a good moderator for neutrons, which leads to
either neutrons being stopped inside the shielding or being moderated to thermal energies
of O (meV). Recoils introduced by these thermal neutrons produce a signal well below the
energy threshold of the detectors and, therefore, are no relevant source of background. Some
regions of the setup are hardly accessible and, thus, mounting of a sufficient PE shielding was
not possible. These areas are covered by structures containing either water or PE granulate.
Just like the lead and copper shield, also the neutron shield is mounted mainly on movable
wagons to allow access to the experimental volume.

3.2 Detection Principle

To detect the low energies of O(10 keV) which are expected for WIMP-induced nuclear recoils
(see section 2.1 ) very sensitive detectors are required. In this section, the CRESST detection
principle to recognize such events and determine their properties is described. Furthermore,
the key feature exploited mainly for background discrimination is explained.

3.2.1 Phonon and Light Detector

CRESST-II uses CaWO4 single crystals as target material for the direct Dark Matter search.
A particle interaction in the crystals mainly produces phonons (heat) and to detect them the
crystal is equipped with a sensitive thermometer. The combination of crystal and thermometer
forms the so-called phonon detector.

Additional to the phonons scintillation light is produced in the crystal (. 9% of the de-
posited energy [95]). The light escaping the crystal can hit the light detector, which is a thin
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Figure 3.2: Two cylindrically shaped CaWO4 crystals (�= h = 40 mm, m = 300 g) are irra-
diated with UV light. The plane surface of the right crystal facing the observer is roughened
to increase the probability for scintillation light escaping the crystal. Furthermore, the light
output is more homogeneous than for the crystal with the polished surface (left), where it is
concentrated at the baffled edges.

substrate – usually made of silicon on sapphire (SOS) – also equipped with a thermometer.
In the substrate photons are absorbed and converted into phonons, which are measured with
the light detector thermometer. Since the amount of created light is depending on the interact-
ing particle this allows to discriminate the main background sources inducing electron recoils
from sought-for nuclear recoils.

In figure 3.2 two CaWO4 crystals of cylindrical shape with a height and diameter of 40 mm
and a mass of 300 g are depicted. The crystals are irradiated with UV light and, thus, the
blue scintillation light with a peak emission at ∼ 420 nm can be observed [96]. The plane
facing the observer is optically polished for the left crystal and roughened for the crystal on
the right. Roughening increases the amount of escaping scintillation light and in addition, the
light output is more homogeneous [97]. The latter effect can be observed (see figure 3.2) for
the roughened crystal in comparison to the polished one, where the light is concentrated at the
baffled edges.

3.2.2 Transition Edge Sensor
The basic measurement principle of the CRESST detectors, which are operated as cryogenic
calorimeters, is that an energy deposition ∆E in the absorber leads to a temperature rise ∆T in
the absorber and the sensitive thermometer. The relation between both quantities is given by:

∆T =
∆E
C

, (3.1)

where C is the heat capacity of the absorber. It is crucial to reduce the heat capacity C as
much as possible to be able to measure the small energies deposited by WIMP interactions
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Figure 3.3: A typical TES transition curve with a critical temperature Tc ≈ 16.8 mK. The
detector is stabilized by the heater current at its specific operating point (blue dot). Due to the
steep rise of the resistance in the transition region between normal and superconducting phase
a small temperature change ∆T (O(µK), [98]) translates to a measurable resistance rise ∆R of
O(µΩ). Data provided by [99].

(O(10keV)). Thus, in CRESST the crystals are cooled down to cryogenic temperatures of
∼ 10 mK to meet this requirement. For dielectric materials at low temperatures the following

relation applies: C ∝

(
T
θD

)3
(with Debye temperature θD). This means, by cooling down to

mK temperatures the heat capacity C is reduced by 13 orders of magnitude compared to room
temperature, but nevertheless the temperature change ∆T to be detected is still of O(µK) [98].

Thus, in addition to the small heat capacity, a very sensitive thermometer is necessary to de-
tect such small temperature changes. Such a thermometer is a Transition Edge Sensor (TES),
which is a thin superconducting film operated in the transition between normal and super-
conducting phase. In CRESST-II TESs made of thin tungsten films are used to measure both
signals (phonon and light). In figure 3.3 a typical transition curve of such a TES is depicted.
The steep rise of the electrical resistance allows to detect tiny temperature rises introduced by
e.g. a particle interaction in the absorber. A small temperature change ∆T (O(µK)) is con-
verted to a measurable resistance rise ∆R (O(µΩ)). Typically, for low-energetic events the
induced temperature rise is smaller than the width of the transition region and, thus, a linear
relation between temperature ∆T and resistance change ∆R is obtained. After an energy depo-
sition the temperature relaxes back to equilibrium via a thermal coupling – a gold contact – to
the heat bath. Furthermore, the thermometer is equipped with a heater to be able to thermally
stabilize the TES in the specific operating point (blue dot in figure 3.3) via regulation of the
heater current. A more quantitative model that is able to describe the observed properties of
CRESST signal pulses can be found in [98].

In case of the light detector the TES is directly evaporated onto the absorber substrate. For
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Figure 3.4: Schematic drawing of a conventional CRESST-II detector module. A particle
interaction in the target crystal produces phonons and scintillation light. The phonon and
light detector are both equipped with a TES weakly coupled to the heat bath to measure both
signals simultaneously. The detectors are paired in a detector module and mounted together
in a reflective and scintillating housing.

the phonon detector, different possibilities exist to equip the crystal with a TES. Firstly, like for
the light detector the TES can be directly evaporated onto the target crystal. However, it was
observed that due to the high temperature necessary for the evaporation process (∼ 450 ◦C) an
oxygen deficiency is created in the scintillating target crystal [100]. This deficiency leads to
a reduced light output for the crystal resulting in a worse background discrimination. To face
this, a composite detector design was developed, in which the TES is evaporated onto a small
(usually 20× 10× 1 mm3) separated CaWO4 crystal called TES-carrier [101, 102], which in
turn is glued onto the target crystal with a small epoxy glue spot. Due to the different thermal
coupling to the TES, events in the TES-carrier can be distinguished from absorber events via
pulse-shape analysis (see chapter 6).

3.2.3 Detector Module

In CRESST-II typically one phonon detector is paired with one light detector to form a so-
called detector module.

A schematic drawing of a conventional detector module is depicted in figure 3.4. As ex-
plained above, the target crystal as well as the light absorber are equipped with a TES, which
is weakly coupled to the heat bath. Both detectors are surrounded by a reflective and scintil-
lating foil (VM2002) to increase the amount of light absorbed by the light detector and, thus,
improving the discrimination capabilities of the module.
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Figure 3.5: Picture of an opened conventional CRESST-II detector module. The cylindrical
CaWO4 single crystal (m∼ 300 g, right) is mounted in the reflective and scintillating housing.
The target crystal is held in place with reflective but non-scintillating bronze clamps. On
the left the light absorber made of silicon on sapphire (SOS) mounted in its copper holder is
depicted. Both, crystal and light detector, are equipped with a thermometer (TES) made of
tungsten. The module is closed by mounting the light detector on top of the crystal.

The actual realization of a conventional detector module can be seen in figure 3.5. On
the left side of the picture the light detector mounted in its copper holder is shown. It is
made of a silicon on sapphire (SOS) disc equipped with a tungsten TES. The cylindrically
shaped CaWO4 crystal mounted in its copper holder and surrounded by the reflective and
scintillating VM2002 foil is depicted on the right. The additional light created in this foil
helps to discriminate signal from background events (see section 4.5). On top of the crystal a
directly evaporated tungsten thermometer is visible. The crystal is held in place by six pairs
of bronze clamps. In the depicted module of conventional type the holding clamps are coated
with aluminum and, thus, are only reflective but not scintillating.

3.2.4 Particle Discrimination
CRESST exploits the fact that different particles produce different amounts of scintillation
light. Thus, the light signal is used for particle discrimination. The discrimination parameter
defined in CRESST-II is the so-called light yield, i.e. the fraction of energy deposited in the
light and in the phonon detector (see section 4.5). A schematic drawing of the light yield
- energy plane observed by CRESST detectors is depicted in figure 3.6. The bands with
different colors mark the light yield regions, where the central 80 % of the respective events
are expected. In the energy calibration the light yield is set to one for a 122 keV γ-event. Thus,
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Figure 3.6: Schematic drawing of the light-yield energy-plane of a CRESST-II module. By
calibration, the light yield of electron recoils is set to ∼ 1. All other event types, in particular
nuclear recoils, show a reduced light output and, thus, are centered at lower light yields.

all electron recoils which are caused by electrons and γ-rays show up at a light yield of ∼ 1
(gray). All other event types show bands at lower light yields since the light output is reduced
by quenching (α-events in the red band, oxygen and tungsten in the green and blue regions,
respectively). The exact quenching factors used in the present work are listed in section 4.5.
The calcium band is located between the oxygen and tungsten bands but is not shown for
reasons of clarity. Since WIMPs are expected to scatter off nuclei they would induce events
in the nuclear recoil bands. Thus, the light yield is an excellent parameter to discriminate a
possible signal contribution from backgrounds.

3.3 Electronics and Data Acquisition

Up to now it has only been described how an energy deposition in one detector leads to a
resistance change of the thermometer film. The present section focuses on the readout of
the signals and explains the main electronic components required for the operation of the
detectors [103]. In addition, the stabilization scheme of the detectors, as well as some details
of the trigger and readout scheme with relevance for the data analysis performed in the present
work are described.
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SQUID
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Figure 3.7: Schematic drawing of the SQUID based readout circuit of a TES. A constant bias
current IBias is applied to the parallel circuit. It contains in one branch the input coil of the
SQUID and a shunt resistor RShunt and in the other branch the TES. A resistance change in the
TES changes the branching of the total current and, thus, the current measured by the SQUID.
The SQUID outputs a voltage signal proportional to the current in the input coil.

3.3.1 Electronic Readout

In figure 3.7 the parallel circuit used to measure the film resistance RTES is shown. One
branch of the circuit contains solely the TES, while in the other branch a shunt resistor and
the input coil of a SQUID (Superconducting Quantum Interference Device) are connected in
series [104, 105]. A SQUID is a device which provides a very sensitive measurement of the
magnetic field [106].

The parallel circuit is constantly biased with a current IBias (typically O (µA)). As explained
before a temperature rise leads to a rise of RTES in the thermometer. Therefore, the branching
of the total current and as a consequence the current in the input coil of the SQUID changes.
Hence, the magnetic field created by the coil and measured by the SQUID varies. Finally the
SQUID outputs a voltage proportional to the current in the input coil.

In summary, a temperature rise created by an interacting particle ultimately leads to a volt-
age pulse that can be recorded and stored on disk for the offline analysis.

3.3.2 Data Acquisition

In figure 3.8 a simplified diagram of all electronic components needed either for the readout
(blue) or the operation (bias highlighted in black, heater in red) of a single detector are de-
picted. The various components are operated at different temperature stages, ranging from
room temperature to the mK stage. In the following the different components and their pur-
pose are described in detail.

The constant bias current for the parallel circuit is provided by a controllable current source
located at room temperature. The detectors and the shunt resistors are cooled to the base
temperature of the cryostat (. 10 mK), while the SQUIDs are mounted in the liquid helium
reservoir (4 K). The SQUID can be controlled with the SQUID electronics, which also pro-
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Figure 3.8: Simplified diagram of the CRESST-II electronic components required for the op-
eration and readout of a single detector. The right half of the diagram (blue) shows the SQUID
readout electronic chain, while the bias circuit is marked in black. The heater electronics pro-
viding the heater current is depicted on the left side of the diagram (red). For more details see
text. Figure adapted from [103].
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vides the output voltage.
The output signal is transferred out of the cryostat and split into two branches. One branch

is directly fed into a 16 bit digitizer module, while the other branch is further processed to
create a trigger signal. This part of the signal is filtered and amplified leading to a shaping of
the signal. The shaped signal is processed in a trigger unit which sends a pulse to the digitizer
when it recognizes a change of the signal level above an adjustable threshold.

The digitizer module constantly samples the signal with a sampling rate of 25 kHz (i.e.
one sample every 40 µs). When a trigger is received, the digitizer saves 8192 samples, which
are read out by the Data Acquisition (DAQ) software and finally saved to hard disk. The
first quarter of this pulse is called pre-trigger region since the samples contain information
obtained before the signal triggered. These samples are used to determine the baseline level
before the signal occurred. The actual pulse information is contained in the remaining three
quarters of the samples, which are hence denoted as post-trigger region.

Each digitizer unit can handle up to eight detectors simultaneously and, therefore, at max-
imum eight pulses can be read out together. When a certain digitizer channel triggered, the
partner channel of that specific detector is also read out, so that phonon and light detector
signals are always stored together.

Furthermore, after a trigger in one channel, the remaining seven channels of that digitizer
unit can still trigger in a certain time window (half the post-trigger time with respect to the
first trigger). Afterwards all channels of that unit are blocked for further triggering. After the
complete post trigger time has passed all triggered channels are finally read out and stored
for offline analysis. During this pulse procession the trigger of these channels is still blocked.
For all channels which were read out, triggering is additionally blocked for a complete pre-
trigger time to ensure that the pre-trigger region of the next pulse is valid. The total dead-time
introduced is calculated for each channel and stored as accumulated dead-time in the header
information of each pulse (see section 4.2).

3.3.3 Detector Operation and Stabilization

In order to operate and stabilize the detectors more components besides the readout electronics
are necessary. On the left side of figure 3.8 the main components of the heater system are
depicted in red. The electronics provide a heater current, which is fed into the film heater7.

For each detector the heater current is made up of two contributions: On the one hand
there is a constant current to stabilize the TES in its operating point. On the other hand, heater
pulses with a pulse shape similar to particle pulses are injected in regular time steps for control
purposes.

A digital-to-analog converter (DAC) outputs an adjustable voltage which is proportional to
the desired constant heating current. Additionally, an arbitrary waveform generator (pulser)
outputs a voltage signal in form of the desired heater pulses. Both voltages are summed up,
send through an analog square rooter and finally converted to the total heating current by a pair
of resistors. This heating current is fed into the cryostat and driven through the detector heater.

7 For the phonon detectors the heater is electrically connected to the TES. On (almost) all light detectors the
heater is separated and placed next to the TES.
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The purpose of the square rooter is to decouple both signals from each other. The heating
power dissipated in the detector is proportional to the square of the heating current. Thus,
the total heating power is the sum of the constant current and the heater pulses. Therefore,
the injected energy via a heater pulse is always the same independent of the constant current,
which might change with time.

Control Pulses

One application of the heater pulses is to control the operating point of a detector via so-called
control pulses which are injected every five seconds. Since the temperature changes induced
by a particle interaction are of O(µK) also the stabilization has to be at least at this precision
level. Control pulses are high energetic pulses, which drive the detector out of the transition
to the normalconducting state.

The pulse height (i.e. the maximum sample of a running average filtered pulse) of the detec-
tor response to a control pulse is a measure of the distance to the top of the superconducting
transition. Therefore, this quantity is determined online by the DAQ and used as input into a
PID (Proportional-Integral-Differential) control loop. The loop regulates the constant heating
power in order to keep the height of the control pulse (i.e. the operating point) at the prede-
fined value. Furthermore, the determined pulse height is stored for offline analysis. Both, the
control loop and the pulse height evaluation, are software implemented.

Test Pulses

The second application of the heater pulses are so-called test pulses. Additionally to the con-
trol pulses low energetic pulses with several different pulse heights are injected every ∼ 30 s.
The purpose of test pulses is to monitor the time-dependent detector response. In the offline
analysis they are used for the energy calibration (see section 4.4). Furthermore, the very low
energetic test pulses serve to directly measure the trigger efficiency of the respective detector
(see section 5.4).

3.4 Results and Background Discussion of CRESST-II
Phase 1

The first extended physics run of CRESST-II lasted from 2009 until 20118. During phase 1
eight detector modules were fully functional and a net exposure of 730 kg days was collected
and analysed [107]. In the following the main results of this analysis are listed and explained.

Figure 3.9 shows the typical plot used to depict CRESST-II data. The total energy deposited
(x-axis) can be precisely measured (up to a few percent) with the phonon detector. The region
of interest (ROI), i.e. the area where nuclear recoil events induced by WIMPs are expected
to be measured, is shown in orange. Furthermore, all accepted events inside the ROI, are

8 To distinguish the different data taking periods of CRESST-II the terms phase 1 (2009–2011) and phase 2
(2013–2015) are used.

48



3.4 Results and Background Discussion of CRESST-II Phase 1

Figure 3.9: Typical light-yield plot of a single detector module operated during CRESST-
II phase 1 [107]. e−/γ-events have per definition a light yield (LY) of ∼ 1, while all other
particles have a lower mean light yield (LYα ∼ 0.22 (yellow), LYO ∼ 0.1 (magenta), LYW ∼
0.02 (gray)). The lower energy analysis threshold of the region of interest (ROI, orange area) is
chosen individually for each detector module based on the e−/γ-background (here: 10.2 keV).
In the whole data set only a single event is allowed to leak into the ROI for each module.
All accepted events in the ROI are additional highlighted in red. Furthermore, a population
of events below the tungsten band caused by 206Pb recoils was observed (see text for more
details). Figure taken from [107].

highlighted in red. In phase 1 the ROI included all nuclear recoil bands in the light-yield pa-
rameter. The upper energy boundary was set to 40 keV since no significant WIMP contribution
is expected at higher energies. The lower energy boundary was chosen for each detector indi-
vidually according to the e−/γ-leakage. This boundary is set to the energy where the expected
e−/γ-background in the ROI for the whole data set analysed, is a single event. In figure 3.9
data of one module operated in phase 1 is shown. For this module the lower energy boundary
of the ROI is set to 10.2 keV [107]. In all eight detectors analysed in CRESST-II phase 1 in
total 67 accepted events are observed [107].

3.4.1 Background Induced by Lead Recoils
In figure 3.9 several events are observed in the lead band right below the tungsten band (gray
band), which are most probably caused by 206Pb recoils. These recoiling nuclei are created
during the decay of 210Po with a half-life of τ =138.4 days [90]:

210Po→ 206Pb(103keV)+α(5.3MeV). (3.2)

Thereby, the recoiling nucleus with an energy of 103 keV and the α-particle with an energy of
5.3 MeV are emitted in diametrical directions in the rest frame.
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Figure 3.10: The two decay scenarios inside a CRESST-II module leading to 206Pb recoil
events. In case the 210Po decay happens on a crystal surface (upper part) at least the recoil
energy of the 206Pb daughter nucleus of 103 keV is observed in the phonon channel. In contrast
the decay can also happen on a surrounding surface (lower part). While the recoiling nucleus
might escape the material but lose part of its energy, the α-particle is stopped therein. Thus
the 206Pb nucleus deposits only its remaining energy of≤ 103 keV in the crystal. Figure taken
from [107].

210Po in turn is a decay product of 210Pb which is the first long-lived daughter nucleus
of gaseous 222Rn in the natural 238U decay chain with a half-life of τ =22.3 a [90]. As the
noble gas is present in ambient air, 210Po can be found on all surfaces but also adsorbed and
implanted in the outermost layers of all materials.

In figure 3.10 the two possible decay scenarios inside a CRESST-II detector module leading
to 206Pb recoil events are depicted. If the 210Po decay happens on a crystal surface (upper part
of figure 3.10) the whole recoil energy of the 206Pb daughter nucleus of 103 keV is measured
in the phonon detector. Furthermore, the corresponding α-particle can deposit also part of its
energy while leaving the crystal. Therefore, events with energies ≥ 103 keV in the phonon
detector are observed. Depending on the material, in which the α-particle is stopped, these
events are located in different regions of the light yield - energy plane. In case of being stopped
in a scintillating material the additional light created shifts these events out of the nuclear recoil
band. However, in the second case of a non-scintillating surface the events show up in the lead
recoil band located just below the tungsten band. Neither of these two cases is problematic for
the Dark Matter search since the minimal energy deposited is 103 keV and, thus, well above
the upper limit of the ROI.

In contrast to the former situation, the 210Po decay can also happen on a surrounding surface
(lower part of figure 3.10). This time, the α-particle is stopped inside the surrounding material
while the recoiling nucleus might escape. During the escape process the nucleus can loose
part of its energy and, thus, can deposit energies ≤ 103 keV in the phonon detector. If the
decay happens inside a scintillating material, the additional light created by the α-particle
shifts this kind of events with energies ≤ 103 keV out of the nuclear recoil bands. As before,
if the material is non-scintillating no additional light is created and these events are located
just below the tungsten band. Such events are very problematic for WIMP searches since the
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tungsten band and the lead band overlap in particular at low energies. Consequently, these
events have almost no light-yield difference with respect to WIMP-induced events and, thus,
might appear inside the ROI.

During the decay of 210Po an α-particle is produced and might hit the target crystal. The
maximum energy of this particle is 5.3 MeV and, thus, well above the energy region for WIMP
searches. However, the particle might have lost most of its energy while escaping the surround-
ing material. If such a degraded α-particle hits the CaWO4 crystal it deposits its remaining
energy. Thus, it might show up in the α-band (highlighted in yellow in figure 3.9). The same
is true for all external α-particles penetrating the detector housing while losing part of their
energy.

In CRESST-II the detector housing is made of scintillating VM2002 foil to reduce the non-
scintillating surfaces in the vicinity of the detectors. The only non-scintillating material inside
the housing of the conventional module were the holding bronze clamps of both detectors, in
particular the six pairs holding the phonon detector (see figure 3.5). Thus, the events slightly
below the tungsten band are due to 210Po contamination in the holding clamps.

There were several attempts to cover the bronze clamps with plastic scintillator. However,
all of them resulted in phonon events without corresponding light emission so called phonon-
only events [108]. Whenever plastic is in contact with CaWO4 and cooled to mK temperatures
phonon-only events with disturbed pulse shapes are observed. Stress might be introduced
inside the plastic due to the different thermal expansion coefficients of the materials in con-
tact. These stress relaxations are released by the creation of microcracks and phonons inside
the plastic over long time periods. Due to the slow phonon-propagation properties of plastic
and the necessary transportation into the absorber crystal a different pulse shape is expected
and observed. However, at low energies the discrimination becomes at least challenging if
not impossible. An additional source of phonon-only events are micro-fractures of the crystal
leading to events with the same pulse shape as for particle-induced events. This kind of events
might be created by a too tight holding of the crystal and is obviously not related to a contact
between plastic and CaWO4. Regardless of the origin of phonon-only events, they are a dan-
gerous background for WIMP searches, since their energy distribution peaks at low energies,
where also for WIMP-induced events almost no light emission is expected.

3.4.2 Results of the Likelihood Analysis
As stated before in CRESST-II phase 1 in total 67 accepted events are observed. A likelihood
analysis was performed to estimate the unknown parameters of the background contributions.
The α- and Pb-background contributions are constrained with the help of reference regions,
where no WIMP signal is expected. For the lead background the reference region is depicted
as green shaded area in figure 3.9. An additional possible signal contribution is also included
in the total likelihood. The used likelihood functions for all the different contributions can
be found in [107]. Here only the result of this maximum likelihood analysis is depicted in
table 3.1.

The maximum likelihood fit results in two maxima M1 and M2. In both cases only ∼ 50 %
of the observed events in the region of interest can be explained by known backgrounds. For
both solutions the observed statistical significance is well above 3σ . The remaining events
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M1 M2

e−/γ-events 8.00 ± 0.05 8.00 ± 0.05

α-events 11.5+2.6
−2.3 11.2+2.5

−2.3

neutron events 7.5+6.3
−5.5 9.7+6.1

−5.1

Pb recoils 15.0+5.2
−5.1 18.7+4.9

−4.7

signal events 29.4+8.6
−7.7 24.2+8.1

−7.2

mχ [GeV] 25.3 11.6

σWN [pb] 1.6 ·10−6 3.7 ·10−5

statistical significance 4.7σ 4.2σ

Table 3.1: Two maxima M1 and M2 are found as result of the maximum likelihood fit of
CRESST-II phase 1 [107]. For both cases not all of the 67 accepted events are explained by the
background contributions leading to an excess of signal events. An interpretation as positive
WIMP signal with mass mχ and WIMP-nucleon cross section σWN is possible. However, due
to the high background level large uncertainties are observed.

might either be explained by an unknown background contribution or a possible WIMP signal
with a mass of either 25.3 GeV or 11.6 GeV [107]. However, due to the high background level
observed also the resulting parameters have large uncertainties.

Since CRESST-II uses a multi-material target the ambiguity in the likelihood function can
be understood. Due to the limited light detector resolution and the energy threshold of the
detectors it is impossible to distinguish between a light WIMP mainly interacting with oxygen
nuclei (M2) or a heavier WIMP mainly interacting with tungsten (M1).

Shortly after the release of the results of phase 1 another explanation of the excess events
was published [109]. Simulations showed that the energy spectrum of the radon-induced
background events can have a steep rise at low energies due to sputtering in the surrounding
materials when the surface roughness of the material is not neglected. This behavior is in
contrast to the simulation-based model of a flat energy distribution used in [107].

However, the exact shape of the energy spectrum of these background events is strongly
dependent on the surface roughness of the holding clamps. Furthermore, it is hard to exactly
model this roughness precisely in simulations and even harder to validate the result. Last
but not least it is important to mention, that based on the data set it is not possible to decide
which of the two scenarios is true. This has a strong influence on the results since all events
which could not be explained by a background contribution are assigned to a possible WIMP
signal by the likelihood analysis. Thus, an underestimation of Pb recoils leads to an increased
WIMP contribution and vice versa. To clarify the origin of the excess events experimentally a
significant reduction of all background contributions is necessary. In particular the lead recoil
background has to be removed to avoid the observed ambiguity in the background model.
The different measures which were taken against all observed backgrounds in phase 1 are
described in the next section.
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3.5 Background Rejection Measures for CRESST-II
Phase 2

Phase 2 of CRESST-II started in May 2013 with the cooldown of the main cryostat and lasted
until August 2015. The physical aim of phase 2 is to either validate or disproof the signal
excess observed in phase 1 and, thus, a considerable reduction of all observed background
sources is required. The different measures to achieve this prerequisite are explained in this
section.

3.5.1 Neutron Background

Out of the 67 accepted events observed in CRESST-II phase 1 at least∼ 8 are ascribed to neu-
trons by the likelihood fit (see table 3.1). Two different production mechanisms for free neu-
trons are considered in [107]. Firstly, in radioactive decays, in particular during spontaneous
fission of heavy elements or (α ,n)-reactions on light elements, free neutrons can be emit-
ted. Typical energies of these neutrons range up to a few MeV and, thus, they are efficiently
moderated by the PE-shielding if produced in the rock outside. However, these processes
can also occur inside the shielding and contribute to the background budget. The resulting
neutron background was estimated by Monte Carlo simulations to be at a negligible level of
10−5 events/kg/day from the rock [94] and 10−3 events/kg/day from inside the shielding [110].

Secondly, neutrons can be produced by muons either in the surrounding rock or inside the
Pb/Cu-shielding. The latter case should be vetoed by the muon veto. However, due to the
hole required for the cryostat there is a small probability that a muon is missed. A neutron
shower inside the PE shield may be created by such a muon and, thus, neutrons might reach
the experimental volume and the detectors. In addition, high energetic neutrons from outside
might penetrate the PE-shield and scatter inelastically inside the Pb/Cu parts. In this way,
secondary neutrons and γ-rays could be created. The event characteristics of these secondaries
is very similar to the case when muons create neutrons inside the shielding.

Muon Veto

To encounter the neutron background a well performing muon veto is required. The function-
ality of all scintillation panels and of the mounted photomultiplier tubes (PMTs) was checked
during the preparations for phase 2. Simultaneously, the panels were calibrated with a thorium
source by adjusting the gain of the PMTs such that the resulting peak observed in the QDC
module is centered around the same mean value. More details about this calibration can be
found in appendix A.

Inner Neutron Shield

Detailed simulations showed that an additional layer of polyethylene inside the lead and cop-
per shielding reduces the remaining neutron flux by one order of magnitude [111]. Further-
more, it was investigated how much radioactive contamination is tolerable in the direct vicinity

53



3 Cryogenic Rare Event Search with Superconducting Thermometers

Figure 3.11: Newly installed inner neutron shield made of radioclean polyethylene (PE) with
a thickness of 3.5 cm. The two slits visible in the left picture are necessary to be able to
calibrate the detectors from outside with neutron and γ-sources with a sufficient event rate.
The two top plates also made of PE (right picture) complete the neutron shielding on the top
and are put in place when the cryostat is closed. The hole in the middle of the top plate is the
feed through for the different pumping rods of the inner chambers and the cold finger.

of the experimental volume. A careful material selection process was carried out to find a pro-
duction batch, which fulfills all requirements set by these simulations.

In figure 3.11 the outer vacuum chamber of the cryostat made of copper is depicted. In-
side the chamber parts of the newly deployed inner neutron shield, made of polyethylene
pieces with a thickness of 3.5 cm is depicted [112]. The four slits (two are clearly visible in
figure 3.11) are necessary to be able to expose the detectors to different calibration sources
from outside, in particular an AmBe-source for neutron calibrations. At these positions addi-
tional polyethylene pieces are mounted outside of the vacuum chamber to enlarge the neutron
shielding accordingly.

Inside the outer vacuum chamber there are four more copper pots of which the innermost
encloses the experimental volume. During closing of the cryostat the two PE half plates (fig-
ure 3.11, right) are put in place on top of the neutron-shield parts previously shown and, thus
complete the polyethylene shielding. The hole in the middle of the PE top plate is the feed-
through for the cold finger and the pumping rods of the different vacuum chambers.

3.5.2 Intrinsic Background Reduction - TUM-Grown Crystals

Since 2008 CaWO4 crystals have been produced in a dedicated furnace in the crystal labora-
tory of the Technische Universität München (TUM) [113, 114]. The aim of this effort is to
gain more control over growth parameters resulting in the same or even better crystal proper-
ties compared to commercially available ones. In particular the radioactive contamination of
the TUM-grown crystals should be reduced by using the radiopurest raw materials. Therefore,
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dedicated screening campaigns were performed to find the best raw materials [97]. More-
over, several crystal production steps were investigated to determine their influence on the
achievable radiopurity and optical quality.

In dedicated test measurements the radiopurity of two of these TUM-grown crystals was
determined. It was shown, that the radiopurity of the TUM-grown crystal was among the best
ones compared to the commercial crystals operated in phase 1 [115]. However, the observed
optical quality, especially the light output of the TUM-grown crystals is not yet compatible
with the best commercial ones [97].

Nevertheless, since the radiopurity of the TUM-grown crystals is so high (i.e. they have a
low contamination with radioactive isotopes), four TUM-grown crystals are used in phase 2 in
alternative module designs to investigate the radiopurity and optical properties further [116].

3.5.3 Radon-Induced Backgrounds

Since the majority of the observed background events in CRESST-II phase 1 was radon in-
duced, extraordinary efforts were carried out to reduce this background. A two-stage approach
during assembling and mounting of the modules was developed and performed. The assem-
bling took place in a newly built clean room environment installed on the top floor of the
CRESST-II hut in the LNGS. To minimize the exposure to radon the clean room was con-
stantly flushed with radon-depleted air, which was supplied by the neighboring experiment
CUORE [88]. In addition, the modules were stored in nitrogen-flushed containers. During
the mounting of the assembled modules into the experimental volume the radon-depleted air
was led into the clean room surrounding the cryostat. Despite the fact that the radon activity
in the radon-depleted air was measured to be below the experimental sensitivity of the radon
monitor (≤ 3 Bq/m3), for both locations the quantity was constantly monitored and no positive
signal was observed. In addition to the radon prevention during mounting, new clamps made
of carefully selected radioclean material were produced and installed in the conventional mod-
ule design [108]. Thus, the surface contamination caused in particular by radon as well as the
intrinsic α-contamination are reduced.

The second stage of the approach was the development of alternative module designs which
are presented in the following in more detail.

3.5.4 Alternative Module Designs

Up to now only modules containing cylindrically shaped CaWO4 crystals, which are held
by non-scintillating bronze clamps, were described. To be able to distinguish between the
different designs this type is called conventional module design in the present work. Three al-
ternative designs were developed for phase 2 to veto efficiently all surface-related background
events.

Crystal with Big Carrier

The first alternative design uses - like the conventional design - a cylindrically shaped CaWO4
crystal and a standard light detector as depicted in figure 3.12. The main difference with
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Figure 3.12: Schematic drawing (left) and realization (right) of the first alternative module
design with a big carrier crystal. As in the composite detector design the TES is evaporated
onto a TES-carrier. This time the latter is an optically polished big CaWO4 disk glued to the
roughened absorber crystal. Solely the TES-carrier crystal is held by scintillating clamps and,
thus, all surfaces inside the scintillating housing are either active or scintillating. The phonon
detector is mounted together with a standard light detector in a conventional module housing.

respect to the conventional design is a big TES-carrier slice with the same diameter as the
absorber crystal which is glued onto the latter. Only this CaWO4 slice is held by scintillating
holding clamps and, thus, the unavoidable phonon-only events are solely introduced in the
TES-carrier. This can be accepted since a pulse shape difference between absorber and carrier
crystal allows to discriminate all events inside the carrier (see chapter 6).

Due to the modifications of this alternative design all materials inside the module housing
are either scintillating or active. Concerning the radon-induced background this ensures that
the additional light produced by the α-particle of the corresponding 210Po decay (see sec-
tion 3.4.1) shifts these events to higher light yields out of the nuclear recoil bands. Thus, these
events can be efficiently vetoed.

The right part of figure 3.12 shows the actual realization of the phonon detector of this al-
ternative design. All surfaces of the absorber crystal (except the one facing the carrier) are
roughened to increase the amount of escaping scintillating light and to remove local depen-
dencies of the light output [97]. Since the big carrier is optically polished it can clearly be dis-
tinguished by eye from the roughened absorber crystal in figure 3.12. The crystal is mounted
together with a standard light detector in a standard reflective and scintillating housing.

Crystal with Silicon Beaker Light Detector

The second alternative design is a further development of the first approach with a novel type
of light detector. Again a big CaWO4 carrier crystal equipped with a TES is glued onto the
absorber crystal. The latter is hanged inside a beaker made of silicon used as light detector.
Therefore, the beaker is equipped with a TES and, thus, the whole surface of the beaker is
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Figure 3.13: Schematic drawing (left) and realization (right) of the second alternative design
with a beaker light detector made of silicon. Just as in the first alternative design the main ab-
sorber is glued to a big carrier crystal. In this design the carrier can be held by non-scintillating
bronze clamps since there is no direct line of sight to the main absorber. The absorber crystal
is hanging inside the beaker made of silicon, which increases the solid angle covered by the
light detector and, therefore, the amount of detected light.

active and sensitive to light. The solid angle covered by the light detector drastically increases
compared to all other available designs leading to an enhancement of the amount of detected
scintillation light. A schematic drawing of this alternative design as well as a picture of the
silicon beaker and the corresponding crystal for such a module are depicted in figure 3.13.

This design allows to hold the carrier by non-scintillating clamps since there is no direct line
of sight between the absorber crystal and the clamps when assembled together with the beaker.
Events in the clamps can either hit the carrier or have to penetrate the light detector to reach
the main absorber. As in the first alternative design, events in the carrier can be distinguished
from absorber events via pulse shape analysis. In order to fit into a standard module housing
the main absorber crystal has reduced dimensions with a total mass of ∼ 200 g compared to
∼ 300 g in a conventional module.

Crystal Held with CaWO444 Sticks

Figure 3.14 shows a schematic drawing of the third alternative design (left) and a picture of
the absorber crystal (right). Since the block-shaped crystal is held in place by in total nine
CaWO4 sticks [117], it is also called stick design. The eight side sticks are pressed onto the
crystal by bronze clamps mounted outside of the module housing, while the thicker bottom
stick is placed inside a hole in the bottom plate.

The dimensions of the absorber crystal are adjusted to maximize the target mass but still
fit into a conventional cylindrical housing. Thus, the block-shaped crystal has an edge length
of 32 mm and a height of 40 mm corresponding to a mass of ∼ 250 g. This is slightly lighter
than a target crystal of 300 g for a conventional module. The crystal is roughened on all sides
except for the bottom surface where the small TES-carrier is glued onto the absorber. Addi-
tionally, the contact areas of the sticks are polished to prevent stress relaxation events. Both
modifications, i.e. crystal shape and surface roughness, should increase the total amount of
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Figure 3.14: Schematic drawing (left) and image of the phonon detector (right) of the alterna-
tive design with CaWO4 sticks. The crystal is held in place by in total 9 CaWO4 sticks. Thus,
only scintillating or active surfaces are present inside the housing. Furthermore, the target
crystal is block-shaped and has a mass of ∼ 250 g. All surfaces of the crystal are roughened,
except the bottom surface where the TES-carrier is glued onto the crystal. In addition, also the
areas where the sticks are pressed to the crystal are polished.

light emitting from the crystal as well as reduce position dependencies of the light output [97].
Like in the other alternative designs all surfaces inside the housing are either scintillating

(absorber crystal, sticks and foil) or active (light detector). Radon-induced 210Po events are
shifted out of the nuclear recoil band by additional light leading to an efficient veto. A detailed
description of this module design and first results can be found in [112].

3.5.5 Detector Ensemble in CRESST-II Phase 2

A picture of all assembled modules ready for mounting inside the cryostat is depicted in fig-
ure 3.15. While phonon detectors have either female names or a series of characters and
numbers describing their supplier (e.g. TUM40), light detectors have a male name by conven-
tion. In summary, 18 modules are installed and their name is preceded by the readout channel
number. The two modules without a number are the spare ones. In total a target mass of
∼ 5 kg of CaWO4 was installed in CRESST-II phase 2. In figure 3.16 an image of all modules
mounted in the experimental volume is depicted. Twelve modules are of conventional design
and additionally, for each of the three alternative designs two modules are installed. Four of
the six crystals in the alternative designs are TUM-grown crystals, namely TUM29, TUM38,
TUM40 and TUM45.

During the cooldown of the cryostat all 36 mounted detectors (18 phonon and 18 corre-
sponding light detectors) had a transition to the superconducting state. While setting up the
individual detectors it became clear, that one light detector of a conventional module could
not be operated properly. A small heater current in this detector heats up the whole carousel
driving all other detectors out of their transition. Since simultaneously the connection to the
dedicated carousel heater was lost during cooldown of the cryostat, it was decided to sacrifice
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Figure 3.15: Collage of all assembled modules right before mounting in the cryostat. In total
18 modules are installed corresponding to a target mass of ∼ 5 kg CaWO4. The numbers are
the respective readout channels, while the labels are the corresponding names of the detectors.
Light detectors have a male name, whereas phonon detectors have either a female name or a
series of characters and numbers describing their supplier.

Figure 3.16: Image of the experimental volume equipped with all modules mounted for
CRESST-II phase 2.
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this non-fully functional light detector and re-use it as heater to improve the overall perfor-
mance of the remaining detectors. The data of the remaining 35 detectors was recorded for
more than two years and is available for analysis.
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4 Data Preparation

Before the analysis of the collected data can start, some preparatory steps have to be per-
formed. In this chapter, first the analysis software is briefly introduced in section 4.1. There-
after, in section 4.2 all applied methods to derive the pulse parameters, which are of special
interest for the analyses are described. Furthermore, the technique to properly determine the
pulse height of the recorded pulses is discussed in section 4.3. Thereafter, the time depen-
dent energy calibration (section 4.4) and the important light-yield parameter (section 4.5) are
described. The anti-correlation of heat and light signal and the measure to correct for this
effect and, thus, obtain the event type independent total energy are explained in section 4.6.
In section 4.7 the accuracy of the energy calibration and the obtained energy resolution are
discussed. At the end of this chapter, the trigger threshold measurement method is explained
for one example and cross-checked with an alternative method in section 4.8.

4.1 Analysis Software

The backbone of every analysis is the software package used for it. In the present work a
program called OxRop [118, 119], based on the ROOT analysis framework [120], is used to
analyse the data. OxRop is a collection of classes to read, visualize and analyse in particular
all binary data produced by the CRESST DAQ system. In addition, it also provides a graphical
user interface to steer the whole analysis. The biggest advantage of OxRop, besides provid-
ing standard methods for data handling and analysis, is that it is easily extendible due to an
interface for loading user-written macros and libraries. This allows to access all parts of the
analysis and even develop and implement new features.

4.2 Pulse Parameters

In figure 4.1 a typical pulse recorded by a typical CRESST-II detector is shown. In the present
work also the term record is used to describe obtained data. However, in contrast to the generic
term record the term pulse implies a physical interaction recorded in the time window. For
all the data sets analysed here, the records are sampled with a time base of 40 µs (i.e. 25 kHz
sampling rate). One record consists of 8192 samples, hence lasting 327.68 ms. As described
earlier (see section 3.3.2) the first quarter (2048 samples) of the pulse is called pre-trigger
region and is mainly used for evaluation of the baseline parameters. The remaining three
quarters of the pulse are denoted post-trigger region accordingly. Since the information of
the absolute value of the baseline level is usually not used in the present work, all pulses are
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Figure 4.1: A typical pulse recorded by a CRESST-II phonon detector – here TUM40 – with
an energy of∼ 13 keV. The time base of the Data Acquisition (DAQ) system is 40 µs and 8192
samples are recorded at once. Hence, all pulses last for 327.68 ms, whereas the point in time
when the trigger happened is set to zero. For each pulse the baseline offset is determined
within the pre-trigger range and is afterwards subtracted from each sample of the pulse to
center the baseline around zero.

shown with a subtracted baseline offset, i.e. the samples of the pre-trigger region are centered
around zero.

4.2.1 Main Pulse Parameters
For the analysis a set of parameters (called main parameters) is assigned to each pulse, which
is partially already done online during the data taking by the DAQ system. The first step of the
offline analysis is the calculation of an additional set of fast and robust parameters to describe
the main features of each pulse [118]. Parameters which are determined online and stored on
disk in the raw data file include:

Time The time of each trigger since the beginning of the respective data file in microseconds
is saved. Together with the start time of the data file this information can be used to
calculate the absolute time stamp of the event.

Trigger Delay This parameter is 0 for the first trigger of a given digitizer module. Other
channels of the same module which trigger later (but before the digitizer module is read
out) get assigned the time difference to the first trigger.
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Test Pulse Amplitude For test and control pulses this parameter contains the actual ampli-
tude of the injected artificial test pulse (in Volts). Control pulses usually have a test pulse
amplitude≥ 10 V, while particle pulses have per definition a test pulse amplitude of 0 V.
Empty baselines, i.e. random triggers, recorded periodically throughout the whole data
taking period, are also flagged by this parameter as test pulses with a negative amplitude.

Live and Dead Time These parameters store the cumulative live and dead time of the re-
spective channel (as determined by the DAQ system), given at the time when the pulse
occurred. When a new data file is started by the DAQ system, these values are reset to
zero.

In addition to these online parameters also offline parameters are calculated for each pulse.
Therefore, as a first step each record is shaped by a moving average filter with a width of 50
samples to reduce the influence of the noise9.

Unless stated otherwise the offline parameters are determined from these shaped pulses.
The most important ones are described here in detail:

Baseline Offset This parameter is the average of the absolute level of the first 95 % of the
samples in the pre-trigger range. In the present work pulses are typically shown with
their baseline centered around zero, which means that this parameter is subtracted from
each sample of the record.

FWHM of Baseline This parameter is calculated using the standard deviation of the first
95 % of the samples in the pre-trigger range and assuming a Gaussian distribution of the
samples.

Pulse Height This parameter is the maximum of the record minus the baseline offset.
Therefore, it is a first estimator of the real pulse height of the pulse but biased due
to the noise. In section 4.3 a more sophisticated method to determine the real pulse
height of a pulse is explained.

Peak Position The position of the sample with the maximum signal height in the record
(used for the pulse height parameter) is stored in this parameter.

Pulse Onset Going from the peak position backwards in time, the pulse onset is the point,
where the signal height relaxes in the noise of the baseline. It is the first sample in the
averaged record, which is smaller than the sum of the baseline level and the FWHM of
baseline parameter value.

9 A moving average filter calculates for each data point the average of a fixed number of samples. For the cal-
culation of the next point the set of points is modified by a one-sample shift, i.e. the first element is replaced
by the next sample, previously not included in the set. Special treatment is necessary for the absolute begin-
ning and end of the pulse where not enough samples are recorded previous or subsequent to the respective
data point. Thus, the high-frequent components (mainly noise contributions) are suppressed, while the slow
components are highlighted.
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Rise and Decay Time Two rise time parameters are stored to describe how much time is
required for the plain record, i.e. the samples without averaging, to rise from 10 % to
50 % or 70 %, respectively. Furthermore, the time necessary to decay from the maximal
sample to 1/e of the total pulse height is calculated.

Right−−−Left Baseline This parameter describes the difference between the average of the
last (right) and the first 50 (left) samples of the plain record.

Delta Voltage/RMS Some pulses show negative delta peak like distortions (see, e.g. fig-
ure 5.1b) most probably caused by external electronic disturbances [121]. To tag these
pulses, a loop over all samples of the plain record is performed and, thereby, the largest
voltage drop between adjacent and next-to-adjacent samples is calculated. To relate the
voltage drop with the observed baseline noise at the time of the pulse, the quantity is
normalized to the root mean square (RMS) deviation of the baseline.

4.2.2 DAQ Live and Dead Time

The exposure of a detector is the product of the target mass times the live time, i.e. the time
when the detector was able to recognize an event. Hence, the live time is simply the difference
of the real time minus the dead time, i.e. the time when no trigger can occur. As mentioned
beforehand, each pulse carries two additional cumulative parameters, dead time and live time,
which are only reset at the beginning of a new data file.

After each trigger, further triggering is blocked for a complete pre-trigger range (81.92 µs)
to ensure a valid pre-trigger region for the next record. Each pulse introduces a dead time and,
thus, the DAQ increments the Dead Time parameter of the respective channel accordingly.
Furthermore, the time required for the read out of the records is also added to the dead time
parameter of the respective channels. After a trigger in at least one detector, all channels on
the same transient recorder (8 channels) are allowed to trigger only half of the post-trigger
length (= 122.88 ms). Thus, for the channels which do not trigger in the digitizer module, this
time value is added to the dead time parameter. The live time parameter on the other hand is
set to the real time minus the dead time value.

Also heater pulses, regardless whether control or test pulses, introduce additional dead time
since they get flagged by the DAQ accordingly and, thus, are not considered as Dark Matter
data10. To increase the probability that the control pulse height is determined correctly the
control pulse is only shot if a time corresponding to the pre-trigger range is trigger free in all
detectors. Therefore, control pulses that are fired after a free pre-trigger range, only add the
post-trigger range of 3/4 ·8192 ·40 µs = 245.76 ms to the dead time parameter of all detectors.
However, to ensure a proper operation of the detector, after a certain number of skipped trials,
the control pulse is shot regardless if the pre-trigger range is trigger free or not. The latter
procedure is the default always applied for test pulses. Thus, for both cases, where it is not
checked whether a trigger occurred in the pre-trigger range, the dead time is increased by a
value of 327.68 ms, corresponding to the complete record length.

10 In the present work, data obtained without a radioactive source mounted next to the cryostat is denoted with
this term, since it can be used for the search for Dark Matter.
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4.3 Pulse Height Determination

As stated before the pulse height parameter is only a rough estimator of the actual true pulse
height of the record. First of all, the pulse height is biased since it is determined as the pure
maximum of the record. Therefore, the probability for choosing a sample with positive noise
fluctuation is higher than choosing one with negative fluctuation. This leads to a tendency to
overestimate this parameter compared to the true pulse height.

In addition, the determined pulse height is only a valid measure for the energy deposited as
long as the pulse shape is the same for all recorded pulses of a specific pulse class11. For small
pulses which probe only a small region in the transition this condition is fulfilled. However,
due to the finite transition region from the super to the normal-conducting state this is not
always true for larger pulses. The extreme case of a large pulse, driving the TES completely to
the normal-conducting state, results in a record, where the uppermost part is almost flat since
the resistance is almost constant above the transition region. However, due to non-linearities
in the transition the pulse shape of larger pulses is already changing before this point.

These two facts rise the need of a more accurate method to determine the energy deposited,
hence the real pulse height of the pulse. Additionally, this method should be less influenced
by noise and non-linearity effects, in particular compared to the pulse height method.

4.3.1 Template Fit

The so-called template fit (also denoted standard pulse fit) fulfills all the previous specifica-
tions. Thereby, a template describing the measured pulse shape for particle induced events is
fitted to all recorded pulses and a robust estimate of the actual pulse height is gained.

By averaging pulses of a sufficiently large data set (usually a few hundred pulses) a template
for this pulse class is created. To avoid the effect of the trigger walk12 only pulses from
a narrow energy window are selected. In practice, mostly mono-energetic lines within the
background spectrum or from the calibration data are used to generate templates. The selected
pulses have to be sufficiently small so that they are part of the linear transition region of the
respective detector. Furthermore, very strict quality cuts are applied to select only proper
pulses with a clean pulse shape typical for this pulse class. Following this procedure the
resulting template describes the typical pulse shape of a pulse of the respective pulse class
from the linear transition region. In addition, due to the averaging over several pulses a reduced
noise contribution compared to a single pulse is achieved.

The template pulse is then fitted to all recorded pulses (see figure 4.2 for an example) by
minimizing the Root Mean Square (RMS) deviation of the fitted function and the recorded
data points. There are three free parameters, namely the baseline offset (1), the shift of the
pulse in time (2) and finally a scaling factor of the pulse height, the sought-for amplitude (3).
These three parameters are stored together with the RMS of the fit for later use in the analysis.

11 As long it is ensured that with a larger amount of energy deposited also a large pulse height parameter is
obtained, it is reasonable to compare pulses of different pulse classes. In that case a larger pulse height
results in a larger energy value in each class.

12 The term trigger walk denotes an influence of the trigger time (relative to the true onset of the pulse) on the
pulse height.
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Figure 4.2: Example of a recorded pulse (red data points) fitted with a template pulse (blue
solid line) of the respective detector (here: TUM40). During the fit the three free parameters
are the baseline offset (1), the time shift (2) and the amplitude (3) of the template.

The resulting amplitude is the desired measure for the real pulse height of the pulse. The
present work sticks to the term amplitude for this quantity to distinguish it from the simple
pulse height parameter described earlier.

4.3.2 Truncated Template Fit

The fit method described up to now only works well for pulses in the linear region of the
respective detector. Typically this region reaches up to 100 keV and is large enough for our
standard Dark Matter search. However, it is desirable to be able to analyse also pulses with
high energies (e.g. α-events in the MeV range).

The recorded pulse shape maps the transition curve of the respective TES. However, in
particular for higher energies, it is not valid to describe the shape of the transition only by a
constant slope. Thus, for the unmodified fit (see figure 4.3a) the RMS distribution is clearly
rising for higher amplitudes. In conclusion, it is shown that the simple template fit only yields
a valid amplitude for pulses of the linear region and that the linear template is not able to
extract the amplitude of high-energetic events.

Nevertheless, even for large pulses parts of the pulse information, in particular the samples
below the specific amplitude, are well described by the linear template. Hence, the template
fit method is slightly modified to truncate the pulse at a certain level (the so-called truncation
limit). During the fit all samples with a larger signal height with respect to this limit are
neglected in the fit, in particular in the RMS calculation (see figure 4.4). Thus, only the
linear parts of the pulse are fitted leading to an amplitude, which is effectively obtained by an
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(a) Template fit (b) Truncated template fit

Figure 4.3: Comparison of the RMS distribution as function of the fitted amplitude of a stan-
dard (a) and a truncated template fit (b). Pulses with large amplitudes exceed the linear region
of the transition curve (to the left of the vertical dashed line) and, thus, the resulting pulse
shape is distorted. For the unmodified template fit, this leads to an increasing RMS deviation
starting at a certain amplitude above the linear region (a). However, the samples of such pulses,
which probe the linear region, are well described by the template. Thus, in the truncated fit
all samples above the linear region, i.e. above the truncation limit, are neglected. This results
in a nearly constant RMS deviation even for large amplitudes (b). For the shown detector the
truncation limit is set to 1.1 V (red dashed line).

extrapolation of the linear pulse shape to the non-linear regime. Indeed, this method linearizes
the detector response up to energies of, e.g. α-particles (O(MeV)) (see figure 4.3b), which
allows for detailed studies even of the high-energetic background contribution in CRESST-II
detectors [115].

4.3.3 Correlated Template Fit

Only . 9 % of the energy deposited in the target crystal is converted into scintillation light
[95]. In particular for nuclear recoils at low energies, this leads to pulses in the light detector,
which are hardly separable from baseline fluctuations. However, there is additional infor-
mation which could be used to solve this task, namely the timing between phonon and light
channel. Since most of the energy of a particle event is usually detected in the phonon channel
it is easier to determine the position of its pulse. Thus, the position of the pulse is known also
for the light detector and one free parameter in the fit is restricted by this external information.
A correlated (truncated) template fit is performed, whereas the templates of the phonon and
light channel are fitted simultaneously to the respective pulses with a common shift parameter.
With this modification, a clear pulse onset in one of these channels (typically in the phonon
channel) helps to improve the fit in the other channel.

One essential requirement for the proper functionality of this correlated fit method is that
the templates of the phonon and light channel must have the correct relative timing. This can
be ensured by using exactly the same set of pulses and in particular events from a small energy

69



4 Data Preparation

Figure 4.4: Example of a truncated template fit (solid blue line) and the respective pulse
samples (red data points). In this case the truncation limit (green dashed line) is set to 1.1V
(compare figure 4.3). All samples with a signal height above the truncation limit are neglected
in the fit to remove non-linearity effects. Therefore, the resulting reconstructed amplitude
(here: 2.03 V) is an extrapolation of the linear template. This is also visible in the inlay which
shows a zoom into the region of the pulse maximum. Again the actual pulse is drawn in red,
while the extrapolated pulse template is depicted as blue dashed line.

region for the creation of both templates (phonon and light), so that the relative timing is not
affected by a trigger walk effect.

4.3.4 Pile-up and Noise

To account for pile-up events and low-frequency noise another slight modification of the tem-
plate fit is possible. This is necessary, when either the previous pulse is not completely decayed
or when the baseline is not flat due to low-frequency noise. In both cases this results in a tilted
baseline, which might drastically deviate from the baseline of the template (see figure 4.5).
One possibility to correct for this effect is fitting the sum of the template and a specific base-
line model to the pulse. In OxRop either a polynomial model ranging from order zero to three
or an exponentially decaying function can be used for this task. The results of template fits
with different baseline models are compared later in section 4.7.2.
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(a) Fit with template only (b) Fit with a cubic baseline model

Figure 4.5: Example of a pulse with tilted baseline, once fitted with the bare template (a)
and once allowing for a tilted baseline by fitting the sum of the template and a cubic baseline
model (b).

4.4 Energy Calibration

After the amplitude of each pulse has been determined by the template fit, the resulting am-
plitude has to be converted into physical energy deposited. In this section the different steps
of the energy calibration process are described in detail.

4.4.1 Cobalt-57 Calibration

First of all, the detectors have to be irradiated at least once in the beginning of the data taking
campaign with a radioactive source with known (mono-energetic) lines or spectral features. In
CRESST, typically a 57Co-source is used, which has prominent γ-lines at 122.1 keV and (with
reduced intensity) at 136.5 keV [90]. Both γ-rays are energetic enough to penetrate several
layers of copper, e.g. the vacuum cans and thermal shields surrounding the experimental vol-
ume. Thus, the source is placed outside of the cryostat but inside the massive shielding next
to the outermost vacuum can.

In figure 4.6 the measured energy spectrum of a 57Co source is depicted for a phonon
(black) and the corresponding light detector (red). While the phonon detector is able to re-
solve the main emission lines of the radioactive source at 122.1 keV and 136.5 keV this is not
the case for the light detector. The different spectral features besides the already mentioned
main γ-lines are explained in section 4.7. The energy deposited in the target crystal is shared
between the creation of phonons and scintillation light. For γ-events & 91 % of the energy is
converted into phonons measurable in the phonon channel and only . 9 % into scintillation
light [95]. For nuclear recoil events even less light is produced and, thus, due to energy conser-
vation the phonon signal is slightly enhanced. This means, that for a fixed energy deposition in
the target crystal, the detected phonon signal is almost independent of the interacting particle
type. Therefore, the energy scale of the phonon channel determined with the 57Co-source is a
good estimator for the total-energy scale regardless of the incident particle. In contrast to the
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Figure 4.6: Measured energy spectra during the 57Co calibration with a phonon (black,
TUM40) and the corresponding light detector (red, Michael). The resulting energy scale of
this energy calibration is denoted as electron equivalent and, thus, labeled with the subscript
ee. The light channel cannot resolve the two main emission lines of the radioactive source at
122.1 keVee and 136.5 keVee. The lines observed around 60 keVee are tungsten escape peaks
(see section 4.7).

phonon channel, the amount of energy deposited in the light channel is strongly dependent of
the interacting particle. Hence, the scale set by the 57Co-calibration only yields the true energy
deposited for γ-events. More strictly speaking it is only true for events, which have the energy
of the γ-source (here 122.1 keV). Other particles (e.g. nuclei) interacting with the scintillating
crystal produce less light when depositing the same amount of total energy, resulting in lower
energy values measured in the light detector. Since the calibration is performed with γ-rays in-
ducing electron recoils, this effect is formally taken into account by denoting the energy scale
(especially of the light channel) as electron equivalent with the typical unit keVee. Strictly
speaking this is required for both detector channels, but for the phonon channel the subscript
“ee” is usually skipped since the energy response in this channel is almost independent of the
particle used for the calibration.

4.4.2 Test Pulse Calibration

The 57Co-calibration probes the detector response for 122.1 keV γ-events at the time when
the calibration takes place. To monitor the detector response for a wider energy range and, in
particular, at different times throughout the data taking period, CRESST relies on the usage
of test pulses. These pulses are injected at a constant rate and with different amplitudes,
which are similar in shape to particle pulses. They serve two distinct purposes: firstly they
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Figure 4.7: Example of the energy calibration of a single particle pulse. The data points
(black dots) are the response to injected heater pulses with dedicated test pulse amplitudes
evaluated at the time of the particle pulse. To model the detector response, describing the
relation between reconstructed amplitude and injected test pulse amplitude, a polynomial of
low order is fitted to these data points (red solid line). By evaluating this fit function at the
measured amplitude of the particle pulse, the amplitude is first converted to an equivalent
test pulse amplitude (TPA, left y-axis). Since the absolute energy scale is fixed typically at
122.1 keV during the calibration with a 57Co-source, a linear transformation of the (equivalent)
test pulse amplitude yields the amount of energy measured (right y-axis).

help to transfer the detector response down to the lowest energies of interest and, secondly,
probe potential time dependencies in the detector response. Thus, it is possible to correct for
detector-response drifts in the offline analysis, leading to an almost time independent energy
reconstruction combined with an excellent energy resolution.

In a purely ohmic heater circuit the injected energy E is proportional to the square of the
injected heater voltage U 13. For the power P and the current I the following relations hold:
P =U · I, I =U/R, so that finally E ∝ P =U2/R. The heater voltage is sent through an analog
square root circuit to linearize the output. Hence, for a linear thermometer a linear dependence
of the reconstructed amplitude on the injected voltage is expected. Like in the case of particle
pulses, the amplitude of a test pulse is evaluated applying the truncated template fit method
(see section 4.3.2) utilizing a dedicated template for (low-energetic) test pulses.

In figure 4.7 the relation between injected test pulse voltage and the reconstructed ampli-
tude is depicted for all test pulses with different injected amplitudes evaluated at the time of

13 The naming convention in CRESST for the injected voltage amplitude is “test pulse amplitude”. Therefore
this name is used throughout the present work.
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a certain particle event. As expected, the dependency between injected and reconstructed am-
plitude seems to be rather linear, especially for small test pulse. Thus, a low-order polynomial
(typically between order 3 and 5) is fitted to the data points to model the transfer function be-
tween injected test pulse amplitude and reconstructed amplitude. This detector response can
now be evaluated also for a particle pulse to transfer the reconstructed amplitude (x-axis) to
an equivalent test pulse amplitude (left y-axis).

As described before, the absolute energy scale is fixed at a single point during the calibration
of the heater with radioactive sources. This step connects the injected test pulse amplitude (left
y-axis in figure 4.7) and the equivalent particle energy (right y-axis in figure 4.7) via a linear
relation. The latter is the (electron equivalent) energy that a particle has to deposit in the
target crystal to create the same signal amplitude (response) in the detector as a heater pulse.
Thereby, the only parameter required is the linear conversion factor, also called CPE-factor
(see also appendix B). The value of this parameter is obtained, by first identifying the two test
pulses which create amplitudes next to the measured amplitude of a γ-ray of the calibration
source interacting in the target crystal. In the next step the injected heater amplitudes of the
identified test pulses are used to perform a linear interpolation and evaluate the interpolation
function at the measured amplitude of the calibration source. As explained earlier, in CRESST-
II typically the 122.1 keV line of a 57Co-source is used for this calibration.

4.4.3 Correction for Time Variations

If the detector response to test pulses is known at all times, the previously described calibration
scheme allows to correct also for time dependencies in the detector response. Since test pulses
are fired with a fixed rate and, thus, at distinct times, a proper interpolation method is required
to track time variations and achieve the best energy resolution.

In figure 4.8 the reconstructed amplitude of heater pulses with a test-pulse amplitude of
0.1 V (black data points) is depicted as a function of the (real) measurement time. Small fluc-
tuations of the amplitude are observable and since the functional form of these time variations
is not known a method called smoothing spline is used to model this behavior [122]. One
example of such a smoothing spline is also shown in figure 4.8 as solid red line. The most
important parameter in this method is the so-called smoothing factor p which needs to be set
a-priori. Depending on the parameter value of p in the allowed interval [0,1] the behavior of
the smoothing spline changes. In the extreme case of no smoothing at all (p = 0), the smooth-
ing spline method converges to a spline interpolation while in the other extreme case of p = 1
the smoothing spline is exactly a linear least squares estimate [122].

During the refilling procedure of the cryostat, data taking is stopped since usually all de-
tectors are non-functional due to the increased temperature induced by mechanical vibrations.
By the time when all detectors are fully functional again, data taking is continued. This leads
to time periods between the two data files were no test-pulse response is recorded (red shaded
areas in figure 4.8). Thus, in the present work the whole measuring time is split into numerous
small data sets for the energy calibration14. For each of these data sets and in addition for

14 Usually, the size of these data sets corresponds to at least two days which is the time of one cryostat fill cycle.
Technically, a new spline is determined, whenever no test pulse was recorded for more than 30 minutes.
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Figure 4.8: Reconstructed amplitude of 0.1 V test pulses as a function of time. As for par-
ticle pulses, the amplitude is reconstructed with a truncated template fit (see section 4.3.2)
but with a dedicated test pulse template. For the refilling procedure of the cryostat the data
taking is stopped and, thus, no test pulses are recorded between the different files (red shaded
areas). The functional form of the time variations is unknown and unpredictable. Therefore, a
smoothing spline (red solid line) is adjusted to the data points to model the time dependency.
The automatically chosen smoothing factor p for the respective files is also given. During the
energy calibration these splines are evaluated to get the approximate detector response at all
times. See text for a more detailed explanation.

the different test-pulse amplitudes smoothing splines have to be adjusted leading to a huge
number of smoothing parameters. This might lead to discontinuities between two consecutive
splines as observable in figure 4.8.

In contrast to previous works, where the spline parameter was fixed to a specific value, a
new method (so-called adaptive method) was implemented in close collaboration with [123] to
determine the smoothing factor p automatically. Therefore, the data points for each smoothing
spline are split into a training and a test data set and p is varied in the allowed range of [0,1].
For a given value of p the smoothing spline algorithm is only performed for the training set,
while the RMS deviation of the resulting function and the data points is calculated for the test
set. The optimum value of p is determined such that the calculated RMS is minimal.

After fitting15 the splines to all test pulse amplitudes the energy of a particle pulse is de-
rived as described in the previous section. The only difference is that the polynomial transfer
function is now fitted to the values of the different splines, evaluated at the time of the particle

15 In the present work the smoothing parameter is limited to the interval [0.5,1] and, therefore, the spline behaves
more like a fit and less like a spline.
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smoothing
555555Fe Cu Kααα

555777Co−W Kβββ
555777Co−W Kααα

555777Co 555777Co

6.2 keV 8.0 keV 54.0 keV 63.5 keV 122.1 keV 136.1 keV

factor Energy resolution [eV]

adaptive 112±9 121±15 445±15 421±7 706±3 745±7

fixed 115±9 125±16 449±15 421±7 703±3 746±7

(a) Lise

smoothing
Cu Kααα

555777Co−W Kβββ
555777Co−W Kααα

555777Co 555777Co

8.0 keV 54.0 keV 63.5 keV 122.1 keV 136.1 keV

factor Energy resolution [eV]

adaptive 100±28 401±21 362±9 625±4 596±8

fixed 106±31 394±22 362±9 612±4 592±8

(b) TUM40

Table 4.1: Energy resolutions of different spectral lines obtained with the two different
smoothing methods (adaptive and fixed) for the detectors Lise (a) and TUM40 (b). In all cases
the test pulse set is pre-cleaned by limiting the allowed amplitude range. For the fixed method
the smoothing factor is set to p = 0.98, while for the adaptive method the newly developed
algorithm is carried out. Independent of the module, almost no differences for the obtained
energy resolutions of both methods are observed. However, for the adaptive algorithm the
handling of the numerous splines is much easier due to the higher degree of automation.

pulse (see figure 4.7).
In order to select only test pulses with proper amplitudes two cuts are applied. First of

all, the range of the reconstructed amplitude for each injected test pulse amplitude is limited
by removing all test pulses which are located outside an allowed region. In a second step
a smoothing spline with a pre-defined fixed smoothing factor (usually p = 0.98 for phonon
detectors and p = 0.95 for light detectors) is calculated right before the automatic determi-
nation of the smoothing parameter. Based on the reconstructed amplitude and the distance
to the spline function, test pulses which show too great a deviation from the mean popula-
tion are rejected [124]. Thereby, the limiting deviation factor, which is given in units of the
observed width of the distribution, and the maximal allowed fraction of rejected events (typ-
ically . 20 %) have to be specified. If a higher fraction of events should be removed by this
automatic method the user is informed and can manually check the specific spline. Thus, to-
gether with the automatic smoothing the amount of splines which have to be investigated is
drastically reduced.

In table 4.1 the obtained energy resolutions at different energies for the newly developed
adaptive method are listed. Additionally, the energy resolutions for a fixed smoothing param-

76



4.5 Light Quenching and Light Yield

eter of p = 0.98 are included for comparison. Almost no difference in the obtained energy
resolutions is observed between both methods. However, as already described above the han-
dling of the numerous splines is much easier for the adaptive method (due to the higher degree
of automation) than for the fixed method.

4.4.4 Energy Calibration in a Nutshell

In summary, the energy of a particle pulse is reconstructed in the following way:

• First, the response function of the respective detector is determined by fitting a low-
order polynomial to the heater-pulse amplitudes. To correct for time dependencies of
the detector response, these data points are the results of smoothing splines evaluated at
the time of the particle pulse.

• Since the detector heater is calibrated using a 57Co-source, this response function pro-
vides a direct relation between the reconstructed amplitude and the (electron equivalent)
particle energy.

• The response function is evaluated for the reconstructed amplitude of the particle pulse
and the resulting energy is stored for later use.

In appendix B the derived values for the energy calibration obtained for all analysed detec-
tors are listed.

4.5 Light Quenching and Light Yield
In a particle interaction the total amount of energy deposited splits up between the phonon
and the light channel, but typically most of the energy is detected in the phonon detector. The
remaining energy creates scintillation photons and the exact sharing depends on the incident
particle. While for electron recoils . 9 % of the energy deposited is converted into scintillation
light it is even less for nuclear recoils [95]. This effect is called quenching and is exploited in
CRESST-II to distinguish the different interaction types.

As already explained in section 3.2.4, events are visualized in the light yield - energy plane,
where the different event populations form roughly horizontal bands (see figure 3.6). Thereby,
the light yield LY is a dimensionless quantity defined as the ratio of the energy detected in the
light channel L to the energy in the phonon channel EP:

LY :=
L

EP
. (4.1)

The energy values are assigned to both pulses of an event during the energy calibration as
described in section 4.4. The e−/γ-band is centered around a light yield of 1 since the energy
scale in both detectors is determined with a γ-source. To be more precise, typically the energy
calibration is performed with 122 keV γ-rays of a 57Co source and, thus, the light yield is by
definition 1 at exactly this energy.
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The other bands have a reduced mean in the light yield parameter according to the re-
spective quenching factors QFx of the corresponding particle x. These quenching factors were
measured with unprecedented accuracy in a dedicated campaign at the Maier Leibnitz Labora-
torium (MLL) in Garching [117,125]. Thereby, the tungsten quenching factor was determined
precisely for the first time to be QFW = 0.0196±0.0022. In addition, an energy dependence
of the quenching factors of oxygen and calcium was observed, while for tungsten this effect
turned out to be very small and was not measurable with the given light detector resolution.
The empirical model to describe the energy dependence of the quenching factors of the two
nuclei oxygen and calcium is discussed in [117, 125] with the final result:

QFx (ER) = LY ∞
x · (1+ fx · exp(−(ER/λx))) , (4.2)

where ER denotes the recoil energy and LY ∞
x is the light yield at infinite recoil energy (ER =∞).

LY ∞
x was determined together with the fraction fx of the energy-dependent component and the

exponential decay constant λx from a simultaneous likelihood fit to the data points at different
energies. In table 4.2 the obtained fit parameters of the dedicated measurement for oxygen
and calcium are listed. In addition, also the energy independent quenching factor of tungsten
is included. For an easier comparison the respective light yield at 10 keV is shown in the
last column. In [123] it is explained, how these parameters are implemented in the high-level
analysis software and in this way they are also used in the present work.

particle x LLLYYY ∞∞∞
xxx fff xxx λλλ xxx LLLYYY 10keV

xxx

O 0.07908 0.7088 567.1 0.1342

Ca 0.05949 0.1887 801.3 0.0706

W 0.0196 - 0.0196

Table 4.2: Energy dependent (for O, Ca) and energy independent (for W) quenching factors of
CaWO4 determined in a dedicated measurement at the MLL in Garching [117,125]. The three
parameters necessary for the evaluation of equation 4.2 for oxygen and calcium are listed. No
energy dependency could be measured for tungsten with the obtained energy resolution of
the light detector. For comparison also the LYs evaluated at 10 keV are included in the last
column.

4.6 Event Type Independent Total Energy

Due to the light quenching the amount of produced scintillation light depends on the inter-
acting particle. Energy conservation implies that also the amount of energy detected in the
phonon channel is slightly particle dependent. Due to this anti-correlation of heat and light
signal the measured line widths in the phonon detector are increased compared to the actual
energy resolution of the detector [126].
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(a) No correction applied

(b) Anti-correlation correction applied

Figure 4.9: Due to energy conservation the particle dependent light signal results in a slightly
particle dependent signal in the phonon detector. This is visible as tilted γ-lines in the light
yield - energy plane of TUM40 (a). Applying a correction for this anti-correlation (see equa-
tion 4.3) results in straight vertical lines (b) and the event type independent total energy Etotal.
The scintillation efficiency of the (individual) CaWO4 crystal (here: 6.6 %) is the only param-
eter in this algorithm.
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In figure 4.9a the light yield - energy plane of TUM40 is depicted. For almost all γ-lines a
slight tilt is visible, leading to a non-optimal energy resolution in the phonon detector.

The tilt can be removed by applying the following formula [126,127], resulting in the event
type independent total energy Etotal:

Etotal = (1−η (1−LY )) ·EP, (4.3)

where EP is the uncorrected energy measured in the phonon channel and LY is the measured
light yield of this event. The amount of produced scintillation light η is in general crystal
dependent. Using several different methods it is found to be ∼6.6 % for the crystal TUM4016

[127]. This means that∼6.6 % of the total energy deposited in the absorber crystal is converted
into scintillation light. The resulting light yield - energy plot after applying the anti-correlation
correction is shown in figure 4.9b. The tilt of the γ-lines observed in TUM40 vanished, leading
to a better energy resolution of up to ∼ 31 % as summarized in table 4.3 for different γ-
energies.

correction

Cu Kααα
555777Co−W Kβββ

555777Co−W Kααα
555777Co 555777Co

8.0 keV 54.0 keV 63.5 keV 122.1 keV 136.1 keV

Energy resolution [eV]

not applied 100±28 401±21 362±8 625±3 596±8

applied 78±14 305±16 251±6 438±3 463±7

improvement [%] 22.0 23.9 30.7 29.9 22.3

Table 4.3: Improvement of the energy resolution of TUM40 due to the application of the
anti-correlation correction.

In section 2.1 the recoil energy is defined (see equation 2.4) as the amount of energy trans-
ferred to the target nucleus and, thus, recoil energy and the above-defined total energy are
equivalent. In the remaining part of the present work, to separate the different available en-
ergy quantities the terms phonon energy as well as light energy always refer to the pure result
of the energy calibration of the respective detector, while the phrase recoil energy is used for
the event type independent total energy.

However, for the module consisting of the phonon detector Lise and the light detector Enrico
this correction is not applied17. Enrico shows an unusual performance with a small signal
height and a low signal to noise ratio. This results in a worse energy resolution (see table 7.1),
which leads to extremely broad bands in the light yield - energy plane (see figure 7.5). The
spread is clearly dominated by the worse energy resolution of the light detector and not by the
16 In all cases when the anti-correlation correction is applied in the present work, the same scintillation efficiency

of ∼6.6 % is used independent of the crystal [128].
17 Thus, for the module Lise/Enrico only the energy measured in the phonon detector is available. However,

due to the small size of the anti-correlation correction, this parameter is still a very good estimator for the
event-type independent total energy deposited and, thus, for the recoil energy.
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Figure 4.10: Energy spectrum measured during the 57Co calibration in the detector Lise. At
122.1 keV and 136.5 keV the main emission lines of the radioactive source are visible. At
lower energies (∼ 60 keV) tungsten escape lines are observed (compare table 4.4). See main
text for more details on the observed spectral features.

slightly different amount of produced light. However, since the measured light yield LY is a
direct input parameter for the correction it is not valid to apply it in this case.

4.7 Validity Check of the Energy Calibration

Several checks are performed to show the excellent performance and the unique feature of
cryogenic detectors in reconstructing the amount of energy deposited precisely.

The energy spectrum measured with the detector Lise during the irradiation with a 57Co-
source is depicted in figure 4.10. The two prominent lines at 122.1 keV and 136.5 keV are the
main emission lines of the radioactive source. Due to the photoelectric effect a γ-particle of
the 57Co-source can excite a photoelectron and, simultaneously, create an excited atom. By
emitting an X-ray the atom returns to the ground state. If the interaction of both particles
is fully contained in the sensitive volume the energy detected equals the total energy of the
original γ-ray. However, it is possible that only one of the two particles deposits its energy
while the other one escapes without loosing energy in the detector. For the first case when
the electron escapes, a line at the released X-ray energy is measured. However, since the
interaction probability of electrons is higher with respect to a γ-particle, the second case of an
escaping γ-particle, results in more pronounced so-called escape lines at the energy difference
between the line energy and the energy of the released X-ray. In table 4.4 the X-ray energies
of tungsten and the corresponding escape lines visible in a 57Co calibration measurement are
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line type Origin Energy [keV]

X-ray line

W Kα1 59.318

W Kα2 57.981

W Kβ1 67.244

W Kβ2 69.067

Escape line

57Co(122.1keV)−W Kα1 62.743
57Co(122.1keV)−W Kα2 64.080
57Co(122.1keV)−W Kβ1 54.817
57Co(122.1keV)−W Kβ2 52.994

Escape line

57Co(136.5keV)−W Kα1 77.156
57Co(136.5keV)−W Kα2 78.493
57Co(136.5keV)−W Kβ1 69.230
57Co(136.5keV)−W Kβ2 67.407

Table 4.4: Literature energy values of tungsten X-ray lines and the corresponding calculated
57Co 122.1 keV and 136.5 keV escape lines [90].

listed.
Due to low statistics only the tungsten escape lines of the 57Co 122.1 keV line are clearly

observable in figure 4.10. At ∼ 78 keV both Kα escape peaks of the 136.5 keV line overlap
due to low statistics and the finite energy resolution. Since the X-ray lines are less pronounced
with respect to the escape lines, only small peaks at the corresponding energies of ∼ 58 keV
and ∼ 68 keV exist.

In addition to the spectral features introduced by the 57Co-source additional lines are ob-
served. Lise is accidentally illuminated by a 55Fe-source mounted on a neighboring module
for absolute light-detector calibration. 55Fe decays by electron capture to 55Mn and, thus, in
Lise the Kα and Kβ line of 55Mn are observed at 5.9 keV and 6.5 keV, respectively [90]. At
slightly higher energies (8.0 keV) the copper fluorescence line is also visible.

Throughout the remaining part of this section, the observed peaks (see, e.g. figure 4.10)
are fitted in several small energy regions to obtain the energy dependent energy resolution as
well as the mean position of the mono-energetic γ-lines. For a single peak in the spectrum a
Gaussian function and a linear background contribution are fitted to the data. In case of two
lines close (. 5 keV) in energy – which is true for most of the spectral features – the fitted
model consists of a linear background contribution and two Gaussian functions. Typically, the
energy resolution of the detector is good enough to separate both lines. However, to improve
the performance of the fit and in particular to enhance the convergence, it is assumed that in
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the small energy range of the two nearby lines the energy resolution is not changing drastically
and, thus, only a combined width parameter is introduced.

4.7.1 Precision of the Energy Reconstruction
The energies of the different γ-lines determined by the fit are compared with literature val-
ues taken from [90] and summarized in table 4.5. If lines of different origin overlap within
the energy resolution σ of the detector, the given literature values are weighted means. In
table 4.5a the fitted mean energies of the two main emission lines of the calibration source are
listed. The more intensive line at 122.061 keV is used during the energy calibration to set the
absolute scale. Furthermore, the observed tungsten escape lines related to the used radioactive
source are listed in table 4.5b. Finally, table 4.5c lists the spectral features observed in Lise and
TUM40, which are not induced by the 57Co-source. In both detectors investigated here (Lise
and TUM40) the copper fluorescence line at 8.041 keV is observed, while Lise additionally
exhibits the two 55Mn lines originating from a nearby 55Fe-source.

Regardless of the detector, an excellent agreement between the reconstructed energies and
the literature values is observed. For the module Lise the mean deviation is as low as 0.62 %
while for TUM40 an even lower value of 0.37 % is found. This shows convincingly that the
energy reconstruction is at no means an issue for cryogenic detectors and, thus, one advantage
with respect to other direct detection techniques like liquid noble gas detectors. In addition,
the values given in table 4.5 show that an excellent energy resolution is achieved in cryogenic
detectors.

4.7.2 Baseline Model
In order to find the best baseline model describing the observed noise situation (see sec-
tion 4.3.4) polynomials of different orders ranging from zero to three are used in the template
fit. A fit with a zero-order polynomial baseline is identical to a bare template fit, since the
constant offset is already a free parameter in the fit. For each baseline model, all pulses of the
57Co energy calibration data are fitted and an energy calibration is performed. For this study
the small anti-correlation correction of the phonon energy of TUM40 (see section 4.6) is not
applied, since it requires the measured light yield as input. Hence, the measured energy in
the phonon channel is required in order to calculate the light yield, whereas the reconstructed
energy varies depending on the baseline model. Despite the fact that the correction results
in a clear improvement of the energy resolution it is assumed that this improvement does not
drastically depend on the baseline model. Thus, only a small influence on the conclusion from
the investigation of the baseline model is expected.

The resulting energy resolutions at several energies are listed in table 4.6 for the two de-
tectors Lise (a) and TUM40 (b). In case of a single line the stated energy corresponds to the
literature value while in case of two nearby lines the mean value of both lines is given, yielding
a proxy of the respective energy range.

When a baseline model is included in the template fit (polynomial order ≥ 1), a clear im-
provement of the energy resolution is observed with respect to the bare template fit in both
detectors. As an example, due to the low statistics and the broadening caused by the worse
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module
origin 555777Co 555777Co

Elit [keV] 122.061 136.474

Lise

Efit [keV] 121.830±0.003 136.105±0.008
Efit−Elit

Elit
[%] -0.19 -0.27

σσσ [eV] 706±3 745±7

TUM40

Efit [keV] 121.217±0.004 135.415±0.008
Efit−Elit

Elit
[%] -0.69 -0.78

σσσ [eV] 438±3 463±7

(a) Main emission lines of the 57Co-source.

module
origin 555777Co−W Kβββ222

555777Co−W Kβββ111
555777Co−W Kααα111

555777Co−W Kααα222

Elit [keV] 52.994 54.817 62.743 64.080

Lise

Efit [keV] 52.255±0.043 54.179±0.016 62.223±0.009 63.596±0.015
Efit−Elit

Elit
[%] -1.40 -1.17 -0.76 -0.83

σσσ [eV] 445±15 421±7

TUM40

Efit [keV] 52.839±0.034 54.817±0.016 62.731±0.008 64.069±0.011
Efit−Elit

Elit
[%] -0.29 0.00 -0.02 -0.02

σσσ [eV] 305±16 251±6

(b) Observed tungsten escape lines induced by the 122.1 keV γ-line of the 57Co-source.

module Lise TUM40

origin Mn Kααα Mn Kβββ Cu Kααα Cu Kααα

Elit [keV] 5.895 6.490 8.041 8.041

Efit [keV] 5.924±0.009 6.515±0.022 8.051±0.016 8.106±0.018
Efit−Elit

Elit
[%] 0.49 0.39 0.12 0.81

σσσ [eV] 116±8 121±15 78±14

(c) Low energetic γ-lines not related to the 57Co-source.

Table 4.5: Fitted mean energy of the main emission lines of the 57Co-source (a) and the
tungsten escape lines (b) measured with Lise and TUM40. Table (c) lists the observed low en-
ergetic peaks. For comparison the literature values taken from [90] and weighted for intensity,
if needed, are included. Finally, also the resulting energy resolutions σ at the given energies
are contained for all γ-lines observed in both detectors.
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polynomial
555555Fe Cu Kααα

555777Co−W Kβββ
555777Co−W Kααα

555777Co 555777Co
6.2 keV 8.0 keV 54.0 keV 63.5 keV 122.1 keV 136.1 keV

order Energy resolution [eV]
0 230±49 n.A. 430±26 502±10 766±3 804±8

1 130±9 126±29 441±15 425±7 696±3 729±7

2 160±7 139±22 439±15 420±7 697±3 735±7

3 112±9 121±15 445±15 421±7 706±3 745±7

(a) Lise

polynomial
Cu Kααα

555777Co−W Kβββ
555777Co−W Kααα

555777Co 555777Co
8.0 keV 54.0 keV 63.5 keV 122.1 keV 136.1 keV

order Energy resolution [eV]
0 - 567±32 480±16 721±4 674±11

1 182±36 422±22 385±9 619±4 600±9

2 202±73 416±21 371±9 616±4 601±8

3 100±28 401±21 362±8 625±3 596±7

(b) TUM40

Table 4.6: Energy resolution in eV for different spectral features observed in Lise (a) and
TUM40 (b) using 57Co calibration data. All recorded pulses were fitted with the sum of the
respective template and polynomials of given order to model the baseline. With increasing
order of the polynomial the energy resolution improves since the observed noise contribution
is modelled better. In case of two nearby lines (. 5 keV) the given energy values are the mean
values of the spectral features.

resolution, no copper fluorescence line at 8.0 keV is observed in both detectors for a bare tem-
plate fit (polynomial of order zero). However, for all fits including a particular baseline model
the line could be fitted.

For the cases where a baseline model is included in the fit, at high energies almost no
difference in the obtained resolutions is visible. This is expected, since the influence of the
baseline noise is decreasing due to the higher signal-to-noise ratio for larger pulses. However,
at lower energies relevant deviations are observed between the different models. The best
result was achieved in both investigated detectors with a baseline model of a polynomial of
order three. An improvement of maximal 51 % is observed for both detectors at 8.0 keV.

For the energy resolution of the two main emission of TUM40 a peculiar result is observed
that with increasing energy the resolution improves. Although this effect is small it is sys-
tematically observed for all investigated polynomial orders. As explained above the anti-
correlation correction is not applied in this study and when this correction is performed (see
table 4.5) the resulting resolutions σ are increasing with increasing energy as expected. Thus,
the small systematic effect here is due to the fact, that the scintillation efficiency η is energy
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dependent (see table 4.3), as already observed in [126, 129].
In conclusion, in the present work the chosen baseline model for all detectors is a polyno-

mial of order three, introducing four additional free baseline parameters in the fit18. As shown,
this modification improves the energy reconstruction since the fit describes the observed data
better, leading to an improved energy resolution.

4.7.3 Long-Term Stability of the Energy Reconstruction

As explained earlier, the module Lise is accidentally illuminated by a 55Fe-source leading to
two dominant lines in the low-energy region. In contrast to, e.g. the 57Co-source, the low
energetic radioactive source has to be mounted inside the experimental volume next to the
respective detector, since it is unable to penetrate the several shielding layers of the cryostat.
Thus, the spectral features induced by this source are observed throughout the whole data
taking period. This allows to perform a long-term stability check of the energy calibration at
energies inside the region of interest for Dark Matter searches.

For this analysis only events in the energy window of 5.5 keV–7.0 keV are considered. In
total, data collected in a live time of ∼ 4100 h, corresponding to ∼ 171 live days, is analysed
and depicted in figure 4.11. The fit function (red line) is the sum of two Gaussian functions
with a combined width parameter modelling the two mono-energetic 55Mn K lines, and a
linear function for the observed background. Also in the Dark Matter data set the fit yields
good agreement between the two means of the lines and the respective literature values.

In figure 4.12 all events in the relevant energy window throughout the data taking period are
shown as gray points. As an overlay, the resulting mean positions together with the statistical
errors of the Mn Kα (blue) and the Mn Kβ (magenta) lines obtained in individual fits of 7 live
day time slices are also shown. Almost no deviations from the fitted mean of the whole data
set (cyan and violet solid lines) are observed for the mean positions, confirming the long-term
stability of the applied energy reconstruction.

The time evolution of the energy resolution obtained from individual fits is depicted in
figure 4.13. Due to low statistics in the individual time slices the resulting fit error in the width
parameter is rather large. However, the red line shows the energy resolution determined in the
whole data set and is in good agreement with the individual fit results. Thus, it is shown that
also the resolution is rather stable for long time periods.

4.8 Trigger Threshold Determination

Another application of test pulses is the direct measurement of the trigger threshold of a detec-
tor. Therefore, in a dedicated measurement low energetic test pulses with discrete energies are

18 The best choice to model the pile-up effect is an exponential decay with the decay constant of the template.
In [123] also a test of the influence of the baseline model on the resulting energy resolution is performed,
similar to the one presented here. One baseline model tested in [123] is the sum of an exponential decay and
a polynomial of order two. However, it is shown, that the best resolution is still achieved by a template fit
including a polynomial of order three as baseline model.
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Figure 4.11: Measured energy spectrum between 5.5 keV and 7.0 keV in the whole Dark
Matter data set of Lise. In total a live time of ∼ 4100 h has been collected. The 55Mn Kα

(5.90 keV) and Kβ (6.49 keV) lines are induced by a 55Fe-source mounted at a neighboring
light detector accidentally illuminating Lise. The fit function is the sum of two Gaussian
functions with a combined width parameter and a linear background (intercept and slope pa-
rameter).

injected with exactly the same rate as in the Dark Matter data set to ensure the same stability
conditions.

For the threshold determination, no cuts are applied on the test pulses. By simply counting
the fraction of test pulses causing a trigger, the energy dependent acceptance is obtained as
depicted in figure 4.14 for the example of the phonon detector Lise. Due to the finite baseline
noise a deviation from an ideal step function for the trigger threshold is observed. The solid
curve (red) is the function f (Einj) describing the probability of a test pulse with a given energy
Einj to cause a trigger:

f (Einj) =
1− ppile-up

2
·
[

1+ erf
(

Einj−Eth√
2σ

)]
+ ppile-up, (4.4)

where erf denotes the Gaussian error function describing the convolution of the ideal step
function and the baseline noise modelled by a Gaussian with width σ . The pile-up probability
ppile-up (blue dashed line) accounts for random coincidences with any trigger. Pile-up events
can cause triggers independent of the injected energy Einj even well below the actual threshold
of the detector resulting in a constant pedestal visible at low energies. The fit of f (Einj) to the
data points obtained for the detector Lise results in a value of ppile-up = (5.57 ± 1.16) %, which
is compatible with expectations based on the trigger rate in this module and the respective
coincident time window. For the energy threshold, which is defined to be at 50 % acceptance,
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Figure 4.12: Long-term stability of the applied energy calibration for the 55Fe-source induced
Mn Kα (blue) and Mn Kβ (magenta) lines. No significant deviation from the fitted mean of
the lines in the whole data set (cyan and violet solid lines) is observed. The gray data points
show the spread of all events in the respective energy region. From the spread it is concluded,
that also the energy resolution is stable over long time periods.

Figure 4.13: Time dependent energy resolution obtained from a combined fit of the 55Mn
lines in several time slices. Due to low statistics in the individual slices the resulting fit error is
rather large. The red line is the fitted resolution of the whole data set and is in good agreement
with the individual fit results.
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Figure 4.14: Energy dependent acceptance measured with low-energetic test pulses at the
trigger threshold of the phonon detector Lise. The fit (red solid line) yields an excellent energy
threshold of Eth = (307.8±3.6)eV (50 % acceptance) and a width of σ = (82.7±4.3)eV. For
more details see text.

the fit yields an excellent value of Eth = (307.8±3.6)eV and a width of σ = (82.7±4.3)eV.
Compared with the resolution of low-energetic γ-lines observed in Lise (see table 4.5c) the
result shows that the energy resolution at low energies is dominated by the baseline noise
contribution.

One possibility to cross-check the determined energy threshold is given by the fact, that
both detectors are able to trigger separately. As explained earlier, in light-only events due to a
direct interaction only the light detector triggered and, thus, it is expected that no significant
signal in the phonon detector is recorded. In other words, for energies where the phonon
detector triggers with 100 % efficiency no light-only event is expected. In contrast to the
direct measurement of the energy threshold, for the cross-check it is important that the energy
reconstruction of all investigated events is valid. However, too tight cuts might remove events
which indeed suffer from an invalid energy reconstruction due to artifacts (e.g. pile up) but
would be still relevant, because the true energy is above the trigger threshold. Thus, as a
compromise for this cross-check, only a small set of loose selection criteria is applied to
remove only extreme cases. In total 31236 of the 33545 light-only candidates survive all cuts,
which corresponds to an acceptance of 93 %.

In figure 4.15 the resulting energy spectrum in the phonon detector Lise of the surviv-
ing light-only events is depicted. The dashed red vertical line indicates the measured energy
threshold via test pulses where the trigger efficiency is 50 %. As expected the majority of the
events are pure baselines without a pulse contribution and, thus, they have Gaussian distributed
pulse heights centered around zero. Only 9 events are observed above the red vertical dashed
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Figure 4.15: Energy spectrum of light-only events in Lise and the energy threshold determined
by test pulse events (red vertical dashed line). For energies where the trigger efficiency is
100 % no light-only events are expected. Since only a few events are observed above the
energy threshold this method confirms the direct measurement of the energy threshold via test
pulses.

line, confirming the threshold determined by the test pulse method. Furthermore, at higher
energies where the trigger efficiency is approaching 100 % (& 0.45 keV) no light-only event is
observed. However, with the shown cross-check method the threshold can not be determined
precisely, while the test-pulses method has this advantage.
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During the data acquisition it can happen that besides valid physical events also invalid records
are observed, which e.g. do not allow a precise determination of the deposited energy. These
records as well as the chosen analysis scheme require a selection of data. In section 5.1
the applied blinding scheme as well as the analysed detectors and the available data sets are
described. Examples of invalid records and pulses are shown and discussed in section 5.2.
The applied selection criteria, which are based on the parameters described in the previous
chapter 4, are listed in section 5.3. Finally, the method to determine the survival probability
for signal events is explained in section 5.4.

5.1 Analysis Scheme and Data Sets

In the present work data of CRESST-II phase 2, obtained between end of June 2013 and mid
of August 2015, are analysed. Most of the acquired data are background-only data which
can be used for Dark Matter searches and, hence, called Dark Matter data set. Additionally,
calibrations with low energetic γ-rays (57Co-source), high energetic γ-rays (232Th-source) and
twice with neutrons (AmBe-source, inside and outside of the outer shielding) were performed.
In this section the blind analysis scheme and the data sets for the different modules analysed
are explained.

5.1.1 Blind Analysis Scheme

In modern physics, experiments become more and more complex and expensive, such that
it is not always possible to cross-check obtained results with an independent setup. Thus, it
becomes more and more important to reduce or at best eliminate all biases induced by the
human being dealing with the measurement and in particular the data analysis. However,
bias in data analysis is by far not limited to physics but rather present in all modern sciences.
Phrases like “placebo effect” and “double-blind analysis” are widely known outside the bio-
medical research community where they originate from.

A blind analysis is the optimal way to avoid the possibility of experimenters biasing their
result towards their own preconceptions by preventing them from knowing the answer until the
analysis is complete [130]. In particular in the search for rare processes a subtle bias scenario
is due to the fact that the result may unintendedly be influenced towards either detection or
elimination of a signal. Whether one event is discarded by a cut or not might strongly influence
the physical outcome, since these types of experiments are searching for small signals at the
edge of the detectability in statistics or above backgrounds. Thus, it has to be avoided that
the cut values could be set such that individual events are rejected. By hiding some aspects
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of the data or the result, a blind analysis guarantees the latter point. However, there is not
a distinct blind analysis technique, usable in all different experiments. Instead, the applied
scheme is strongly dependent on the actual experiment and has to match, in particular, the
analysis techniques involved [130]. Several different methods and their successful application
are explained in detail in [130]. Here only two concepts which are used in the Dark Matter
search community are discussed.

One commonly used blinding method is called hidden box method [130]. A certain region in
a suitable parameter space, where the signal events are expected, is defined a-priori. Whenever
an event falls into this region it is hidden from the analyst as long as the analysis is not finalized
and in particular the selection criteria are not yet fixed. The whole analysis has to be developed
without exactly knowing its influence on the possibly observed signal. Only when the fixed
selection criteria and methods are applied to the whole data set – without changing anything –
the final result is obtained. Hence, this last step is called un-blinding.

One prerequisite for the hidden box method is, that the signal characteristics and location in
the relevant parameter space must be known. In addition, the experiment must be able to inde-
pendently estimate the background contribution in the signal box. While the first requirement
is true for CRESST-II, the second one is not fulfilled up to now. In particular, in the prototype
modules new and a-priori unknown background types might appear. Furthermore, the different
detectors operated in CRESST-II show individual behaviors (e.g. detector-specific quenching
factors) leading to a complication of the blinding scheme. Finally, up to now no Monte Carlo
simulation describing the observed background completely is available. However, by using
data obtained with a module operated in CRESST-II phase 2 great progress has been made in
this subject lately [131].

Consequently, for CRESST a more suited blinding scheme has to be carried out and is
explained in the following (called data prescaling in [130]). It has to be mentioned, that
this blinding scheme only avoids statistical bias, i.e. the tuning of cuts to enhance statistical
fluctuations [130]. First of all, a statistically insignificant part (. 30 %) of the complete Dark
Matter data is defined as training set. All data preparation methods and especially all data
selections cuts are defined and checked solely by the training set data. In particular, it is
allowed to check the influence of the cuts on the result, e.g. the light yield - energy plot, and
use this information to determine the actual cut values. This makes it possible to develop new
cut algorithms including training and testing on real data. Thereby, either the actual cut values
are fixed, based only on the training set data or an algorithm defining the cut limit has to be
fixed before un-blinding. For the latter case, the method is allowed to operate on the complete
data set, i.e. including the blinded data, to determine the cut value, however, the final cut limit
is unknown when the method is fixed. Ideally, also the region of interest is defined solely
based on training set data and in advance of un-blinding.

For the previously given reasons, all Dark Matter analyses performed in the present work
are carried out as blind analyses if not stated otherwise.

5.1.2 Analysed Modules and Data Sets
As stated earlier, CRESST-II phase 2 lasted for more than 2 years until August 2015. Unfor-
tunately, already in the training set data of several detectors of conventional design, nuclear-
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recoil events most probably induced by α-decays on non-scintillating surfaces inside the mod-
ule housing are observed.

However, most of the prototype detectors were working as expected and already in 2014
first results of the best overall performing detector module were published [127]. With a
(prototype) module of the stick design called TUM40, a non-blind analysis of the training
set data showed for the first time, that CRESST-II detectors provide reliable data down to the
threshold of 0.6 keV. Afterwards, the trigger thresholds of all modules were carefully revised
and could be lowered for several modules. The lowest threshold of 0.3 keV is achieved with
the conventional module Lise while the one of TUM40 was lowered to 0.4 keV.

Detector mass [g] exposure [kg ··· days] data set type EEEth [eV]

Lise
306

35.59 high-threshold training set 901

6.98 low-threshold supplement
308

(composite) 52.24 blind data set

TUM40

248

29.40 high-threshold training set
609

45.06 blind data set 1

(stick)
2.52 low-threshold supplement

409
52.93 blind data set 2

TUM38
299

35.23 training set
< 3000

(big carrier) 123.64 blind data set

VK27
197

22.66 training set
11 250

(beaker) 79.70 blind data set

VK28
194

22.28 training set
< 2000

(beaker) 78.37 blind data set

Table 5.1: Data sets for the different detector modules analysed. Also included is the crystal
mass, the raw exposure and the trigger threshold Eth of the phonon detector. Concerning the
plots of the measurement of the trigger thresholds see appendix D.

In table 5.1 the data sets used for the different modules considered in the present work, their
respective exposure before cuts and the type are listed. Additionally, the mass of the absorber
crystal of the respective module and the energy threshold Eth of the phonon detector are in-
cluded. The plots of the measurement of the trigger thresholds are depicted in appendix D. For
TUM40 two blind data sets are obtained, where in one set a trigger threshold of 609 eV and
in the other one the lower value of 409 eV is achieved. To obtain a larger amount of exposure
both subsets are typically combined to form one blind data set with an analysis threshold of
609 eV and a summed exposure before cuts of 97.99 kg days.

In the present work no conventional module except Lise is analysed, since all of them show
background events induced by surface α-decays at ∼ 100 keV, whereby the actual contami-
nation is dependent on the module. Since it can not be excluded that these events also leak
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down to lower energies and, thus, into the region of interest for Dark Matter searches, all con-
ventional modules are discarded from the analysis searching for heavy Dark Matter particles.
However, for low-mass Dark Matter searches, background events related to α-decays on inner
surfaces are not that crucial anymore for two reasons: Firstly, they leak into the region of inter-
est (ROI) from the high energetic side, while light Dark Matter particles should induce mainly
low energetic events. Secondly, in a low-threshold analysis searching for light Dark Matter
particles the background separation typically worsens leading to a higher total background
rate. Thus, the small amount of surface α-decay related background events leaking into the
ROI for Dark Matter searches typically does not limit the expected sensitivity drastically.

The decisive parameter for this kind of analysis is the energy threshold of the phonon detec-
tor. For this reason the module Lise/Enrico, which uses the phonon detector with the lowest
threshold is analysed. Next to Lise, only TUM40 has a low enough trigger threshold to be in-
cluded in a dedicated low-mass Dark Matter analysis. For both modules, a supplement of the
training set with data obtained with lower trigger thresholds is required, to check the correct
performance of the template fit of the low-energetic pulses. However, for this check only a
few days of data are required and, thus, the exposure of the supplementary data sets is . 7 kg
days19. Some small changes of the fit algorithm implementation in OxRop have been neces-
sary to ensure a proper energy determination down to the lowest energies. These modifications
have been tested not only during the present work but also in [123], where they are described
in detail.

Of the six prototype modules only four are suited for an analysis searching for heavy Dark
Matter particles. Among these four are both modules of the silicon beaker design (VK27,
VK28), one module of the CaWO4-stick design (TUM40) and one module with a big car-
rier crystal (TUM38). In the two discarded prototype modules, the phonon detector had an
electronic issue resulting in pulses with abnormally small signal heights. In addition, one of
these two phonon detectors could not be set up despite several attempts and, thus, it was not
possible to operate it reliably until ∼ 1 year after the start of phase 2. Thus, data of these two
modules – one of the stick design (TUM45) and one of the big carrier design (TUM29) – are
not considered in the present work.

5.2 Classes of Invalid Records and Pulses

One reason for the non-blind training set is to identify the different classes of invalid pulses
and to develop cuts to remove such events. This is especially important for all modules of
the newly developed prototype designs, where new previously unknown classes of events can
occur. In this section the known classes of invalid pulses are described while section 5.3
focuses on the developed selection criteria to remove such events.

The foremost requirement of a valid event is that both, phonon and light detector of one
detector module are working properly at the time of the event. However, even with this re-
quirement fulfilled invalid pulses can occur and have to be removed for the further analysis. In

19 As the reduction of the threshold is quite significant for Lise (factor ∼ 3 smaller threshold), a larger exposure
compared to TUM40 is used for the supplement training set. Thus, in principle this low-threshold supplement
is used as a completely new training set for Lise.
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(a) Noise trigger (b) Delta spike

(c) Flux quantum loss (d) SQUID reset

Figure 5.1: Examples for pathological pulses not created by a particle induced interaction but
caused by a disturbance (noise trigger (a), delta spike (b) and SQUID reset (d)). Also during
an actual interaction these interferences can occur as shown in case of the flux quantum loss
record (c). The red pulse is recorded by the phonon detector Lise, while the pulse in the
corresponding light detector Enrico is depicted in blue.

this section, the more general term record rather than the term pulse is often used to emphasize
the difference between both. While the term pulse implies a physical event, the term record
just reflects that data with or without a physical event was recorded and stored on disk.

5.2.1 Pathological Records

On the one hand, there are records caused by a disturbance leading to a trigger, which do not
correspond to a real particle interaction in the detector. On the other hand, these disturbances
can also occur during a real interaction leading to an unusual record. In the present work both
cases are grouped together and called pathological records. Regardless of the type and origin,
these records have to be removed from the data set since either no physical information is
contained in them or the energy reconstruction is possibly spoiled. In figure 5.1 examples for
the different possibilities of this invalid record class are depicted.
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First of all, figure 5.1a shows a record, where the noise was temporarily enhanced and,
thus, above the trigger threshold. Typically, this increase is caused by vibrations originating
in- or outside the experimental setup and recognized by the sensitive detectors. Consequently,
such records and in particular noise periods are typically observed in more than one detector
module simultaneously.

In a few records a sudden decrease of the bin values for a short time period (typically not
more than ∼ 10 samples) is observed, most probably caused by external electronic distur-
bances [121]. This results in negative spikes in the pulse trace – so-called delta spikes – as
depicted in figure 5.1b. Just like noise triggers this disturbance is typically observed in more
than one detector module simultaneously.

Another type of an invalid record related with the SQUID electronics is a flux quantum
loss, which is depicted in figure 5.1c. For records with very large signals the SQUID might
not be able to follow the resulting current change leading to a loss of an integer amount of
flux quanta, which finally results in a lower baseline level than measured before. For these
records the applied amplitude reconstruction fails since information is lost in the rising part
of the pulse. In principle, it might be possible to reconstruct also these pulses because the
baseline level is shifted by a discrete amount directly related to the number of flux quanta
lost. However, due to the low number of records of this type the effort is not elaborated, in
particular since this effect is typically only observed at high energies well above the region of
interest for Dark Matter searches [132].

Subsequent to a flux quantum loss often a so-called SQUID reset causes a trigger as de-
picted in figure 5.1d. The SQUID electronic resets the baseline level whenever the output
value reaches the boundaries of the readout electronics (absolute signal level of about±10 V).
Typically, this happens at the lower boundary of the electronics and, thus, the observed record
is a positive step function resulting in a trigger.

5.2.2 Incomplete and Pile-Up Pulses
Also during a particle interaction invalid records can be created, in particular when two in-
teractions are observed in the same detector. If the two interactions are within a short time
period it might happen, that after the first event the respective detector is not yet back in its
initial state, when the second one occurs. While the resulting records of the four possible
cases depicted in figure 5.2 are well distinguished, the difference between all these cases is in
principle just the time interval between the two interactions.

In figure 5.2a a classical pile-up record is shown, where for each detector two pulses in
the same digitizer record are visible. Although it might be possible to reconstruct both pulses
separately, this is not done here and, thus, such events have to be rejected. Due to the low total
trigger rate of 7 Hz in all modules ignoring these events introduces only negligible dead time.

As discussed in section 3.3.2, after a trigger further triggering is deactivated for a certain
time window in order to allow for the readout of the record and to ensure a valid pre-trigger
range for the next pulse. However, especially for high energetic events it can happen, that the
signal level is still above the trigger threshold, when triggering is re-activated. In this case two
different classes of records are observed: Most of the time no further interaction is detected
and, thus, only the decaying tail of the previous pulse is recorded as depicted in figure 5.2b.
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(a) Pile-up (b) Decaying baseline

(c) Strongly tilted baseline (d) Early pulse

Figure 5.2: Examples for incomplete and pile-up pulses in one detector module. During a
pile-up pulse (a) two interactions happened in a short time period of one record length. Thus,
in both channels of the module two pulses are recorded in one time window. After a trigger
in one detector, further triggering in this module is blocked for a specific time. However, in
particular after high energetic events it happens that the signal level is still above the threshold
when triggering is reactivated. Then either a decaying baseline (b) or a record with strongly
tilted baseline (c) in case of a second interaction is observed. Whenever a second interaction
happens while triggering in the respective channel is blocked, an early pulse (d) is recorded.
The red pulse is recorded by the phonon detector Lise, while the pulse in the corresponding
light detector Enrico is depicted in blue.
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(a) TES-carrier pulse (b) Light-only event

Figure 5.3: Examples for physical events, which create pulses with different shapes compared
to absorber events. When an interaction in the TES-carrier happens (a), the resulting pulse
exhibits a faster rise and decay time compared to an absorber pulse. A direct hit in the light
detector (b) typically creates only a pulse in this channel and no signal at all in the phonon
detector. Hence, these events are called light-only events and compared to scintillation pulses
a different shape in the light detector signal is observed. The red pulse is recorded by the
phonon detector Lise, while the pulse in the corresponding light detector Enrico is depicted in
blue.

Since there is no physical pulse information in this record, these events have to be removed
from the data set. However, it can also happen that another interaction is happening, leading
to a pile-up pulse simply on top of the decaying tail of the previous high energetic event.
One example of this type is shown in figure 5.2c. As described previously in section 4.3 the
template fit can account for this effect to some extend by the free baseline model. However, if
the baseline is tilted too strongly the energy reconstruction is inaccurate and, thus, also these
events have to be rejected.

Finally, it might also happen, that an interaction occurs during the time interval when the
trigger is blocked. When the trigger is reactivated the signal level is still above the threshold
and the record is stored. However, due to the blocking time the timing of the pulse is mis-
aligned and the complete pulse is shifted towards earlier samples. Hence, this type of invalid
pulses is called early pulses and an example is shown in figure 5.2d. Due to the limited base-
line information a correct pulse height evaluation is doubtful and, thus, this kind of events is
dismissed.

5.2.3 Records with Different Pulse Shape

The last class of invalid records is not induced by a particle interaction in the target crystal
but rather somewhere else. Thus, the resulting pulse shape observed in both channels of the
module can be different to the one introduced by interactions in the target crystal. In chapter 6
various methods to tag pulses with different pulse shapes and their respective discrimination
power are presented in detail. Here, only the different interaction classes are explained and
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evaluated according to their consequences for direct Dark Matter searches.
In all modules equipped with a TES-carrier, i.e. all modules of the composite design as well

as of all the prototype designs, events can happen in the separated CaWO4 crystal carrying
the TES. In figure 5.3a an example of such a pulse is depicted. The resulting record exhibits a
faster rise and decay time compared to absorber pulses (see figure 6.1b) and has to be removed
for two reasons: Firstly, due to the different pulse shape the fit will not extract the correct
energy for these events. Secondly, it is not ensured that the relative light output is the same as
for events in the target crystal. Both facts taken together are problematic, since it can lead to
background events misleadingly and accidentally showing up in the signal region.

Another, very similar eventuality for records with a different pulse shape is an energy depo-
sition directly in the tungsten thermometer itself, which can happen in all detectors. However,
due to the small area covered by the TES, in particular compared to the TES-carrier or the
target crystal, it is a rare process. Nonetheless, due to the long measurement time this still
might lead to records with even faster rise and decay times compared to TES-carrier pulses
and in particular absorber pulses, but eventually not even accompanied by scintillation light.

In the stick-design another class of records with distorted pulse shape is observed, caused
by a particle interaction taking place in one of the holding sticks. The sticks are pressed
with bronze clamps onto the target crystal and, thus, phonons can be transferred into the
main absorber. This transportation is not efficient, leading to a decreased phonon signal with
distorted shape observed in the phonon detector. Simultaneously, the complete amount of the
created scintillation light can be detected by the light detector. Thus, these events are typically
located at high light yields (& 10) due to the degeneration of the phonon signal. However, if
part of the light is not detected these events can accidentally populate the signal region.

In particular in modules where the light detector is equipped with an 55Fe-source, records
with a different shape in the light detector are observed. One example is depicted in fig-
ure 5.3b. The pulse shape of a direct hit in the light detector is different from a scintillation
event due to the finite scintillation time constants of CaWO4. While the direct interaction is
happening instantly (at least on the time base scale of the digitizer unit), the scintillation event
has an increased rise and decay time, due to the long time components of the scintillation pro-
cess. The radioactive source is mounted such, that it cannot directly shine onto the respective
phonon detector, since it is only installed for an absolute energy calibration of the light de-
tector. Typically, the pulse in the light detector is not accompanied by a signal in the phonon
channel and, hence, this invalid event type is called light-only events. In contrast to the other
invalid classes this type of records is not problematic but irrelevant for Dark Matter searches
and, thus, they are removed from the data set for convenience.

5.3 Selection Criteria

In this section the different selection criteria (also called cuts) to remove the invalid events
are explained. The aim of all cuts applied is either to ensure that the detector response to an
amount of deposited energy is always the same (stability cuts) or that the energy reconstruction
– in particular the template fit – yields a valid result (data quality cuts). Finally, also coincident
cuts are applied since for Dark Matter particles only a single interaction in one detector module
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is expected. To keep the discussion simple here the cuts are described only qualitatively, while
the actual detector dependent cut values are listed in appendix D. As already stated above,
these cut values are determined solely based on data of the training set and are applied blindly
to all recorded pulses of the final analysis. In the following the different cuts are explained and
the corresponding parameter distribution in the training set is shown. Thereby, if not stated
otherwise all cuts explained prior to the current one are performed consecutively to remove all
kinds of different invalid events.

5.3.1 Detector Stability
As described in section 3.3.3 control pulses are sent into the detector heater periodically
throughout the complete data taking period. The pulse height of the corresponding detec-
tor response is a measure for the operating point of the detector. This parameter is determined
online by the DAQ software and fed into a PID controller to stabilize the detector in its op-
erating point via controlling the heater current. For control pulses only the pulse height and
a small set of additional parameters are stored on disk for the offline analysis. A perfect PID
controller would stabilize the detector instantly and, thus, the recorded pulse height would
always be the same corresponding to the set point of the controller. However, in reality the
pulse height fluctuates around this set value due to imperfect regulation. During some (short)
time periods external influences (e.g. mechanical vibrations introduced by the cryogenic fa-
cility heating up the whole cryostat) drive the detector out of its desired operating point. The
controller detects these deviations and adjusts the heating current accordingly. An example of
the pulse height spectrum for all control pulses recorded during the training set of one detector
is shown in figure 5.4. The fact that the distribution peaks at the set point (vertical blue dashed
line) shows that the regulation works very well even over long time periods.

The aim of the stability cut is to detect and tag unstable time periods in one detector module.
All events – not only control pulses but in particular particle and test pulses – recorded during
these unstable periods are discarded and not considered for the analysis [44, 133]. In this
work, the respective pulse height distribution is fitted by a Gaussian function (limited to the
central part of the distribution) to estimate the width of the distribution. This information is
used to determine the 3 σ bounds (vertical red long-dashed lines in figure 5.4) which are used
as allowed range of pulse heights around the nominal set point. It is assumed that the energy
calibration of particle pulses is still applicable, when the detector is operated in this range. For
times where the control pulse height is not contained inside this region the detector response
to a defined amount of energy might deviate too strongly from the expectation and, thus, these
control pulses are considered as invalid.

Unstable time periods begin with the first invalid control pulse and end when the first valid
control pulse is recorded again. These periods are determined for the phonon and light detector
of a module separately and combined afterwards to ensure that the module itself is stable
throughout all times. Thus, it is guaranteed that both detectors were fully functional at all
recorded event times, in particular that the detector response to a defined amount of energy is
always the same.

The stability cut should remove all time periods were the detectors where unstable but it
should not be too conservative and remove unnecessarily too much data-taking time. Thus,
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Figure 5.4: Example of the pulse height distribution for all control pulses of the phonon
detector Lise. In the vicinity of the set point (7.36 V, blue dashed line) the distribution is fitted
with a Gaussian function to determine the width. All control pulses outside the 3 σ bounds
(vertical red long-dashed lines) are considered as unstable.

the previously explained method is slightly modified by applying the following two criteria.

The time difference between sending the control pulse into the heater and the resulting
trigger in this detector is determined online by the DAQ and stored as an additional parameter.
Only control pulses which are recorded in a narrow time window with respect to the known
injection time of the control pulse are tagged as valid. For a time difference outside the allowed
range it is very likely that either a particle pulse was misidentified as a control pulse or a pile-
up of two or more pulses is recorded. The determined pulse height, i.e. the pure maximum
of the pulse, might not correspond solely to the injected control pulse leading to incorrect
conclusions about the stability of the detector. Thus, these events are neglected, in particular
they can not begin or end unstable time periods.

Real excursions of the detector out of the nominal operating point typically extend over at
least a few control pulses and, thus, a long time period with respect to the control pulse rate
(typically 0.16 Hz) is invalid. Therefore, single outliers preceded and succeeded by a valid
control pulse are ignored and are not allowed to start an unstable time period. Otherwise
unnecessarily long times would be rejected by the stability cut. These single outliers are for
example caused by a pile-up of a control and particle pulse.

A particular situation needs special treatment: It might happen that over long time periods
no (valid) control pulse is recorded. This might happen, because the detector is driven out
of the superconducting transition and, thus, it is unable to record any pulse. It was observed
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Figure 5.5: Number of trigger counts per 6 minutes time intervals for the detector TUM4021.
The y-axis is truncated at a value of 100 counts per 6 minutes for clarity reasons. Due to
high noise conditions or mechanical vibrations introduced by the cryogenic facility some time
bins show an abnormally high trigger rate. Time periods with rates above the cut limit (here:
60 counts/6 minutes, horizontal red dashed line) are removed from the data set.

that these large disturbances appear so suddenly20 that the last control pulse is still valid and
cannot introduce an unstable time period. Nevertheless, the whole time period without control
pulses must be removed, of course. Therefore, the stability cut demands that at least every
15 s a valid control pulse is recorded, otherwise the whole time period – starting with the last
valid control pulse before the period and ending with the first one afterwards – is removed.

5.3.2 Trigger Rate

In a module the rate of all records, whether they are signal or background, is usually roughly
constant over time. However, periods of unquiet running conditions may lead to an in average
increased trigger rate. Due to high noise conditions or mechanical vibrations, e.g. introduced
by the cryogenic facility, a huge amount of records, even without a physical pulse, are ob-
served. Obviously, such time periods have to be removed from the analysis which is the aim
of this cut.

The number of triggers per (defined) time period is calculated for each detector. In figure 5.5
for the detector TUM40, for example, the trigger rate in 6 minutes intervals is depicted21. A
limit for the trigger rate is defined based on the average rate in this detector and data set such

20 An example are the frequent weak earthquakes in the Gran Sasso region.
21 During the training set of Lise the trigger rate was constant and, thus, no rate cut is applied. Thus, before

un-blinding the data set of Lise the trigger rate was calculated and a cut limit defined.
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(a) Reconstructed energy-amplitude distribution. (b) Drop in the fitted detector response.

Figure 5.6: The reconstructed energy against the amplitude of all pulses in the training set
of Lise is depicted in (a). At an amplitude of 8 V (corresponding to ∼ 600 keV, dashed red
line) the response function of this detector begins to drop which leads to an energy ambiguity.
Pulses with a large amplitude are mistakenly assigned to low energy values and, thus, these
events might end up in the region of interest for the Dark Matter search. All records with an
amplitude larger than the cut limit are removed from the Dark Matter data set by a simple
amplitude cut (red shaded area). An example of such a drop in the detector response is shown
in (b). The high energetic pulse with a reconstructed amplitude of ∼ 18.2 V gets mistakenly
the same energy assigned as a hypothetical pulse with a smaller amplitude of ∼ 5.16 V.

that all severe spikes in the rate are removed (in the case shown 60 counts per 6 minutes,
horizontal red dashed line). The time bins with rates above the cut limit are tagged and all
events recorded in the respective time periods are removed from the data set.

Technically this cut is realized by removing only the control pulses in these time periods
and apply the stability cut afterwards. Thus, the latter treats these periods as unstable periods
and removes all records obtained during this time.

5.3.3 Amplitude

While the stability cut and the trigger rate cut are criteria which aim to ensure the detector
stability, the measures described in the following are data quality cuts which should ensure a
proper energy reconstruction.

One interesting feature of cryogenic detectors is the wide accessible energy range. While
for Dark Matter particles the expected amount of deposited energy in the CaWO4 crystal is
≤ 40 keV, most of the backgrounds can lead to much higher energies deposited. For example
α-events have typically energies in the MeV range and are in principle still detectable in the
CRESST-II detectors [131, 132].

On the one hand, it is very interesting to extent the accessible dynamic range even up to
these high energies but, on the other hand, this causes spurious low energetic events. An
example of the reconstructed energy-amplitude distribution is depicted in figure 5.6a. As a
reminder, for the energy calibration procedure described in section 4.4 the detector response
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is fitted to test pulses by a low-order polynomial function. This polynomial may drop or
oscillate above the range where it is well defined by the injected test pulses as depicted in
figure 5.6b. Due to this unphysical behavior high-energetic events are mistakenly assigned to
too low energies during the energy calibration22. For the case shown in figure 5.6b the high
energetic pulse (& 1 MeV) with an amplitude of ∼ 18.2 V gets mistakenly the same energy
assigned by the calibration (∼ 376 keV) as a hypothetical pulse with an amplitude of∼ 5.16 V.
However, these wrongly energy calibrated pulses have a high amplitude and this information
is used to tag them. To remove such events, simply an upper amplitude limit is defined in the
training set at the point slightly below the start of the ambiguity. For Lise the upper cut limit
is set to 8 V (dashed red line in figure 5.6a), which corresponds to an energy of ∼ 600 keV.

While in phonon detectors also a lower amplitude limit (not shown here) is used to remove
noise triggers, i.e. records with energies below the trigger threshold, this is not done in light
detectors since for nuclear recoils only a small amount of scintillation light is emitted and,
thus, it is not ensured that a positive signal is recorded in the light detector.

5.3.4 Trigger Delay
The trigger delay parameter is used to remove light-only events (see figure 5.3b), i.e. events
where only the light detector in a module has triggered. If any detector is read out without
invoking a trigger, the trigger delay parameter of this record is set to an artificial value of
−2499 ms by the DAQ. Hence, by removing all records with this value from the data set it is
ensured that the specific detector has triggered during the event. For the same reasons as for
the lower amplitude cut limit, also the trigger delay cut is only applied to phonon detectors,
since it is not valid to assume that during a nuclear recoil event induced by a possible Dark
Matter particle the light detector triggers at all.

5.3.5 Peak Position and Shift
Events which happened too early or too late in the recorded time window to ensure a correct
amplitude reconstruction have to be removed, since either baseline information is missing or
most of the decaying part of the pulse might not be recorded. In the latter case, the fit has
to rely on the few samples of the steeply rising part, leading to a systematic uncertainty of
the result. Furthermore, it is not clear if the pulse decays to the same baseline level as before
since, e.g. flux quantum losses or pile up might occur outside the recorded time window.

In figure 5.7 the distribution of the two parameters used to determine and, thus, to reject
this kind of events are depicted. The peak position of a pulse is shown in 5.7a while the shift
parameter of the template fit is depicted in 5.7b. In both figures the cut values are shown as
vertical red dashed lines and all pulses outside of the allowed region are rejected.

Since both parameters are usually strongly correlated the event distributions are very similar.
Only for e.g. pile-up records the maximum of the pulse (peak position) and the fitted shift
might differ. Thus, in both figures the same subset of recorded pulses is used to obtain the

22 There is the possibility to extent the energy calibration into the α-region by using a linear function as detector
response (see e.g. [132]). This has the advantage that the mono-energetic lines of the α-contamination can
be identified and used for a dedicated energy calibration. The disadvantage is an error at low energies due to
the assumption of a linear detector behavior.
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(a) Peak Position (b) Shift

Figure 5.7: Peak position (a) and shift (b) parameter distribution of the training set data of
Lise. Typically both parameters are strongly correlated and usually both cuts remove the same
events. Only for pile-up pulses the peak position and the fitted shift might differ. Therefore,
the same data set is used to generate both plots. In early pulses, baseline information is missing
and, thus, they are rejected. Late pulses are dismissed, since they might not decay inside the
recorded time window. The actual cut values are marked as vertical red dashed lines.

distributions. The majority of the removed events is tagged by both cuts, while only a few
events are removed either by one or the other.

5.3.6 Delta Voltage

Although the exact origin of the delta spikes (see figure 5.1b) is not clear they are most prob-
ably caused by external disturbances coupled into the readout electronics [121]. However, it
is obvious that such events have to be removed. The Delta Voltage/RMS parameter is used
to discriminate such events. In figure 5.8 one example of the obtained parameter distribution
is depicted. The lower, i.e. more negative, the parameter value is the more pronounced is the
delta spike. Thus, a limit is defined (vertical red dashed line) and all records with a parameter
value below are rejected. For technical reasons also an upper limit (not shown in figure 5.8)
must be defined and is set to a value well above the observed maximum in the training set.

5.3.7 Right−Left Baseline

Another cut which can remove pulses from a lot of different unwanted populations is based on
the right−−−left baseline parameter. Whenever the difference between the two averaged sample
values at the beginning and end of the record is too big, the corresponding record must be re-
moved from the data set. This mainly addresses records with flux quantum losses and SQUID
resets, since their baseline difference is abnormally high. Furthermore decaying baselines are
also effectively removed by this cut. In figure 5.9 the parameter distribution for the detector
Lise is shown together with the chosen cut limits (vertical red dashed line). Typically, almost
all problematic events which might be tackled by this cut are already removed earlier by other
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Figure 5.8: Delta Voltage/RMS parameter distribution of training set data of Lise. The lower,
i.e. more negative, the parameter value is, the more pronounced is the voltage drop. Records
with a value below the shown limit (vertical red dashed line) are removed from the data set.

Figure 5.9: Right−left baseline parameter distribution for the training set data of Lise. Loose
cut limits (red dashed vertical lines) are chosen to remove mainly records with flux quantum
losses or SQUID resets, which were not yet removed by previous criteria.
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criteria. Thus, for this parameter rather loose cut limits are chosen, whereby the upper limit is
more stringent than the lower one. This prevents records with a modest tilted baseline, where
the energy information is extractable, from being removed.

If high-energetic events are of interest (e.g. α-particles), special care has to be taken while
choosing the cut limit at the positive side to not remove too many events which did not com-
pletely decay in the recorded time window. However, all records where the last sample is still
above the respective truncation limit of the detector must be removed, since the template fit
does not work properly for these records. Thus, the positive cut limit must be set at maximum
to the truncation limit.

Since no assumption about an actual pulse in the record is required for the calculation of
this parameter, the cut is applied to the phonon detector as well as to the light detector.

5.3.8 Template Fit Quality
In the cryogenic detectors operated in CRESST-II the shape of particle-induced pulses is al-
most independent of the amount of energy deposited. This allows us the usage of the template
fit method to extract the relevant amplitude and, thus, energy information. As described ear-
lier, the template fit calculates, minimizes and finally stores the Root Mean Square (RMS)
deviation of the fitted curve from the measured pulse samples. Already tiny deviations from
the template pulse shape might be a hint that the energy reconstruction failed and lead to an
increased RMS value. The fitted curve might not describe the measured samples properly -
either because the measured pulse features an artifact (e.g. pile-up or SQUID reset), the ob-
served pulse shape is not compatible with the template (e.g. TES-carrier pulse) or unusually
high noise conditions disturbed the record. Thus, a cut on the template fit quality is a generic
measure to remove all different kinds of invalid records in a simple way.

However, small differences between the pulse shape of electron and nuclear recoils are
expected. Therefore, first of all it has to be checked with, e.g. a dedicated neutron calibration,
that the RMS cut is insensitive to these differences between electron and nuclear recoils and,
thus, can not separate both populations. Ideally, the RMS cut ensures that for each event class,
the same fraction of pulses is removed. A detailed study concerning this point is shown in
section 7.3.

It has to be pointed out – again – that the template fit quality cut is a crucial and powerful
but also potentially dangerous selection criterion. On the one hand it can remove almost
all types of invalid pulses due to the different pulse shapes of such records. On the other
hand, however, it is known, that nuclear recoils have a slightly different pulse shape than
electron recoils. A careful cut must be designed, to be able to separate between different pulse
shapes and, simultaneously, not to remove the desired nuclear recoils. In the present work an
improved algorithm to determine the cut value automatically based on the observed data has
been applied and is described in the following. This algorithm is a further development of an
already available method discussed in [124].

As already shown in figure 4.3 even after linearization of the detector response by trun-
cating the template, the RMS distribution of the template fit usually exhibits a slight energy
dependency. The strength of this deviation is detector specific and has to be taken into ac-
count, when a stringent cut limit should be used. Therefore, the whole energy range is split
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into several energy slices of an almost constant width23. In each slice the RMS distribution
is individually fitted with an empirical model described later in this section. Based on the fit
result a cut limit is determined for each slice. Finally, all individual cuts are combined to form
the final cut.

In general, for phonon detectors three different parameters are available as proxy for the
energy:

Amplitude The fitted amplitude is directly related to the RMS value, since both parameters
are obtained in the same template fit.

Reconstructed Energy The energy measured by the phonon detector is the result of the
energy calibration when the small correction of the heat - light anti-correlation is not
yet applied. One advantage of this quantity compared to the amplitude is the better
comparability of different detectors. However, the direct relation with the RMS value
might be weaker than for the amplitude due to the non-linear relation of amplitude and
energy.

Recoil Energy The event type independent total energy can also be used (see section 4.6).
To obtain this parameter the small anti-correlation correction is applied. This energy
proxy is most similar to the simulated energy of the signal survival probability method
explained later in section 5.4.1.

For light detectors only the amplitude as well as the reconstructed energy parameter are avail-
able.

All three different choices are justified and in the end it is only important, that the chosen
parameter is used consistently. In the present work, the cut is designed and performed as a
function of the reconstructed energy both in the phonon and light detector.

It has to be noted, that the RMS cut does not implicitly cut on the energy of the records,
i.e. it does not remove all events below a specific energy limit. In records with a pulse height
of the order of the baseline noise, it might happen, that the template is fitted to a negative
fluctuation and, thus, the resulting energy is negative. This effect is only observable in records
where the noise contribution dominates and, thus, should equally result in positive or negative
low-energy values. In order to also determine the RMS cut limit for slices containing records
with negative energies these slices are merged with the first slice containing also positive
energies24. The fit as well as the cut limit calculation are performed for the merged slice and
applied to all pulses in the given range.

Figure 5.10 depicts histograms of the observed RMS distribution in two energy slices of
Lise. In red the empirical fit function is shown and independent of the energy the respective

23 For the creation of the energy slices a constant width is used up to a predefined energy. Above this limit the
slice width is doubled and an adaptive algorithm checks if the statistics inside a slice is high enough to ensure
a proper fit. Otherwise several slices are combined until the number of pulses inside the newly created slice
is above a predefined limit of pulses.

24 This combination of slices is, for example, required for the blind data set of Lise/Enrico due to noise fluctua-
tions, which were not observed in the training set as well as in the low threshold supplement. Unfortunately,
this was just observed after un-blinding the final data of Lise/Enrico and, thus, for both detectors this modi-
fication is performed in a non-blind manner.

108



5.3 Selection Criteria

(a) Energy Slice: 0±10 keV (b) Energy Slice: 60±10 keV

Figure 5.10: Measured RMS distributions in two energy slices fitted with an empirical model
(red line). In both slices the model consisting of the sum of a Gaussian function convoluted
with an exponential and a linear function describes the observed distribution well. The ob-
tained cut limit (RMScut) in both slices is depicted as vertical blue-dashed line. In (a) and to a
lesser extend also in (b) a tiny peak centered around∼ 0.0024 V is observed and not explained
by the empirical model. Most probably this is a short time period where either the noise con-
tribution was different or the detector was in a slightly different operating point. See text for
more details.

model function describes the observed distribution well. In the case of white noise, i.e. serially
uncorrelated random samples with zero mean and finite variance, the expected RMS distribu-
tion of the template fit is a χ2 distribution. However, for large degrees of freedom (denoted
k in the following) the χ2 distribution converges to the normal distribution. For many practi-
cal purposes the differences between the two distributions are negligible when k > 50 [134],
which is definitely fulfilled here where k > 8000. However, in the observed RMS distribu-
tions also non-Gaussian features are visible especially at the right side of the populations (see
figure 5.10). This deviation is expected as there is no pure white noise distribution due to the
influence of e.g. pile-up pulses or noise induced by the cryogenic facility. Thus, an empirical
fit function is determined consisting of a convolution of an exponential and a Gaussian func-
tion to model the main part of the distribution. In addition, also a linear function is added
to describe the contribution up to the high RMS values observed. During the template fit the
RMS difference of the scaled template and the actual record is minimized and, thus, well fitted
pulses have a low RMS value. While these pulses contribute to the main part of the distribu-
tion, in all other cases the template fit yields a higher RMS value. When the empirical model is
fitted to the observed distribution (see figure 5.10), in total 6 free parameters are constrained.

After fitting the model to the distributions in each slice the cut values (vertical blue-dashed
lines) are determined independently. Therefore, in each slice only the convolution of the
exponential and the Gaussian function is integrated from 0 to an adjustable value RMScut. The
percentage of records below this limit is determined and the value of RMScut is constantly
increased. The previous step is iterated until the desired percentage of records of the main
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Figure 5.11: RMS distribution observed in Lise as function of the measured phonon energy.
The black data points are the individual cut values for the different energy slices of the given
width (error bars, see table D.2c in the appendix for the numerical values). In each slice the
observed RMS distribution is fitted by an empirical model and parts of the fit function are
integrated to obtain the cut limit. All records below these lines survive the cut. Two prominent
features are observable in the distribution: The peak at ∼ 6 keV is caused by an accidental
illumination of Lise with a radioactive 55Fe-source, while the feature at ∼ 46 keV originates
from a 210Pb contamination of the absorber crystal.

distribution survives (here 90 %, see figure 5.10)25.
In figure 5.11 the RMS distribution as a function of the recoil energy is depicted for the

phonon detector Lise. The large population of pulses at ∼ 46 keV is a 210Pb contamination
observed in the crystal. The peak at ∼ 6 keV is due to the accidental illumination of Lise with
a radioactive 55Fe-source. The black data points are the obtained cut values in the respective
energy slice, whereby the energy width of the slice is represented by the error bars. Thus, in
each slice 90 % of the records of the main distribution are below this line. The complete cut is
obtained by simply combining the cut limits of the individual slices.

Since the RMS cut is able to remove generically all different kinds of invalid records, in
the present work this aspect is exploited. For all other criteria besides the RMS cut, loose
cut limits are defined to remove the worst cases and to enable the described fit method. The
remaining invalid records are removed by a proper choice of the fraction of surviving records

25 On the one hand a higher fraction of surviving pulses is desired. On the other hand increasing the cut limit
RMScut might increase the number of pulses where the template fit was distorted due to some feature observed
in the record. Thus, here a fixed amount of pulses of the main part of the distribution should survive. In
principle, a method which optimises the cut limit based on the observed distribution and the empirical fit
model might be used.
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of the RMS cut.
For the Dark Matter analyses typically long data taking periods are required and during

these it might be possible that the running conditions slightly change resulting in different
noise conditions. For example, in the data set analysed in [124] two distinct running condi-
tions were observed in several modules, resulting in periods with either a high or a low noise
contribution. In contrast to that data set, no different phases of noise conditions are observed
in the recorded data analysed here. However, if required it is possible to use the developed
method of [124] to separate the different times and noise states and apply the new algorithm
to both subsets independently.

5.3.9 Time Coincidences

As already explained in chapter 2, the interaction cross section for Dark Matter particles is so
low that it is highly unlikely for a Dark Matter particle to scatter twice in the experimental
setup of CRESST. Thus, all events of a specific module which are coincident in time with
either a signal in the muon veto or in a cryogenic detector of another module are rejected.
Therefore, a reliable method to determine the exact interaction time of a cryogenic event is
required. For the threshold trigger used, the time when the trigger occurred depends on the
actual height of the pulse (this effect is the so-called trigger walk). Thus, the time stamp of
the DAQ which is based on this trigger time gives only a first hint where the pulse is located
in the record. Therefore, in the present work, the shift parameter obtained by the template
fit is used to determine the interaction time with better accuracy. In [124] it is shown that
using this parameter improves the achievable time resolution and, thus, smaller coincident
time windows are possible. In contrast to the other selection criteria where the cut parameters
are set for each detector individually, for the coincident cuts common timing parameters are
used for all modules.

Muons can introduce particle events in the cryogenic detectors which might mimic signal
events (e.g. a neutron can hit the phonon detector). However, a muon hitting either the detector
itself or the vicinity of the experimental volume is most probably detected in the muon veto.
All cryogenic events that exhibit a signal in the muon veto system within a time window of
±2 ms around the determined interaction time are discarded26.

Coincidences in more than one cryogenic detector of different modules are removed from
the data set by searching for a record in another module ±5 ms around the interaction time of
the event in question27.

26 In principle it is possible to use the individual 21 QDC channel values of the muon veto and apply some
selection criteria on these records to disentangle at least to some extent muon from background (e−/γ-events)
induced veto events. However, due to the low trigger rate (. 25 Hz) and the stringent coincident window
(±2 ms) only a small fraction of dead time (∼ 9 %) is introduced, when all muon veto records are conserva-
tively considered as muons.

27 The only requirement for discarding the event in question is a trigger in another module inside the time range
and not a valid event, i.e. an actual particle induced event. This conservative scheme is possible, since the
trigger rate in the whole setup is low ( . 7 Hz) and, thus, the amount of random coincidences is negligible.
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5.3.10 Energy Cut

There is a slight difference between the amplitude observed by the trigger unit and the energy
reconstructed by the template fit method. As explained in section 3.3.2 the signal is shaped
before it is fed into the hardware trigger. However, the energy reconstruction is based on
the template fit which leads to a different shaping of the pulse and, thus, it is possible that
the energy is reconstructed below the trigger threshold measured. A cut on the reconstructed
energy in the phonon detector is performed to remove such events. For the signal survival
probability method described later this cut is absolutely necessary to model the cut-off of the
trigger unit.

5.3.11 Sequence of Cuts

To conclude this section about the different selection criteria a typical cut sequence performed
in the present work for a detector module is listed. The different criteria are applied consecu-
tively and if a record is discarded by a specific cut the whole event, consisting of the phonon
and the light detector record, is removed from the data set. The stability cuts and the two
coincidence cuts are performed for the whole detector module while the data quality cuts are
performed for individual detectors. In the following, the phonon detector is abbreviated by
PD, while LD denotes the respective light detector.

1. Trigger Rate Cut

2. Stability Cut

 Stability Cuts

3. Amplitude Cut PD

4. Trigger Delay Cut PD

5. Delta Voltage Cut PD

6. Peak Position Cut PD

7. Template Shift Cut PD

8. Right−Left Baseline Cut PD

9. Amplitude Cut LD

10. Delta Voltage Cut LD

11. Right−Left Baseline Cut LD

12. Pulse Shape Cuts PD (see chapter 6 for more details)

13. RMS Cut PD

14. RMS Cut LD

15. Energy Cut PD



Data Quality Cuts
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16. Muon Veto Coincidence Cut

17. Cryogenic Coincidence Cut

 Coincidence Cuts

5.4 Artificial Pulse Simulation and Signal Survival
Probability

In an ideal world all applied cuts would remove only background events while simultaneously
all signal events survive. Since this is not true in reality, a method to determine the probability
for a signal event to survive a specific cut is required. While for most of the cuts the fraction of
surviving events does not depend on the energy of the record, this is by construction not true
for the amplitude and, in particular, for some of the pulse shape cuts (see chapter 6). Thus,
the resulting survival probability and consequently the exposure are energy dependent. In this
section first the data-driven pulse simulation method used to generate mock-up signal pulses
is explained. Afterwards these artificial pulses are used to determine the survival probability
and finally the result is cross checked with neutron calibration data.

5.4.1 Data-Driven Pulse Simulation

A cryogenic pulse consists of the noise conditions present at the time of the interaction and the
pulse shape specific for the interaction type. To simulate a pulse, samples of both constituents
are required. As already mentioned, the template, which is generated for the fit and required
to extract the amplitude, describes the shape of an absorber pulse in an (almost) energy inde-
pendent way. For the noise conditions in this simulation empty baselines, i.e. random triggers
recorded periodically throughout the whole data taking period, are used. By superimposing
the particle template of the respective detector on the obtained baselines artificial pulses are
created. As described in chapter 4, the amplitude of a pulse and the energy deposited in an in-
teraction are strongly correlated, indeed there is a one-to-one relation. In the range of interest
the relation is linear in very good approximation. Thus, to simulate pulses with any energies
the template is scaled before superimposing. In total 45 different phonon energies ranging
from 0.1 keV up to 40 keV with different energy spacings are used.

To generate an artificial event the procedure is performed for the phonon as well as for
the light detector. Like cryogenic pulses recorded by the DAQ these events are saved to disk
and, thus, are indistinguishable for the analysis software. Since for the Dark Matter search
the expected signals are nuclear recoil events light quenching must also be considered in the
simulation. To keep the simulation simple, only tungsten events are created, since no strong
dependency on the recoiling nucleus and, thus, the actual light yield position is expected. This
is done by considering the energy independent quenching factor of tungsten QFW = 0.0196
[117, 125] for the energy expected of the light detector.

One minor drawback of this simulation method is, that during the creation of the artificial
pulses no time shift can be introduced since the record lengths of the empty baseline and of
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the template are the same. Therefore, the amount of events which are removed at earlier or
later times than the “standard” event time can not be determined. One solution would be to
sample empty baselines with a longer record length with respect to particle pulses. However,
since for the majority of all records the pulse is located in a small time window next to the
trigger point (see figure 5.7) this effect is negligible.

5.4.2 Signal Survival Probability
Since the artificial records are indistinguishable from real records for the data analysis software
the usual data analysis chain is applied to the artificial data set. To determine the survival
probability of an individual cut the fraction of pulses surviving the given selection criterion is
determined. By applying a subset or the whole cut sequence the signal survival probability of
the combination of different cuts is determined.

It is important to know the functional form of this quantity, since it is an input for the
limit calculation and allows to determine the expected recoil spectrum. The latter is required
for comparison with the observed event distribution to constrain the allowed interaction cross
section.

In the real data set, in particular during the development of the cuts in the training set,
the sequence of cuts is important, since otherwise some features in parameter distributions
might be hidden or covered by records which are removed by another cut. However, in the
simulation the sequence of cuts is not relevant, only the fact that all cuts are finally applied
is requested. Thus, for the cross-check the cuts are re-ordered so that the coincident cuts are
applied directly after the stability cuts. Furthermore, the pulse shape cuts are applied after all
other cuts to highlight their influence on the signal survival probability.

In figure 5.12 an exemplary signal survival probability after successive application of dif-
ferent selection criteria is depicted. The combined survival probability of rate and stability
cut is drawn as solid purple line, while the one of the coincidence cuts is shown in blue. The
fraction of removed events is dominated by random coincidences and, thus, as expected no
energy dependency is observed for these first two cuts. The red solid line is the resulting prob-
ability after application of all the different data quality cuts, whereby the majority of records
is removed by the RMS cut. The artificial pulses are simulated with different discrete energy
values starting slightly below the energy threshold of 0.3 keV (data points). As can be seen,
also the spacing in energy between the various pulses differs. Since the probability is in par-
ticular of importance at low energies more pulses are generated in this energy region. Due to
the pulse shape cuts (see chapter 6) at low energies a considerable fraction of signal events is
removed and the final signal survival probability (black line) is obtained. The distinct shape of
the curve of the pulse-shape cuts is discussed together with the details concerning the different
cuts involved in the next chapter.

As can be seen in figure 5.12 the data quality cuts (red line) introduce an energy dependency
visible as a drop of the survival probability at low energies (. 1 keV). This drop is mainly
caused by two different effects: The sharp drop at ∼ 0.3 keV is due to the trigger threshold
(compare figure 4.14). Additionally, for decaying or rising baselines the maximum of the
record is found in the first or last few samples, respectively. The peak-position parameter
corresponds to the position of the maximum of the record and by cutting on this parameter a
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Figure 5.12: Exemplary signal survival probability of Lise after successive application of
different selection criteria. The simulated artificial nuclear recoil events are created at discrete
energies starting from the threshold of 0.3 keV (data points).

slight energy dependency is introduced (from ∼ 0.5 keV to ∼ 1.5 keV). While for pulses with
large amplitudes a strongly tilted baseline is required to result in a rejection of the record,
for pulses with smaller amplitudes already modestly tilted baselines may have their maximum
outside the allowed parameter range. Thus, by selecting only a subset of the possible peak
positions the additional slight energy dependency from ∼ 0.5 keV up to ∼ 1.2 keV of the red
curve in figure 5.12 is explained. For the future, it might be beneficial to use only the shift
parameter obtained from the template fit to reject early and late pulses and to avoid a cut on
the peak-position parameter.

5.4.3 Cross Check of the Signal Survival Probability

To cross check the obtained survival probabilities of the template-based simulation method,
data with a large amount of nuclear recoils is required. In CRESST-II phase 2 a calibration
with neutrons from an AmBe-source was performed two times. However, since the energy
spectrum of the used source is not known precisely enough also the expected energy spectrum
induced by nuclear recoils is not available. Thus, it is not possible to validate the final survival
probability, however, a cross check of the influence of a subset of cuts is performed. In Lise
this is done for the pulse-shape cuts, since they introduce the biggest energy dependency on
the resulting signal survival probability (see figure 5.12).

Figure 5.13 shows the combined survival probability of the pulse shape cuts in Lise for
nuclear recoil events (signal) in blue as well as for electron recoils (background) in red. Due
to the energy resolution in both detectors of a module, the different bands overlap in particular
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Figure 5.13: Signal survival probability of Lise obtained with the template based method
creating artificial pulses (black dashed line). The result is confirmed within the error bars by
data obtained during a neutron calibration with an AmBe-source introducing nuclear recoil
events (blue data points). The resulting survival probability of electron recoils is also included
(red data points) and shows no significant difference compared to nuclear recoils.

at low energies. Hence, for this cross-check all events which have a light yield ranging from
0.5 to 1.5 are considered as electron recoils, while nuclear recoils are events with a light yield
of −0.5 to 0.5.

As expected, no drastic difference between these two event populations is observed. For
the cross check, also the signal survival probability estimated by the template-based method
is shown as black dashed line. Within the statistical error bars good agreement is observed
between both methods for the estimation of the signal survival probability. However, due to the
larger available statistics the template-based method results in a more constrained functional
shape and, thus, is used in the following.
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In CRESST-II phase 2 two alternative module designs rely on pulse-shape analysis to ef-
ficiently veto radon induced surface background events resulting in dangerous 206Pb-recoil
events (see section 3.5.4). These modules are equipped with a large CaWO4 crystal disk
carrying the W-TES and only this TES-carrier is in contact with the holding clamps. The ob-
served pulse-shape difference between events induced in the absorber and events induced in
the carrier allows to cover the clamps with plastic scintillator which is not possible in the con-
ventional design (see section 3.4.1). Moreover, almost all other modules are of the composite
design and, thus, small TES-carriers are present.

In the present work only differences in the shape of phonon-detector pulses are investigated
although for some event types also for light-detector pulses a distorted pulse shape is observed
(e.g. direct hits of the light detector). These events are typically not considered as crucial
background for the Dark Matter search and, thus, are neglected here. However, in general, all
techniques described are also applicable to light-detector pulses.

Figure 6.1a shows a picture of the phonon detector TUM40, consisting of the cuboidal-
shaped absorber crystal, which is equipped with a small TES-carrier substrate. Events in the
latter exhibit a different pulse shape observed in the phonon channel compared to absorber
events. In figure 6.1b the templates for an absorber (black line) and a TES-carrier pulse (red
line) of the phonon detector TUM40 are depicted. Due to the better coupling to the TES,
TES-carrier pulses exhibit much faster rise and decay times in the phonon detector compared
to absorber pulses. Since both, the absorber as well as the TES-carrier, are made of CaWO4,
no differences are expected and observed in the shape of the respective light-detector pulse.
However, due to the high evaporation temperatures (leading to a lower light output [100]) and
geometric effects, for most of the TES-carrier events no or only a small light-detector signal
is detected.

TES-carrier pulses are problematic in terms of light output as well as energy calibration.
This might lead to events reconstructed in the nuclear-recoil band and, thus, for direct Dark
Matter searches these events have to be removed. The differences in the pulse shape observed
in the phonon detector can be used to characterize each event in one of the two categories
and, thus, remove TES-carrier events. However, the discrimination power is strongly energy
dependent, since for larger pulses it is much easier to distinguish both classes than for pulses
with energies close to the threshold of the detector.

In the present work, Artificial Neural Networks (ANNs) are used to efficiently discriminate
the two pulse classes observed in phonon detectors. The first part of this chapter presents the
basic concepts of ANNs (section 6.1) as well as the pulse simulation used for the creation of
artificial pulses of known type (section 6.2). These simulated pulses are essential for the train-

117



6 Artificial Neural Network based Pulse-Shape Analysis

Absorber

TES-carrier

(a) Phonon detector TUM40 (b) Templates for both pulse classes

Figure 6.1: The phonon detector TUM40, consisting of the cuboidal-shaped absorber and the
small TES-carrier crystal glued onto it, is shown in (a). In (b) the two templates of the phonon
detector TUM40 for absorber (black line) and TES-carrier (red line) pulses are depicted. Due
to the better coupling to the TES, TES-carrier pulses exhibit a much faster rise and decay time
in the phonon channel compared to absorber pulses. These differences are exploitable in a
pulse-shape analysis to distinguish both pulse classes.

ing of the ANN and required to compare the output with the expected values. The different
available pulse shape parameters and their discrimination power evaluated with simulated data
are discussed in section 6.3. In section 6.4 the two utilized training algorithms are explained
and the discrimination performance for a single detector is studied in detail with simulated
data. This performance is checked with real CRESST-II phase 2 data in section 6.5. Using
the measured data set leads to the idea to use the combination of the two ANNs as decisive
parameter at low energies, which is presented and discussed in section 6.6. In section 6.7 the
final cut sequence of all criteria forming together the pulse-shape cut is summarized and the
resulting signal survival probability is shown. Last but not least ANNs are applied to different
phonon detectors and the respective performance is shown in section 6.8.

6.1 Artificial Neural Networks

An Artificial Neural Network (ANN) is a machine learning algorithm, which offers the pos-
sibility for a non-linear combination of several input parameters to obtain a decisive output
variable. The term neural network originates from the first attempts to model and describe in-
formation processing in biological systems [135]. However, in the present work only the prac-
tical application of neural networks as pattern recognition algorithms is imported and, thus,
the constraints induced by biological realism are neglected. The basis functions of the network
are given in parametric form which allows to obtain the actual parameter values suited for the
specific problem during the so-called training of the network [135]. Substantial computational
resources are required to determine a compact model during the training phase of the network.
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However, after the training of the network, the model is fast at processing new data. In the
context of pattern recognition the most successful ANNs are so-called multilayer perceptrons
(MLPs). They are the only type of ANNs considered in the present work and are discussed
in the following. The subsequent discussion about the layout and properties of MLPs follows
mainly the description given in [135]. Several reviews of the recent development in the field
of machine intelligence and learning can be found in [136].

6.1.1 Multilayer Perceptron
Like in biological systems, also an artificial neural network is basically made up of two com-
ponents, namely neurons and synapses. Neurons (also known as units) can have several inputs
but only one output value, which is a non-linear combination of its inputs via the so-called
activation function fact. Synapses connect two neurons and transfer the information from one
to the other, while the strength of the connection is adjustable by a weight parameter.

A schematic drawing of a neural network layout with four input parameters is depicted in
figure 6.2. As can be seen, the neurons depicted by the nodes are arranged in several layers
(here three) and totally interconnected with each other via the synapses (black arrows). This
means, that all possible connections between the nodes of adjacent layers are present. There
are three types of neurons in an ANN, the input unit (yellow nodes, denoted by xi), the hidden
unit (green nodes, denoted by z j) and the output unit (blue nodes, denoted by yk), which act
slightly differently and are discussed in more detail later in this section. The first layer is the
so-called input layer, since here each variable enters the neural network via an input unit. In
the next layer, the hidden units are located, which transform the input variables and propagate
their information to the last layer, the so-called output layer. There, an output neuron pro-
cesses all information and results in a value for the output variable. In principle, it is possible
to have several outputs but for the classification task described here, where only two pulse
classes should be distinguished, a single output neuron is enough. Another generalization
of the network architecture is the consideration of additional layers containing hidden units.
However, to keep the shown example simple, here the number is limited to the minimum and,
thus, only one hidden layer is drawn.

In literature, there is no consensus about the terminology for counting the number of layers
of a network [135]. Thus, the network depicted in figure 6.2 may be denoted as a 3-layer
network by simply counting the number of layers containing units, whereby the inputs are
counted also as units. Another alternative is to specify the drawn network as a single-hidden-
layer network, since only one layer of hidden units is present. However, following the recom-
mendation given in [135] in the present work this network is described as a 2-layer network,
because this is the number of layers with adaptive weights and only these weights are impor-
tant for the properties of the network.

Multilayer Perceptrons (MLP) are so-called feed-forward networks, where the information
is only transferred in one direction from the inputs through the neural network to the output
unit [135]. No closed loops or back-propagation are allowed, and, thus, all arrows point in
the direction of the output layer. In this way, it is ensured that the outputs are deterministic
functions of the inputs.

In figure 6.3 a schematic drawing of the j-th neuron (n j, green node) in the hidden layer
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Figure 6.2: Schematic drawing of an artificial neural network (ANN) with four input param-
eters and ten neurons in total. In the present work only multilayer perceptrons (MLPs), i.e.
a special kind of a feed-forward network, are used. All neurons (nodes) located in adjacent
layers are connected via synapses (arrows) with each other. The units of the input layer also
called input neurons (yellow nodes) are connected to the hidden units (green nodes) in the
hidden layer. In the example shown the outputs of the hidden units are directly connected to
the single output neuron (blue node), but in general also a series of hidden layers is possible.
Each individual synapse and also the neurons have a weight which is adjusted to the specific
problem by training of the network.
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Figure 6.3: Schematic drawing of a subset of an artificial neural network with, in total, D
input parameters xi (i = 1, . . . ,D) and a single hidden neuron n j. The input parameters are
connected with the neuron via D synapses with weights w ji while the bias of the neuron is
denoted by w j0. The activation a j of the neuron n j is calculated as weighted sum of all inputs
(see equation 6.1). The sigmoid activation function fact(a j) given in equation 6.4 transforms
the activation and results in the output value z j of the hidden neuron.

is shown. It is connected to, in total, D input variables (xi, yellow node) via synapses (black
arrows). The synapse connecting the i-th input variable with the neuron n j is mathematically
described by an individual weight w ji. Furthermore, also the neuron itself has an adjustable
weight, called the bias and denoted by w j0. The activation a j of the neuron n j is the weighted
sum of the inputs and the bias parameter and, thus, is given by:

a j =
D

∑
i=1

w(1)
ji · xi +w j0, (6.1)

where the superscript (1) denotes that the corresponding parameters are in the first layer of
the network.

By defining another input variable x0 with a clamped value of x0 = 1 the bias parameter w j0
can be absorbed into the weight parameters [135]:

a j =
D

∑
i=0

w(1)
ji · xi. (6.2)

The activation a j is transformed via the activation function hhh to form the output z j

z j = hhh
(
a j
)
= hhh

(
∑

i
w ji · xi

)
, (6.3)

where the sum runs over all input units i connected to the hidden unit j.
Generally, the activation functions fact of the hidden units are chosen to be sigmoids [135].

In the present work the logistic sigmoid function is used

hhh(a)≡ fact (a) =
1

1+ e−a , (6.4)
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where a is the activation of the neuron.
Analogously to the hidden units in the first layer the activation and outputs zk of all units

in the following layers are evaluated, whereby the outputs of the hidden units in the previous
layer (z j) become the inputs of the current units

zk = hhh(ak) = hhh

(
∑

j
wk j · z j

)
. (6.5)

The iterative application of equation 6.5 allows to evaluate all the activations in the network
including those of the output units. Please note that in general the activation function of the
output neurons (denoted by σσσ thereafter) can differ from the sigmoidal activation function hhh
used for the hidden units. Depending on the type of the specific problem, there are several
possibilities for that choice. In the present work the identity is used but in general also logistic
sigmoids or softmax functions are possible [135].

In summary, mathematically each hidden unit is described by the adjustable bias parameter
wk0. The activation a of the neuron is calculated as the weighted sum of all inputs of the
neuron, whereby the bias parameter is treated as a further synapse connecting the neuron with
an input fixed at a value of one. The activation of the neuron is transformed via the sigmoidal
activation function hhh(a) to form the output z j of the neuron. These outputs become the new
input values that feed the neurons in the next layer. This process is repeated through all layers
until the output layer is reached and the output variable is determined. In general, the activation
function σσσ of the output neurons can differ from the sigmoidal activation function hhh used for
the hidden units.

For a 2-layer feed-forward neural network as depicted in figure 6.2 with D input variables,
and M neurons in a single hidden layer the overall network function yk(~xxxnnn,~www) is given by:

yk(~xxxnnn,~www) = σσσ

(
M

∑
j=0

w(2)
k j ·hhh

(
D

∑
i=0

w(1)
ji · xi

))
, (6.6)

where all weight and bias parameters are grouped together in the weight vector ~www, while the
input parameters are given as input vector ~xxxnnn. In general yk is the output value of the k-th
output neuron of the neural network. Despite the above-mentioned fact, that in the present
work only one output neuron is considered and, thus, k = 1, the subscript k is not dropped to
be formally correct.

It can be shown, that feed-forward neural networks are universal approximators [135]. This
means, that any continuous function can be uniformly approximated to arbitrary accuracy by
a two-layer neural network provided the network has a sufficiently large number of neurons.
How to find suitable parameter values for the adaptive weights during the training with a given
set of data remains the key issue, in practice.

6.1.2 Neural Network Training
The aim of the training of the neural network is to reach a state, where the network can be
used to predict the type of pulses not processed before. For a classification task, the network
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has ideally learned all characteristic differences in the input parameters of the different classes
to disentangle them.

As mentioned above each neuron and each synapse are mathematically described by ad-
justable weights and biases grouped together in the vector ~www. To get a more useful network it
has to be trained with samples (denoted~xxxnnn, where n = 1, . . . ,N) with known properties, in par-
ticular the target type~tttnnn has to be known for each input sample. These samples are processed
by the neural network and the respective value ynk of the k-th output neuron is compared with
its target value tnk. Thus, the error of an individual training sample is given by:

En(~www) =
1
2 ∑

k
(ynk− tnk)

2 , (6.7)

where ynk := yk (~xxxnnn,~www).
Based on this equation the weights are adjusted either directly after a single input sample

is processed (on-line methods) or after a complete training epoch, where all input samples are
processed at once before the weights are updated (batch training). For the latter the total error
function of the neural network is calculated as the sum of all individual errors

E(~www) =
N

∑
n=1

En(~www). (6.8)

However, here we only evaluate a single term En(~www) of the total error function E(~www).
As mentioned above, for the training a set of inputs with known properties is required and,

thus, the algorithms discussed here are part of the supervised training algorithms. It is at least
not easy to extract clean samples of both pulse types from the experimental data. In particular
in the present work for the interesting energy range near the threshold of the detector this is a
crucial task. In addition, the number of pulses clearly identifiable as proxy for one of the two
classes might be limited and, thus, the training might be not optimal due to limited statistics.

To counter these two limitations at least to some extend the simulation method presented
earlier (see section 5.4.1) is adapted. The actual implementation is explained in section 6.2,
since here it is only important that clean data sets for both pulse classes are available. Another
alternative approach are unsupervised learning algorithms, which try to find regularities and
patterns in unlabeled data [135] but those are not discussed here.

Since the error function is in general a highly non-linear function of the weights and biases,
there might be several local minima and only a single global minimum in the weight space.
However, for a successful application of the neural network it might not be required to reach
the global minimum during training but it might be necessary to compare several local minima
in order to find a sufficiently good solution28 [135].

Most training algorithms involve an iterative procedure to find the best solution which min-
imizes the error function E(~w), i.e. finding a weight vector ~www such that ∇En(~www) = 0. As the
training of a neural network is equivalent to the minimization of the non-linear error function
a huge variety of algorithms to solve this task is available.

28 In general it is not known whether the global minimum has been reached and, thus, comparing different
solutions is the only choice.
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Typically the first step of the iterative algorithms is the initialization of the weight vector
~www(0) and then this vector is adjusted in a succession of steps of the form

~www(τ+1) = ~www(τ)+∆~www(τ) (6.9)

where τ labels the corresponding iterative step.
Two distinct stages are present at each step of this iteration: In the first stage, the steepest

gradient ∇En(~www) of the error function of the neural network with respect to the weights has
to be computed. The so-called backward propagation of errors, or simply backpropagation of
errors, provides thereby, a computationally efficient method for evaluating the derivatives and
is discussed in more detail later in this section. These derivatives are used in the second stage
of each step, where the training algorithm proposes the weight updates ∆~www(τ) to improve the
error of the network.

The gradient descent method is the simplest approach of such a training algorithm using the
gradient information of the error function. In equation 6.9 the weight update ∆~www(τ) is chosen
such that it comprises a small step in the direction of the negative gradient

~www(τ+1) = ~www(τ)−η∇En

(
~www(τ)

)
, (6.10)

where η is the so-called learning rate. After each step the gradient is re-evaluated and the
process is repeated. In section 6.4 the training algorithms actually used in the present work
are described in more detail.

Error Backpropagation

Suppose a ANN-training set of data contains N samples with input parameters ~xxxnnn, where
n = 1, . . . ,N 29. Also for each sample the target value tnk for the k-th output of a general
network is known. In case of a general feed-forward network, the activation a j of each unit is
computed as the weighted sum of its inputs of the form

a j = ∑
i

w ji · zi, (6.11)

where zi is the output of a unit sending information over a connection with weight w ji. This
unit could be either an input unit or a hidden unit which is not of importance here. As men-
tioned above the bias of the neuron is absorbed in the weights by introducing an extra unit
with fixed value of z0 = 1. The activation a j is transformed via the activation function hhh to
give the output z j of the unit

z j = hhh
(
a j
)
= hhh

(
∑

i
w ji · zi

)
. (6.12)

For the following discussion it is supposed that an input vector ~xxxnnn is supplied to the neural
network and that all activations are calculated by recursive application of equation 6.12. As a
29 To not confuse the training set used for the training of the neural network with the training set used for the

determination of the cut limits, the former is denoted ANN-training set hereafter.
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reminder this process is also called forward propagation since the information flows from the
input through the network to the output.

The quantity of interest for the training is the gradient of the error function in the weight
space. In particular the partial derivative of En with respect to the weight w ji is important.
The error En(~www) depends on the weight w ji via its dependency on the activation a j. Thus, the
application of the chain rule for partial derivatives results in

∂En

∂w ji
=

∂En

∂a j
·

∂a j

∂w ji
= δ j · zi, (6.13)

whereby a new quantity δ j often referred to as error is introduced [135]

δ j ≡
∂En

∂a j
. (6.14)

Equation 6.13 states, that the sought-for partial derivative of the error function En with respect
to the weight w ji is obtained simply by multiplying the error δ j with the input zi.

This new quantity δ j is investigated further by applying the chain rule for partial derivatives
a second time:

δ j ≡
∂En

∂a j
= ∑

k

∂En

∂ak
· ∂ak

∂a j
, (6.15)

where the sum runs over all units k which are connected to unit j. This could be either other
hidden units or output units. Variations in a j affect the error function only via variations in ak
and, thus, the error of the units k is backpropagated to the unit j and, hence, the name of the
method.

From the combination of equation 6.11 and equation 6.12 it follows that the partial deriva-
tive ∂ak

∂a j
is:

∂ak

∂a j
= wk j ·h′(a j). (6.16)

Finally, by putting everything together, the backpropagation formula is obtained:

δ j = h′(a j) ·∑
k

wk j ·δk, (6.17)

where the sum runs over the first index of wk j corresponding to a propagation of information
backwards through the network. This is in contrast to equation 6.12, where the sum iterates
over the second index and, thus, propagates information in the forward direction.

Basically, equation 6.17 states, that the error δ for a particular hidden unit is obtained via
propagation of the δ ’s for the units higher up in the network, i.e. units closer to the output
neuron. Thus, all δ ’s can be recursively calculated if δ is known for the output neurons. For
the latter the activation function σσσ corresponds to the identity in the present work and, thus,
ynk = ak. Therefore, it follows from equation 6.7 that the sought-for error δk simply is

δk ≡
∂En

∂ak
= ynk− tnk. (6.18)
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The recursive application of equation 6.17 allows to obtain all required information for all
hidden units in a feed forward network, regardless of its topology [135].

The procedure of the error backpropagation is summarized as follows:

1. Evaluate the activation a j of all units and, thus, the output of the network ynk for an
input vector ~xxxnnn.

2. Compute the partial derivatives ∂En
∂ak

and, thus, the error δk for all output units by using
equation 6.18.

3. Apply recursively the backpropagation formula given in equation 6.17 to obtain δ j for
all hidden units in the network .

4. Calculate the required derivatives ∂En
∂w ji

according to equation 6.13.

As explained above the derivatives ∂En
∂w ji

together form the gradient ∇En(~www) in the weight space,
which in turn is used by the training algorithm to find a weight update ∆~www improving the total
error En(~www) of the network output.

Overtraining

Whenever all data samples with known outcome that are available for training of the neural
network are processed a so-called training epoch is finished. In the present work, the aim of
the training of the network is to reach a state, where the ANN is able to distinguish between
the two pulse classes. A first naive thought leads to the idea that as many training epochs as
possible are desired to reach the optimal separation for the given problem. However, due to
the so-called overtraining the number of training cycles has to be limited. Overtraining is an
effect commonly observed during supervised training, in particular if training is performed for
too many epochs and/or not enough data samples are available for training.

To illustrate the effect of overtraining a very simple example in a two-dimensional parame-
ter space ~X = (X1,X2) is considered: In the following it is assumed, that there are two separate
populations which both are distributed linearly in this parameter space. Due to some noise
effects modelled by a Gaussian distribution with constant width, the obtained samples from
both populations slightly overlap. In figure 6.4 several events sampled from these two popu-
lations are depicted. Since the shown events belong to the ANN-training set and are created
artificially it is known which event belongs to which population and, thus, they are marked
with red triangles or blue dots, respectively. Based on the functions used to generate these
events the theoretically best possible and most general separation between both populations is
calculated and also shown as black dashed line in figure 6.4. Furthermore an ANN is trained
with these samples, whereby the target value of the one population is set to zero and of the
other population to one. Also depicted as green line in figure 6.4 are the points in the weight
space where the ANN has an output value of 0.5.

In figure 6.4a the ANN training is stopped after 15 epochs. The separation line of the ANN
is close to the optimum value calculated from the distributions used to generate both data sets.
As in real applications, these distributions are not known to the ANN and only the samples
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(a) ANN trained for 15 epochs (b) ANN trained for 200 epochs

Figure 6.4: Illustrative example of overtraining of an ANN. The red triangles and the blue dots
are samples of two distinct populations which are slightly overlapping due to the influence of
noise. The network is trained such, that the output value is 0 for one population and 1 for the
other population. The optimum separation line is drawn as black dashed line and is determined
from the theoretical distributions used to generate the respective samples. Also depicted as
green line are the points, where the ANN has an output value of 0.5. In (a) the training of
the ANN is stopped after 15 epochs. The resulting equipotential line is close to the optimum
line and, thus, shows the great separation potential of this network. In (b) the ANN is trained
further for in total 200 epochs and overtraining occurred. While all the data samples of the set
are perfectly classified the ability of generalizing the network to previously not processed data
is lost.

with known type are used for the training. It is expected, that a good performance is achieved
when this network is applied to data not seen before.

In figure 6.4b the network is trained further for 185 epochs and, thus, in total 200 training
epochs are performed. Due to this high number of training epochs, the network learned very
special random features of the data samples of the ANN-training set, which are not related to
the target function. Thus, overtraining occurred and the equipotential line describes perfectly
the data points of the ANN-training set but for the expense of generalization. In that case, the
performance on an independent data set from the same populations would be rather poor.

To be able to recognize overtraining, the simulated data set is split into two parts the training
set and the test set. The ANN-training set is actually used to adjust the weights and, thus,
train the neural network for the specific problem. However, the purpose of the test set is
only to check the total error and no feedback into the ANN (i.e. no update of the weights)
is provided for this part of the data. Thus, in each training epoch the pulses of the test set
can be considered as previously unprocessed data and are used to recognize overtraining as
illustrated in figure 6.5. While the error of the ANN-training data set (red line) is constantly
decreasing with increasing training epoch number, this might in general not be true for the
error determined with an independent data set called validation or test set. At the beginning
of the training the error of the test set (blue line) also decreases but at some point it might rise
again due to overtraining.
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Figure 6.5: Total error of the training (red line) and of the test set (blue line) as function of
the number of training epoch. The network shown in figure 6.4 is trained. While the error
of the ANN-training set is constantly decreasing with increasing epoch number this is not the
case for the test set. All samples of the ANN-training set are constantly processed by the
network and used to update the weight vector. In contrast, the samples of the test set are only
used to determine the error but do not influence the weights in the ANN. When the test set
error is increasing this is a hint that the network concentrates on special features observed
only in the particular samples of the ANN-training set and which are not representative for
the whole distribution. At this point the network starts to become overtrained and training
should be stopped. When the training is stopped after 15 epochs (vertical black-dashed line)
the network, the performance of which is depicted in figure 6.4a, is obtained30.

Thus, in order to obtain the network with the best generalization performance training
should be stopped directly at the point where the test-set error starts to rise. This procedure is
denoted early stopping in [135]. In case of the ANN shown in figure 6.4a training is stopped
after 15 epochs30 which is marked by the vertical black-dashed line in figure 6.5.

6.2 Artificial Pulse Simulation
For the creation of artificial pulses of the different classes the data-driven pulse simulation,
which is explained earlier in section 5.4.1, is adopted. For the analysis here only differences
in the shape of phonon detector pulses are considered and, thus, no artificial signal events,
i.e. events consisting of a set of a phonon and a light detector pulse, are required. Hence, the
simulation generates only pulses for the respective phonon detector.

30 Please note that the first training epoch of the ANN-training set has a training number of zero.
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To create clean absorber and TES-carrier samples empty baselines are superimposed with
the respective template. Pulses with different energies are created by scaling the template with
different amplitudes. For the phonon detector TUM40, which is discussed here, in total 10
different energies are simulated ranging from slightly below the trigger threshold of∼ 0.4 keV
up to∼ 10 keV31. The spacing between the discrete energy values varies, whereby the majority
is concentrated at low energy values near the energy threshold of the detector. The resulting
pulses are stored for the offline analysis and treated like actually recorded CRESST data.

Due to the fast rise and decay times of the TES-carrier template of TUM40 the reconstructed
pulse height is lower than the desired amplitude. The pulse height is determined in a running-
average filtered pulse, whereby 50 samples are averaged to reduce the influence of the noise
(see section 4.3). In case the TES-carrier pulse rises faster than these 50 samples only an
averaged and, thus, reduced value for the pulse-height parameter is determined. Therefore, in
a first test artificial pulses with ten different amplitudes of both classes are simulated based on
a subset of all empty baselines available. The resulting peaks in the pulse-height spectrum are
fitted by a Gaussian function to infer the reconstructed pulse height PHrec and compare it with
the injected pulse height PHinj. While for the absorber set no systematic deviation is observed,
the following equation holds for almost all energies in the TES-carrier set32:

PHrec = 0.75 ·PHinj. (6.19)

Thus, for the final simulation the desired amplitude of all TES-carrier pulses is scaled to
correct for this effect and ensure in average the same pulse-height distribution for both pulse
classes.

In the present work the same empty baselines are used for the absorber as well as for the
TES-carrier data set. However, the final artificial data sets for each pulse type are achieved by
randomly selecting one specific energy for each baseline in each data set. Thus, each baseline
is only represented once in each set and most likely the amplitudes of the artificial pulses of
the same baseline are different in both sets.

Examples of a simulated pulse for each class are depicted in figure 6.6. The same empty
baseline is superimposed with both templates to obtain an absorber (a) as well as a TES-carrier
(b) pulse. The absorber pulse corresponds to an energy deposition of ∼ 1 keV while for the
TES-carrier pulse no energy calibration is available. Both pulses are simulated such, that the
means of the reconstructed pulse-height distributions are equal.

As explained earlier, empty baselines are obtained by manually enforce the read out of the
digitizer at regular time intervals. Although usually no interaction is observed, it might happen
that coincidentally a valid pulse is recorded in the respective time window. In contrast to the
simulation of the signal survival probability (see section 5.4.1), where it is important to also
keep these events, this time such pulses have to be removed, since it is not always clear to
which class the recorded pulse belongs. Therefore, several cuts including the pulse height,

31 For most of the detectors considered pulses with a height corresponding to 10 keV can be assigned to the
respective pulse type using simpler methods based on the parameters described in section 6.3.

32 Only for small injected pulse heights, where the baseline noise dominates the resulting pulse, no difference
between both data sets is observed. There the reconstructed pulse height is independent of the injected pulse
height.
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(a) Simulated absorber pulse (b) Simulated TES-carrier pulse

Figure 6.6: Example of a simulated absorber (a) and a TES-carrier (b) pulse of TUM40.
The pulses are simulated such, that the reconstructed pulse heights of both pulses are equal
in average. For the absorber type the shown pulse corresponds to an energy deposition of
∼ 1 keV.

amplitude and RMS of the fit are performed in order to remove all baselines spoiled with
actual pulses and select only real empty baselines. It is important to note, that these cuts do
not completely ensure that all remaining records are empty baselines completely free of any
pulse. It still might happen that small pulses, with a signal height below the trigger threshold,
are present and are hidden inside the baseline fluctuations. Such records might lead to artificial
pulses where the pulse shape is disturbed compared to the respective template. A solution for
this problem would be the simulation of artificial baselines, which are created with the same
properties as observed for empty baselines in the data. However, this has not been possible up
to now due to some limitations in the used algorithms (for more information see appendix E).

For each data set, in total 466560 pulses with ten different energies are simulated. For each
baseline of a data set an amplitude is randomly chosen, while the other nine pulses are not
considered anymore. Thus, in total 46656 simulated pulses are contained in each data set.

The aim of this pulse-shape analysis is to only separate absorber and TES-carrier pulses,
while records with features already rejected by another cut should not be considered. Thus,
all different cuts which are applied to the actual data set are also applied to the artificial data
set. If possible, the same cut limits are used but in some cases this was not possible (e.g. RMS
cut). In that case a new cut is designed in the simulation and applied to the absorber as well as
to the TES-carrier data set.

In table 6.1 the resulting number and the corresponding fraction of pulses surviving the
cuts are depicted for each simulated energy. While for the absorber data set only the numbers
of pulses surviving all cuts are shown, for the TES-carrier data set the numbers of surviving
pulses before and after the RMS cut are given. Interestingly at high energies (& 2 keV) all
simulated TES-carrier pulses differ drastically in the RMS distribution and, thus, are already
rejected by the applied RMS cut. Since it might be important for the training of the ANN
to also have TES-carrier pulses with large amplitudes available, both TES-carrier data sets
before and after application of the RMS cut are usable for training. For the simulation here,
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Simulated
Absorber Data Set

TES-Carrier Data Set

Energy [keV]
before RMS Cut RMS Cut applied

pulses % pulses % pulses %

0.10 135 2.89 63 1.35 62 1.33

0.25 1 315 28.19 105 2.25 105 2.25

0.50 3 109 66.64 605 12.97 601 12.88

0.75 3 518 75.40 1 904 40.81 1 890 40.51

1.00 4 028 86.33 3 300 70.73 3 263 69.94

1.50 4 260 91.31 4 319 92.57 4 232 90.71

2.00 4 389 94.07 4 440 95.16 4 139 88.71

5.00 4 444 95.25 4 377 93.81 0 0

7.50 4 362 93.49 4 392 94.14 0 0

10.00 4 472 95.85 4 548 97.48 0 0

∑∑∑ 34 032 72.94 28 053 60.13 14 292 30.63

Table 6.1: Number of pulses for all simulated energies (first column) in the different data sets
available for the training of ANNs. Also given is the surviving fraction (%) of pulses reduced
by the different selection criteria. For absorber pulses only one data set is available. For TES-
carrier pulses two data sets are available, one before the RMS cut and one after the RMS cut
is applied. This is reasonable, since the RMS-cut removes all TES-carrier pulses at energies
≥ 5 keV.

no energy cut is applied and, thus, also pulses below the energy threshold of TUM40 (409 eV
or 609 eV depending on the data set) are present.

To validate the simulation, parameter distributions of simulated and measured pulses are
compared. In figure 6.7 as an example the rise-time distributions of simulated (a) and mea-
sured (b) pulses of TUM40 are depicted. Despite the fact that in the simulation pulses with
discrete energies are generated while in reality a continuous energy spectrum is observed both
distributions seem to be similar and, thus, validate the used pulse simulation.

In the simulation the different energy spacing of the (in total) 10 different amplitudes leads
to an overlapping region below 3 keV (7 amplitudes) while at higher energies distinct peaks,
simulated with three different amplitudes, are observed. The energy resolution in the simula-
tion is solely caused by the noise contribution of the measured baseline while in reality also
other effects, e.g. charge carrier statistics, are important (see section 7.1.2 for more details).
With the help of the simulation the expectation that TES-carrier pulses (gray scale) have a
lower mean rise time compared to absorber pulses (color scale) is confirmed. Since a huge
number of pulses is observed at lower rise times in the training set of TUM40 (figure 6.7b),
this is an indication that the majority of pulses observed in TUM40 are of the TES-carrier
type.
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(a) Simulated pulses (b) Measured pulses

Figure 6.7: Comparison of the rise time distributions of simulated (a) and measured (b) pulses
of TUM40. For the simulation the color scale applies for absorber pulses, while TES-carrier
pulses are depicted in gray scale. In the simulation pulses with discrete amplitudes are created
and, thus, distinct peaks are observed. However, in the measurement a continuous energy
spectrum is observed. Beside this effect, the simulation agrees well with the measurement
hinting towards a large number of TES-carrier pulses in the respective detector.

6.3 Input Parameters and their Discrimination Power

In this section the different parameters suitable for the pulse-shape analysis in cryogenic de-
tectors are explained. Furthermore, the discrimination power of each individual parameter is
defined and shown for different energy ranges. In section 6.4 the individual discrimination
powers presented here are compared to the discrimination power of the multilayer perceptrons
(MLPs).

Whenever pulses of the two different classes (absorber and TES-carrier) are compared to
each other in this chapter, the pulse height is depicted on the x-axis. This is the only parameter
related to the energy of the pulses whose determination does not depend on the actual pulse
class. As explained in section 4.4, the energy reconstruction depends on the template fit and,
therefore, on the template used to determine the amplitude of a pulse. Thus, both parameters,
the amplitude obtained from the fit with the absorber template as well as the reconstructed
energy based on this fit, are not suited as estimator for the energy deposited in a TES-carrier
pulse due to the different pulse shape in the phonon detector. It has not been possible to
energy-calibrate a TES-carrier up to now and, thus, no energy information is available for
this pulse class. However, to get an impression which energy scale the pulse-height range
corresponds to, for absorber pulses also the simulated energy is shown on an additional x-
axis. Furthermore, in the discussion in the main text also the energy values are mainly used
since the energy is a much more intuitive physical quantity compared to the pulse height. In
order to be able to see differences between absorber and TES-carrier pulses over the complete
simulated energy range, the TES-carrier pulses of the data set before application of the RMS
cut, are used to create all plots shown in the current section.
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Figure 6.8: Energy dependent distribution of the rise time 10–70% parameter for simulated
absorber (color scale) and TES-carrier (gray scale) pulses. At energies & 3 keV both distribu-
tions are clearly separable. Due to the noise it is hard to determine this parameter precisely for
small pulses and, thus, a broadening is observed. Furthermore, for TES-carrier pulses at low
energies a new population shows up centered around a rise time value of ∼ 1 ms. Both facts
together result in a bad separation performance of this parameter at low energies.

6.3.1 Rise Time

In OxRop, rise-time parameters for different start-to-end levels in the pulse trace are calculated
by default (see section 4.2). Firstly, there is the rise time 10–70% parameter, which is the time
a pulse needs to rise from 10 % to 70 % of its pulse height. Secondly, also the parameter peak
position−onset is calculated, which is the time difference between peak position and pulse
onset. Thereby, the peak position is the time of the maximal sample, while the onset is the first
sample above the baseline noise. Here both rise-time parameters are discussed regarding their
potential discrimination power since it is a-priori not clear which one shows better results.

Rise Time 10–70%

In figure 6.8 the parameter distributions of the rise time 10–70% (henceforth simply denoted
by rise time) for the simulated absorber (color scale) and TES-carrier (gray scale) data set are
shown as a function of the simulated energy.

In the simulation the mean value of the rise-time parameter for the detector TUM40 is
∼ 2 ms for the absorber events, whereas it is only ∼ 0.1 ms for the TES-carrier events. Since
the sampling frequency is 40 µs this corresponds to ∼ 50 and ∼ 2.5 samples, respectively. At
low energies (. 3 keV) the influence of the noise increases and, thus, a precise determination

133



6 Artificial Neural Network based Pulse-Shape Analysis

Figure 6.9: Peak position−onset parameter distribution for simulated absorber (color scale)
and TES-carrier (gray scale) pulses. Only at high energies (& 3 keV) the separation power is
good enough to discriminate both populations. For some TES-carrier pulses most probably
the pulse onset determination suffers from the influence of the noise and the onset is deter-
mined at an earlier sample. Thus, independent of the energy an increased parameter value is
observed for some pulses, spoiling the region between both populations. At low energies these
pulses overlap with the absorber distribution and, thus, no sufficient discrimination is possible
anymore.

of the rise time is not possible anymore. Consequently, a broader distribution is observed
at lower energies compared to the width at high energies. When going down in energy the
mean rise time of the absorber pulses increases before it drops towards zero in the vicinity of
the energy threshold (0.61 keV). For low-energetic TES-carrier pulses a second population at
higher rise times (mean ∼ 1 ms) shows up.

In conclusion, the rise time parameter is suited to discriminate absorber and TES-carrier
pulses at high energies (& 3 keV). However, this separation becomes almost impossible at low
energies due to the broader distributions and the second population for TES-carrier pulses.

Peak Position - Onset

In figure 6.9 the simulated event distributions of the peak position−onset parameter are
shown for the absorber (color scale) and TES-carrier (gray scale) data set as a function of
the simulated energy. Compared to the rise-time distribution the results do not drastically dif-
fer. The mean distributions are well separated in particular at high energies while separation
becomes harder at low energies. At all simulated energies several outliers in the TES-carrier
data set leaking up towards the absorber population are observed. Most probably the pulse
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Figure 6.10: Decay-time distribution for simulated absorber (color scale) and TES-carrier
(gray scale) pulses. At high energies (& 3 keV) both distributions are clearly separated and
almost no outlier spoils the parameter space in between. However, at lower energies (. 3 keV)
the mean determined decay time of absorber pulses decreases and, thus, both populations
approach each other. At energies . 1.5 keV both populations considerably overlap and no
clear separation is possible anymore.

onset determination suffers from the influence of the noise and compared to a mean TES-
carrier pulse the onset point is determined in these cases at an earlier sample in the pulse trace.
Consequently, the calculated time difference between maximum and onset increases and, thus,
these events spoil the discrimination power of this parameter.

6.3.2 Decay Time

The decay time is the time difference between the peak position and the sample, where the
pulse has decayed to 1/e of its pulse height. For the TES-carrier template not only a faster
rise time but also a more rapid decay is observed compared to the absorber template (see
figure 6.1b). Thus, for both pulse classes a difference can be observed in figure 6.10, where
the distributions of the decay-time parameter of simulated absorber pulses (color scale) as
well as of TES-carrier pulses (gray scale) are depicted. Again, at high energies (& 3 keV) the
two main populations are clearly separated. There, the mean decay time for absorber events is
∼ 28 ms, while it is only∼ 2 ms for TES-carrier pulses. Almost no outlier is observed between
both main populations and, thus, a good separation between both distributions is achieved.
However, at lower energies (. 3 keV) the mean of the determined decay time decreases for
absorber pulses and approaches the distribution of TES-carrier pulses. At energies . 1.5 keV
both populations overlap considerably and no clear separation is possible anymore.
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(a) Absorber pulse (b) TES-carrier pulse

Figure 6.11: Example of a simulated absorber pulse (a) and a simulated TES-carrier (b) pulse,
both fitted with the absorber (black) as well as the TES-carrier (blue) template. While the fit
of the absorber pulse (a) with the absorber template (black) yields as expected a reasonable
amplitude value, the fit with the TES-carrier template (blue) results in an amplitude, which is
too large compared to the observed pulse height. However, the TES-carrier pulse (b) is fitted
well with the TES-carrier template (blue) but an amplitude which is too small is obtained
from the fit with the absorber template (black). Therefore, the ratio between both amplitudes
is another parameter to discriminate between both pulse classes.

6.3.3 Amplitude Ratio

As mentioned in chapter 4 all records are fitted with the absorber template to extract the
amplitude of the pulse and, thus, to reconstruct the amount of energy deposited. In addition,
for all pulses a second template fit with the TES-carrier template of the respective detector is
performed.

In figure 6.11 examples of a simulated absorber pulse (a) and a TES-carrier pulse (b) are
shown. For the fit of the absorber pulse (a) with the absorber template (black) a reasonable
result is obtained, while the fit with the TES-carrier template (blue) leads to an overestimation
of the amplitude. However, the situation is completely different when the TES-carrier pulse
(b) is fitted. The fit with the TES-carrier template (blue) describing the proper pulse shape
results in a reasonable value, while the resulting amplitude of the fit with the absorber template
(black) is too small. While the underestimation of the amplitude of the TES-carrier pulse fitted
with the absorber template is clearly observable in figure 6.11b, the overestimation of the
amplitude in case of the absorber pulse fitted with the TES-carrier template is hardly visible
in figure 6.11a due to the strongly tilted baseline. The ratio of the two amplitudes obtained
by the template fits – denoted by amplitude ratio hereafter – is another parameter to separate
both pulse classes and is defined as

Amplitude Ratio =
AAbsorber

ATES-carrier
, (6.20)

where A is the amplitude obtained from the respective fit.
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Parameter Absorber Pulse TES-carrier Pulse

Pulse Height [V] 0.0104 0.0099

AAbsorber [V] 0.0101 0.0035
ATES-carrier [V] 0.0145 0.0142

Amplitude Ratio 0.6989 0.2495

RMSAbsorber [V] 0.0020 0.0021
RMSTES-carrier [V] 0.0025 0.0020

RMS Ratio 0.1057 -0.0297

Table 6.2: Template fit results for the absorber and TES-carrier pulses depicted in figure 6.11.
Both simulated pulses are fitted with both templates and the respective parameters (amplitude
and RMS) are given. The obtained (reconstructed) pulse-height parameter is also listed for
both pulses. Also the amplitude ratio as well as the RMS ratio are calculated and included. As
expected, the simulated pulses show different values for both parameters. Thus, it might be
possible to distinguish both pulse classes by using – among others – these two quantities.

Table 6.2 lists the values of the relevant parameters for the two simulated pulses depicted
in figure 6.11. The determined pulse height as well as the two amplitudes yielded by the
respective template fit are given. Additionally, the Root Mean Square (RMS) deviation of
the respective template fits are included. Also included are the amplitude ratio as defined in
equation 6.20 as well as the RMS Ratio, which is another discrimination quantity explained
later in this section (see equation 6.21).

As expected, for the simulated absorber pulse the pulse height and the amplitude obtained
from the fit with the absorber template do not differ significantly. The fit of this pulse with the
TES-carrier template yields a larger amplitude compared to the pulse height. Thus, a value of
∼ 0.70 is determined for the amplitude ratio.

The situation changes for the simulated TES-carrier pulse. As explained in section 6.2,
the pulse height for TES-carrier pulses is determined systematically too low due to the time
window of the running average filter, which is very long (∼ 50 samples) compared to the rise
and decay times of the corresponding template. In particular the fast rise time of TES-carrier
pulses with a mean value of ∼ 2.5 samples is problematic. Consequently, a large difference
between the obtained amplitude of the fit with the TES-carrier template and the (reconstructed)
pulse height is observed. Taking this effect into account (see equation 6.19 in section 6.2) leads
to an injected pulse height value of 0.0132 V, which is comparable with the observed amplitude
of 0.0142 V yielded by the fit with the TES-carrier template. Compared to the latter value the
amplitude obtained by the fit of the TES-carrier pulse with the absorber template is lower
which results in an amplitude ratio of ∼ 0.25. Therefore, whenever a TES-carrier pulse is not
recognized by the pulse-shape analysis the reconstructed energy is even smaller compared to
the estimation based on the respective pulse-height value. This means, that regardless of their
actual energy deposited, TES-carrier pulses are in any case reconstructed at low energies due
to the pulse-shape difference.
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Figure 6.12: Parameter distribution of the amplitude ratio of simulated absorber (color scale)
and TES-carrier (gray scale) pulses. As the name suggests, the amplitude ratio is defined as
the ratio of the amplitude obtained from the fit with the absorber template and the amplitude
yielded by the fit with the TES-carrier template (see equation 6.20). Except for a few pulses
at the lowest energies (. 1 keV) a clear separation between both populations is observed.
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The parameter distributions of the amplitude ratio for simulated absorber (color scheme)
and TES-carrier (gray scale) pulses are depicted in figure 6.12. The absorber population is
centered around ∼ 0.7 while the TES-carrier population is located around ∼ 0.2. A clear
separation of the main populations almost down to the energy threshold is visible. However,
at the lowest energies (. 1 keV) several TES-carrier pulses start to leak into the main region
of the absorber pulses hindering an absolutely efficient discrimination of both pulse classes
there.

6.3.4 RMS Ratio
In the template fit the Root Mean Square (RMS) deviation between data and fitted template
is minimized and, thus, it is a quantity describing the fit quality. The lower the RMS value
the better the accuracy between data and fit and, thus, for a perfect fit the RMS tends towards
zero. One feature of this fit method is that the RMS values of both fits differ and the fit with
the proper template has a lower RMS value (see table 6.2).

This information is utilized when the normalized RMS ratio (henceforth simply denoted
by RMS ratio) for a recorded pulse is calculated. This parameter is defined as

RMS ratio =
RMSTES-carrier−RMSAbsorber

RMSTES-carrier +RMSAbsorber
, (6.21)

where RMSTES-carrier and RMSAbsorber are the RMS values of the respective template fits.
According to this definition the RMS-ratio parameter is typically positive for absorber

pulses, whereas it is negative for TES-carrier pulses. In case of a perfect fit, i.e. the respec-
tive RMS value equals zero, the RMS-ratio parameter value becomes ±1, respectively. In
figure 6.13 the distribution of the RMS-ratio parameter is depicted for the simulated absorber
(color scale) and the TES-carrier (gray scale) data set as a function of the simulated energy.
Compared to all other plots, obviously this parameter shows together with the amplitude ratio
the best separation ability since in both cases both populations only partly overlap in the low
energetic region (. 1 keV). This discrimination power is investigated further in the remaining
part of this section where the discrimination power is defined and determined.

6.3.5 Discrimination Power
To judge quantitatively which of the presented discrimination parameters separates both pop-
ulations best the discrimination power has to be determined. Suppose, that the simulated data
set contains in total Na absorber pulses and Nc TES-carrier pulses, respectively. After the
application of a cut on a certain discrimination parameter at a distinct cut limit, na absorber
pulses and nc TES-carrier pulses survive the cut. The TES-carrier cut efficiency εc is the
fraction of TES-carrier pulses removed by this specific cut and, thus, is calculated by

εc =
Nc−nc

Nc
= 1− nc

Nc
. (6.22)

Simultaneously, with a high TES-carrier cut efficiency a good cut is characterized by a low
absorber rejection ηa, which is the fraction of absorber pulses unintentionally removed by this
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Figure 6.13: Energy dependent RMS-ratio distribution for simulated absorber (color scale)
and TES-carrier (gray scale) pulses. The parameter definition is given in equation 6.21. Typ-
ically, absorber pulses exhibit a positive parameter value while it is negative for TES-carrier
pulses. In the case of a perfect fit the parameter approaches ±1, respectively. A clear sepa-
ration between both populations is observed except for energies . 1 keV, where both distri-
butions partly overlap. However, this discrimination parameter is the best single parameter
available for the discrimination of the two pulse classes.
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Figure 6.14: One-dimensional discrimination parameter distribution of simulated absorber
(blue) and TES-carrier pulses (red). Also depicted as vertical-dashed line is a possible cut
limit whereby all pulses above this line survive this pulse shape cut. By varying the cut limit
the TES-carrier cut efficiency εc, i.e. the fraction of TES-carrier pulses removed by this cut,
is determined. Simultaneously, the absorber rejection ηa, i.e. the fraction of absorber pulses
removed by this cut, is also probed. A better discrimination parameter will result in a lower
value for ηa at a given TES-carrier cut efficiency εc.

cut. Thus, it is given by
ηa = 1− na

Na
. (6.23)

To determine these two quantities the simulated data set is utilized and the one-dimensional
simulated distributions of the discrimination parameters are constructed. However, for higher
cut efficiencies close to unity, outliers (which might be randomly distributed in the parameter
space) in the data set become more and more important . Thus, for an objective discussion
whether one or another discrimination parameter performs better, the absorber rejection ηa
should be compared at a fixed TES-carrier cut efficiency εc 6= 1.

As an example the rise-time distributions of the simulated absorber (red) and TES-carrier
(blue) pulses are depicted in figure 6.14. A possible cut limit is also drawn as vertical-dashed
line and all pulses above this line survive, independent of their type. Thus, typically, for a
high TES-carrier cut efficiency εc a high cut limit is desired, while simultaneously for a low
absorber rejection ηa a lower limit is required. By varying the value of the cut limit certain
fractions of TES-carrier and absorber pulses are removed and, thus, the respective efficiencies
are determined.

A commonly used plot to compare the efficiency of the different discrimination parameters
is depicted in figure 6.15. There the absorber rejection ηa, i.e. the fraction of absorber pulses
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Figure 6.15: Efficiency curve for the discrimination parameters previously explained in this
section. Here, the overall performance for the complete energy range is drawn. The more
a curve approaches the lower right corner of the plot (high TES-carrier cut efficiency and
simultaneously low absorber rejection) the better the parameter can discriminate both pulse
classes. All parameters show a good efficiency without removing too many absorber pulses.
The best performance is obtained by the RMS-ratio parameter.
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(a) Energies ≤ 3 keV (b) Energies > 3 keV

Figure 6.16: Efficiency curves of the discrimination parameters discussed in this section for
two energy intervals. In (a) the performance at energies ≤ 3 keV is depicted, while (b) shows
the discrimination for pulses with energies > 3 keV. As expected from the two-dimensional
parameter distributions concerning the performance of the different parameters, in case of
high energies the discrimination power is better compared to the overall performance depicted
in figure 6.15 while it is worse in case of low energies. Nonetheless, in all cases the best
separation is achieved with the RMS-ratio parameter.

removed by a cut, is drawn against the TES-carrier cut efficiency εc, i.e. the fraction of TES-
carrier pulses removed by a cut. The more a curve of a specific parameter approaches the lower
right corner of the plot, the better the discrimination power of this parameter. There as many
of the unwanted TES-carrier pulses as possible are removed (large εc) and, simultaneously,
the number of absorber pulses dismissed (low ηa) is minimized.

Figure 6.15 compares the overall performance of the different parameters. Thereby, all
pulses are included independent of the reconstructed energy and for the TES-carrier sample
no RMS cut is applied. For most of the described parameters, a high value for εc is achieved
without loosing too much signal. Except for the decay time (green line in figure 6.15), 99.50 %
of all TES-carriers could be rejected with loosing . 10 % of the absorber pulses. If a better
TES-carrier cut efficiency is required typically also more signal pulses are removed. By far
the best overall performance is achieved by the RMS-ratio parameter (dark blue line), where
it is possible to remove 99.90 % of all TES-carrier pulses with only removing ∼ 2.16 % of the
absorber pulses. Interestingly, the decay time parameter shows a rather flat behavior with in-
creasing values of εc and, thus, for εc & 99.95 % it is the second best parameter to discriminate
the two pulse classes.

However, as observed earlier in this section the discrimination power is dependent on the
energy of the pulse and, thus, in figure 6.16 two efficiency plots for energies . 3 keV and
& 3 keV are depicted in (a) and in (b), respectively. As expected in case of low energies (a)
all methods perform worse compared to the overall performance shown in figure 6.15. Again
the RMS-ratio parameter shows by far the best capability to discriminate the two populations.
Based on this parameter all simulated TES-carrier pulses could be removed (εc = 1) while
simultaneously only ∼ 10.8 % of the absorber pulses are dismissed. All parameters are well
suited to discriminate both pulse classes at high energies. The shown lower limit in (b) starts at
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99.90 % since all different parameters are able to separate both pulse classes for the simulated
data set up to that point. The RMS ratio as well as the decay-time parameter are able to
discriminate the two pulse classes perfectly up to a TES-carrier cut efficiency of one.

6.4 Multilayer Perceptron (MLP) Performance with
Simulated Pulses

In this section the results of an ANN based pulse-shape analysis for simulated data sets of
TUM40 are shown. The main idea of using an artificial neural network for this task is, that
the combination of the different pulse parameters might disentangle both classes better than
a single parameter. Assume the case of a pulse with a value for a certain discrimination
parameter lying outside the main population but not well enough separated to be sufficient for
a clear decision. If this is the case in several or even all discrimination parameters, it can imply
that this pulse is rather a TES-carrier sample than an absorber pulse. The idea is, that the used
MLPs are able to process this information and to decide more efficiently whether or not the
suspicious pulse belongs to the TES-carrier class.

In this section first the architecture of the used MLPs is described and afterwards the actually
used training algorithms are explained in detail. Finally, an example of a network applied to
the simulated data set is shown and the idea of the combination of two or more neural networks
to increase the performance is explained.

6.4.1 MLP Structure
Before the performance of the MLP can be studied in detail the network has to be constructed.
As explained earlier in section 4.1 OxRop is based in the ROOT framework [120] and, thus,
the multilayer perceptron class of ROOT could be used. Additionally, since the TMVA pack-
age (Toolkit for Multivariate Data Analysis) [137] is included in ROOT, its implementations
of neural networks are also available. Both implementations were tested during the present
work as well as in an accompanying master thesis [138]. TMVA features a better training
utility and shows an enhanced performance during training compared to the standard ROOT
implementation. Since it is also possible to train the ROOT class with TMVA, this framework
is always used to train the neural networks constructed in the present work.

The following eight OxRop parameters are used as inputs of the MLP:

• Rise time 10–70 % [ms]

• Decay time [ms]

• Amplitude of fit with the absorber template (AAbsorber [V])

• RMS of fit with the absorber template (RMSAbsorber [V])

• Amplitude of fit with the TES-carrier template (ATES-carrier [V])

• RMS of fit with the TES-carrier template (RMSTES-carrier [V])
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• Amplitude ratio

• RMS ratio

The architecture of the MLPs is a three-layer network with two hidden layers consisting of
eight and seven neurons respectively and a single neuron in the output layer. Thus, in total
143 weight parameters (127 synapses and 16 biases) have to be adjusted during training.

6.4.2 Training of the MLP

For all detectors a simulated data set with TES-carrier and absorber pulses is created and used
to train the respective networks. The target value of the ANN for absorber pulses is set to one,
while for TES-carrier pulses it is set to zero.

Usually the first step of the training is to reset all weights in the network to random values.
The input values of the neural network have to be normalized, i.e. the output value xi of the
input neuron i is given by:

xi =
pi−µi

Ri
, (6.24)

where pi is the parameter value, µi and Ri are the corresponding mean and root mean square
deviation of this parameter33. The normalization constants µi and Ri for each input parame-
ter are determined during training of the network. For reasons of numerical stability this is
especially important if the numerical values of the inputs are different by several orders of
magnitude.

Unfortunately, no automatic early stopping algorithm is included in the used framework
and, thus, in the present work the maximum number of training epochs has to be limited
manually. Therefore, the available combined artificial data set including absorber and TES-
carrier pulses is split into two not necessarily equally sized sets, namely the ANN-training set
and the test set. While the ANN-training set is actually used for the training of the ANN the
purpose of the test set is to check the total error and recognize when overtraining occurs (see
figure 6.5). Firstly, the neural networks are trained without limiting the maximum number of
epochs and the epoch when the error of the test set increases is determined. In the next step,
training with a limited number of epochs set to the previously determined value is started and
the errors of both sets are determined. If there is a clear hint for overtraining, the last step is
iterated otherwise training is finished and the performance of this network is compared with
other ones.

In ROOT a variety of different training algorithms exists, but all have in common that
they adopt the weightings in a predictable way in order to minimize the total error, i.e. for
classification to reduce the number of wrongly recognized pulses. The general concept of
training and error backpropagation is discussed earlier in section 6.1 and, thus, here only the
actually used algorithms are listed and briefly explained.

Two training algorithms were ultimately used for the training of all MLPs and were se-
lected after showing (subjectively) the best overall performance during testing of all available
algorithm. A more objective and detailed analysis of the influence of the training algorithm

33 Not to be confused with the RMS parameter obtained in the template fit.
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especially on the achievable separation power is performed in an accompanying master the-
sis [138]. Both analyses conclude on the best performing algorithms, namely stochastic mini-
mization and the BFGS method.

Typically the training methods are based on multidimensional minimization algorithm,
since training of a network is equivalent to root finding of a non-computational function. The
total error of the network corresponds to the function to minimize, while the different weight-
ings describing the performance of the network are its adjustable parameters. However, the
algorithm has to be able to deal with the situation where only noisy observations of the data
points are available.

The first training algorithm (stochastic minimization) used in the present work is related
to the gradient descent method (see section 6.1). It is an application of a stochastic approxi-
mation method based on the Robbins-Monro-Algorithm [139]. During the minimization the
weights are updated directly after each sample (on-line learning) according to the following
rule:

w ji(t +1) = w ji(t)+∆w ji(t), (6.25)

with ∆w ji(t) =−η ·
(

∂En

∂w ji
+δ

)
+ ε ·∆w ji(t−1). (6.26)

The parameters are the learning rate η , a constant drift δ and a momentum value ε . They
can be set by the user, whereby in the present work for all three parameters the default values
of ROOT are used, i.e. η = 0.1, δ = ε = 0. In general it is also possible to reduce η after each
training epoch, i.e. a full cycle of all training events, but this batch-training option is not used
in the present work. That case would correspond to the gradient descent method explained
already in section 6.1 which turned out to be a poor algorithm in practice [135,138]. With the
update formula the steps are calculated using the gradient of the total error and ultimately the
algorithm should converge towards the optimum.

The second training method is based on the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
algorithm [140], the most popular quasi newton method designed to solve nonlinear optimiza-
tions problems iteratively [141]. A detailed description including derivation and properties
studies can e.g. be found in [141]. This method has the property that the error function always
decreases at each iteration unless a (global or local) minimum is reached [135]. Theoreti-
cally convergence is not guaranteed for the BFGS algorithm; however, in practical problems
this method has shown its superlinear convergence, i.e. a fast convergence towards the opti-
mum [141].

In the ROOT implementation the search direction is reset to the one of the steepest descent
gradient after a settable number of epochs. Also another parameter τ (used in the line search
algorithm as a step size parameter) can be set by the user. Again the default values of ROOT
are used leading to a reset of the search direction after 50 epochs and a value of τ = 3.

6.4.3 Application to Simulated Data

For both previously explained training algorithms (stochastic minimization and BFGS me-
thod) separate MLPs are trained. Thereby, different data sets are used for the training. While
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the network trained with the stochastic minimization algorithm is trained with samples of
the energy range from the lowest energies up to ∼ 12 keV, the data used to train a network
with the BFGS method are restricted to the most problematic region below∼ 3 keV. However,
in both cases the data set after application of the RMS cut is used and, thus, in case of the
stochastic minimization method still no TES-carrier pulse is available for energies & 3 keV.
During training the described measures to avoid overtraining are applied leading to 150 and
250 training epochs, respectively34. The resulting MLPs are applied to the complete simulated
data set (including training and test data set) to get a first glance on the performance of both
methods.

In figure 6.17 the energy dependent output of a MLP trained with the stochastic minimiza-
tion algorithm is depicted. In both plots absorber pulses (color scale) as well as TES-carrier
pulses (gray scale) are shown. In figure 6.17a the complete simulated energy range is in-
cluded. As expected the main population of the absorber pulses is located around one, while
TES-carrier pulses are expected around zero. For low energies (. 7 keV) this corresponds to
the observed mean output value, while at higher energies a slightly larger mean value (∼ 0.1)
is obtained. This is due to the fact that in this energy range no TES-carrier pulse is available
for the training of the network and is discussed in more detail in the next section. Nonethe-
less, a clear separation between both pulse classes down to . 1 keV with almost no outlier is
achieved. However, for smaller energies pulses exist in both data sets, where the MLP yields
lower/higher output values than expected for the respective pulse class. In most cases this
might be caused by the imperfect separation probability of the MLP at low energies. Due to
the usage of measured empty baselines a second scenario is possible. In some cases it might
happen, that the empty baseline is spoiled by a pulse with a pulse height in the order of the
respective baseline fluctuation35. If the spoiling pulse is of the same pulse class as the super-
imposed template or if the height of the superimposed template dominates, the pulse shape of
the resulting pulse is well defined and correctly assigned. However, if the pulse classes differ
and, simultaneously, a pulse with small pulse height is created this results in a mixed pulse
shape. This might lead to problematic samples for the network training, since the resulting
pulse is flagged by one specific class but also exhibits typical features of the other class. For a
specific baseline it can not be judged which of the two scenarios is true and, thus, it has to be
assumed that the pulse class assignment is performed perfectly.

In figure 6.17b a zoom into the expected output region for absorber pulses with energy
values . 3 keV is depicted. As can be seen, the majority of the absorber pulses exhibits a MLP
output value of ∼ 1 and, thus, these pulses are assigned to the correct class. However, also a
few TES-carrier pulses result in an output value in the drawn parameter range and have to be
rejected. Therefore, the shown performance of the MLP trained with stochastic minimization
does not allow to completely remove the TES-carrier pulses without simultaneously loosing a
significant amount of absorber pulses.

In figure 6.18 the energy dependent output of a MLP trained with the BFGS method is

34 For TUM40 the network trained with the BFGS method and finally applied to the blind data set is supplied
by [138].

35 As mentioned above, different selection criteria are applied to remove pulses which are mistakenly tagged
as empty baselines by the DAQ. However, for pulses with low pulse heights such an identification is hardly
possible.

147



6 Artificial Neural Network based Pulse-Shape Analysis

(a) Full MLP-output range

(b) Zoom into the output region expected for low-energetic absorber pulses (. 3 keV).

Figure 6.17: Energy dependent output of a MLP trained with the stochastic minimization
training algorithm. The full output-value and energy range is depicted in (a), where the target
value of all simulated absorber pulses (color scale) is set to one, while it is zero for TES-
carrier pulses (gray scale). The majority of the pulses is correctly assigned to the respective
pulse class and almost no outliers are observed. In this simulation, output values between both
main populations are observed only for low energies (. 1 keV). In (b) a zoom into the low
energetic output region for absorber pulses is shown. While the majority of all TES-carrier
pulses, which are visible in this zoom-in, is located slightly below the main population of
absorber pulses, the distance is rather small. Thus, even for the MLP a few pulses are indeed
indistinguishable.
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(a) Full MLP-output range

(b) Zoom into the output region expected for low-energetic absorber pulses (. 3 keV).

Figure 6.18: Energy dependent output of a MLP trained with the BFGS training algorithm.
The target value of all simulated absorber pulses (color scale) is set to one, while it is zero for
TES-carrier pulses (gray scale). While (a) shows the full energy and output-value range, in
(b) a zoom into the low energetic output region expected for absorber pulses is depicted. The
majority of all TES-carrier pulses in the vicinity of the output region of absorber pulses are
separated well enough. Thus, compared to the MLP depicted in figure 6.17 a better separation
is achieved.
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depicted. As explained above, for the training of this neural network the data are limited to
the energy region below . 3 keV. However, in figure 6.18a the output values for all pulses
of the absorber data set (color scale) and the TES-carrier set (gray scale) are still depicted
for energies up to ∼ 12 keV. The output of the resulting network seems to have no significant
difference for TES-carrier pulses with higher energies compared to the output in the training
range. However, for absorber pulses a slight decrease of the mean output value is observed;
but due to the high separation between both populations this has no significant impact on the
discrimination power. Compared to the performance of the first MLP, this one shows clearly
a better separation. This is in particular observable in figure 6.18b where a zoom into the
parameter region below . 3 keV and above an output value of∼ 0.8 is depicted. The majority
of the visible TES-carrier pulses are located around an output value of ∼ 0.9. Only a few
TES-carrier pulses exhibit higher values directly approaching the main region of the absorber
pulses and, thus, an efficient discrimination without loosing a huge fraction of absorber pulses
is possible in this simulation.

6.4.4 Validation Data Set

As mentioned before, the data set used for the training of the MLPs is included in the com-
plete simulated data set and, thus, here no plots of the discrimination power obtained in the
training data set are produced. The achieved performance there might not be general but very
specific due to this fact. However, there is another simulated data set available to perform this
task, which has not been used up to now36. Therefore, the efficiency obtained in this distinct
validation data set is discussed in the following.

After cuts this new data set contains 35717 empty baselines, which are superimposed with
the respective templates. As for the simulated data set used for the training of the network, in
total 10 different energy values are simulated and for each baseline the actual energy is chosen
randomly in a second step. In this simulation the same cuts as before are applied whereby also
the RMS cut is performed. In the most interesting energy region (. 3 keV) 16911 absorber
and 11929 TES-carrier pulses survive the cut.

In figure 6.19 and figure 6.20 the output plots for the MLP trained with the stochastic min-
imization algorithm and the MLP trained with the BFGS method are depicted, respectively.
Thereby, only the most interesting energy region . 3 keV is shown for simulated absorber
(color scale) as well as TES-carrier (gray scale) pulses. In the validation data set very sim-
ilar results are obtained compared to the ANN-training set and a good separation between
both pulse classes is achieved. However, due to some outliers of the TES-carrier popula-
tion neither the MLP trained with the stochastic minimization algorithm nor the MLP trained
with the BFGS method are able to perfectly disentangle both populations with a simple one-
dimensional cut without loosing a significant fraction of the absorber population.

Based on the data of this validation data set, discrimination curves are obtained for all dif-
ferent available parameters as depicted in figure 6.21. Again only pulses in the low energetic
part (. 3 keV) are considered and, thus, this plot has to be compared with the one shown in

36 For this task empty baselines of TUM40 are extracted from data files, which are part of the respective blind
data set, without violating the blinding scheme. These baselines are used for the artificial pulse simulation.
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(a) Full MLP-output range (b) Output region expected for absorber pulses

Figure 6.19: Network output of the MLP trained with the stochastic minimization algorithm
for simulated absorber (color scale) as well as TES-carrier (gray scale) pulses of the valida-
tion data set. Compared to the plots obtained from the ANN-training set (see figure 6.17) no
significant difference is observed. A good separation between both populations is achieved,
whereby several outliers of the TES-carrier populations are close to the main absorber popu-
lations at the lowest energies.

(a) Full MLP-output range (b) Output region expected for absorber pulses

Figure 6.20: Network output of the MLP trained with the BFGS method for simulated ab-
sorber (color scale) as well as TES-carrier (gray scale) pulses of the validation data set. Also
for this network no notable deviation between both simulated data sets, i.e. ANN-training
and validation set, is observable. A good separation between both populations is achieved,
whereby a single outlier of the TES-carrier population hinders the perfect discrimination of
the two classes without losing a significant amount of absorber pulses.
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Figure 6.21: Discrimination curves of all available parameters obtained in the validation set
for all pulses with energies . 3 keV. The more a curve approaches the lower right corner,
the better is the discrimination achieved with this parameter: A high amount of TES-carrier
pulses is rejected (large εc) and, simultaneously, the unwanted rejection ηa of absorber pulses
is minimized. In the shown case, the RMS-ratio parameter (dark-blue curve) performs best,
while the MLP trained with the BFGS method (dark-green curve) follows closely. Despite the
fact that it is not only trained for this low energetic region, the MLP trained with the stochastic
minimization (orange curve) achieves still a good performance.
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figure 6.16a. Also in the validation set the majority of the parameters results in an exception-
ally good performance, whereby the two neural networks (orange and dark-green curves), the
amplitude-ratio parameter (red curve) and the RMS-ratio parameter (dark-blue curve) achieve
the best results. Of these four parameters, the MLP trained with the stochastic minimization
algorithm shows the worst performance but this can be expected as the training of this net-
work was not concentrated only on this low energetic region. For most of the pulses the MLP
trained with the BFGS method and the RMS-ratio parameter are equivalent, but for the highest
TES-carrier cut efficiencies εc the RMS-ratio parameter shows a better performance. Thus, for
the latter, an almost perfect separation between both pulse classes (εc ≈ 1) is achieved in the
validation data set with loosing only ∼ 4.8 % of the absorber pulses. To remove indeed all
simulated TES-carrier pulses a slightly higher cut limit is required and, thereby, a fraction of
∼ 8.0 % of all absorber pulses is rejected.

6.5 Application of MLPs to Training Set Data

After having shown good performances for the simulated data sets the neural networks are
applied to real data mainly to check if the output is comparable with the simulation. All cuts
which are listed in section 5.3.11 after the pulse-shape cut are not applied while all other
selection criteria are performed. Thus, the two RMS-cuts for both the phonon and the light
detector, the energy cut and the two coincidence cuts are not performed.

For the MLP trained with the stochastic minimization algorithm the respective output for
all pulses of the training data set is depicted in figure 6.22. In this plot a lot of pulses with low
MLP-output values are observed, leading to the conclusion, that in TUM40 a large number of
TES-carrier pulses is observed. This fact is discussed in more detail in section 9.2.2.

As already observed in the simulation (see figure 6.17) also in the measurement the output
value for TES-carrier pulses slightly increases starting at pulse heights of ∼ 0.05 V. However,
with increasing pulse heights the number density of TES-carrier pulses clearly decreases and,
thus, as expected the majority of TES-carrier pulses exhibits a low pulse height . 0.04 V.
Furthermore, this increase of the output value does not have a significant influence on the final
result since the separation between both pulse classes is still very pronounced.

Nonetheless, in a dedicated study the origin for this slight increase of the MLP-output value
is investigated. As mentioned above both RMS values of the two fits with the respective
template are input parameters for the neural network. In figure 6.23 the RMS distribution
of all pulses (black dots) with a pulse height lower than 0.1 V is depicted as a function of
the respective pulse height. Thereby, the RMS value yielded by the fit with the absorber
template is shown. Highlighted in red are all pulses where the MLP trained with the stochastic
minimization algorithm yields an output value lower than 0.25. Thus, these pulses are most
probably of TES-carrier type. While the distribution for absorber and TES-carrier pulses
clearly overlaps at low pulse heights, the RMS parameter alone is already able to distinguish
both pulse classes for pulses that are large enough (& 0.03 V). Therefore, in the simulation
these pulses are already removed by the applied RMS cut before training and, thus, this feature
of an increasing parameter value is totally unknown to the network. For each input parameter
the mean µ and rms deviation R of the discrimination parameter are determined based on
the data of the ANN-training set and the network inputs are normalized (see equation 6.24).
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Figure 6.22: Energy dependent output of the MLP trained with the stochastic minimization
algorithm for all pulses of the TUM40 training data set. In general there is good agreement
between simulation (see figure 6.17) and the data set of measurement shown here. A large
number of pulses is observed with low output values leading to the conclusion, that in the
training set of TUM40 the majority of the pulses measured are of the TES-carrier type. The
different features observed in this plot are explained in the main text.

However, as in the simulated data set only TES-carrier pulses with pulse heights smaller than
∼ 0.03 V are available these two normalization parameters do not correspond to the actual
mean and rms values of the measured data set. For pulses with larger pulse heights this leads
to a systematic increase of the output of the respective input neuron, which results in the slight
enhancement of the output value of this specific MLP. Therefore, for the future it might be
more convenient to train the neural network either only with low energetic pulses as in the
case of the BFGS training algorithm or to include also TES-carrier pulses with high pulse
heights which are actually removed by another cut in the ANN-training set.

The most striking difference between simulation and measurement is the larger number of
pulses with output values located between the two expected populations. In particular in the
low energetic region (. 2 keV) at output values of ANNStoch . 0.25 a population, not observed
in the simulation, shows up.

As mentioned in section 6.4.1 also the two amplitudes of both template fits are inputs for the
neural network. In figure 6.24a a scatter plot of the two amplitudes (AAbsorber vs. ATES-carrier)
yielded by the fit with the respective template is depicted for all pulses in the relevant energy
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Figure 6.23: RMS distribution as a function of the pulse height for all pulses of the training
set, whereby the RMS value is obtained by the fit of the pulse with the absorber template.
Highlighted in red are the pulses where the output value of the MLP trained with the stochastic
minimization algorithm is below 0.25. Thus, most likely these pulses are of TES-carrier type.
In the simulated data set used for the training of the MLP the observable increase of the RMS
for pulses with large pulse heights (& 0.03 V) leads to a rejection of all TES-carrier pulses
above the corresponding energy of ∼ 3 keV already by the RMS cut (see section 6.2). Thus,
for the training of the network no TES-carrier pulses with a large pulse height are available.
This ultimately explains the rise of the output value ANNStoch for TES-carrier pulses observed
in the simulation (see figure 6.17) as well as in the measurement (see figure 6.22). For more
details see text.

region. As can be seen in this plot, there are different populations: Firstly, the population
marked in red, where a negative amplitude AAbsorber is obtained in the fit with the absorber
template and, simultaneously, the amplitude ATES-carrier yielded by the fit with the TES-carrier
template is positive. Secondly, marked in green are the pulses which exhibit a parameter value
in ATES-carrier that is lower than that of the majority of the pulses and, thus, are separated from
the black population. Finally, the remaining pulses (marked in black) are located mainly in
two linear bands, which overlap in the low-amplitude region. TES-carrier pulses are found
mainly in the band with a larger slope while absorber pulses are in the band with the lower
gradient.

These populations are visible in different regions in figure 6.24b, where the output value
of the MLP trained with the stochastic minimization algorithm is depicted. Thereby, the con-
sidered pulses are highlighted by the same color as in (a). Thus, the particular population
(red) observed at output values slightly above the TES-carrier main population is caused by
pulses, where the amplitude AAbsorber yielded by the fit with the absorber template is negative,

155



6 Artificial Neural Network based Pulse-Shape Analysis

(a) Amplitude scatter plot (b) Pulse height dependent MLP output

Figure 6.24: In (a) a scatter plot of the two amplitudes AAbsorber and ATES-carrier obtained by
the fits with the two templates is depicted for all the pulses of the training set of TUM40
in the relevant energy region. The amplitude obtained by the fit with the absorber template
(AAbsorber) is depicted on the x-axis, while the y-axis shows the amplitude yielded by the fit
with the TES-carrier template (ATES-carrier). The output of the MLP trained with the stochastic
minimization algorithm is shown in (b). In both plots different populations of pulses are
highlighted by the same color. The red population slightly above the main population for
TES-carrier pulses in (b), which is only observed in the measurement but not in the simulated
data sets, consists of pulses which have a negative amplitude value yielded by the fit with the
absorber template whereas simultaneously a positive value for ATES-carrier is obtained by the
fit. For more details see text.
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Figure 6.25: Energy dependent output of the MLP trained with the BFGS method for all
pulses of the TUM40 training data set. Also for this network there is good agreement between
the measurement depicted here and the simulation shown in figure 6.18a. For example the
slight decrease of the output value ANNBFGS for absorber pulses with pulse heights larger
than 0.06 V is predicted by the simulation. It is caused by the fact, that for the training only
low-energetic pulses (. 3 keV corresponding to . 0.03 V) are used for the training of this
network.

while the fit with the TES-carrier template results in a positive value. Since, these pulses are
assigned to negative energies in the energy calibration they are removed by the energy cut
applied later anyway.

As the pulses marked in green in figure 6.24 are only separated in the amplitude obtained
from the fit with the TES-carrier template it is per se not clear whether or not they have to be
removed. Also in the MLP-output plot these pulses do not form a special population since they
are located in the complete parameter range. Thus, most likely TES-carrier pulses as well as
absorber pulses are part of this group and no special treatment is performed to remove them.

In figure 6.25 the output value of the MLP trained with the BFGS method is depicted as
a function of the pulse height. Also in this case the pulses with a negative amplitude ratio
are observed slightly above (ANNBFGS ∼ 0.2) the main population of the TES-carrier pulses
centered around zero. As for the simulation (see figure 6.18) also for the measured data set a
slight decrease of the network output for absorber pulses with large pulse heights (& 0.06 V)
is observed. This effect is most probably due to the fact that this network is only trained with
smaller pulses.

In the result of both networks, there is a visible fraction of pulses with output values between
the two main populations of clear absorber or TES-carrier pulses. These are most likely pulses,
where it is hard to decide whether or not they are TES-carrier pulses due to their small signal
heights. However, in case of a MLP where the target value of an absorber pulse is set to
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one during training, the output of this network can be interpreted as a parameter, which is
proportional to the probability of being an absorber pulse. Thus, the higher the output value
the more likely it is, that the respective pulse contains an absorber pulse while for a lower
value it is more likely a TES-carrier pulse. Thus, by selecting very strictly only pulses close
to one the probability of missing a TES-carrier pulse should be small. However, this comes
with the cost of loosing a certain amount of absorber pulses.

Neither a cut on the output value of the MLP trained with the BFGS method nor a cut on the
output value of the MLP trained with the stochastic minimization algorithm is able to remove
all TES-carrier pulses in the measured data set. Thus, in the next section a combination of
both MLPs is used to achieve this goal.

6.6 Combination of MLPs

The main idea for the combination of MLPs is that despite the neural networks are trained
with the same data sets the actual weighting of the eight input parameters is different for all
trained instances. Thereby, the fact is used that the expected signal shape is well described
by the template of absorber pulses for all relevant energy values. Thus, both neural networks
trained in the present work know very well how an absorber pulse looks like but might result
in slightly different output values for all other types of pulses.

6.6.1 Simulated Data Set

In figure 6.26 a scatter plot of the two MLP output values for the simulated absorber (color
scale) as well as the TES-carrier (gray scale) data sets are depicted. The output of the MLP
trained with the stochastic minimization algorithm (ANNStoch) is shown on the x-axis, while
the output of the MLP trained with the BFGS method (ANNBFGS) is given on the y-axis. For
the majority of all pulses the MLP outputs are similar resulting in a linear correlation between
both parameters. However, in particular in the region of large output values (both output values
& 0.8) exploitable differences between both networks are obtained.

Therefore, a two-step cut is performed, whereby the cut limits are chosen solely based on
the parameter values observed in the simulation as depicted in figure 6.27. First (figure (a))
a cut on the output value of the MLP trained with the stochastic minimization algorithm is
performed such that not too many absorber pulses are removed. A constant cut limit (red
dashed line) is defined right below the absorber populations at higher pulse heights (∼ 0.03 V
– 0.08 V) and also applied to lower pulse heights. As the mean output value for absorber
pulses slightly decreases with increasing pulse heights, for pulses with a pulse height & 0.08 V
a marginally lower cut value is used. This should be completely unproblematic, since in this
region the two populations are clearly separated and no large number of outliers nearby is
observed in the simulation. For pulses with a pulse height ≥ 0.1 V it is assumed that the per-
formance of the RMS-ratio parameter is good enough to discriminate both pulse classes. The
output value of the MLP trained with the BFGS method for the surviving pulses is depicted
in (b). In the next step a cut on this parameter (horizontal red-dashed line) is performed,
whereby the cut limit is chosen such that all remaining TES-carrier pulses are rejected (red
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Figure 6.26: Scatter plot of the two ANN output values. The x-axis shows the output of
the network trained with the stochastic minimization algorithm (ANNStoch) and the y-axis the
output of the network trained by the BFGS method (ANNBFGS). For the majority of all pulses
both networks result in similar output values and, thus, for these pulses a linear correlation is
observed. However, in particular in the region where absorber pulses are expected (both ANN
values larger than ∼ 0.8) exploitable differences in both output values are obtained. By a
successive application of cuts on both network outputs it is possible to remove all TES-carrier
pulses in the simulation.
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(a) MLP trained with the stochastic minimization algorithm

(b) MLP trained with the BFGS method

Figure 6.27: Illustrative description of the determination method for the cut limit. The cut
limits in the combined cut are set by a two-step approach. First, in (a) the cut value used
for the output of the MLP trained with the stochastic minimization algorithm is set in such a
way that not too many absorber pulses are removed (dashed-red line). All pulses with a pulse
height≤ 0.1 V featuring a lower output value than the cut limit are removed (red shaded area).
For the resulting pulses, as depicted in (b), the cut limit on the output value of the MLP trained
with the BFGS method is set such that in the simulation all TES-carrier pulses are rejected.
Thereby, a small safety margin (smaller than the shown bin width) is applied, such that a small
upward fluctuation of the output value does not immediately result in a pulse surviving the cut.
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Figure 6.28: Scatter plot of the two MLP output values for all pulses of the training set of
TUM40, which have a pulse height smaller than 0.1 V. The x-axis shows the output value
of the MLP trained with the stochastic minimization algorithm, while the y-axis depicts the
output of the network trained with the BFGS method. The combination of the two MLP-output
values allows to dismiss pulses which are only assigned to a certain pulse class by one of the
two networks. Only when both networks agree that a certain pulse is of the absorber type it
should survive the pulse-shape cut.

shaded area). Thereby, a safety margin is used such that a small deviation to higher output
values does not immediately lead to a TES-carrier pulse which survives this cut37. In the sim-
ulation, all the remaining TES-carrier pulses feature a pulse height well below ∼ 0.03 V and,
thus, the second cut is only applied for pulses with smaller pulse heights. When these two
ANN-based cuts are applied to the simulated pulses of the independent validation data set a
perfect removal of TES-carrier pulses is achieved within the given statistics. Thus, also an
excellent performance for the real measured data set is expected.

6.6.2 Measured Data Set

In figure 6.28 the scatter plot of the two MLP output parameters is depicted for all pulses of
the training set of TUM40, which have a pulse height smaller than 0.1 V. As it was already
the case for the energy-dependent MLP-output plots, also the scatter plot of this measurement
shows results similar to the simulation (see figure 6.26). For the majority of all pulses both
networks result in comparable output values and, thus, confirm the fact that most of the pulses
observed in the training set of TUM40 are of TES-carrier type.

37 Due to the binning of the histogram this is not visible in figure 6.27b.
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(a) MLP trained with the stochastic minimization
algorithm

(b) MLP trained with the BFGS method

Figure 6.29: Application of the ANN based cuts to the measured pulses with low pulse heights
of the training set of TUM40. In (a) the output of the MLP trained with the stochastic mini-
mization algorithm is depicted. Due to the good agreement between simulation and measure-
ment, at least at higher pulse heights the majority of all pulses shown (which are most probably
absorber pulses) survives the cut (red dashed line). The output of the MLP trained with the
BFGS method for the surviving pulses is depicted in (b). Again the red dashed line shows the
corresponding cut limit. As in the simulated data set, the cut is only applied to pulses with a
pulse height ≤ 0.03 V.

As intended by the combination of the network outputs it is possible to identify pulses
wrongly assigned of a single network. For example, there are a few pulses located at high
ANNBFGS parameter values while simultaneously a low ANNStoch parameter value is obtained.
Due to the different weighting of the input parameters for one network (here the MLP trained
with the BFGS method) these pulses look similarly to absorber pulses while for the other one
(here the MLP trained with the stochastic minimization algorithm) these pulses are clearly of
TES-carrier type. In particular when both output values are large (& 0.8) a larger spread of
the output values is observed.

In figure 6.29 the application of the two ANN-based cuts to the measured low energetic
pulses of the training set of TUM40 is depicted. While (a) shows the output value of the MLP
trained with the stochastic minimization algorithm (ANNStoch), the output value of the MLP
trained with the BFGS method (ANNBFGS) is depicted in (b) for the surviving pulses. The red-
dashed lines are the respective cut limits, whereby the first cut on ANNStoch is only applied to
pulses with a pulse height≤ 0.1 V. As in the simulation the cut on ANNBFGS is only performed
for even smaller pulses with a pulse height ≤ 0.03 V. As can be seen, the majority of potential
absorber pulses survives the combination of both cuts on the respective MLP-output value.
The resulting signal survival probability plots are discussed in the next section.

All low energetic pulses (. 1 keV) of TUM40, which are recorded in the training set and
survive all cuts, are checked by eye if there are unrecognized TES-carrier pulses. In total 1553
records are checked and thereby, only one record is found to contain a TES-carrier pulse. In
figure 6.30 this record is depicted and it seems that first a TES-carrier pulse triggered the
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Figure 6.30: Pile-up of a TES-carrier pulse (peak position ∼ 0 ms) and a low energetic ab-
sorber pulse (peak position ∼ 120 ms) observed in the training set of TUM40. Also shown as
black solid line is the fit with the absorber template. This record was found manually while for
all low energetic pulses (. 1 keV) of TUM40 it was checked by eye, whether a TES-carrier
pulse is visible. The TES-carrier pulse is contained in the record but it is completely ignored
in the template fit and, thus, does not influence the energy reconstruction.

readout (peak position ∼ 0 ms) and in the post trigger region a pile-up of an absorber pulse
occurred (peak position ∼ 120 ms). The black line corresponds to the result of the fit with the
absorber template. As the record survives the shift-difference cut also the TES-carrier template
is fitted to this part of the record. Therefore, it is clear that this record survives all pulse-shape
cuts, since both fits neglect all samples earlier than ∼ 30 ms, where the TES-carrier pulse
occurred. Furthermore, as the absorber pulse is fitted in this record and is not disturbed by the
TES-carrier pulse happening early it is valid that this pulse survives all cuts.

6.7 Pulse-Shape Cut

In the previous section the ANN based pulse shape cuts applied to low energetic pulses are ex-
plained in detail. However, also at higher pulse heights TES-carrier pulses have to be identified
and rejected. In the present section different cuts are grouped together to form the pulse-shape
cut sequence. The respective signal survival probabilities of the individual pulse-shape cuts
are shown here based on the signal simulation explained in section 5.4. The aim of the pulse-
shape cut is to remove ideally all TES-carrier pulses without removing more signal pulses than
necessary to achieve this goal. The cut is designed to remove all simulated TES-carrier pulses
without considering the absorber pulses in a first step.
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6.7.1 Pulse-Shape Cuts and Related Cuts
In the present work, this aim could not be achieved by a single pulse-shape cut performing
all the required steps at once. However, it is fulfilled when a sequence of cuts is applied to
remove all pulses with different pulse shapes. Here this sequence is listed and explained in
more detail.

Due to the exceptional good performance observed in the simulated data set (see section 6.3)
the RMS-ratio parameter is used to easily and efficiently remove all pulses with deviating
pulse-shapes at reconstructed energies & 10 keV. The actual cut value is set based on the lowest
parameter value observed in the simulated data set for an absorber pulse with low pulse height.

As explained in section 4.3.1 the shift parameter of the template fit describes the time shift
in the record and is also stored for later use. To be well defined, the RMS-ratio parameter
relies on the fact that the two template fits are fitted to the same “pulse” in the record and,
thus, exhibit a comparable shift parameter. Typically, this is ensured for records where a
pulse is clearly visible but when the energy approaches the threshold this is not guaranteed
anymore. Thus, by comparing the difference of both shift parameters (obtained from the fit
with absorber and TES-carrier template) it can be judged whether or not the same time region
is considered. The difference of both parameter values is denoted by shift difference hereafter.
For pulses with an amplitude above the respective truncation limit (see section 4.3.2) this
parameter calculation is not robust anymore and, thus, it is not applied. However, as already
observed in the simulated data set, for high energetic pulses the RMS values significantly
differ for both classes. For smaller pulses a limit on the allowed shift difference is defined and
pulses which exhibit a larger parameter value are dismissed from the data set.

As explained in section 6.6, for the ANN based pulse-shape cut a combination of two dif-
ferently trained networks is used. Furthermore, in the training set a few pulses are observed
which have a faster rise time than the mean population but which are not removed by this
ANN-based cuts. Thus, finally also a rise time cut is applied to remove these pulses effi-
ciently. To summarize the previous discussion the different pulse-shape cuts and the related
cuts are listed in the following:

• Shift-difference cut (if required) to ensure a proper RMS-ratio parameter

• Rise-time cut

• RMS-ratio cut

• ANN trained with stochastic minimization algorithm for pulses with reconstructed en-
ergies . 10 keV

• ANN trained with BFGS method for pulses with reconstructed energies . 3 keV

6.7.2 Signal Survival Probability
In figure 6.31 the signal survival probability obtained for TUM40 after successive application
of the different pulse-shape cuts is depicted. Starting from the signal survival probability
after application of the quality cuts (red line, see section 5.4) the first two pulse shape cuts
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Figure 6.31: Signal survival probability of TUM40 after successive application of the different
pulse-shape cuts. Starting from the quality cuts (red line), already by the first two pulse-shape
cuts on the rise-time and RMS-ratio parameter (orange line) the majority of the signal pulses
is removed. The successive application of the neural networks removes only a small fraction
of signal pulses resulting in the final signal survival probability depicted as black dashed line.

Figure 6.32: Signal survival probability of Lise after successive application of the different
pulse-shape cuts. Also for Lise the first simple cuts on the rise-time and RMS-ratio parameter
(orange curve) remove a significant signal fraction, in particular at energies . 1.5 keV. How-
ever, in this case the ANN based pulse-shape cuts are responsible for the peculiar shape of the
final curve (black dashed line).
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based on the rise time and the RMS-ratio parameter (orange line) remove the majority of
all signal pulses at low energies. The cuts on the neural-network parameters remove only a
non-significant fraction resulting in the final signal survival cut efficiency (black dashed line).
Please note, that for TUM40 the majority of all pulses rejected by the complete sequence
of pulse-shape cuts are removed by the neural network based cuts as well as the rise-time
selection criterion. Depending on the ordering of the criteria the one which is performed first
removes the largest fraction of absorber pulses. In the case shown first the simple cut on the
rise-time parameter is performed. However, this does not imply, that this criterion is removing
a larger fraction of absorber pulses than required. If the ordering of the cuts is changed, such
that first an ANN-based cut is performed, the latter one removes a similarly large fraction of
absorber pulses while the influence of the subsequent rise-time cut on the absorber pulses is
almost not visible in this plot.

A similar plot is depicted in figure 6.32 for the detector Lise, where also the signal survival
probability after successive application of different selection criteria is shown. In that case,
still an observable fraction of signal events at energies . 1.5 keV is removed by the first pulse-
shape cuts. However, the criterion based on the MLP trained with the stochastic minimization
algorithm (green curve) removes pulses in particular at energies . 3 keV while the second
MLP only removes a relevant part next to the energy threshold of 0.3 keV. Thus, for Lise the
ANN based pulse-shape analysis is responsible for the peculiar shape of the final curve (black
dashed line in figure 6.32).

6.8 Application to Different Detectors

Up to now mostly results of the MLPs used for the pulse-shape analysis of TUM40 have
been shown in this chapter. However, also with the other alternative modules as well as with
the module Lise, which is of the conventional design, pulse-shape differences are observed.
Similarly to the situation in TUM40 also there TES-carrier pulses are recorded which have to
be rejected as efficiently as possible.

In figure 6.33 the templates of the two pulse classes are shown for the respective detectors
analysed. Lise is equipped with a small TES-carrier like TUM40, while the other three mod-
ules feature a larger TES-carrier. TUM38 is of the module design with a big carrier crystal
(see figure 3.12 on page 56). VK27 and VK28 are the two modules each with a silicon beaker
as light detector depicted in figure 3.13 on page 57.

As can be seen in figure 6.33 the absorber template (black) as well as the TES-carrier
template (red) are very specific for each detector. As explained earlier in section 4.3.1 the
template pulse describes the pulse shape of the respective pulse class with reduced noise and,
thus, specific networks have to be trained for each phonon detector. Compared to the templates
of TUM40 depicted in figure 6.1b, for the detectors shown in figure 6.33 the TES-carrier
pulses are more similar to absorber pulses, i.e. the difference between both populations is not
as distinct as in TUM40. Thus, it might be even harder to disentangle both pulse classes in
these detectors.

For each detector simulated pulses of both types are created in the relevant energy range
starting from the energy threshold of the respective detector. Based on these simulated data
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(a) Lise (composite design) (b) TUM38 (big carrier design)

(c) VK27 (silicon beaker design) (d) VK28 (silicon beaker design)

Figure 6.33: Comparison of the absorber (black) and TES-carrier (red) templates of several
detectors. Lise is a module of the composite design and, thus, is equipped with a small TES-
carrier substrate similar to TUM40. The other three modules feature a considerably larger
carrier crystal. All the different module designs are explained in more detail in chapter 3. The
actual pulse shape observed in each detector depends on several parameters and is strongly
detector specific. Thus, for each detector, separate MLPs have to be trained in order to per-
form an efficient pulse-shape cut. However, for the detectors depicted here, the TES-carrier
template is more similar to the absorber template than in the case of TUM40 (see figure 6.1).

for each detector two MLPs are trained, one with the stochastic minimization algorithm and
one with the BFGS method. To determine the cut limits for all four modules, it is tried to
find a combination, where all simulated TES-carrier pulses are rejected without removing the
complete absorber data. Therefore, some procedures similar to the ones applied in TUM40
are required to achieve this goal (e.g. different energy ranges used for the training of the two
MLPs). For Lise, TUM38 and VK28 it is possible to find neural networks and corresponding
cut limits that fulfill this requirement. The results of VK27 are discussed in more detail later
in this section.

The outputs of the MLPs trained with the stochastic minimization method (left column) and
of the MLPs trained with the BFGS method (right column) are depicted in figure 6.34 for all
low-energetic pulses measured in the training sets of the detectors Lise (a), TUM38 (b) and
VK28 (c). Thereby, for both plots the same subset of pulses is depicted to show comparable
results for both MLPs. However, for the final cut sequence again the combination of both

167



6 Artificial Neural Network based Pulse-Shape Analysis

(a) Lise

(b) TUM38

(c) VK28

Figure 6.34: Pulse-height dependent output of the MLP trained with the stochastic minimiza-
tion method (left column) and of the MLP trained with the BFGS method (right column) for
all low-energetic pulses of the training sets of the detectors Lise (a), TUM38 (b) and VK28 (c).
Please note that the same pulses are used for both plots and that no cut restricting one MLP
output is performed. The respective cut limits applied in the depicted pulse-height range are
drawn as black dashed lines, whereby all pulses below this line are removed by the cut. The
cut limits are set based on the respective simulation data set such that all TES-carrier pulses
are rejected. This procedure leads to the rather stringent cut limits applied here.
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(a) VK27 (b) TUM40

Figure 6.35: Example of the resulting pulse for an energy deposition of ∼ 25 keV in the
detector VK27 (a) and TUM40 (b). The resulting signal height is much larger in TUM40
compared to VK27. Thus, due to the worse signal-to-noise ratio in VK27 a large trigger
threshold of only∼ 11 keV is achieved. Due to these effects obtaining MLPs with satisfactory
performance is difficult.

MLPs is used to reject all TES-carrier pulses. The second x-axis on the top of each plot shows
the corresponding energy, valid only for absorber pulses. In each plot, the black dashed line
marks the cut limit applied and all pulses below this line are dismissed from the data set38.
As for TUM40 also for these detectors not only the two cuts based on the MLP outputs are
applied but also a rise-time cut as well as a cut on the RMS ratio. Thus, it is expected that the
majority of the TES-carrier pulses is rejected by this cut sequence.

Compared to the result of TUM40 (see figure 6.22 and figure 6.25) some differences are
visible in the plots depicted in figure 6.34. First of all, in all three detectors only a few TES-
carrier pulses are observed. This is in contrast to TUM40, where pulses of the TES-carrier type
seem to be the majority of all pulses recorded. As for TUM40 also in Lise, the majority of the
TES-carrier pulses exhibit a low pulse height (. 0.1 V). However, in the modules featuring a
big carrier crystal a continuous spectrum up to large pulse heights is observed.

For almost all pulses of Lise, TUM38 and VK28 the pulse type is rather clear for the re-
spective MLP and, thus, only a few pulses result in output values between the two main pop-
ulations. In this light, the cut limits obtained (black dashed lines) seem to be almost too
strict. However, one has to keep in mind that they are defined on the expectation based on the
simulated data set. By doing so, a stringent rejection of (almost) all TES-carrier pulses can
probably also be achieved in the complete data set.

For VK27 the situation is slightly more complicated due to the worse detector performance,
compared to standard CRESST phonon detectors. This worse performance is caused by a
problem in the cabling of the detector and not by the TES-sensor itself [142]. This results
in small signal heights for all pulses but a normal absolute noise level. Therefore, a worse
signal-to-noise ratio and a rather high trigger threshold of only ∼ 11 keV compared to other
CRESST-II phonon detectors is achieved. In figure 6.35 a pulse corresponding to an energy

38 The numerical values are given in table D.4 in the appendix.
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(a) MLP trained with the stochastic minimization
algorithm

(b) MLP trained with the BFGS method

Figure 6.36: Pulse-height dependent output of the two MLPs (ANNStoch in (a) and ANNBFGS
in (b)) for all measured pulses of the training set for the detector VK27. Due to the small
signal-to-noise ratio training of the network is challenging. Nonetheless, after several tries a
combination of two networks is found, which allows to reject all pulses of TES-carrier type
without rejecting all absorber pulses in the simulated data set. When these cut limits (black
dashed lines) are applied to the measured pulses, the ones located in the red shaded area are
rejected. A decrease of the MLP output of the MLP trained with the BFGS method (see (b))
results in a slightly lower cut limit for pulse heights ≥ 0.04 V.

deposition of∼ 25 keV is depicted for the phonon detectors VK27 (a) and for comparison also
for TUM40 (b). While the signal height is smaller in VK27 compared to that of TUM40 the
absolute noise level is almost the same. Therefore, a worse signal-to-noise ratio is obtained in
VK27 which affects also the separation capability in this detector.

Nonetheless, the two simulated data sets for absorber and TES-carrier pulses are created
with 17 different amplitudes corresponding to energies ranging from ∼ 5 keV to ∼ 40 keV.
After application of the cuts for the ANN-training set, 24728 and 24206 simulated pulses of
absorber and TES-carrier type survive, respectively. These pulses are used for the training of
two MLPs. One remarkable difference in VK27 is, that even for the largest numbers of training
epochs (∼ 5000) no overtraining effect is visible. For the other detectors it is only possible to
train the networks for a few hundred epochs before overtraining is occurring. Simultaneously,
the error of the training set (as well as the control set) only decreases significantly in the
beginning of the training and becomes rather flat afterwards. However, finally also for VK27
a combination of two MLPs is found, that results in a perfect separation of all simulated TES-
carrier pulses without loosing the complete absorber population.

In figure 6.36 the resulting outputs of the MLP trained with the stochastic minimization
algorithm (a) as well as the MLP trained with the BFGS method (b) are depicted for all pulses
of the training set of VK27. The pulses with corresponding energies (for absorber pulses)
below ∼ 10 keV are due to noise triggers and are removed by the selection criteria on the
energy deposited, applied later. Most probably due to the worse detector performance, at low
pulse heights a considerable fraction of pulses is located between the two main populations of
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clearly identified absorber and TES-carrier pulses. The black dashed line marks the applied
cut limit and all pulses below are removed by the respective cut. Since the output of the MLP
trained with the BFGS method decreases for large pulse heights in the simulation (not visible
in the measured data set depicted in figure 6.36b) a lower cut limit is applied above 0.04 V.

171





Part III

High Level Analysis





7 Light Yield Bands

In the previous part of the present work all steps required to derive the energy from particle
pulses are explained. Furthermore, different types of invalid records are described together
with the selection criteria to remove them. Additionally, a pulse shape analysis based on
artificial neural networks is performed to remove events with different pulse shapes compared
to particle induced pulses. Finally, the raw data analysis results in light yield - energy plots of
all valid events acquired with several detectors.

The high-level analysis, which is described in this part, starts with the determination of
regions, where the different event populations are located in this parameter space. In particular,
the region where the sought-for nuclear recoils are expected must be defined. This chapter
focuses on the mathematical description of these regions, which roughly form horizontal bands
in the light yield - energy plane. The bands are completely described by only two functions,
the mean and the width depending on the energy. The mean describes the average amount
of light produced by the particle interactions and is correlated with the respective quenching
factor. The energy dependent width of the bands is mainly dominated by the finite energy
resolution of the light detector. In the present work exactly the same procedure and algorithms
as outlined in [44] are used to define these bands and, thus, here only a brief explanation is
given.

In section 7.1 the e−/γ-band model is explained and the results of the likelihood fits, to
obtain the respective parameters for the different modules, are presented. The method to cal-
culate the nuclear recoil bands based on the e−/γ-band model is explained in section 7.2.
In section 7.3 a validation of this method with data of dedicated neutron calibrations is per-
formed.

7.1 e−/γ-Band

The e−/γ-background events are located in a band centered at a light yield of ∼ 1 as depicted
in figure 7.1. Since this type is the dominant source of background in CRESST-II it is highly
populated by a large number of events. Thus, it is most suited to extract the detector specific
parameters of the band model by a likelihood fit. The result of such a fit is also depicted in
figure 7.1 where the central 80 % band of e−/γ-events is shown as red lines. The red dashed
line is the energy dependent mean of the band, while the red solid lines are the lower and
upper 90 % boundaries of the e−/γ-distribution.

Although the data are usually displayed in the light yield - energy plane the fit is conven-
tionally performed in the light - energy parameter space, where the energy detected in the light
detector is plotted against the recoil energy (see section 4.6). Thus, in the following the given
equations are all defined for the conventional case of a light-energy plot.
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Figure 7.1: Light yield - energy plot of the training set data of TUM40. Also depicted are
the upper and lower 90 % boundaries of the e−/γ-distribution (red solid lines) and, thus, the
central 80 % band is drawn. The mean function of this band is shown as red dashed line.

7.1.1 Mean Light

In the light-energy plane the mean line of the e−/γ-band is described by the following function:

Le−/γ(ER) = (L0 ER +L1 E2
R) ·
[

1−L2 · exp
(
−ER

L3

)]
, (7.1)

where ER denotes the total energy deposited in the absorber (recoil energy).
The leading term L0 ER of the first factor of equation 7.1 describes a linear scintillator while

a deviation from linearity is taken into account by the second summand L1 E2
R. In first approx-

imation the CaWO4 crystals are linear scintillators, and, thus, usually L1 is found to be small
with respect to L0. As mentioned earlier, during the energy calibration of both detectors the
light yield is set to 1 at 122 keV for γ-events, resulting in a value of L0∼ 1. The deviation from
linearity is typically only observed at higher energies and, thus, only plays a non-negligible
role if a fit is performed for large energy ranges spanning more than ∼ 100 keV.

At small energies a detector dependent drop of the mean light yield is observed, which has
to be considered in the band model. This so-called non-proportionality effect is a commonly
observed effect in scintillators [143, 144], which is taken into account by the second factor in
equation 7.1, where L2 describes the magnitude of this effect and L3 corresponds to the typical
energy scale on which the non-proportionality effect is important.

In [145] a comprehensive microscopic model of the scintillation mechanism in CaWO4 is
developed and therein, also the non-proportionality effect is discussed. During an interac-
tion in the scintillating crystal so-called self-trapped excitons (STE) – consisting of a bound
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electron-hole pair – are created. There are four different recombination possibilities for these
quasiparticles, whereof only two are important here in the case of mK temperatures. Firstly,
STEs can recombine radiatively via emittance of (scintillation) light. Secondly, besides two
other non-radiative recombination possibilities which are negligible at such low temperatures,
two STEs can interact with each other via the exchange of a virtual photon. Thereby, one
STE recombines non-radiatively and, thus, is lost for the creation of scintillation light. Via
the latter decay channel of STEs light quenching is obtained, since less light than expected
from the total amount of STEs created is produced. Thereby, the total amount of STEs created
depends on both the particle type interacting and the amount of energy deposited [145]. The
recombination channel depends on the distance between two STEs, where the non-radiative
recombination is dominating at distances smaller than the so-called Förster radius [146].

The non-proportionality effect observed for low energies in the mean light yield can be ex-
plained by closely located STEs. The stopping power dE/dx of electrons in CaWO4 increases
for low energies [147]. Thus, low-energetic electrons produce STEs more closely, i.e. within a
smaller volume, resulting in a more pronounced light quenching effect. Hence, the mean light
output for a smaller amount of energy deposited is decreasing, leading to the observed drop
of the band. Furthermore, this model also explains the observed quenching effect in CaWO4.
Compared to an electron recoil, a nuclear recoil creates a lower amount of STEs for the same
amount of energy deposited. In addition, for nuclear recoils the energy is more densely de-
posited than for electron recoils and due to the non-radiative recombination of the STEs less
light is produced. Both facts together explain the observed quenching behavior, that describes
the effect that for nuclear recoils a lower amount of energy is released as light compared to
electron recoils.

7.1.2 Width of the Band
The finite resolutions of phonon and light detector have a strong influence on the width of
the observed bands. Since the amount of created scintillation light is only a small fraction
of the total absorbed energy (. 9 %), typically the phonon detector resolution is much better
than the one of the light detector, i.e. smaller line widths are observed. Thus, it is convenient
to model the width σ of the band as a function of the detected light energy L and not of the
total deposited energy ER. In general, the width observed in the light detector is influenced
by two contributions: firstly the baseline noise typically modelled by a Gaussian function and
secondly the counting statistics of the detected photons. At low energies the baseline noise
dominates and, thus, a Gaussian shape of the band is expected. At high energies a large number
of photons is observed, and, thus, the Poisson statistics can be approximated by the normal
distribution resulting finally also in a Gaussian shape of the band. Only in the transition region
where none of the contributions clearly dominates Poisson statistics is required. Nonetheless,
mainly for computational reasons in [44] a Gaussian shape of the band is assumed leading to
the following form for the energy dependent width of the e−/γ-band:

σ
e−/γ(L) =

√
S0 +S1 L+S2 L2. (7.2)

In case the phonon detector resolution is good, i.e. small line widths are observed, it is valid
to assume that σ e−/γ(L) is solely the resolution of the light detector. By doing so, the three
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parameters Si can be interpreted as the different effects causing a broadening of the amount
of measured light: The parameter S0 describes the influence of the baseline noise of the light
detector and, thus, is independent of the light energy L. The additional uncertainty caused by
statistical fluctuation of the number of produced photons is expected to be proportional to

√
L

and described by S1. The third parameter S2 accounts for other effects directly proportional to
the amount of detected light L. Examples are position dependencies of the emitted light in the
absorber crystal due to defects in the crystal structure [97] or local dependencies in the light
detector [148].

In general, the observed width of the bands is also influenced by the energy uncertainty in
the phonon detector. The true amount of energy deposited might be different to the recon-
structed recoil energy ER of an event due to the finite phonon detector resolution σP(ER). For
e−/γ-events the uncertainty in the phonon channel transfers to a fluctuation in the produced
scintillation light of the same amount, since the quenching factor QFe−/γ for these events is
∼ 1. During the measurement of the scintillation light additional uncertainties occur due to
the light detector resolution σL. Approximately, the measurement uncertainties of the light
detector are statistically independent of the fluctuation in the light production and, thus, the
following equation holds:

σ
e−/γ(L) =

√
σ2

L(L)+
[
QFe−/γ ·σP(E(L))

]2
. (7.3)

The resolution of the phonon detector σP has to be evaluated at an energy E(L) where the
mean of the band is at a light energy L. However, since the consideration of the phonon
detector resolution is usually only a small correction, the energy dependency is dropped. This
results in a constant width for the phonon detector corresponding to the resolution at zero
energy σP,0.

In principle, the three parameters S0, S1 and S2 can be determined by the likelihood fit.
However, for the baseline noise parameter S0 additional information is available. As already
explained earlier, test pulses with various distinct amplitudes are periodically injected into the
detector heater to monitor the time dependency of the detector response. The test pulses have
a fixed amount of energy and, thus, the observed finite resolutions of low energetic test pulses
are dominated by the baseline noise and only slightly influenced by the other effects. Hence,
the observed widths of low energetic test pulses in the respective detector are a good estimator
for the width at zero energy σx,0, where x denotes either the phonon or light detector [44].

However, the best conclusion about the influence of the baseline noise S0 on the energy res-
olution can be obtained from the artificial pulse simulation explained earlier in section 5.4.1.
The events are generated with different but distinct energies and, thus, several peaks are ob-
served after energy reconstruction. These peaks are fitted individually with Gaussian functions
to obtain the energy independent width. To derive a statistically robust value for σx,0 the dif-
ferent values are averaged. Thereby, peaks at small energies are neglected due to an observed
asymmetry caused by the energy dependent signal survival probability: events with lower
energies (left flank of the Gaussian peak) are removed more likely than events on the right
side.

In case of test or artificial pulses the influence of S1 and S2 on the measured width is neg-
ligible and, thus, by comparing equation 7.2 and equation 7.3 it follows that S0 = σ2

P,0 +σ2
L,0.
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Therefore, in the present work typically S0 is fixed to this calculated value and only S1 and S2
are free parameters in the likelihood fit. Fixing S0 considerably improves the convergence of
the likelihood fit [44].

Often it is important to also know the width of the bands in the light yield - energy plane.
Therefore, the light energy L has to be divided by the phonon energy EP to obtain the light
yield (see equation 4.1). As previously explained, the determined width σ e−/γ(L) already
contains the uncertainty of the phonon channel. Thus, it must not be considered a second
time when the Gaussian width function is transformed to the light yield - energy form by the
following equation:

σyield(EP) =
1

EP
·σ e−/γ(L). (7.4)

7.1.3 Excess Light Events

In almost all modules another event population influences the likelihood fit of the e−/γ-band
and, thus, must be modelled properly. Events of this population are mainly observed at low
energies deposited in the phonon detector and, simultaneously, characterized by an excess of
light with respect to the total amount of energy deposition in the absorber crystal. Thus, these
events show a higher light yield compared to e−/γ-events and, hence, are called excess light
events. Due to this class the e−/γ-band seems to be asymmetric, with more events above the
mean of the band. If this population is not considered in the fit, the fitted centroid of the e−/γ-
band would be shifted to higher light yields. Simultaneously, a broader width of the band than
appropriate for the detector resolution would be obtained, i.e. larger values for S1 and S2.

Based on the explained characteristics a purely empirical model to describe this population
was developed in [44]. Three new parameters are introduced to the fit and are described
briefly in the following. First of all, the parameter Xel describes the fraction of all events
at zero energy observed as excess light events. With increasing total energy this fraction
exponentially decreases with a typical decay energy Edecay

el . For higher light energies and in
turn higher light yields less excess events are observed. This observation is modelled by an
additional exponential decay with a typical decay energy Ldecay

el in the light channel. This
second exponential must be convoluted with the energy resolution of the light detector, since
otherwise it would only describe the distribution as seen by an ideal detector [44].

One possible explanation for the origin of such events are particles (e.g. electrons) which
only deposit part of their energy in the absorber crystal. Another part of their energy is either
lost before or afterwards in the scintillating surrounding or the light detector directly. In
this case the resulting amount of energy observed in the light detector is larger than for the
scintillation of the absorber crystal alone. This explanation is supported by the fact, that a
pulse shape difference between excess and normal light events has been reported in [103].
Additionally, the non-observation of these events in the two silicon beaker prototype designs
implies that they are created from particles, which penetrate the scintillating foil which is in
all the other module designs surrounding the crystal.

Despite the observed pulse-shape difference, no efficient discrimination method has been
found up to now. Removing these events only partly, might worsen the problem since then
it might be difficult or almost impossible to describe the influence of these events on the

179



7 Light Yield Bands

(a) Energy bin 10±2.5 keV (b) Energy bin 40±2.5 keV

Figure 7.2: Light-yield distributions of events from the training set data of TUM40 for two
different energy slices. The result of the fit is shown as blue line and describes in both cases
the observed distribution well. While the normal e−/γ-population41 as inferred from the fit is
depicted as red dashed line, the excess light distribution is shown as green dashed line. Due
to the non-proportionality effect the mean of the band is shifted from 1.00 at 40 keV in (b)
towards lower light yield values of 0.81 at 10 keV in (a).

likelihood fit properly. Thus, the complete population is included in the fit and no cut attempt is
performed. However, this scenario might be another interesting application of neural network
based pulse-shape analysis in cryogenic detectors.

7.1.4 Likelihood Fit Results

The resulting total likelihood as well as a short introduction to the unbinned likelihood fit
method are given in [44]. Here only the results of the performed fits are presented and dis-
cussed. In order to stick to the blind analysis scheme (see section 5.1), the likelihood fits are
performed on data of the training set. The energy range of the fit is constrained from 1 keV
up to 120 keV to achieve appropriate results in the relevant region for Dark Matter search39.
Furthermore, to reduce the influence of outliers, first a fit describing the e−/γ-band roughly is
performed. Typically, all events which are located more than 5 σ above or 3 σ below the mean
of this estimated band are not considered in the final likelihood fit40. For the two modules of
the silicon beaker design, unphysical values (< 0) for S2 are obtained, if S2 is a free parameter
in the fit. Since this parameter is typically very small and only important at higher energies it
is fixed to zero, since it is not possible to constrain this parameter in the fitted energy range for
these modules.

In figure 7.2 histograms of the light-yield distribution in two energy slices are depicted. The
Gaussian shaped e−/γ-population with normal light yields41 as inferred from the fit is drawn

39 The threshold of the phonon detector VK27 is ∼ 11 keV and, thus, for this module the fitted energy region
ranges from threshold to 120 keV.

40 In the module Lise/Enrico this cut is not performed, due to the worse light detector resolution of this module.
41 These are all e−/γ-events, where no excess in the light channel is observed compared to the energy deposited

180



7.2 Nuclear Recoil Bands

as red dashed line, while the excess light event population is included as green dashed line.
As explained earlier both contributions sum up to the total event distribution (blue solid line),
which in both cases matches well with the observations.

The likelihood fit results of all modules analysed in the present work are presented in ta-
ble 7.1. As expected for an approximately linear scintillator, the parameter value obtained for
L0 is close to unity in all cases. At the same time, the non-linearity correction required at large
energies is only very small (L1� 1).

In particular in the TUM-grown crystals, the non-proportionality effect is very pronounced
in comparison to the results obtained in [44] and for the commercial crystals VK27 and VK28.
Thereby, pronounced implies that the parameter describing the magnitude of this effect (L2)
is large and, simultaneously, the typical energy scale (L3) is small (see section 7.1.1). The
magnitude observed in TUM40 is about twice as large as for the maximal value of CRESST-
II phase 1. Furthermore, due to the small typical energy range the drop is constrained to a
smaller energy region. For Lise the obtained parameter values are more similar to the TUM-
grown than to the other commercial crystals, however due to the bad light detector resolution
no definite conclusion is possible42.

Due to the different signal-to-noise ratios in the different detectors the parameter S0 strongly
differs between the modules. The resolutions of the phonon (σP,0) as well as of the light (σL,0)
detector are inferred from the respective artificial data set (see section 5.4.1) and are also in-
cluded in table 7.1. The observed light detector resolution σL,0 shows a superior performance
of the silicon beakers (Diogenes, Zam) with respect to standard light detectors.

As already mentioned earlier, for the two modules of the silicon beaker design (VK27/Dio-
genes, VK28/Zam) no excess light event population is observed. Thus, for the likelihood fits
of these modules the fraction Xel is fixed to zero. In contrast to the observations made in [44],
for the two modules containing TUM-grown crystals (TUM38, TUM40) the fraction of excess
light events seems to be constant, resulting in a huge decay length Edecay

el . Simultaneously, the
fraction Xel itself is also rather high compared to the previous observations with commercial
crystals.

7.2 Nuclear Recoil Bands

As explained in chapter 2, Dark Matter particles are expected to scatter off nuclei and, thus,
they would show up in the nuclear recoil band. In CaWO4 this band consists of the three
sub-bands of oxygen, calcium and tungsten, which are to some extent separated from each
other due to the finite width. Based on the parameters determined by the likelihood fit of the
e−/γ-band, the mean and the width of the quenched bands are calculated [44]. As is shown
in the following, the only prerequisite for this step is the knowledge of the respective energy
dependent quenching factor43.

in the phonon channel.
42 For TUM40 in [123] comparable values are obtained in the likelihood fit. However, for Lise in particular for

the non-proportionality effect (L2 and L3) considerably different values are found.
43 The actual implementation of the energy dependency in the existing limit calculation software package is

described in [123].
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Module LLL000 LLL111 [[[keV−1]]] LLL222 LLL333 [[[keV]]]

Lise/Enrico 0.949 1.156 ·10−3 0.549 5.127

TUM38/Petrus 0.931 0.742 ·10−3 0.476 11.387

TUM40/Michael 1.003 0.245 ·10−3 0.570 9.362

VK27/Diogenes 1.156 0 ∗ 0.317 39.415

VK28/Zam 1.132 −0.257 ·10−3 0.354 34.736

Module SSS000 [[[keV2
ee]]] SSS111 [[[keVee]]] SSS222 σσσP,0[[[keV]]] σσσL,0[[[keVee]]]

Lise/Enrico 17.4842 0.506 0.985 ·10−3 0.0603 4.305

TUM38/Petrus 0.1344 ∗ 0.358 0.883 ·10−3 0.1110 0.3494

TUM40/Michael 0.0703 ∗ 0.336 0.357 ·10−3 0.0733 0.2549

VK27/Diogenes 0.9907 ∗ 0.384 0∗ 0.9718 0.2153

VK28/Zam 0.0485 ∗ 0.311 0 ∗ 0.1224 0.1831

Module Xel EEEdecay
el [[[keV]]] LLLdecay

el [[[keVee]]]

Lise/Enrico 0.028 77.997 20.240

TUM38/Petrus 0.293 1.486 ·108 3.967

TUM40/Michael 0.383 5.118 ·106 2.421

VK27/Diogenes 0 ∗ - -

VK28/Zam 0 ∗ - -

Table 7.1: Likelihood fit results of the e−/γ-band for the investigated modules. All values
marked with ∗ are fixed in the likelihood fit. In case S0 is fixed the given value is deter-
mined by the artificial pulse simulation

(
S0 = σ2

P,0 +σ2
L,0
)
. For the silicon beaker modules

VK27/Diogenes and VK28/Zam no excess light events are observed and, thus, for both mod-
ules Xel is fixed to zero. Furthermore, for these modules also S2 is fixed to zero, since the
fitted energy range is too small to constrain this parameter well. In VK27 also L1 is fixed to
zero, since otherwise no convergence of the fit is achieved.
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7.2.1 Mean Light

Since the scintillator non-proportionality effect was not observed for nuclear recoil bands up
to now, the following simplified definition for the mean light function of a quenched band is
used:

LQF(ER) = QF∗x,i(ER) ·
(
L0 ER +L1 E2

R
)
. (7.5)

The parameters L0 and L1 are the ones fixed by the e−/γ-band description. Also required is
the crystal and energy dependent quenching factor QF∗x,i (ER) for the nucleus x. The model to
describe the energy dependency is explained in section 4.5. For different crystals a variation
of O (10%) of the quenching factor value is observed [117, 125]. To account for this effect, a
scaling factor εi is defined, such that the quenching factor of the respective module is simply
the product of εi and the quenching factor QFx,i (ER), the latter having been obtained in a
dedicated campaign at a neutron-scattering facility [117, 125]:

QF∗x,i (ER) = εi ·QFx,i (ER) . (7.6)

Following the proposed method in [117,125], the different scaling factor values of all modules
analysed are obtained and given in table 7.2.

module εεε iii

Lise/Enrico 0.941

TUM38/Petrus 0.962

TUM40/Michael 0.893

VK27/Diogenes 0.827

VK28/Zam 0.818

Table 7.2: Crystal dependent scaling factors εi for the quenching factor calculation.

As already observed for the crystals operated in CRESST-II phase 1, also in phase 2 lower
quenching factor values are found compared to the reference crystal operated in the dedicated
external measurement campaign [117, 125]. Thus, all values of εi are smaller than one with
a mean value of ε̄ = 0.888. This value is comparable to the one determined for CRESST-II
phase 1, where ε̄ = 0.880 has been obtained [117, 125].

7.2.2 Band Width

Similar to the band width of the e−/γ-band (see equation 7.3) the width of the quenched band
is defined:

σ
QF(LQF) =

√
σ2

L (LQF)+ [QF(E (L)) ·σP (ER)]
2, (7.7)

where LQF ' QF(ER) ·ER. Compared to equation 7.3 the influence of the phonon detector
resolution σP on the observed band width is further reduced in the quenched band due to the
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Figure 7.3: Two-dimensional histogram of the light yield - energy data of TUM40 obtained
during the neutron calibration with an AmBe-source in CRESST-II phase 2. The neutrons
scatter off nuclei and, thus, these events are observed with a lower light yield (. 0.2) with
respect to electron recoils centered around one. Due to inelastic scattering of neutrons off
tungsten a curved band is observed between the electron and the nuclear recoil band. The data
are used for a cross check of the method to calculate the nuclear-recoil bands based on the
likelihood fit result of the e−/γ-band.

energy dependent quenching factor with values smaller than one. Again in practice the energy
dependence of the phonon detector resolution σP is dropped but included in the equations to
be formally correct. The function σL(LQF) is already known from the likelihood fit of the
e−/γ-band and, thus, the quenched width can be easily calculated.

7.3 Validation with Neutron Calibration Data

In order to validate the described procedure for the calculation of the mean and the width of the
quenched bands, dedicated neutron calibrations were performed two times during CRESST-II
phase 2. The two distinct data sets are merged and analysed in combination. As expected
for Dark Matter particles, neutrons scatter off nuclei and, thus, are a perfect candidate for
this validation task. However, in contrast to WIMPs which are expected to preferably scatter
off heavy elements, neutrons mainly scatter off the lightest nuclei, which is oxygen in case
of CaWO4. To ensure a reasonable rate in the cryogenic detectors, the used AmBe neutron
source is placed inside the outer shielding next to the experimental volume of the setup (see
figure 3.1).

In figure 7.3 a two-dimensional histogram of the light yield - energy data of TUM40 ob-
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tained during the neutron calibration is depicted. The different histogram entries are color
coded and allow to observe various features. First of all, the electron-recoil (e−/γ) band cen-
tered around a light yield of one is highly populated up to the maximal shown energies of
540 keV44. Due to the large energy range shown, the slight increase of the mean of the e−/γ-
band is visible (described by L1 in equation 7.1) Besides the intended neutrons the AmBe-
source also produces a high amount of γ-rays. Via pair-production, high energetic γ-particles
can create electron-positron pairs, which might in turn annihilate to two 511 keV photons. The
peak observed at this energy in figure 7.3 is due to such single photons, which are detected in
the phonon detector.

Below the electron-recoil band for light yields (LY ) of 0.2 . LY . 0.8 several events are
observed populating curved bands. These events are due to inelastic scattering of neutrons on
tungsten where an excited W-recoil and, simultaneously, a γ-particle from the de-excitation of
an excited W-energy level to the ground state are observed [117, 149]. The most prominent
excited levels of the relevant tungsten isotopes cluster between 100 keV and 120 keV but fur-
ther levels exist with lower intensity at higher as well as at lower energies. Most probably due
to these excited levels also the γ-background is enhanced between ∼ 50 keV and ∼ 400 keV.

The neutrons generated in the AmBe-source induce nuclear recoils and, thus, are located
at lower light yields (. 0.2) compared to the e−/γ-band. In contrast to the latter, for nuclear
recoils the mean of the band does not rise with increasing energy due to the light quenching
(see equation 7.5) and, thus, a horizontal band is observed. Several events are visible up to the
maximal shown energies of 540 keV, however the population thins out with increasing energy.
Due to kinematic reasons the energy transferred to the nucleus is higher for lighter elements.
Thus, at high energies mainly oxygen recoils are observed, while at the low energies that
are of interest for Dark Matter search all three constituents of CaWO4 contribute. Therefore,
the collected data set is predestined for the validation of the above-described procedure to
calculate the nuclear recoil bands.

7.3.1 Validation of the Quenching Factor

In figure 7.4 again the data of the neutron calibration of TUM40 are shown for energies below
300 keV in a similar way as for the training set data depicted in figure 7.1. Depicted in red
is the expected 80 % band for e−/γ-recoils, as determined by the training set data. Despite
the fact that the likelihood fit is only performed for energies between 1 keV and 120 keV, the
band description of TUM40 can be extrapolated up to the maximal shown energies without
introducing a large error.

The calculated quenched nuclear recoil band is drawn in dark blue in figure 7.4. The bound-
aries correspond to the 90 % upper limit of the oxygen band and the 90 % lower limit of tung-
sten and, thus, the majority of all nuclear recoil events is expected to be inside these lines.
However, the exact amount depends on the scattering nucleus and is therefore, not stated here.
Furthermore, also the 90 % lower limit of oxygen (green) and the 90 % upper limit of the tung-
sten band (cyan) are shown. It can be observed in figure 7.4 that the calculated nuclear recoil
band contains the majority of all neutron induced events and, thus, the previously described

44 This is the maximum energy which is accessible with the applied energy calibration of TUM40 and Michael.
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Figure 7.4: Light yield - energy plot of the neutron calibration data set of TUM40. The red
band is the model describing the e−/γ-background as explained in the text. Nuclear recoils are
expected to be located inside the dark blue band limited by the 90 % upper limit of the oxygen
band and the 90 % lower limit of the tungsten band. Also drawn are the 90 % lower limit of the
oxygen band (green) and the 90 % upper limit of the tungsten band (cyan). At higher energies
(& 150 keV) neutrons mainly scatter off the lighter elements oxygen and calcium and, thus,
the tungsten band is diluted.

method is validated by this neutron calibration data set.
In figure 7.5 a zoom of the light yield - energy plot into the energy region below 50 keV

is depicted for TUM40 (a) and Lise (b). In both plots the respective e−/γ-band (red) and the
nuclear-recoil band (blue) are included. Due to the different scaling of the y-axes visibly it
seems that the bands of TUM40 are broader compared to Lise but indeed, it is the other way
around. This is mainly caused by the bad energy resolution of the light detector Enrico. There-
fore, the bands overlap in Lise more strongly but nonetheless, in both modules the obtained
band model describes the data well.

7.3.2 Event-Type Dependent Template-Fit RMS Distribution

As already explained in section 5.3.8 there is a slight pulse-shape difference expected between
pulses induced by electron and nuclear recoils. Since the template is created from electron
recoils, an enhanced RMS value might be observed for nuclear recoils. In addition, the applied
RMS cut is based on the observed distribution of the RMS parameter, where the majority of all
pulses are created by electron recoils. Thus, it might be possible to unintentionally remove a
large fraction of nuclear recoil events. This section focuses on the RMS difference of electron
and nuclear recoils and its influence on Dark Matter searches.
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(a) TUM40 (b) Lise

Figure 7.5: Light yield - energy plots of TUM40 (a) and Lise (b) for energies below 50 keV
(see footnote 17 on page 80). Also depicted are the respective e−/γ-bands in red, and the
nuclear-recoil bands in blue. Please note the different scales of the two y-axis and that the
band width of Lise is broader compared to TUM40. Consequently, the two bands intersect at
considerably higher energies (∼ 14.5 keV) for Lise compared to TUM40, where this point is
at ∼ 3.5 keV.

Figure 7.6: RMS distribution of nuclear-recoil (color scale) and electron-recoil (gray scale)
candidates for the neutron calibration data set of Lise. Also depicted is the cut limit determined
in the blind data set (red data points with error bars, see also table D.3c in the appendix).
Starting at ∼ 50 keV the mean value of the RMS distribution of nuclear recoils increases. At
∼ 100 keV the majority of all nuclear recoils are above the cut limit and, thus, are removed.
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Figure 7.7: Light yield - energy plot of the neutron calibration data of Lise (see footnote 17 on
page 80). The red band is the model describing the e−/γ-background while the nuclear-recoil
band is drawn in blue. The increased RMS value for nuclear recoils (see figure 7.6) results for
energies between ∼ 100 keV and ∼ 140 keV in a observable decrease of the number of events
in the nuclear-recoil band. Due to an intrinsic 210Pb-contamination in Lise at∼ 46 keV a peak
is observed in the e−/γ-band, while at higher energies the background is enhanced due to the
used AmBe-source (see figure 7.3).

In figure 7.6 the RMS distributions for e−/γ-events (gray scale) and neutron induced events
(color scale) observed in the neutron calibration data of the detector Lise are depicted. A sim-
ple light-yield cut is applied to separate the two different event populations. In this simple
analysis, events with a light yield ≤ 0.5 are considered as neutron candidates, while events
with light yield > 0.5 are tagged as candidates for electron recoils. Indeed, a difference be-
tween both populations is observed but is not completely understood up to now. Starting at
energies of ∼ 50 keV the mean RMS value of nuclear recoils increases more strongly com-
pared to that of electron recoils. However, at ∼ 150 keV the difference relaxes back to the
observed distribution for electron-recoil candidates.

Also depicted as red data points (with error bars) in figure 7.6 are the cut values automati-
cally determined in the blind data set of Lise (see section 5.3.8 and table D.3c in the appendix).
In the energy range below 170 keV in total 24 869 γ-candidates and 8 694 neutron-candidates
are observed before the cut is applied and thereof 20 399 and 5 892 events survive, respec-
tively. Thus, the energy independent surviving fraction is 82.03 % for γ-candidates and only
67.77 % for neutron candidates. For energies between ∼ 100 keV and ∼ 140 keV the majority
of the neutron induced events is removed by the RMS cut.

As depicted in figure 7.7 this results in an observable decrease of the number of events up to
a complete removal of the nuclear recoil population, while in the same energy region electron
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recoils are not strongly affected. This is discussed in more detail in the remaining part of this
section. As for TUM40, also for Lise the calculated nuclear recoil band (blue) describes the
measured location of neutron induced events well.

It has to be noted, that this “removal effect” is not caused by the newly developed cut-limit-
determination method but is an effect of the detector and the template fit. It is also present in
other analyses of Lise [150, 151] and, furthermore, also in the detector TUM38. For TUM40
nothing comparable is observed (see figure 7.3) and also VK27 and VK28 are not affected.

There are several ways to deal with this observation: firstly, the cut limit can be released to
not remove the nuclear recoil events at high energies. While this solution is easy to implement
for a manually chosen cut limit it is hardly possible with the automatic determination method
since the RMS distributions of both populations in Lise seem to be very different for energies
between ∼ 50 keV and ∼ 150 keV (see figure 7.6).

However, at the low energies of interest for Dark Matter searches no large deviation be-
tween both populations is observed in figure 7.6. Thus, a cross-check of the fraction surviving
the RMS cut for both populations is performed and the result is depicted in figure 7.8. While
the fraction of nuclear recoils surviving the cut is depicted as blue data points, electron re-
coils are marked in red. As already described before, starting at ∼ 50 keV a large fraction of
nuclear recoil events is removed by the RMS cut. In the energy bin ranging from 110 keV to
130 keV a minimal surviving probability for the RMS cut of only ∼ 1.3 % for neutron can-
didates is observed. Also for electron recoils a slight decrease of the surviving probability
with increasing energy is observed. However, in the energy range relevant for Dark Matter
searches (< 40 keV) only a negligible difference of a few percent is observed between both
populations.

In figure 7.9 the corresponding plot for the neutron calibration data of TUM38 is depicted.
Again, for electron-recoil candidates depicted in red a modest drop with increasing energy
is observed. Similar to the situation in Lise starting at ∼ 65 keV a large fraction of nuclear-
recoil candidates (blue) is removed from the RMS cut. The minimum surviving probability of
∼ 2.3 % is achieved in the energy bin around∼ 140 keV Interestingly, the surviving probability
increases again and at higher energies ∼ 92.4 % of all nuclear-recoil candidates survive.

However, as for Lise also for TUM38 for the relevant energy range for Dark Matter search
(. 40 keV) no significant difference between both populations is observed. In conclusion,
despite the removal of high-energetic nuclear recoil events it is valid to apply the RMS cut to
the Dark Matter data set of Lise and TUM38.
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Figure 7.8: Survival probability of the RMS cut of Lise (values determined based on data of
the blind data set) for neutron (blue) and electron (red) recoils. For electron recoils a slight
decrease with increasing energy is observed. Starting at ∼ 50 keV a large fraction of nuclear
recoils is removed by the RMS cut. However, in the energy range relevant for Dark Matter
searches (< 40 keV) no strong deviation between both event populations is observed.

Figure 7.9: Survival probability of the RMS cut of TUM38 for neutron (blue) and electron
(red) recoils. As for Lise also for electron recoils of TUM38 a modest decrease with increasing
energy is observed. Starting at ∼ 65 keV a large fraction of nuclear recoils is removed by the
RMS cut. However, as for Lise also in TUM38 in the energy range relevant for Dark Matter
searches (< 40 keV) no strong deviation between both event populations is observed.
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As long as no clear signal of Dark Matter particles is observed in the data set of an experiment,
only upper limits constraining the possible WIMP-nucleon cross section σWN (see section 2.1)
can be obtained. Thereby, the observed number of events in the given exposure, i.e. the product
of measurement time and detector mass, is an important input. The less events are observed
the stronger is the limit, i.e. the lower is the allowed cross section. These limits are the fig-
ure of merit when the performances of different (direct) Dark Matter search experiments are
compared. Thus, the main topic of the high level analysis performed in the present work is
the calculation of exclusion limits restricting the allowed parameter space in WIMP mass and
WIMP-nucleon cross section for possible Dark Matter particles based on the obtained data.

In section 8.1 the statistical methods used by the direct Dark Matter community are briefly
presented. Furthermore, the influence of changing several detector parameters on a generic
limit is discussed. The actually used one-dimensional method to calculate an optimal limit
in case of the presence of an unknown background is explained in more detail in section 8.2.
Finally, in section 8.3 the acceptance region and the method to calculate the expectations are
briefly described.

8.1 Statistical Methods and Generic Limit

The following discussion about the used statistical methods and the generic results of a direct
detection experiment is mainly based on [152] and references therein. Various statistical meth-
ods are used in direct Dark Matter experiments to derive upper limits on the WIMP-nucleon
cross section as a function of the Dark Matter mass or to claim a detection of Dark Matter.
Thereby, the analysis has to consider two contributions, the Poisson distribution of the signal
and the detector response together with its uncertainties due to unavoidable backgrounds. A
detailed description of various statistical methods used in the Dark Matter community can be
found in [153].

The first intuitive method used in experiments featuring a discrimination between different
types of particles is the selection of a signal region, where the expected signal-to-background
ratio is high. If the background distribution is known, e.g. from Monte Carlo simulations or
by using calibration data, the expected background contribution can be calculated. By us-
ing a method developed by Feldman and Cousins, which is based on the likelihood ratio of
Poisson distributions, either an exclusion limit (one sided confidence interval) or an inter-
val representing the uncertainties on a possible signal (two sided confidence interval) can be
computed [154].

However, if the background contribution is unknown or the uncertainty is too large Yellin’s
method to calculate an optimum limit can be used [155]. In the next section this method is
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Figure 8.1: Illustration of generic results of direct Dark Matter search experiments. If an
excess of events is observed a signal contour (black closed curve), enclosing the constrained
parameter space, is drawn. However, typically no or only a few events, comparable with the
background expectation, are observed. Thus, only upper limits (open curves) constraining
the WIMP-nucleon cross section as a function of the WIMP mass are obtained. While the
black line shows the reference limit, the colored lines illustrate the effect on the achievable
sensitivity of variations of the detector design or properties. Image taken from [152].

explained in more detail, while here it is only important that the difference between expected
signal shape and observed event distribution is exploited to obtain conservative results. How-
ever, by construction using this method always results in an upper limit (one-sided confidence
interval) and, therefore, no signal discovery is possible.

Finally, when the full knowledge of the signal and the background distributions is available a
maximum likelihood estimator could be used to obtain statistical conclusions (see e.g. [156]).
Using a profile likelihood method it is possible to include systematic uncertainties of nui-
sance parameters, which are not of direct interest for the analysis. One advantage of this kind
of method is the natural transition between the calculation of a limit (one-sided confidence
interval) and a possible signal (two-sided confidence interval).

Independent of which method is used to calculate an upper limit on the WIMP-nucleon
cross section or to obtain the allowed parameter space of a possible signal the result is com-
monly depicted as function of the WIMP mass. Figure 8.1 illustrates the parameter space and
also contains an example of a generic signal contour (black closed curve), which encloses the
allowed parameter space obtained from the calculation method. Furthermore, different upper
limits are drawn in figure 8.1, where all points lying in the parameter space above the re-
spective open curve are excluded. Three different typical regions are observable for all drawn
limits. Due to the energy threshold of the detector the sensitivity is reduced at low WIMP
masses. The minimum of the exclusion curve is defined by the kinematics of the scattering
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process, and, thus, it depends on the target nucleus. The local Dark Matter density ρχ is a
constant (see section 2.1) and, therefore, a lower overall number of particles must exist if the
individual particles become heavier. Thus, the event rate scales overall with 1/mχ , where mχ

is the Dark Matter particle mass. This explains the reduction of the sensitivity at large WIMP
masses.

Two factors typically limit the achievable sensitivity: the exposure, which is the product of
the target mass and the measurement time, and the observed background therein. Performing
longer measurements or increasing the available target mass results in an increased exposure.
However, compared to the reference limit (black line in figure 8.1) an increased exposure
(green line) leads only to an improved sensitivity if the background does not scale up simul-
taneously. Therefore, typically better background reduction techniques are required when an
experiment upgrades its target mass.

As explained in section 2.1 for the WIMP-nucleon scattering the event rate is expected to be
proportional to the square of the nucleon number (A2). However, using a lighter element also
modifies the kinematics of the scattering process as well as it reduces the probable minimum
velocity vmin. Thus, for an experiment with a lighter target nucleus (red line in figure 8.1),
compared to the target material used to obtain the reference limit (black line), a shift of the
maximum sensitivity to lighter WIMP masses is observed, while simultaneously, the overall
sensitivity is reduced due to the lower event rate.

Finally, lowering the energy threshold of the detector would not only make it possible to
extend the sensitivity to lighter WIMP masses but also to probe a lower minimum velocity
vmin. Thus, the observed limit (blue line) is shifted towards smaller cross sections as well as to
lower WIMP masses compared to the reference limit (black line). Simultaneously, due to the
exponential rise of the expected recoil-energy spectrum a higher rate and, thus, a lower limit
is observed for all WIMP masses. However, reducing the energy threshold of a real detector
is – if at all possible – not an easy task.

8.2 Yellin’s Statistical Methods

In this section the above-mentioned statistical methods developed by Yellin and used in the
present work are explained in more detail. As a first step, in the relevant parameter space of
discrimination parameter and energy deposited a signal region is defined and all events therein
are considered as potential signal. This allowed region is designated as acceptance region
and the actually chosen boundaries are explained in section 8.3. Here it is only important
that the events considered are used to calculate an upper limit on the WIMP-nucleon cross
section. The basic idea behind this limit calculation is, that for a given Dark Matter particle
mass in the obtained exposure a certain cross section leads to a certain amount of events in
the acceptance region. This expectation is statistically compared to the observed number of
events. Cross sections which lead to a number of events that is too high are ruled out with a
certain confidence, if the expectation is above the number of observed events at this confidence
level (C.L.).

Conventionally, for Dark Matter searches a confidence level of 90 % is chosen. Thereby,
frequentist statistics (as opposed to a Bayesian interpretation) have to be applied and in this
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statistic framework the meaning of an upper limit at a confidence interval of 90 % is the fol-
lowing: Imagine a large set of independent experiments, all identical to the single one actually
performed in reality. For the outcome of each imaginary experiment a limit is calculated with
a certain method. If for 90 % of these limits the true value of the cross section is below the
actual limit the method provides a 90 % confidence level. Thus, the frequency of possible out-
comes is stated and hence, the name of the framework. In contrast, Bayesian credible intervals
are a statement about the degree of belief of the tested hypothesis inferred from Bayes’ theo-
rem. Consequently, only Bayesian statistics allow to compute the probability for a theoretical
model to be true based on the observed data. A review about Bayesian analysis of several dark
matter experiments is given in [157]. However, this is still less common for direct Dark Matter
experiments.

By using Poissonian probabilities such a (frequentist) 90 % C.L. upper limit could be cal-
culated based on the comparison between the expected and the observed numbers of events.
However, usually not only signal events are observed in the acceptance region but, due to
imperfect separation, also backgrounds may contribute. Thus, the total number of observed
events is the sum of a potential signal and background events. In case the rate of background
events is not known precisely no background subtraction is possible and the resulting limit
based on the total number of events might be too conservative.

Yellin developed statistical methods to calculate an upper limit for such a situation where
an unknown background is present in the data [155]. These methods are nowadays used by
several direct detection experiments [152] like SuperCDMS, CRESST and PICO. These meth-
ods have in common, that in addition to the number of events they also take the distribution
of all accepted events in a certain parameter (e.g. the recoil energy) into account and exploit
the absence or low density of events in regions where a high signal contribution is expected.
Thus, these methods can yield stronger limits than a procedure where only the total number of
events is considered. Without loss of generality in the following it is assumed that the relevant
parameter is the recoil energy for simplicity reasons.

In figure 8.2 a schematic example is depicted to visualize the basic concepts of these meth-
ods. A set of observed events with different recoil energies (blue histogram) is drawn together
with the expected recoil-energy spectrum dR

dER

∣∣∣
exp

for a certain Dark Matter mass and cross

section (black solid line). Apparently, there is a difference in the observed and expected
recoil-energy spectrum. Most likely the high-energetic events are induced by backgrounds
and Yellin’s methods, explained in the following, take this kind of information into account.

8.2.1 Maximum Gap Method

The first method is the so-called maximum gap method since it utilizes the maximum gap in
the recoil energy between the different events. For a given set of N observed events with recoil
energies Ei (i = 1, . . . ,N) and the lower and upper boundary of the acceptance region (E0 and
EN+1, respectively) the gaps (in energy) between any two adjacent events are searched. If
the expected energy spectrum of the signal dR

dER

∣∣∣
exp

is scaled by the measured exposure, for

a given value of the WIMP-nucleon cross section σWN the “size” of the gap is equivalent to
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Figure 8.2: Illustration of Yellin’s maximum gap method [155]. Shown is the observed event
distribution as a function of the recoil energy (blue histogram) and the expected signal spec-
trum dR

dER

∣∣∣
exp

(black solid line). The maximum gap (shaded area) is the interval between two

adjacent events, where the integral of the signal expectation (also denoted size) is maximal.
Based on the non-observation of signal events in the maximum gap an upper limit is set.
The method exploits the spectral difference between signal and background distribution and,
thus, results in upper limits not too badly weakened by a large unknown background contribu-
tion [155].

the number of expected events in the respective gap. The number of events is given by the
following integration:

xi ≡ xi(σWN) :=
∫ Ei+1

Ei

dR(ER,σWN)

dER

∣∣∣∣
exp

dER, i = 0, . . . ,N. (8.1)

The gap with the maximal size (the so-called maximum gap) is denoted by x̂ in the following
and is used to set the upper limit.

The maximum gap method exploits the observed difference between the spectral shapes of
signal and background and, thus, is robust against unexpected background events as long as
the observed background is distributed differently than the signal expectation. The maximum
gap used to set the limit is preferably found in regions where the number of expected signal
events is large but simultaneously only a few events are observed. On the contrary, in densely
populated regions which are probably spoiled by a large number of background events, the
maximum gap is only found when the signal expectation is very high as well.
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The total number of expected events µ is defined as:

µ ≡ µ (σWN) :=
∫ EN+1

E0

dR(ER,σWN)

dER

∣∣∣∣
exp

dER. (8.2)

In [155] it is shown that the probability of the maximum gap being smaller than a particular
value x̂ is only a function of x̂ and µ and given by

C0(x̂,µ) =
m

∑
k=0

(kx̂−µ)k e(−kx̂)

k!
·
(

1+
k

µ− kx̂

)
, (8.3)

where m is the greatest integer ≤ µ/x̂.

The expected energy spectrum of the signal dR
dER

∣∣∣
exp

is directly proportional to the assumed

cross section σWN and, thus, increasing the latter results in a larger value for x̂ and µ . There-
fore, at some point, C0(x̂,µ) reaches the value 0.9 and the respective value of σWN is then the
desired upper limit σ90 at a 90 % confidence level. No Monte Carlo simulation is required to
compute the confidence level, since the same analytical function for C0 applies independently
of the expected shape of the signal distribution [155].

8.2.2 Optimum Interval Method

The optimum interval method is a generalization of the maximum gap method for the case
of a relatively high density of events in the data [155]. The difference is, that instead of
searching only for the largest interval with n = 0 events inside (maximum gap method) also
the largest intervals with n = 1,2, . . . ,N events inside are determined. Similar to the maximum
gap method also here the “sizes” of the intervals correspond to the number of events expected
therein and are denoted by x̂n. Out of these intervals the one which gives the most stringent
result is used to set the upper limit.

Technically, this new approach requires new functions Cn(x̂n,µ), which describe, analo-
gously to equation 8.3, the probability that the largest interval with n events inside has a size
≤ x̂n. These functions can no longer be calculated analytically but have to be computed and
tabulated with a Monte Carlo program [155]. Out of the set of intervals x̂n there exists one
with the largest value Cmax := max Cn(x̂n,µ) and this interval is used to set the upper limit.

Similar to the maximum gap method, also here the desired upper limit is the smallest cross
section, for which the value of Cmax is above a certain probability. However, a statistical
penalty has to be paid for being allowed to determine Cmax as the maximum of all Cn(x̂n,µ)
a posteriori. Thus, for a 90 % confidence level it is not sufficient to increase the cross section
until a value of 0.9 has been reached. Instead, Cmax has to reach a value C̄(µ)≥ 0.9, whereby
the values of the function C̄(µ) are either tabulated with a Monte Carlo program (low statistics)
or in case of high statistics an analytical approximation exists [155, 158]. In figure 8.3 the
required values of C̄(µ) are shown. In [155] and in [123] it is checked and confirmed that for
the resulting limit, obtained by the method itself as well as the actual implementation used in
the present work, the confidence level is truly 90 %.
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Figure 8.3: Plot of C̄(µ) used by Yellin’s optimum interval method as a function of the total
number of expected events µ . The values are either obtained by a Monte Carlo simulation
(low statistics) or in case of high statistics by an analytical approximation [155, 158]. For the
limit calculation the cross section σWN is increased until the value of Cmax reaches the drawn
value of C̄(µ). Then, the cross section is the desired upper limit at a 90 % confidence level.

In [155] the performance of the two different methods is compared to each other. On average
the performance of the optimum interval method results in stronger limits than the maximum
gap method, in particular for a larger number of observed events. However, this depends on the
particular data set and in some cases also the maximum gap method might result in stronger
limits. For the analysis performed in the present work, the optimum interval method is chosen
a priori, since in all detectors analysed a relatively large number of events is observed.

To conclude this section about the two Yellin methods the main advantages of these methods
are summarized:

• There is no influence caused by binning of the data, since the unbinned data set is
handled by the algorithms.

• Both algorithms are relatively insensitive to small changes in the accepted energy range
since this will only change the maximum gap/optimum interval if the latter extends to
the lower or upper energy threshold of the accepted range.

• A difference in the spectral shape of signal and background distributions is inherently
exploited by Yellin’s methods. Therefore, background events, which are distributed
differently than the expected signal distribution, weaken the upper limit less compared
to methods, where only the total number of observed events is considered.

197



8 Exclusion Limits

8.3 Acceptance Region and Signal Expectation

In section 2.1 it is explained how the expected recoil spectrum for a given WIMP mass is
calculated. It is discussed, that for high transferred energies the influence of the form fac-
tor dominates and that several other detector effects, like e.g. energy resolution and energy
threshold, have to be taken into account when a real detector is considered. In the present sec-
tion, this theoretical spectrum is used as an input for the generation of an expected spectrum

dR
dER

∣∣∣
exp

which is then in turn used in Yellin’s optimum interval method and compared to the

observed recoil energy distribution. An additional aspect, which is explained below, is how
the three nuclei of CaWO4 and their different light yield distributions are considered in the
one-dimensional Yellin methods.

8.3.1 Acceptance Region

As a first step the acceptance region, where a high number of signal events and, simulta-
neously, a low background contribution are expected, has to be defined. In CRESST-II the
light yield is the discrimination parameter between sought-for nuclear recoils and the domi-
nant backgrounds inducing electron recoils. Thus, the acceptance region is defined in the light
yield - energy plane. In principle, the complete nuclear recoil band, consisting of the three
bands for oxygen, calcium and tungsten is the region, where events induced by Dark Matter
particles are expected to show up. Thus, it is desired to include as much as possible of this
region to be able to detect as much as possible of the low event rate expected for Dark Matter
particles.

However, due to the finite detector resolution of both phonon and light detectors the ob-
served bands have a finite width whereby the bands are broader at lower energies (see chap-
ter 7). Therefore, at the low energies of interest for Dark Matter searches (. 40 keV) the
nuclear recoil band overlaps to some extent with the e−/γ-band. Thus, it is expected that with
increasing light yield more and more e−/γ-events leak into the nuclear recoil band. This over-
lap strongly depends on the module and, in particular, on the respective detector performance.

In order to reduce the leakage from the e−/γ-band, in [127, 159] the upper limit of the
acceptance region is set to the mean line of the oxygen band. The lower boundary of the
acceptance region is set to the 90 % lower boundary of the tungsten band. Thus, only ∼ 50 %
of the recoils scattering off oxygen are expected to be located in the acceptance region. For
the two other constituents the fraction is higher but dependent on the recoil energy and the
mass of the Dark Matter particle.

Based on the data of the training set of TUM40, for different acceptance regions exclusion
limits were computed, whereby the above-mentioned choice results in the best, i.e. lowest,
upper limit [127]. The influence of the choice, which definition for the acceptance region
is used, on the final results has been studied in [123]. For reasons of comparability, in the
present work for the calculation of the exclusion limits of all detectors analysed the above-
defined acceptance region is used.
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8.3.2 Expected Recoil-Energy Spectrum Observed in a Real
Detector

As a first step towards the expected recoil-energy spectrum observed in a real detector, the
expected (WIMP-mass dependent) distribution of WIMP-induced events in the light yield (LY )
- energy plane can be defined. Therefore, the two-dimensional density function ρ (ER,LY ) is
used

ρ (ER,LY )≡ ∂ 2R(ER,LY )
∂ER ∂LY

. (8.4)

Within the observed exposure X (given in units of kg d) of the respective detector the num-
ber of expected events in a small two-dimensional bin (ER; ER +dER)/(LY ; LY +dLY ) should
be given by ρ (ER,LY )dER dLY . Both ingredients required for the construction of such a
function have already been introduced for the case of a single type of target nuclei. The dif-
ferential rate dR

dER

∣∣∣
acc

, which already contains the effects caused by the finite energy resolution
and energy threshold, is defined by equation 2.27. In addition, it is discussed in chapter 7
that nuclear recoils are observed in a roughly horizontal band, whereby the mean LY (ER) and
width σ (ER) are energy and nucleus dependent. Under the assumption that the events of a
certain type are Gaussian distributed in the light yield around the calculated mean of the band
the desired distribution function takes the following form:

ρ
QF (ER,LY ) = X · dR(ER)

dER

∣∣∣∣
acc
· 1
√

2π σ
QF
yield(ER)

exp

−(LY −LY QF(ER)
)2

2
(

σ
QF
yield(ER)

)2

. (8.5)

Thereby, LY QF(ER) is the mean line and σ
QF
yield is the width of the quenched band in the light

yield - energy plane as discussed in detail in chapter 7. Please note, that in general also the
quenching factor QFx (ER) of the particle x is energy dependent (see section 4.5), but in the
notation this dependency is dropped for simplicity reasons. Conventionally, the differential
rate dR(ER)

dER
is given in units of the exposure X . However, the density function ρQF (ER,LY ) as

defined here includes the exposure X for reasons of convenience.
The generalization of this approach to define ρQF (ER,LY ) for a target material made of in

total M different constituents is straightforward. Each element m makes up a certain mass
fraction xm of the total mass and hence, of the total exposure. Also the energy dependent
quenching factor QFm (E) is different for each constituent. However, the number of expected
events in a certain bin in the light yield - energy plane is just the sum of the different event
numbers expected in this region for the constituents. Thus, the total expected density distribu-
tion is given by

ρ (ER,LY ) =
M

∑
m=1

xm ·ρQFm (ER,LY ) , (8.6)

where the partial densities ρQFm (ER,LY ) are defined by equation 8.5 and calculated for the
total obtained exposure. The different interaction probabilities expected for WIMPs scattering
off target nuclei are automatically taken into account by using the expected energy spectrum
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dR(ER)
dER

of the respective nucleus for the evaluation of the partial densities. Via the differen-
tial rate, the expected signal density ρ (ER,LY ) depends linearly on the WIMP-nucleon cross
section σWN:

ρ (ER,LY ) = σWN ·ρ1pb (ER,LY ) , (8.7)

where ρ1pb (ER,LY ) is the expected density for a reference cross section of 1 pb.
In CaWO4, which consists of the three nuclei oxygen (O), calcium (Ca) and tungsten (W),

the mass fractions are:

xCa = 0.1392, xO = 0.2223, xW = 0.6385. (8.8)

An image of the expected total signal density as well as the partial densities for a WIMP
scattering off CaWO4 is given in [44].

For the two previously explained one-dimensional Yellin’s methods the expected energy
spectrum and not the signal density is required as an input. Thus, the signal density has to
be integrated over the light yield, whereby the integration boundaries are given by the light
yield boundaries of the acceptance region. Finally, the obtained energy spectrum has to be
multiplied by the signal survival probability to derive dR

dER

∣∣∣
exp

, which is then compared by

Yellin’s methods to the observed energy spectrum of all accepted events.
The software to compute exclusion limits based on Yellin’s statistical methods has been

developed mainly during the works described in [44, 103, 123, 124]. In the present work, it is
used to calculate the upper limits based on the data of the detectors analysed and the results
are shown in chapter 9.
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In the present chapter the results for all five modules analysed are presented and discussed. In
several detectors it was required to adjust some minor issues of the analysis in particular to
ensure a proper fit of the RMS distribution also in the complete data set. To reestablish the
convergence of the fit in most detectors, it is sufficient to enlarge the energy-limit parameter.
As a reminder, above this limit the bin width is doubled compared to the low energetic region
(for more details see section 5.3.8). As this limit is set far above the energy region relevant
for the Dark Matter search this is typically not discussed further. However, in the case of
the module TUM38/Petrus further adjustments are required which are discussed in detail in
section 9.3.

The chapter is structured in the following way: First, in section 9.1 the results of the anal-
ysis performed in the present work for Lise/Enrico is shown and compared to the published
result of this module [159]. In section 9.2 the results of the overall best performing mod-
ule TUM40/Michael are presented and the exclusion limit of the low-threshold analysis is
compared to other limits obtained by CRESST. In the sections 9.3 – 9.5 the results of the
three modules TUM38/Petrus, VK27/Diogenes and VK28/Zam, respectively, are discussed.
In particular, in these three modules an excess of events in the acceptance region is observed.
Therefore, in section 9.6 possible sources for these low light-yield events are discussed. The
radioactive contamination observed in the TUM-grown crystals TUM38 and TUM40 are com-
pared in section 9.7. Finally, to summarize this chapter the parameter space containing recent
results of various direct Dark Matter searches is shown in section 9.8.

9.1 Module Lise/Enrico

The module Lise/Enrico, where Lise is the phonon detector and Enrico the corresponding
light detector, is of conventional design (see section 3.2). In this design not all parts inside
the module housing are scintillating or active (e.g. the holding clamps, see section 3.4.1).
Thus, a surface α-contamination can potentially lead to background events, which mimic
WIMP recoils. Therefore, all detectors of the conventional design are excluded from the high
mass Dark Matter analysis (& 10 GeV), where a background free region of interest (ROI)
is favored. However, due to the finite resolution of the detectors (in particular of the light
detectors) the different bands in the light yield - energy plane overlap at low energies. Thus, an
increased background contribution is anyhow expected at low energies. Therefore, whenever
a dedicated low-threshold analysis is performed the request of an almost background-free
ROI is relaxed. In this case it is beneficial to include modules of conventional design if the
threshold of these modules is considerably lower than the one of the alternative designs. As
mentioned in section 5.1, Lise features the lowest trigger threshold (308 eV) of all phonon
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detectors operated in CRESST-II phase 2 and, thus, is analysed in a dedicated low-threshold
analysis.

Beginning of 2016 the CRESST collaboration published a low-threshold analysis solely
based on this single module [159]. The present analysis is one of four independent analyses
performed to cross-check and validate the complete analysis process starting from raw data to
the final result. Based on the results of the training set of Lise, one analysis has been chosen
a-priori, i.e. before un-blinding, to be used for the final publication. It has to be explicitly
mentioned, that all analyses yield consistent results in the training set as well as in the final
blind data set. Data collected during an exposure of in total 52 kg days are analysed and the
results are presented in the following.

9.1.1 Signal Survival Probability

As explained in chapter 5, several cuts are performed to remove all kinds of invalid pulses from
the data set and in particular to ensure that the energy reconstruction of all pulses is valid. The
method to obtain the signal survival probability, i.e. the probability for a nuclear recoil event
to survive the complete cut sequence, is discussed in section 5.4. There, one example of Lise
is shown and cross-checked with neutron calibration data, whereby good agreement between
both methods is found.

In figure 9.1 the signal survival probabilities for the blind data set of Lise are depicted. The
different curves are the resulting signal survival probabilities after successive application of the
different selection criteria. Firstly, the combination of rate and stability cut (purple solid line)
removes all periods of the data taking, where one or even both detectors of the respective mod-
ule were not fully functional. As all pulses recorded during these time periods are removed, no
energy dependency is expected and observed. The same is valid for the coincidence cuts (blue
solid line), which remove all events which are coincident with another detector (cryogenic
module or muon veto). For the majority of these events random coincidences are removed
and, thus, no energy dependency is expected. The largest fraction of events is removed by the
data quality cuts (red solid curve), which introduce a slight energy dependency at low energies
(. 1 keV)45. There the determination of some pulse parameters is already limited due to the
low signal-to-noise ratio, resulting in a larger fraction of removed events compared to higher
energies (see section 5.4.1). The final signal survival probability is obtained after application
of the pulse shape cuts (black curve). This last cut sequence removes another considerable
fraction of signal events at low energies (. 4 keV). As explained in section 6.6 stringent cuts
are applied to remove all TES-carrier pulses. At low energies, these cuts are mainly based on
the performance of multilayer perceptrons (MLPs), trained with simulated pulses. The pecu-
liar shape of the curve is explained in section 6.7 and is basically caused by the application of
these two MLP based cuts. At the threshold energy of 308 eV of Lise only ∼ 6 % of all signal
events survive the complete cut sequence, which is half the value of 12 % reported in [159].

45 The steep drop of the signal survival probability starting at ∼ 0.4 keV is due to the trigger threshold of the
detector.
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9.1 Module Lise/Enrico

Figure 9.1: Signal survival probabilities for the blind data-set of the module Lise/Enrico after
successive application of different selection criteria. The stability cuts (purple curve) and the
coincidence cuts (blue curve) remove a fraction of events independent of the energy. The
biggest fraction of events is removed by the data quality cuts (red curve). Besides the drop
off at the trigger threshold of 308 eV a slightly larger fraction of events is removed by the
data quality cuts at low energies. The final cut efficiency is obtained after application of the
pulse shape cuts (black curve), which removes a significant fraction of events at low energies.
At the threshold a final cut acceptance of only ∼ 6 % survives the complete cut sequence.
In section 5.4 the method to determine these probability curves is explained and also cross-
checked with neutron calibration data.
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Figure 9.2: Light yield - energy plot of the blind data set of Lise. In red different limits of the
e−/γ-band are drawn: The solid lines restrict the central 80 % e−/γ-band and correspond to its
90 % upper and lower limit, while the red dashed line is its lower 5 σ boundary. The blue solid
lines mark the nuclear recoil band, where the upper line is the 90 % upper limit of the oxygen
band and the lower line the lower 90 % limit of the tungsten band. The region of interest used
for the Dark Matter analysis is highlighted in yellow. In energy it ranges from the energy
threshold of 308 eV up to 40 keV. In the light yield coordinate it is restricted from the mean of
the oxygen band (green dashed line) down to the lower 99.5 % line of the tungsten band. All
events in this region are considered as potential WIMP events in the one-dimensional Yellin
optimum interval method applied.

9.1.2 Light Yield - Energy Plot

In figure 9.2 the light yield - energy plot for the blind data set of Lise (after application of all
cuts) is depicted. Additionally, also different lines mark different limits of the expected bands
(see chapter 7). The red solid lines restrict the central 80 % e−/γ-band and correspond to its
90 % upper and lower limit, respectively. The red dashed line corresponds to the 5 σ lower
limit of the e−/γ-band below which no significant leakage is expected.

The nuclear recoil band is marked in blue, where the upper line corresponds to the upper
90 % limit of the oxygen band and the lower line to the 90 % lower limit of the tungsten band.
Highlighted in yellow is the ROI used for the Dark Matter analysis. In energy it expands from
the threshold of the detector (308 eV) up to an analysis threshold of 40 keV. Above this energy
no significant Dark Matter contribution is expected anymore due to the strong influence of the
form factor (see section 2.1). In the light-yield coordinate the ROI ranges from the center of
the oxygen band (green dashed line) down to the 99.5 % lower limit of the tungsten band.

There are a few events below the 5 σ lower limit of the e−/γ-band (red dashed line) indicat-
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Figure 9.3: Energy spectrum of Lise below 100 keV and truncated at 80 counts / 50 eV for
clarity. Two prominent features are visible: Firstly, the β -spectrum of an intrinsic 210Pb con-
tamination ranging from∼ 46.5 keV up to 63.5 keV is measured. Secondly, the two X-ray lines
of 55Mn at 5.9 keV and 6.5 keV are observable. They are caused by a 55Fe-source, mounted in
a near-by module, accidentally illuminating the absorber crystal of Lise. The total count rate in
the energy region from 1 keV up to 40 keV is 10.53±0.09 counts/(keV kg day). When the ac-
cidental illumination with the 55Fe-source is excluded a value of only 7.04±0.08 counts/(keV
kg day) is obtained for the overall background level.

ing the presence of an additional background source. As explained in section 3.4.1 due to a
surface α-contamination events are induced with recoil energies of∼ 103 keV. If the recoiling
nucleus looses part of its energy before hitting the absorber crystal events with lower recoil
energies are observable. For some events also the corresponding α-particle or light produced
in the scintillating surroundings is detected resulting in a population of events near the 5 σ

limit of the e−/γ-band. However, the four events above 40 keV and below the central line of
the oxygen band are most probably due to background events where no additional light of the
α-particle is observed.

Two prominent features are observable in the e−/γ-band of Lise in figure 9.2 as well as in
the energy spectrum below 100 keV, as depicted in figure 9.3. Firstly, there is an intrinsic con-
tamination of the crystal with 210Pb resulting in the large event population around∼ 46.5 keV.
210Pb is part of the natural decay chain of 238U and decays under emission of a β -particle with
a half-life of 22.3 a into 210Bi [90]. In 84 % of the decays the resulting daughter nucleus is in
an excited state and relaxes within less than 3 ns by emission of a∼ 46.5 keV γ-ray. If the elec-
tron of the β -decay is not detected only the γ-line is observed, otherwise the endpoint of the
resulting β -spectrum is at 63.5 keV. The observation of this additional high-energetic tail in
Lise supports the assumption of an internal contamination, since for an external contamination
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only the γ-line would be observed.
The second spectral feature visible in figure 9.2 and more clearly in figure 9.3 is a promi-

nent line at ∼ 6 keV. A detailed zoom into this energy region reveals a double-peak structure
at the Kα and Kβ X-ray energies of 55Mn caused by the accidental illumination of the ab-
sorber crystal by a near-by 55Fe-source46. Via electron capture 55Fe decays into 55Mn and the
resulting vacancy in the electron shell is filled via emission of a characteristic X-ray [90]. In
section 4.7.3 these two lines are used to monitor the long-term stability of the energy calibra-
tion.

There are a few other features in the e−/γ-band (e.g. the Cu fluorescence line at ∼ 8 keV),
which are hardly visible in figure 9.3 due to the low activity and are of no particular inter-
est here. The overall e−/γ-background level in the energy region from 1 keV up to 40 keV
is determined to be 10.53± 0.09 counts/(keV kg day). When the contribution of the acci-
dental illumination with the 55Fe-source is excluded a value of 7.04± 0.08 counts/(keV kg
day) is obtained for the overall background level. Compared to the result obtained in [159] of
13.0 counts/(keV kg day) and 8.5 counts/(keV kg day), respectively, the values achieved in the
present work are significantly lower.

9.1.3 Exclusion Limit of the Blind Data Set
As mentioned earlier (see section 7.1) the light detector Enrico has a worse performance com-
pared to a standard light detector operated in CRESST-II and, thus, a large leakage into the
ROI is observed. In the blind data set, in total 1318 events are located in the ROI for Dark
Matter search (yellow region in figure 9.2). The corresponding energy spectrum is depicted in
figure 9.4 and also shows the two characteristic lines caused by the 55Fe-source. As explained
in section 8.2 all accepted events are considered as WIMP events for the calculation of the
one-dimensional Yellin’s optimum interval exclusion limit. This results in a conservative ex-
clusion curve, since also the considerable leakage, e.g., of the two 55Mn X-ray lines, is treated
as signal events.

In figure 9.5 the resulting 90 % C.L. exclusion limit on the WIMP-nucleon cross-section is
shown for the present analysis as black solid line and compared to other results of CRESST-
II. The published result of the blind data set of Lise is shown as red solid line, while the
corresponding 1σ sensitivity expectation is the light red band [159]. To obtain this band 10000
Monte Carlo sets are created from an empirical model describing the observed background.
For each of these mock-up data sets an exclusion limit is calculated and the region where
∼ 68 % are located is marked by the band (for more details see [123]). The impact of the
choice of reasonable light-yield boundaries on the resulting exclusion limits is in the order
of these expected statistical fluctuations [123, 159]. In section 8.3 the actual choice for the
light-yield boundaries of the acceptance region are discussed.

The exclusion limit obtained from the training set of TUM40 is drawn as red long-dashed
line [127], while the re-analysis of the commissioning run of CRESST-II results in the red
46 These radioactive sources are placed next to the light detectors of a few modules to be able to absolutely

energy calibrate the respective detector. Typically, they are mounted such, that no X-ray can escape the
module housing and, thus, they only irradiate the respective light detector. However, this does not seem to be
the case for a module located close-by to Lise/Enrico.
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9.1 Module Lise/Enrico

Figure 9.4: Energy spectrum of all 1318 events located in the ROI of Lise. Due to the worse
light detector resolution of Enrico compared to a standard CRESST light detector a large
fraction of leakage events from the e−/γ-band is observed. Therefore, also in the energy spec-
trum of the accepted events the characteristic 55Mn X-ray lines are visible at ∼ 5.9 keV and
∼ 6.5 keV. To be able to see more details the y-axis is drawn in a logarithmic scale. In the one-
dimensional Yellin’s optimum interval method, all accepted events are treated conservatively
as signal events for the calculation of the 90 % C.L. exclusion limit on the WIMP-nucleon
cross-section.

207



9 Results and Discussion

Figure 9.5: Parameter space for elastic spin-independent WIMP-nucleon scattering containing
several CRESST-II results. The favoured parameter space of CRESST-II phase 1 with the two
likelihood maxima M1 and M2 is drawn as the shaded islands [107]. All drawn curves are
90 % C.L. exclusion limits of several other data sets of CRESST-II. The red dashed line is
the result of the re-analysis of the commissioning run of CRESST-II [160]. The two published
results of CRESST-II phase 2 are also drawn: the result of the training set of TUM40 (red long-
dashed curve) [127] as well as the result of the blind data set of Lise (red solid curve) [159].
The light red band is the expected sensitivity for Lise based on an empirical background model.
The black solid curve is the result of the present analysis of the blind data set of Lise. Within
the expected statistical fluctuations both Lise results of the blind data set agree well. The
present analysis results in a slightly worse exclusion limit compared to the published curve
at low WIMP masses (. 4 GeV/c2), while at higher masses (& 10 GeV/c2) a slightly better
exclusion limit is obtained.
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dashed line [160]. The favoured parameter space of CRESST-II phase 1 with the two like-
lihood maxima M1 and M2 is drawn as the shaded islands [107] (see section 3.4 for more
details).

As mentioned earlier in this section, the present analysis of the blind data set of Lise agrees
well with the published result. At low WIMP masses (. 4 GeV/c2) the published result is
slightly better while at higher WIMP masses (& 10 GeV/c2) the present analysis performs
marginally better. However, the deviations are in the order of the expected sensitivity fluctua-
tions based on the empirical background model.

Due to the assumed A2-dependency of the cross-section, heavy WIMPs are expected to
mainly scatter off tungsten. However, for small WIMP masses the energy transferred to the
tungsten nucleus drops below the energy threshold of the detector and, therefore, the dominant
scattering partner changes (for more details see [123,159]). In both exclusion curves of Lise at
a mass of∼ 2.5 GeV/c2 the transition from tungsten (higher masses) to oxygen (lower masses)
leads to a visible kink in the exclusion curve47.

Compared to the exclusion limit obtained from the training set of TUM40 (red long-dashed
line in figure 9.5) Lise does not have a competitive sensitivity at high WIMP masses. In
particular in the mass range from 5–30 GeV/c2 the curve obtained from Lise is almost flat due
to the accidental illumination with the 55Fe-source. Above 30 GeV/c2 the curve drops again
since the optimum interval is found at energies above ∼ 6.5 keV and, thus, an enhancement
in the sensitivity is achieved. At the highest WIMP masses drawn the exposure is already the
limiting factor leading to a minimum of the exclusion limit at ∼ 70 GeV/c2. However, for
light masses below ∼ 6 GeV/c2 new parameter space is excluded by this curve compared to
TUM40. This improvement is mainly caused by the flat background down to the threshold of
308 eV observed in Lise. In case of the training set result of TUM40 the threshold is 603 eV
and a rise at low energies (≤ 1 keV) is observed limiting the achievable sensitivity [127]. In
section 9.8 the published limit of Lise (which is in agreement with the curve obtained in the
present analysis) is compared to recent results of other direct Dark Matter search experiments.

9.2 Module TUM40/Michael

The module TUM40/Michael is the best overall performing module of CRESST-II phase 2.
It is of the alternative module design, where the phonon detector is held by CaWO4 sticks
(see section 3.5.4) and, thus, features only scintillating or active surfaces inside the module
housing. Furthermore, the trigger threshold of TUM40 is determined to be 609 eV in the blind
and complete data set. In a subset of the blind data the threshold could be even lowered to
409 eV.

47 Being related to the energy threshold the location of this transition point depends on the detector. In the
exclusion curve of the training set of TUM40 (red long-dashed curve in figure 9.5) a kink is observed at
∼ 4.5 GeV/c2 [127].
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Figure 9.6: Signal survival probabilities of the blind data-set of the module TUM40/Michael
after successive application of the selection criteria. The largest fraction of events is removed
by the data quality cuts (red solid line). Besides the sharp cut-off at the trigger threshold of
609 eV a second energy-dependency is observed at low energies starting already at ∼ 1.5 keV.
At the same energy also the pulse shape cuts remove a significant fraction of signal events
resulting in the final cut efficiency curve (black solid line). Due to this considerable reduction
only ∼ 15 % of all events survive the complete cut series at the threshold.

9.2.1 Results of the Blind Data Set

As for the module Lise/Enrico, also for TUM40/Michael a low-threshold analysis is per-
formed. The results of this analysis are presented in the following.

Signal Survival Probability

For the module TUM40/Michael the signal survival probabilities after successive application
of the selection criteria are depicted in figure 9.6. Compared to the curve obtained for Lise (see
figure 9.1) in TUM40 the stability cuts (purple line, consisting of the rate and stability cuts)
remove a lower fraction of events. The majority of the events removed by the coincidence
cuts (blue curve) is caused by random coincidences. Thus, in TUM40 and Lise basically the
same fraction of events is removed by this criterion. The data quality cuts (red line) ensure
that the energy calibration of the pulses is valid and remove the largest fraction of events.
Besides the cut-off at the trigger threshold also a slight energy dependency is introduced by
this series of selection criteria (see section 5.4.1). The final cut acceptance (black curve) is
obtained after application of the pulse shape cuts. Due to the large efforts performed in the
present work only below∼ 1.5 keV a considerable fraction of events is removed. Compared to
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Figure 9.7: Light yield - energy plot of the blind data set of the module TUM40/Michael.
In red different limits of the e−/γ-band are drawn: The solid lines restrict the central 80 %
e−/γ-band and correspond to its 90 % upper and lower limit, while the red dashed line is
its lower 5 σ boundary. The blue solid lines mark the nuclear recoil band, where the upper
line is the 90 % upper limit of the oxygen band and the lower line the lower 90 % limit of
the tungsten band. The region of interest used for the Dark Matter analysis is highlighted in
yellow. In energy, it ranges from the energy threshold of 609 eV up to 40 keV. In the light yield
coordinate it is restricted from the mean of the oxygen band (green dashed line) down to the
lower 99.5 % limit of the tungsten band. All events in this region are considered as potential
WIMP events in the one-dimensional Yellin optimum interval method applied.

the analysis performed in [127] this is a large improvement of the signal survival probability
below ∼ 5 keV. For TUM40 a final signal survival probability of ∼ 15 % is achieved at the
threshold energy of 609 eV, which is 2.5 times the fraction obtained for Lise in the present
work. Compared to the final value stated in the published result of the training set of TUM40
a similarly large enhancement factor of 2.5 is found [127].

Light Yield - Energy Plane

The resulting scatter plot of the blind data set of TUM40 is depicted in figure 9.7. As for the
plot of Lise also for TUM40 different light-yield bands are drawn: The red solid lines are the
90 % upper and lower limit of the e−/γ-band, while the red dashed line is the 5 σ lower limit.
The blue solid lines mark the nuclear recoil bands and correspond to the 90 % upper limit
of the oxygen band and the 90 % lower limit of the tungsten band, respectively. As for Lise
the yellow shaded area is the region of interest for the Dark Matter analysis. In the energy
coordinate it expands from the threshold of the detector (609 eV) up to 40 keV. In the light-
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Figure 9.8: Recoil-energy spectrum of all events below 100 keV in the blind data set of
TUM40. The majority of all events is located inside the e−/γ-band and, therefore, several
γ-lines are observable. The origins of these lines are discussed in section 9.7. For TUM40
the overall background level in the energy region between 1 keV up to 40 keV is found to be
3.74±0.04 counts/(keV kg day).

yield coordinate a compromise between expected background leakage and maximal signal has
to be chosen. Therefore, the upper limit is the central line of the oxygen band (green dashed
line) while the lower limit corresponds to the 99.5 % lower limit of the tungsten band.

At energies of ∼ 100 keV (and slightly below) several events are observed between the
nuclear recoil and the e−/γ-band. These events are most probably caused by a decay of 210Po
on an inner surface (e.g. crystal or scintillating foil) inside the module housing. The resulting
206Pb daughter nucleus can hit the detector and deposit its energy. The maximal recoil energy
is 103 keV and, therefore, the events are clustered around this energy. The α-particle emitted
in this decay might deposit part of its energy also in the phonon channel (e.g. while leaving
the crystal). However, the majority of the energy is converted into light when the α-particle
hits a scintillating inner surface. This results in a larger light yield of these events and due
to this additional scintillation light these events are shifted out of the nuclear recoil band.
However, this results in a slightly different pulse shape observed in the light detector and,
thus, the majority of this kind of background events is removed by the cut on the RMS of the
light detector. Nonetheless, as these events are in both coordinates, energy and light yield,
well above the ROI they render no problem for Dark Matter searches. They are a direct prove
that the veto for surface-background events works as intended by the module design.

Several line features are observable in the e−/γ-band in figure 9.7 as well as in the energy
spectrum below 100 keV as depicted in figure 9.8. The origins of these lines and their activ-
ities are discussed in detail in section 9.7. The overall background level in the energy region
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Figure 9.9: Recoil-energy spectrum of all accepted events in the blind data set of the module
TUM40/Michael. In total 450 events are located in the ROI for the Dark Matter search (yellow
shaded area in figure 9.7). The spectrum strongly rises with decreasing energy. The few events
clustered around an energy of 2.6 keV might be a hint for a leakage of e−/γ-events into the ROI
as at this energy a γ-line is observed. In the one-dimensional application of Yellin’s optimum
interval method all these events are treated conservatively as WIMP induced events and an
90 % C.L. exclusion limit on the WIMP-nucleon cross section is obtained.

between 1 keV and 40 keV is found to be 3.74± 0.04 counts/(keV kg day) which is slightly
higher compared to the value of 3.51±0.09 counts/(keV kg day) obtained in [131].

Exclusion Limit of the Blind Data Set

In figure 9.9 the energy spectrum of all accepted events in the blind data set of TUM40 is
depicted. With an exposure of 97.99 kg days in total 450 events are found in the ROI for Dark
Matter search. The number of accepted events strongly increases for low energies near the
trigger threshold of 609 eV. The few events clustered around an energy of 2.6 keV might be due
to e−/γ-leakage into the ROI as at this energy a γ-line is observed (see table 9.2 in section 9.7).
In the one-dimensional application of Yellin’s optimum interval method all accepted events
are treated conservatively as WIMP-induced events and a 90 % C.L. exclusion limit on the
WIMP-nucleon cross section is obtained.

In figure 9.10 the parameter space for elastic spin-independent WIMP-nucleon scattering
is drawn including the resulting curve of TUM40 (black solid line). Several other 90 % C.L.
exclusion limits of CRESST-II are also depicted: Most important here is the result of the
training set of TUM40 drawn as red long-dashed curve. The re-analysis of the CRESST-II
commissioning run [160] results in the red dashed line. The published result of the blind data
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Figure 9.10: Parameter space for elastic spin-independent WIMP-nucleon scattering contain-
ing several CRESST-II results. All drawn curves are 90 % C.L. exclusion limits. The result of
the present analysis of TUM40 is drawn as black line. Due to the larger exposure of 97.99 kg
days an enhanced sensitivity compared to the result of the training set of TUM40 (29.35 kg
days, red long-dashed curve) [127] is achieved for almost all WIMP masses. The red dashed
line is the result of the re-analysis of the commissioning run of CRESST-II [160]. The pub-
lished result of the blind data set of Lise (red solid curve) [159] as well as the curve for Lise
(dark-red line) of the present work are drawn. Finally, also the favoured parameter space
of CRESST-II phase 1 with the two likelihood maxima M1 and M2 is drawn as the shaded
islands [107].
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set of Lise (red solid curve) [159] as well as the curve for Lise (dark-red line) of the present
work are also drawn. Finally, the favoured parameter space of CRESST-II phase 1 is marked
by the shaded islands [107].

Due to the exposure of 97.99 kg days the result of the blind data set is for all WIMP masses
considerable lower than the published curve of the training set of TUM40 (red long-dashed
curve, exposure 29.35 kg days). As already explained for Lise, due to the energy threshold of
the detector the dominant scattering nucleus changes at a certain WIMP mass. Therefore, a
kink in the exclusion limit near ∼ 4 GeV/c2 is observed. A saddle point above ∼ 14 GeV/c2

is observed and in [123] it is shown, that removing the accepted event with the highest recoil
energy of ∼ 17.3 keV artificially improves the exclusion limit at higher masses but does not
remove the saddle point. Thus, it is concluded that the saddle point is caused by more accepted
events than this one.

With the data of only this single detector it is possible to restrict a significant part of the
favoured parameter space of CRESST-II phase 1 (labeled CRESST-II 2012 in figure 9.10)
[107]. While the M2 solution (light Dark Matter particles) is completely excluded by at least
one order of magnitude, for the heavier M1 solution some parameter space remains.

9.2.2 Origin of TES-Carrier Pulses

As the number of events containing TES-carrier-like pulses is surprisingly large in the training
set of TUM40 the origin of this kind of background is investigated in detail. For the following
discussion the complete data set of TUM40 is considered containing all the pulses of the
training set as well as of the blind data set. First the time dependency of the TES-carrier rate
is discussed and, afterwards, the number of events containing unidentified TES-carrier pulses
is estimated.

Time Dependency of the TES-Carrier Rate

In figure 9.11 the number of events per 1 h live time interval is depicted for the complete
data set of TUM40. All events before the application of the pulse shape cuts are depicted as
red data points, the events surviving the application of the pulse shape cuts are the magenta
data points. Finally, the black data points represent all events surviving the complete series
of selection criteria applied. There are two separated phases in the data taking period as can
be clearly seen, in particular, for the count rate before the application of the pulse shape cuts
(red data points): while the count rate is exponentially decaying in the first part of the data
set (real time . 9000 h), large fluctuations are observed later. At a real time of ∼ 8866 h
the trigger threshold of TUM40 has been lowered from 609 eV down to 409 eV resulting in
unstable time periods before application of the cuts. However, the pulse shape cuts seem to
remove the events which feature an exponential decay rate completely (magenta data points).
The majority of the fluctuations after the trigger threshold reduction are already rejected by the
cut on the rise-time parameter. After application of all selection criteria, the surviving events
(black data points) show an almost constant count rate per 1 h live time interval throughout the
complete real time period of ∼ 16000 h.
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Figure 9.11: Count rate per 1 h live time as a function of the real time for different event lists.
The red data points are all events before any pulse shape cut is applied, while the magenta
data points show the rate after the pulse shape cut. After application of the remaining cuts,
in particular the RMS-cut, the final rate (black data points) is obtained. Two different time
periods are clearly distinguishable and, in particular, visible in the rate before any pulse shape
cut is applied. After a real time of 8 866 h the trigger threshold of TUM40 was lowered.
Before this change in the first ∼ 9000 h the rate is exponentially decreasing, while afterwards
unstable running conditions are observed. Nonetheless, for the final event rate after all cuts a
stable result is achieved throughout the complete data taking period of ∼ 16000 h real time.
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Figure 9.12: Zoom into the first 9000 h before lowering the trigger threshold. For different
data sets the count rate per 1 h live time as a function of the real time is depicted. As in
figure 9.11 the red data points correspond to the number of events before any pulse shape cut
is applied, while the magenta data points are the events surviving the pulse shape cuts. The
black data points are the final event rate after application of all cuts. Also drawn is the result of
a combined fit of the final rate (one exponential function) and the event rate before any pulse
shape cut is applied (two exponential functions) as dark and light blue solid line, respectively.
For more details see text.
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In figure 9.12 a zoom into the first 9000 h real time is depicted. Also drawn are the results
of a combined fit of the final rate (black) and the event rate before application of a pulse-shape
cut (red) with one (dark blue line) and two (light blue line) exponential functions, respectively.
Thereby, one of the two half-life parameters (T1/2) is common for both data sets while the
other parameters are individual for each set. This is done, as the final event rate is only a
subset of the event rate before application of a pulse-shape cut. Thus, the time dependency
of the former should also be present in the latter set. For the final event rate a large half life
T1/2 = (∼ 1.2±0.1) ·1011 h compatible with a constant count rate is obtained. For the second
half-life a value of T̃1/2 = 1263±30 h is determined corresponding to ∼ 53 d.

At the beginning of CRESST-II phase 2 the ratio between constant and decaying count rate
in the data set before any pulse-shape cut is applied is A2

A1
= 1.51± 0.01 . Thus, at that time

the number of events containing TES-carrier like pulses is dominating in TUM40. However,
as the rate is decaying with a half-life of ∼ 53 d after ∼ 5000 h (corresponding to ∼ 208 d) an
almost constant count rate is observed. This result is not expected for the TES-carrier event
rate and, thus, is a hint towards another background contribution. There are two possibilities
which might create the observed time dependency: Firstly, a radioactive isotope only present
in the TES-carrier and decaying with a half-life of ∼ 53 d might be the origin. Thus, all
isotopes which have a half-life within the ±5 σ error range of the fit value are identified. The
only isotope, which is not discarded by a first glance is 89Sr, since strontium belongs to the
same periodic family as calcium and, thus, might be present in the CaWO4 crystals. However,
a closer look reveals that all mother isotopes of 89Sr are very short-lived. The first isotope of
this decay chain containing 89Sr is 89Se produced in a neutron capture and subsequent fission
of 235U. Therefore, it seems to be unlikely that 89Sr is present in the carrier of TUM40.

Secondly, the events with decaying rate might be caused by stress relaxation, e.g., induced
by the glue used to assemble the TES-carrier and the absorber crystal. In a physics run of
CRESST-II performed in 2008 events with no light and decreasing rate have been observed in
the low temperature detectors [161,162]. At that time the most probable origin of these events
was stress relaxation at the contact surface between metal clamps and crystal. In particular, in
the clamps covered with a plastic layer more events of this type have been observed.

In figure 9.13 a plot similar to the light - energy plane is depicted, with the difference
that the x-axis contains the pulse height and not the energy measured in the phonon detector.
Included are all events which are rejected by the pulse-shape analysis and which are not due
to noise triggers. While (a) shows the complete light-energy range, in (b) a zoom into the low-
energetic region is depicted. Two clearly separated populations are observable: Only 32.6 %
of all events rejected by the pulse-shape analysis are accompanied by a light signal, while the
remaining 67.4 % are phonon-only events without corresponding light.

The events which are accompanied by a light signal are most probably caused by a physical
interaction in the CaWO4 stick, which produces – besides a number of phonons – a simul-
taneous light signal. The phonons have to be transmitted into the main absorber before they
are measured in the phonon detector and, therefore, a distorted pulse shape in the phonon de-
tector is observed compared to direct absorber events. The amount of energy detected by the
light detector depends on the amount of scintillation light created and the position of the stick
relative to the light detector. Therefore, in (a) bands with different slopes are observable.
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9.2 Module TUM40/Michael

(a) Complete Light-Energy Region (b) Zoom into Low Light-Energy Region

Figure 9.13: Energy measured in the light detector vs. pulse height measured in the phonon
detector for all events of the complete data set of TUM40 which are rejected by the pulse-
shape analysis and which are not due to noise triggers. While (a) shows the light-energy
region below 200 keVee, in (b) a zoom into the low-energetic light region is depicted. As
can be seen, the events can be clearly separated into two populations: one without and one
with a light signal. The events accompanied by a light signal (32.6 %) are most probably due
to a physical interaction inside the CaWO4 holding sticks, where the light energy measured
depends on the position of the stick relatively to the light detector. Only in the population
without light (67.4 %) the previously-discussed decrease of the count rate is observable. The
origin of these events might be stress relaxation either at the contact area where the stick
presses onto the absorber crystal or induced by the glue used to assemble the TES-carrier and
the absorber crystal.
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9 Results and Discussion

Figure 9.14: Number of counts observed per 0.1 h real time for the phonon-only events with
distorted pulse shape (blue histogram, left y-axis) as a function of the real time. Also depicted
is the number of events observed per 0.1 h real time before any pulse shape cut is applied
(red histogram, right y-axis). A clear correlation between both rates is observed. This might
be another hint for stress relaxation as origin for the phonon-only events with distorted pulse
shape. Most probably the noise increases from time to time due to mechanical vibrations
which are coupled into the experimental setup. These vibrations might also affect the strength
the sticks are pressed onto the crystal surface and trigger stress relaxation events.

Only the events with distorted pulse shape that are not accompanied by a light signal show
the decreasing rate with respect to the measurement time. These phonon-only events might
be caused by relaxations to release stress induced either by the CaWO4 sticks holding the
crystal and, therefore, pressing onto the absorber crystal or by the glue used to assemble the
TES-carrier and the absorber crystal.

In figure 9.14 the counts observed per 0.1 h real time are displayed for the phonon-only
events with distorted pulse shape (blue histogram, left y-axis) as a function of the real time.
Also depicted is the number of events observed per 0.1 h real time before any pulse shape cut
is applied (red histogram, right y-axis). A clear correlation between both event populations is
visible. On a first glance this is surprising, as the increase in the rate of all events is mainly
caused by noise triggers while the blue histogram shows the rate of physical events. The
increased level of the noise is most probably due to mechanical vibrations which are coupled
into the experimental setup whereby the coupling strength seems to be related to some external
variable (e.g. the liquid helium level in the dewar). In case of stress relaxation induced by
the sticks as origin for the phonon-only events with distorted pulse shape, these mechanical
vibrations might also affect the strength the stick is pressed onto the absorber surface and
trigger stress relaxation events.
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9.3 Module TUM38/Petrus

Number of Unidentified TES-Carrier Pulses

In principle it is possible to estimate the number of unidentified TES-carrier pulses in the
complete data set of TUM40. The first input required is the survival probability of a TES-
carrier pulse. From the independent validation data set mentioned in section 6.4.4 where no
simulated TES-carrier pulse survived the selection criteria only an upper limit for this quantity
can be estimated. For zero events observed in a Poisson process the 90 % C.L. upper limit on
the expected number of events is 2.3. In total 11929 TES-carrier pulses are simulated and,
therefore, an upper limit on the survival probability ps <

2.3
11929 = 1.93 ·10−4 is obtained.

Next it is important to know the fraction of TES-carrier pulses relatively to the total number
of triggers in a given time interval. From the discussion above it is clear that this fraction is
time dependent. For the first ∼ 9000 h of real time during CRESST-II phase 2 an exponen-
tial decay of the rate is observed in TUM40, while at later times no constant conditions are
obtained anymore due to the lower trigger threshold of TUM40. In the first Tmeas = 8866 h
(before the trigger threshold of TUM40 has been lowered) the total live time is Tlive = 7038 h
and, thus, the detector was operational in 79.38 % of the measurement time. To obtain the
number of TES-carrier pulses NTES-carrier expected in this time period the exponentially de-
caying count rate is integrated. Afterwards the resulting number of events has to be scaled
with the fraction of live time to real time Tlive

Tmeas
to obtain an estimation for the number of TES-

carrier events. This rather complex procedure is required as the rate decreases with real time
but the number of events only scales with the live time. Putting everything together results in

NTES-carrier =
∫ Tmeas

0
A2 · exp

(
− ln(2)

T̃1/2
· treal

)
dtreal ·

Tlive

Tmeas
= 49740 ·0.7938≈ 39483, (9.1)

where treal is the real time and A2 as well as T̃1/2 are the parameter values obtained from the
fit (see figure 9.12). The estimation for the number of events containing an unidentified TES-
carrier pulse Nui is obtained by multiplying the upper limit of the survival probability ps with
the number of events:

Nui = ps ·NTES-carrier = 7.62. (9.2)

Therefore, the 90 % upper limit for the number of events containing unidentified TES-carrier
pulses in the first ∼ 9000 h of measurement time is ∼ 8 events. All pulses with an energy
value . 20 keV are checked by eye and no TES-carrier like pulse is clearly identified. Thus,
it might be well possible that the given upper limit is very conservative. For the complete data
set the estimation can not be performed, as the event rate is not stable with time throughout
the complete measurement period.

9.3 Module TUM38/Petrus

In this section the results of the module TUM38/Petrus are discussed. TUM38 is a crystal
with a big carrier crystal and is mounted together with a standard light detector in a module
housing (see section 3.5.4). In the present section first the small non-blind adjustments of the
RMS cut of Petrus, in particular with respect to the binning of the energy slices, are discussed.
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These modifications are required for the complete data set to ensure the convergence of the fit
in each energy slice. Afterwards, the results of the complete data set of TUM38 are discussed.

9.3.1 Non-blind Adjustments of the RMS Cut of Petrus

As discussed in section 5.3.8 for the RMS cut the complete energy region is split into sev-
eral slices. In each of these slices the RMS distribution observed is fitted with an empirical
model. Based on this fit result the actual cut limits are obtained. In the training set the binning
parameters for the RMS cut are set and applied without change to the blind data set during
un-blinding. However, in the complete data set the fit does not converge for Petrus in several
slices. Convergence of all fits is reestablished when the binning is slightly increased from
15 keV bin width to 20 keV. As the adjustments are performed before the light yield - energy
plot has been created for the first time it is not known whether events are located inside the
ROI and a bias is almost excluded. Furthermore, as the majority of events is due to background
contributions it is not expected that nuclear recoil events would have a strong influence on the
resulting fit limit. Nonetheless, the influence of this change is tested, by performing the fit
with the increased bin width of 20 keV once for all data and once only for the events inside
the 80 % e−/γ-band.

In figure 9.15a the resulting RMS distribution of Petrus after application of the final RMS
cut is depicted (color-coded histogram). The black data points with error bars show the cut
limits obtained from the fit of the events inside the 80 % e−/γ-band. If these cut limits would
have been applied to the data set 864 events would have been removed additionally. The light
yield - energy plot of these 864 events is depicted in figure 9.15b showing that out of these 864
events only one is located inside the nuclear recoil band slightly above the mean of the oxygen
band. Thus, zero of these 864 events rejected by the cut solely based on the e−/γ-events, are
located inside the ROI for Dark Matter search. Therefore, it is concluded that changing the bin
width parameter in Petrus after un-blinding results in, if at all, no large bias for this detector.

9.3.2 Results of the Complete Data Set

For the module TUM38/Petrus the complete data set contains pulses recorded in an exposure
of 158.87 kg days. Throughout the complete data taking period a trigger threshold of better
than ∼ 3 keV is achieved in TUM38 (see appendix D.1). In the following, first the signal
survival probabilities and the light yield - energy plot are discussed. Afterwards the energy
spectrum of the accepted events is shown, while the discussion of these events is performed in
section 9.6 together with the results of the other modules analysed.

Signal Survival Probability

The resulting signal survival probabilities after successive application of the different selec-
tion criteria are depicted in figure 9.16. Compared to the survival probabilities of Lise (see fig-
ure 9.1) and TUM40 (see figure 9.6) in particular the data quality cuts remove a considerably
lower fraction of events. Therefore, the resulting signal survival probability after application
of the data quality cuts as well as of the pulse shape cuts is significantly higher in TUM38 for
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(a) RMS distribution (b) Light yield - energy plane

Figure 9.15: Test of the influence of events outside the e−/γ-band on the RMS cut limit of
Petrus. In (a) the RMS distribution observed in Petrus after application of the final RMS-cut
is depicted. By design, the cut limit is slightly different in each energy slice. The bin width is
20 keV for a mean energy below 120 keV and 40 keV above. The black data points with error
bars are the result from the fit of only the events located inside the 80 % e−/γ-band. As can
be seen the obtained cut limits are slightly lower in a few energy bins. In total 864 events are
found which would be removed by this more stringent cut. In (b) the relevant part of the light
yield - energy plot is depicted for all events which would be removed by the e−/γ-band based
RMS-cut (black error bars in (a)). Only one event is located inside the nuclear recoil band
(blue lines) slightly above the central line of the oxygen band (green dashed line). Thus, none
of the accepted events would be removed by this modified cut. Therefore, it is concluded that,
if at all, no large bias is introduced by changing the binning of the RMS-cut of Petrus after
un-blinding of the complete data set.
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9 Results and Discussion

Figure 9.16: Signal survival probabilities after successive application of different selection
criteria to pulses of the complete data set of the module TUM38/Petrus. Besides the drop-off
at the trigger threshold of ∼ 3 keV no significant energy dependency is observed for the data
quality cuts (red line). However, the pulse shape cuts lead to an energy dependent final signal
survival probability (black line) below ∼ 7 keV. Nonetheless, at the threshold still ∼ 28 % of
all events survive all cuts.
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9.3 Module TUM38/Petrus

Figure 9.17: Light yield - energy plot of the complete data set of TUM38. In red different
limits of the e−/γ-band are drawn: The solid lines restrict the central 80 % e−/γ-band and cor-
respond to its 90 % upper and lower limit, while the red dashed line is its lower 5 σ boundary.
The blue lines mark the nuclear recoil band, where the upper line is the 90 % upper limit of the
oxygen band and the lower blue solid line the lower 90 % limit of the tungsten band. The re-
gion of interest used for the Dark Matter analysis is highlighted in yellow. In energy it ranges
from the energy threshold of∼ 3 keV up to 40 keV. In the light-yield coordinate it is restricted
from the mean of the oxygen band (green dashed line) down to the lower 99.5 % limit of the
tungsten band. A few events are located inside the ROI. Possible origins are discussed later in
section 9.6.

all energies. In the low energetic region an energy dependency is observed which is mainly
caused by the pulse shape cuts (& 3.2 keV) and a cut-off due to the trigger efficiency. The final
signal survival probability at the trigger threshold with a value of ∼ 28 % is high compared to
the results of Lise (∼ 6 %) or TUM40 (∼ 15 %).

Light Yield - Energy Plane

The light yield - energy plot for the pulses surviving all selection criteria in the complete data
set of the module TUM38/Petrus is depicted in figure 9.17. The various lines mark different
limits for the light yield bands: the solid red lines enclose the central 80 % e−/γ-band. The
solid-blue lines are the boundaries of the nuclear recoil band, where the upper curve is the
90 % upper limit of the oxygen band and the lower curve is the 90 % lower limit of the tungsten
band. The yellow shaded area is the respective ROI for this detector ranging in energy from
the threshold of ∼ 3 keV up to 40 keV. In the light yield coordinate the ROI expands from the
99.5 % lower limit of the tungsten band up to the mean line of the oxygen band (green dashed
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Figure 9.18: Recoil-energy spectrum of all events below 100 keV in the complete data set
of TUM38. The majority of all events is located inside the e−/γ-band and, therefore, several
γ-lines are observable. The origins of these lines are discussed in section 9.7. For TUM38
the overall background level in the energy region from 3 keV up to 40 keV is found to be
2.77±0.03 counts/(keV kg day).

line). The dashed-red line is the 5 σ lower boundary of the e−/γ-band. There are several events
located between this line and the 90 % lower limit of e−/γ-band (lower red solid line). The
possible origins for these events, in particular in the ROI, are discussed later in section 9.6.

In figure 9.18 the recoil-energy spectrum below 100 keV of all events in the complete data
set of TUM38 is depicted. Several γ-lines are observable and their origins are discussed in
section 9.7. The overall background level in the energy interval starting at the threshold of
TUM38 (∼ 3 keV) up to 40 keV is calculated. A value of 2.77±0.03 counts/(keV kg day) is
found, which is drastically lower than that of Lise. Also in comparison to TUM40 a lower
overall background rate is found in TUM38. However, it should be kept in mind that these
numbers are hardly comparable, as they assume a flat background in the complete energy
range considered. As the background is dominated by γ-lines, the non-consideration of the
energy range between 1 keV and 3 keV due to the high threshold in TUM38 might result in
a lower value, in particular, if a prominent γ-line is observed in the neglected region, as is
the case for TUM40. Nonetheless, the TUM-grown crystals feature an unprecedentedly low
background level compared to all commercially available crystals [131].

Accepted Events

In figure 9.19 the energy spectrum of all accepted events in the complete data set of TUM38 is
depicted. In an exposure of 158.87 kg days before cuts, in total 33 events are found inside the
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Figure 9.19: Energy spectrum of the accepted events in the complete data set of TUM38.
The trigger threshold of the phonon detector is ∼ 3 keV. In an exposure of 158.87 kg days
in total 33 events are located inside the ROI for Dark Matter search (yellow shaded area in
figure 9.17).

ROI for Dark Matter search (yellow shaded area in figure 9.17). In section 9.6 this number is
compared to the expectation based on the background leakage. Furthermore, several possible
sources for these events are also discussed there.

9.4 Module VK27/Diogenes

The module VK27/Diogenes is one of the two alternative modules with a silicon beaker as
light detector. The trigger threshold of the phonon detector VK27 is 11.25 keV, i.e. relatively
high. In total an exposure of 102.36 kg days is obtained in the complete measurement-time
period considered here.

9.4.1 Signal Survival Probability

The signal survival probabilities after application of several selection criteria are depicted in
figure 9.20. Due to the high threshold no significant energy dependency besides the drop-off
at the threshold is observed for the data quality cuts (red line). As mentioned in section 6.8
it is not easy to train a neural network efficiently to remove the TES-carrier pulses of this
module. This is also reflected by the final signal survival probability of the pulse shape cuts
(black line). At the threshold of 11.25 keV only ∼ 6 % of all events survive the complete
cut sequence. However, with increasing energy an almost linear increase until ∼ 20 keV is
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Figure 9.20: Signal survival probabilities of the complete data set for the module
VK27/Diogenes after successive application of the selection criteria. Due to the (high) trigger
threshold of 11.25 keV the signal survival probability of the data quality cuts (red line) drops
off at this energy. As the signal height in VK27 is unusually small it is hard to train a neural
network that efficiently removes all TES-carrier pulses. The resulting final curve (black line)
increases almost linearly from a value of ∼ 6 % at the threshold up to a value of ∼ 57 % at
∼ 20 keV. At energies higher than ∼ 35 keV it approaches the curve of the data quality cuts.
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Figure 9.21: Light yield - energy plot of the complete data set of VK27. In red different limits
of the e−/γ-band are drawn: The solid lines restrict the central 80 % e−/γ-band, while the red
dashed line is its lower 5 σ boundary. The blue lines mark the nuclear recoil band, where
the upper line is the 90 % upper limit of the oxygen band and the lower blue line the lower
90 % limit of the tungsten band. The region of interest used for the Dark Matter analysis is
highlighted in yellow. In energy it ranges from the energy threshold of 11.25 keV up to 40 keV.
In the light yield coordinate it reaches from the mean of the oxygen band (green dashed line)
down to the lower 99.5 % line of the tungsten band. In total 9 events are observed inside the
ROI and possible origins of these events are discussed in section 9.6.

observed and at even higher energies the final signal survival probability approaches more and
more the curve of the data quality cuts.

9.4.2 Light Yield - Energy Plane

In figure 9.21 the resulting light yield - energy plane of VK27 is depicted together with the
central 80 % e−/γ-band (red solid lines). The nuclear recoil band (90 % upper limit of the
oxygen band and 90 % lower limit of the tungsten band) is drawn as blue lines. As for the
modules discussed before also the 5 σ lower boundary of the e−/γ-band is shown as red dashed
line. Starting at ∼ 24 keV a β -spectrum is observable, which is due to an intrinsic 227Ac
contamination. At higher energies of ∼ 46.5 keV another β -spectrum is visible caused by an
intrinsic 210Pb contamination. Both spectra are discussed later in more detail in section 9.5 for
the similar crystal VK28. It has to be noted, that for a few events of these two spectral features
a considerably reduced light output is observed. Therefore, these events leak down towards
the nuclear recoil band, whereby the origin of this effect is not known up to now. Besides the
several outliers most probably caused by this fact, the light-yield region between the electron
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Figure 9.22: Energy spectrum of the accepted events in the complete data set of the module
VK27/Diogenes. The trigger threshold of the phonon detector (VK27) is 11.25 keV. In an
exposure of 102.36 kg days in total 9 events are located inside the ROI for Dark Matter search
(yellow shaded area in figure 9.21).

and the nuclear recoil band is completely free of events.

9.4.3 Accepted Events

The region of interest (ROI) for the Dark Matter search is highlighted in yellow in figure 9.21.
As for all other modules, it expands in the light yield from the mean line of the oxygen band
down to the 99.5 % lower limit of the tungsten band. In energy the ROI starts at the rather high
threshold of 11.25 keV and extends up to 40 keV. In total 9 events are observed in the ROI and
their energy spectrum is depicted in figure 9.22. As for TUM38 these events are discussed in
more detail in section 9.6.

9.5 Module VK28/Zam

The second module with a silicon beaker as light detector is VK28/Zam. The trigger threshold
of the phonon detector VK28 is ∼ 2 keV and in total an exposure of 100.65 kg days has been
collected during the complete data taking phase.
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Figure 9.23: Signal survival probability of the complete data-set of the module VK28/Zam
after successive application of the selection criteria. Besides the sharp drop-off at the trigger
threshold of ∼ 2 keV no significant energy-dependency is observed for the data quality cuts
(red line). However, the pulse shape cuts (black line) introduce such a dependency, as for en-
ergies of . 5 keV an increase of the final signal survival probability is observed. This reflects
the rise of the output of the neural network trained for the TES-carrier pulse rejection (see
figure 9.29 on page 240.) At the threshold of the detector the final signal survival probability
yields an excellent value of ∼ 38 %.
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Figure 9.24: Light yield - energy plot of the complete data set of VK28/Zam. In red different
limits of the e−/γ-band are drawn. The solid lines restrict the central 80 % e−/γ-band, while
the red dashed line is its lower 5 σ boundary. The blue lines mark the nuclear recoil band,
where the upper line is the 90 % upper limit of the oxygen band and the lower blue solid line
the lower 90 % limit of the tungsten band. The region of interest used for the Dark Matter
analysis is highlighted in yellow. In energy it ranges from the energy threshold of ∼ 2 keV up
to 40 keV. In the light yield coordinate it is restricted by the mean of the oxygen band (green
dashed line) and by the lower 99.5 % limit of the tungsten band. A considerable number of
593 events is located inside the ROI and possible origins of these events are discussed in
section 9.6.

9.5.1 Signal Survival Probability

The signal survival probabilities after application of different selection criteria are depicted in
figure 9.23. No significant energy dependency is observed in the data quality cuts (red line)
besides the drop-off at the trigger threshold. The final signal survival probability (black line)
is obtained after application of the pulse shape cuts, which efficiently remove the TES-carrier
pulses. At higher energies & 5 keV a fraction of ∼ 10 % of all pulses is removed by this cut.
At lower energies a rise of the survival probability is observed towards the trigger threshold
which reflects the rise of the output values of one neural network used for the discrimination
(see figure 9.29 on page 240). At the threshold of the detector (∼ 2 keV) the final signal
survival probability yields an excellent value of ∼ 38 %.
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Figure 9.25: Recoil-energy spectrum of all events below 100 keV in the complete data set
of VK28. The spectrum at high energies (& 60 keV) is dominated by three γ-lines, while at
low energies three β -spectra are observed. The two spectra starting at 9.3 keV and 24.5 keV
are due to an intrinsic contamination of the crystal with 227Ac. The β -spectrum starting at
46.5 keV originates from intrinsic 210Pb decays. Also visible on top of the underlying β -
spectrum is a double peak at ∼ 11 keV caused by 179Ta-decay created via cosmogenic activa-
tion of tungsten.

9.5.2 Light Yield - Energy Plane

In figure 9.24 the light yield - energy plot of the module VK28/Zam is depicted. As for the
other modules also here the red solid lines limit the central 80 % e−/γ-band, while the red
dashed line is its lower 5 σ boundary. The limits of the nuclear recoil bands are drawn as blue
solid lines, whereby the upper one corresponds to the 90 % upper limit of the oxygen band
and the lower one to the 90 % lower limit of the tungsten band. The green dashed line marks
the central line of the oxygen band, which is the upper boundary of the ROI for Dark Matter
search (yellow shaded area) in the light-yield coordinate. The lower boundary is the 99.5 %
lower limit of the tungsten band. In energy the ROI spans from the threshold of the detector
of 2 keV up to 40 keV. In the complete data set of VK28 in total 593 events are observed in
the ROI. Possible origins of these events are discussed in section 9.6.

The recoil-energy spectrum below 100 keV for the detector VK2848 is depicted in fig-
ure 9.25. At low energies three β -spectra starting at 9.3 keV, 24.5 keV and 46.5 keV are ob-
served. The first two are due to an intrinsic contamination of the crystal with the isotope 227Ac
while an intrinsic contamination of the crystal with 210Pb-atoms results in the observed feature

48 As mentioned in section 9.4, the recoil spectrum of VK27 is very similar to the one of VK28 depicted here.
Therefore, in the present work only the spectrum of the detector with the lower threshold is shown.
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starting at 46.5 keV.
227Ac is part of the natural decay chain of 235U and has a half-life of 21.773 a [90]. In

98.62 % of the time the isotope decays via the emission of a β−-particle into 227Th, whereby
three different states are possible. In ∼ 54 % of all β -decays the ground state is reached,
resulting in a β -spectrum ranging up towards the Q-value of 44.8 keV. Secondly, in ∼ 35 %
of all β -decays an excited state in 227Th is reached. As this excitation is released via the
emission of a γ-ray with 9.3 keV shortly after the initial decay, in the slow cryogenic detectors
both processes are indistinguishable. Therefore, a β -spectrum starting at the γ-energy up to
the Q-value is expected. Thirdly, in ∼ 10 % of all β -decays an even higher excited state in
227Th is populated. This state results in a β -spectrum starting at 24.5 keV. All three features
are observable in VK28 and partly in VK27 and, therefore, confirm that both crystals are
intrinsically contaminated with 227Ac.

In figure 9.25 also a few γ-lines are observed: The double peak observed at ∼ 11 keV and
the peak at ∼ 65 keV are due to 179Ta isotopes decaying via electron capture. These isotopes
are created via cosmogenic activation of tungsten isotopes and are discussed in more detail
in section 9.7.3. The peak observed at ∼ 75 keV is due to the decay of 181W, another isotope
created via cosmogenic activation. Finally, at ∼ 92 keV an external contamination with 234Th
results in a sharp γ-peak.

9.5.3 TES-Carrier Band

In figure 9.26 the amplitude spectrum obtained from the fit with the TES-carrier template is
shown for all rejected TES-carrier-like events of VK28. Compared to the recoil-energy spec-
trum depicted in figure 9.25 a similar result is obtained. As no sharp line feature is observable
in figure 9.26 an energy calibration is more complex. However, the starting point of the β -
spectra could be used to obtain a rough calibration. For the energy axis on top the events in
the rising part of the highest β -spectrum are set to 46.5 keV. This rough calibration validates
the assumption that the other two β -spectra are caused by an intrinsic 227Ac contamination, as
the starting points agree with the expected values. If required, for a proper energy calibration
of the big carrier crystals a similar scheme as for the main absorber could be applied (see
section 4.4).

9.5.4 Accepted Events

The region of interest for Direct Dark Matter search is highlighted in yellow in figure 9.24. As
for the other modules, it expands from the trigger threshold of the phonon detector of∼ 2 keV
up to 40 keV. In the light yield coordinate all events located between the central line of the
oxygen band (green dashed line) and the 99.5 % lower limit of the tungsten band are accepted.
In the exposure of 100.65 kg days of the complete data set of VK28 in total 593 events are
found inside the ROI. The energy spectrum is depicted in figure 9.27 while possible sources
for these events are discussed in section 9.6.
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Figure 9.26: Amplitude spectrum of the TES-carrier events observed in the complete data set
of VK28. The amplitude is obtained from the fit with the TES-carrier template. No sharp
γ-lines are observable and, thus, energy calibration is not trivial. However, the spectrum is
similar to the one of the main absorber (see figure 9.25). Therefore, the β -spectra could be
identified. Based on the 210Pb β -spectrum starting at 46.5 keV a rough energy calibration is
performed (second x-axis on top). Thus, the assumption for the origin of the two lower spectra
to be due to an intrinsic 227Ac contamination is confirmed and the energy calibration validated.
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Figure 9.27: Energy spectrum of the accepted events in the complete data set of the module
VK28/Zam. The trigger threshold of the phonon detector (VK28) is ∼ 2 keV. In an exposure
of 100.65 kg days in total 593 events are located inside the ROI for Dark Matter search (yellow
shaded area in figure 9.24).

9.6 Events with Low Light Yields

The scatter plots of all modules analysed in the present work are shown in the previous sections
of the present chapter. In all detectors a considerable amount of events is located inside the
ROI for Dark Matter search. In the present section these events are discussed in more detail.

9.6.1 e−/γ-Leakage

In order to quantify the leakage from the e−/γ-band into the ROI for Dark Matter search the
following scheme is used. First, the recoil-energy spectrum of the observed events inside the
80 % e−/γ-band is determined. This spectrum is used for the density in the recoil energy pa-
rameter of the expected e−/γ-band (see section 8.3.2). For the light-yield density the Gaussian
band description as discussed in chapter 7 is applied. For this expected e−/γ-band the leak-
age into the ROI is obtained via integration of the parameter space covered by the acceptance
region.

It has to be mentioned here, that for the band fit performed in the present work the effect of
a slightly different light yield for γ-events compared to e−-events is neglected [103,145,147].
While this is unimportant for the exclusion limit calculation performed, this approximation
might be crucial for the leakage calculation49. Due to this fact the number of expected leakage

49 As Yellin’s optimum interval method is used to determine the respective exclusion limit on the WIMP-nucleon
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9.6 Events with Low Light Yields

events obtained might considerably be too low in particular if a low energetic γ-line is observed
in the respective detector.

detector accepted events expected leakage events probability

Lise 1318 1304.21 0.35

TUM38 33 8.43 1.2 ·10−10

TUM40 450 375.62 6.2 ·10−5

VK27 9 0.08 3.0 ·10−16

VK28 593 24.49 3.7 ·10−7

Table 9.1: Number of accepted and expected leakage events per detector. Also given is the
probability to observe the number of accepted events given the expected leakage. For all
detectors more events than expected are accepted and, therefore, the probabilities to obtain an
equal or higher number than the accepted events are given. Thereby, for an expected number
of ≤ 50 leakage events the Poisson distribution is directly evaluated, while for higher values
the latter is approximated by a Gaussian function.

In table 9.1 the number of expected leakage events is given and compared to the number
of accepted events for all five modules analysed. The probability to observe the number of
accepted events when the number of leakage events is expected, is also calculated and included
in the last column. Thereby, for an expected number of ≤ 50 leakage events the Poisson
distribution is directly evaluated, while for higher expected values the latter is approximated
by a Gaussian function. In all detectors more events than expected are observed. Therefore,
the given values in the last column are the probabilities to observe an equal or higher number
of events than actually accepted. The probabilities to observe such a number of events are
very low in all detectors except in Lise, rendering a direct hint towards an excess of events
in the ROI for Dark Matter searches. Thereby, it is important to state that for the following
discussion Lise is neglected, as no excess of events is observed. For TUM40 the above-
mentioned underestimation of the leakage events might relax the tension between expected
and observed events most, as in this detector also the non-proportionality effect of the light
output is very pronounced resulting in a large drop of the mean line of the e−/γ-band.

9.6.2 Possible Explanations

As can be observed from the light yield - energy plots of all detectors analysed, in partic-
ular of the modules with big carrier design (see figure 9.17 (TUM38), figure 9.21 (VK27)
and figure 9.24 (VK28)), the accepted events are located mainly at low energies and inside

cross section, all accepted events are considered as potential WIMP signals (see section 8.2). Therefore, a
higher e−/γ-leakage might lead, if at all, to a more conservative exclusion limit. Otherwise, considering
this effect does not harm Yellin’s methods and is strongly beneficial for a likelihood method, where the
background contribution needs to be known as precisely as possible. Therefore, for the future it is planned to
consider this effect. However, this is beyond the scope of the present work.
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Figure 9.28: Time distribution of all accepted events in the blind data set of TUM40 (red
histogram, left y-axis). Highlighted in orange are the 65 events which are identified by eye
as probable noise triggers (left y-axis). These potential background events occurred only
after the trigger threshold of TUM40 had been lowered (∼ 9000 h). For comparison, also the
scaled time distribution of all events before any pulse-shape cut is applied is shown as blue
histogram (right y-axis). The fact that potential noise triggers are found in coincidence with a
high number of events before any pulse-shape cut is applied supports the conclusion that these
events are unidentified invalid events.

the nuclear recoil bands. There are several possible explanations for these events which are
discussed in the following.

Unidentified Invalid Events

First of all, it might be possible that some of the events are invalid events, not identified by the
applied selection criteria. To exclude this, the parameter distribution of the accepted events is
compared to the distribution of all events. It is investigated whether or not some events are
suspicious in one parameter which is used to identify invalid pulses (see section 5.3). However,
no distinctive feature (e.g. that a large fraction of pulses shows a parameter value close to the
cut limit) is found.

Furthermore, for all five modules analysed, all accepted events are checked by eye whether
or not they are valid pulses. Only in TUM40 65 pulses are found which are most likely
not identified noise triggers50. In figure 9.28 the time distribution of all accepted events of
TUM40 (red histogram, left y-axis) is depicted whereby the subset of the noise-trigger events

50 If there is any influence of these not identified noise triggers on the resulting exclusion limit, a more conser-
vative result is obtained.
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9.6 Events with Low Light Yields

– identified by eye – is highlighted as orange histogram (left y-axis). For comparison also
the time distribution of all events before any pulse shape cut is applied (blue histogram, right
y-axis) is drawn in figure 9.2851.

It has to be noted, that no noise-trigger events are observed before the lowering of the
trigger threshold of TUM40 (∼ 9000 h), in particular, not in the training set. The fact that the
accepted events identified by eye as potential noise triggers are clustered in time when also a
large number of events before any pulse shape cuts are observed supports the conclusion of
their origin.

Compared to the 454 accepted events in TUM40 these possible invalid events are still less
than 15 %, however, the number is comparable to the potential excess. Therefore, in the
following discussion TUM40 is not considered anymore52.

For the other modules (TUM38, VK27 and VK28) it is excluded that a large fraction of
unidentified invalid events is present. In these modules, also the time distribution of all ac-
cepted events shows no peculiar clustering at certain time periods.

Unidentified TES-carrier Events

Another explanation might be to assign the excess of events to a contribution of unidentified
TES-carrier events, despite the large efforts performed in the present work to reject this type
of background events. As the majority of the accepted events is observed at low energies,
the outputs of the neural networks applied are checked. As the largest number of counts
is observed in VK28 only this detector is discussed here. However, also for the other two
modules VK27 and TUM38 it is investigated if the accepted events contain unidentified TES-
carrier pulses.

In figure 9.29 the neural network output (trained with the stochastic minimization algorithm,
see chapter 6) is depicted as a function of the pulse height for VK28. The black data points
are all events with a pulse height of ≤ 0.15 V that survive the complete series of selection
criteria, while the red data points are the subset of all accepted events for Dark Matter search.
As can be seen, the distribution of both event sets are not significantly different and, therefore,
no hint for unidentified TES-carrier pulses is found. The same is true for the second neural
network parameter of VK28. Also for TUM38 and VK27 no suspicious differences between
the parameter distribution of accepted and all events surviving the raw data analysis are found.

In the following, the events which are removed by the pulse shape cuts are investigated
further. Therefore, a list is created which contains all events which are removed either by the
rise-time cut, by the RMS-ratio cuts or by the two neural network based cuts.

In figure 9.30 the light yield - energy plot of these rejected events with energies below

51 In this plot only data from the blind data set of TUM40 is depicted. Therefore, the x-axis starts at ∼ 4000 h
real time and the exponential decay of the rate is hardly visible (see figure 9.14). Due to the low number
of accepted events also the bin width is significantly larger here. As a consequence, the rather short noise
periods are not as distinctly visible as in figure 9.14. Nonetheless, a clear clustering of the accepted events at
these periods is observed.

52 The probability to observe 389 events when 375.62 events are expected is ∼ 24.5 %. Furthermore, only the
pulses which are clearly identified as noise-triggers are counted in this analysis. Thus, it is possible that the
remaining events still contain a few unidentified noise triggers.
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Figure 9.29: Neural network output (trained with the stochastic minimization algorithm) as
a function of the pulse height for different sets of events of VK28. The black data points
are all events that survive the complete series of selection criteria, while the slightly larger
red data points are the subset of all accepted events for Dark Matter search. No significant
deviation between both populations is observed. Therefore, it is unlikely that the accepted
events are spoiled by a large number of events containing unidentified TES-carrier phonon-
detector pulses.
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9.6 Events with Low Light Yields

Figure 9.30: Light yield - energy plane for recoil energies below 50 keV including the events
rejected by the pulse-shape cuts of VK2853. The majority of these events is located below the
80 % e−/γ-band (red solid lines) and above the central line of the oxygen band (green dashed
line). The latter is the upper light-yield limit of the chosen ROI for Dark Matter search. In
a band centered at a light yield of zero direct thermometer hits are observed and rejected.
This is remarkable, as the neural networks have never been trained with pulses of this type
but are still able to recognize them54. Although the networks are trained with both, absorber
and TES-carrier pulses, the stringent cuts applied rely only on the fact that the pulse shape of
absorber pulses is exactly known.
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Figure 9.31: Comparison of the templates of low light-yield events observed in VK28. The
same cut limits are applied to two different sets of events. While the red template is created
from pulses which survive the complete cut series in VK28, the blue one is made out of
pulses which are rejected by the ANN-based pulse-shape cuts. As can be seen there is a clear
difference in the pulse shape, which is exploited by the ANN to discriminate the respective
events.

∼ 50 keV is depicted53. As can be seen the majority of all rejected events is not located inside
the 80 % e−/γ-band (red solid lines) but in a distinct band at a lower light yield but still above
the central line of the oxygen band (green dashed line) which is the upper limit of the chosen
acceptance region for Dark Matter search.

In addition, below the central line of the oxygen band in figure 9.30 the no-light band
centered at a light yield of zero is visible. This band contains direct hits of the thermometer
resulting in pulses with even faster rise and decay times than for TES-carrier pulses. For these
interactions no corresponding light signal is expected. They are also rejected by the ANN-
based cuts, which is remarkable, as the neural networks have never been trained with pulses
of this type54. However, as explained in section 6.6 the networks know precisely what an
absorber pulse looks like. Due to the chosen cut limits all pulses which do not feature the
known absorber shape are rejected.

As discussed in section 4.3, template pulses are a proxy for the typical pulse shape of
the different pulse classes with reduced noise contributions. From the pulses located in the

53 Please note that at this stage no energy cut is applied (see section 5.3.11). Thus, it is possible that events are
reconstructed below the energy threshold of & 2 keV (compare section 5.3.10).

54 Technically, these pulses are removed by the cut on the rise-time parameter. However, it is checked that for
low-energetic pulses the ANN-output value is∼ 0 and, thus, inside the parameter space dismissed. For higher
energies the RMS-ratio parameter of these pulses is below the chosen cut limit.
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nuclear-recoil band, templates are created as depicted in figure 9.31. This is done for both,
the pulses which are removed by the ANN-based cuts (blue) as well as for the ones surviving
all cuts (red template). Thereby, the same two-dimensional cut in the light yield - energy
region is performed for both types. By doing so, it is possible to decide whether or not the two
low-energetic pulse classes differ. Although the baseline of the pulses is slightly tilted, it can
clearly be seen, that there is a distinct difference between both templates. The rise time and,
in particular, the decay time of the blue template are slightly faster and for the ANNs applied
this difference is large enough to separate both pulse classes.

In summary, it is very unlikely that a large fraction of unidentified TES-carrier pulses is
present in the resulting event list. No significant difference in the parameter distribution of the
accepted events compared to all events is observed. Furthermore, the majority of the events
containing a TES-carrier pulse is located in a distinct band between the e−/γ-band and the
nuclear recoil band, while the accepted events are located in the lower part of the nuclear
recoil band. Finally, the pulse shape of the phonon pulses in the events which are removed by
the ANN-based cuts is clearly different from the pulse shape of the surviving pulses.

Unconsidered Module Design Related Background

As already mentioned above the excess is mainly observed in the three modules TUM38,
VK27 and VK28. In total only five modules are analysed and in the mentioned modules the
phonon detector is equipped with a large TES-carrier crystal. This might be just a pure coinci-
dence due to the fact that the majority of all modules analysed is of this design type. However,
it is also possible that the observed events are due to a module design related background. Up
to now, such a background has not been observed for these modules, as in CRESST-II phase 2
modules of this design are operated for the first time successfully for a long measurement
period55.

In figure 9.32 the templates of e−/γ-events and low light-yield events in VK28 are compared
for the Dark Matter data set (a) and the neutron calibration (b). For both plots shown the two
templates depicted are created from pulses of the low-energetic region. In order to select only
nuclear recoils in the neutron calibration the respective template is created from pulses with
energies in the range from 10 keV to 15 keV. Judging from the light yield - energy plot of
the complete data set of VK28 (see figure 9.24) this region is well above the unknown event
contribution, which might be also present in the neutron calibration data set. Consequently,
also the corresponding template for electron recoils is created from this energy range.

In the Dark Matter data set (a) a slight difference between the two templates might be
observable in the decay of the pulse. It seems that the low light-yield events (red pulse) exhibit
a slightly larger decay time with respect to the e−/γ template (black pulse). However, in the
neutron calibration data (b) this is not observed for nuclear recoils (red pulse) and electron
recoils (black pulse) of this detector. Thus, this might be a hint that the events observed
in VK28 are not nuclear recoils and, therefore, might be induced by an unknown background
source. Furthermore, if this is true it might be possible to train ANNs with these two templates
and use them to discriminate the two pulse classes.
55 In CRESST-II phase 1 another module of the big carrier crystal design has been installed. However, the

corresponding light detector could not be operated and, thus, no such analysis is possible.
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(a) Dark Matter Data Set (b) Neutron Calibration Data

Figure 9.32: Comparison of templates of VK28 obtained in the Dark Matter (a) and in the
neutron calibration data set (b). In both plots the black template is created from pulses of the
e−/γ-band, while the red template is built from low light-yield events. For the Dark Matter
data set the template is created from the low light-yield events observed. The decay time for
these pulses seems to be in average slightly longer compared to electron recoils. This is not
observed for the nuclear recoils of the neutron calibration, where no difference between both
templates can be seen. This might be a hint that the events observed at low light yields in
VK28 are not nuclear recoils but instead caused by an unknown background source. Further
investigations of this topic are required but this is beyond the scope of the present work.

In figure 9.33 a zoom into the low-energy and low light-yield region of the light yield -
energy plane of VK28 is depicted. In addition to the band limits already drawn in figure 9.24,
this time also the central 80 % no-light band is marked by the magenta solid lines. Although
there is a significant overlap with the nuclear recoil bands it seems that the majority of the
events accepted is well inside this band. Thus, it might be possible that the majority of the
events accepted are not accompanied by a light signal which is expected for stress-relaxation
events.

Signal Contribution

Although it seems to be unlikely it is possible that the excess of events at low energies and
low light yields might be caused by a signal contribution. In order to clarify the situation a
method inherently able to decide whether an exclusion limit or a signal claim is supported
by the observed data is required. Based on the numbers given in table 9.1 and the observa-
tion of unidentified invalid pulses in TUM40 it is concluded that an excess of events is, if at
all, not pronounced in Lise and TUM40. However, in the other three modules the excess is
distinct whereas for Dark Matter induced events the same amplitude is expected in all mod-
ules. Therefore, it seems to be unlikely that the events are induced by Dark Matter particles.
Furthermore, it is not clear whether or not the number of excess events observed in TUM38,
VK27 and VK28 are consistent with a signal contribution of the same strength.

In such a situation a signal fit could help to clarify the origin. If the combined fit of Lise,
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Figure 9.33: Zoom into the low energy and low light-yield region of the light yield - energy
plane of VK28. Besides the 90 % lower limit of the e−/γ-band (red solid line) and the nuclear
recoil band (blue solid lines) also the no-light band is depicted (magenta solid lines). The
majority of the accepted events is located inside this no-light band. However, a strong overlap
with the nuclear recoil bands is observed. Therefore, no clear statement is possible. Nonethe-
less, it might be a hint that the majority of the accepted events is not accompanied by a light
signal which is expected for stress-relaxation events.
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TUM40, TUM38, VK27 and VK28 would result in a positive result this would strengthen the
believe in a signal claim. The fit can also result in a rejection of the signal hypothesis as Lise
and TUM40 are constraining the allowed maximal amplitude. Up to now the latter case seems
to be more likely.

However, to perform such an analysis the background contributions need to be known pre-
cisely. As explained in section 3.1.2 neutrons are the ultimate background as they are scat-
tering off nuclei much as expected for WIMPS. Therefore, they are indistinguishable from
Dark Matter induced signal events. The number of neutron induced events could be con-
strained from an observed single-to-multiple scatter ratio (e.g. from the neutron calibration
data set) [107]. The number of observed multiple-scatter neutron events in the data set could
be used to restrict the number of expected single scatters induced by neutrons.

As explained in section 3.5 during the preparation for CRESST-II phase 2 an inner neutron
shield, consisting of polyethylene pieces, has been installed. Therefore, the neutron back-
ground is drastically reduced in the current phase and based only on the five detectors anal-
ysed not well constrained in the fit. An analysis of all 18 modules installed might reveal a
considerable number of events in the nuclear recoil band which are either coincident in time
with the muon veto or other cryogenic detectors. Based on this number an upper limit for the
neutron background might be obtained, however, this is beyond the scope of the present work.

Summary

In the present work five modules are analysed and in all of them events at low light yields
are observed. In Lise the number of accepted events is compatible with the expectations
from the e−/γ-leakage, as the deviation is well inside the expected statistical fluctuation. In
the other four modules an excess of events compared to the expectation based on the e−/γ-
leakage is found. As the slightly different light yield of γ-lines is not considered in the leakage
calculation it might be well possible that the excess of events is not as large as stated here. In
the following, the previous discussion of potential explanations of the observed excess of
events is summarized.

For TUM40 a number of unidentified noise-trigger events is found which might explain the
slight excess in this detector. For the other modules (TUM38, VK27 and VK28) no unidenti-
fied invalid pulses are found. Therefore, it is concluded that, if at all, only a small number of
such events is present in the data sets.

Afterwards, it is investigated whether or not unidentified TES-carrier pulses might explain
the observed excess. Also this explanation is very unlikely as the pulse shape in the phonon
detector of the events in question is very similar to the expected pulse shape of absorber pulses.
Furthermore, TES-carrier events are typically located in a band between nuclear and electron
recoils.

Therefore, the two remaining explanations are either WIMP induced events or an unknown
background source, most likely only present in the phonon detector design with a big carrier
crystal. Up to now it is not clear which of these two explanations is true, however, the fact
that the excess is only observed in the modules of this special phonon detector design might be
suspicious. There are further indications hinting towards an unknown background contribution
as origin of the excess events. Further investigations are required but this is well beyond
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the scope of the present work. In particular data from CRESST-III, which is the next stage
of CRESST, might help to clarify the origin of the excess events observed. Any kind of
background related to the TES-carrier crystals is avoided as in the majority of the modules
installed the phonon-detector TES is evaporated directly onto the absorber crystal.

9.7 Radioactive Contamination of TUM-grown Crystals
Based on the analysis of TUM38 and TUM40 the e−/γ-background of these two TUM-grown
crystals can be compared to obtain information about their radioactive contamination. To do
this, the recoil-energy spectra of the complete data sets of both detectors are used. All peaks
visible in the e−/γ-band are fitted by the sum of a Gaussian function and a linear background.
In case of two or more lines close to each other (distance of the means . 2 keV) a correspond-
ing number of Gaussian functions with a combined width parameter is fitted to the energy
spectrum. The lines are identified based on their mean energy and the respective activity is de-
termined by the fit. The signal survival probability ε (E) (compare figure 9.6 and figure 9.16)
is evaluated at the corresponding mean energy56. Thus, the final activity A of a specific line is
given by:

A =
nobs

tlive ·m · ε (E)
, (9.3)

where tlive is the live time, m the mass of the detector, ε (E) the signal survival probability
obtained at the mean energy E of the corresponding line and nobs the number of counts ob-
served in the respective line. The latter is determined by integration of the Gaussian function
constrained by the fit:

nobs =
∫

∞

−∞

C · exp

(
−(E−µ)2

2σ2

)
dE =C ·

√
2πσ , (9.4)

where C is the height of the Gaussian function, µ the mean and σ the width.
The radioactive contamination of the two TUM-grown crystals TUM38 and TUM40 is com-

pared in table 9.2. In the cases, where in both detectors peaks are observed with nearby ener-
gies (with only a small deviation due to the different energy calibrations) the resulting γ-lines
are listed57. The only exception from this is the M1 line of the 179Ta decay with an energy
of ∼ 2.6 keV, which is below the trigger threshold of TUM38 and, thus, not observable. For
all identified γ-lines observed the corresponding literature energy Elit is given in the second
column [90]. In case of the γ-lines observed in both detectors at∼ 13 keV and∼ 37.5 keV, the
origin could not be identified. Therefore, for both lines also no literature energy could be given
in table 9.2. The fitted mean energy Efit of the Gaussian function and the corresponding activ-
ity A determined as described in equation 9.3 are given for both detectors58. In the remaining
56 For energies ≥ 40 keV it is assumed that the signal survival probability is constant. At these high energies no

energy dependencies of the selection criteria applied is expected. In most of the modules analysed the signal
survival probability is already flat at lower energies and, thus, this assumption seems to be valid.

57 Two γ-lines at ∼ 18 keV and ∼ 271 keV are observed only in TUM38. As the origin of both of these lines is
not identified they are neglected here.

58 The complete list of all parameter values obtained from the fit are listed in appendix F.
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origin Elit [keV]
TUM38 TUM40

Efit [keV] A [µBq / kg] Efit [keV] A [µBq / kg]
179 Ta (M1) 2.601 - - 2.637 ± 0.007 61.17 ± 4.31

Cu Kα (ext.) 8.048 8.038 ± 0.013 20.22 ± 2.96 8.185 ± 0.012 26.43 ± 3.04
179 Ta (L2) 10.739 10.790 ± 0.014 28.07 ± 2.53 10.928 ± 0.012 25.69 ± 2.03
179 Ta (L1) 11.271 11.270 ± 0.004 140.06 ± 6.21 11.439 ± 0.003 177.24 ± 5.59

? ? 12.968 ± 0.024 27.33 ± 4.08 13.138 ± 0.034 23.68 ± 3.28

? ? 37.367 ± 0.028 17.41 ± 3.20 37.751 ± 0.031 14.77 ± 2.89
210Pb (ext.) 46.539 46.280 ± 0.007 161.13 ± 6.49 46.798 ± 0.013 75.26 ± 4.73
234Th (ext.) 63.29 62.940 ± 0.019 45.28 ± 2.72 63.446 ± 0.034 18.03 ± 1.88

179Ta (K) 65.351 65.156 ± 0.008 192.47 ± 6.63 65.657 ± 0.008 207.71 ± 6.57
181W 73.6 73.538 ± 0.033 120.19 ± 20.47(a) 74.002 ± 0.038 107.67 ± 19.77(a)

Bi Kα,1 (*) 74.815 74.602 ± 0.039 19.58 ± 2.62 75.016 ± 0.068 13.35 ± 2.09

Bi Kα,2 (*) 77.107 76.869 ± 0.024 36.74 ± 3.73 77.428 ± 0.052 18.91 ± 3.43

Rn Kα,1 (*) 83.787 83.822 ± 0.083 17.21 ± 4.88 84.475 ± 0.090 9.42 ± 2.49

Bi Kβ ,1 (*) 87.349 86.937 ± 0.082 8.30 ± 2.61 87.549 ± 0.150 10.76 ± 3.54
234Th (ext.) 92.59 92.432 ± 0.024 84.94 ± 5.60 92.973 ± 0.046 39.15 ± 4.59
226Ra (ext.) 186.211 185.445 ± 0.029 73.02 ± 4.82 186.109 ± 0.042 65.28 ± 4.73
212Pb (ext.) 238.632 238.684 ± 0.021 135.35 ± 6.48 239.950 ± 0.042 119.10 ± 6.69

Table 9.2: Radioactive contamination observed in the complete data set of TUM38 and
TUM40. As the threshold achieved for TUM38 is ∼ 3 keV all lines with mean energies below
are not observable in this detector. In all other cases only lines which are observed in both
detectors are listed here. The origin of the lines is given in the first column, whereby all lines
caused by external decays are additionally marked by (ext.). The X-ray lines marked by (∗)
are most probably also externally produced (for details see section 9.7.4) The literature ener-
gies Elit given in the second column are taken from [90]. The origin and the corresponding
literature energies of the two lines observed at ∼ 13 keV and ∼ 37.5 keV in both detectors
could not be identified. Finally, the mean energy Efit and the mean activity A of all lines are
included for both detectors. For the values marked by (a) the exponential decay of the count
rate with time is observable within the exposure. Therefore, the given numbers correspond to
the start activity A0 of this respective decay. For more details see text.
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(a) TUM38 (b) TUM40

Figure 9.34: Recoil-energy spectrum around the copper fluorescence line observed in TUM38
(a) and TUM40 (b). The red line shows the fit function consisting of a Gaussian peak and
a linear background function (intercept and slope parameter). The fit parameters are also
depicted together with the corresponding statistical errors. A good agreement of the fitted
mean energy and the literature value of Elit = 8.04 keV [90] is observed. Furthermore, the
fit yields with 124± 12 eV in TUM38 and 98± 12 eV in TUM40 an excellent 1σ energy
resolution at this energy.

part of the present section, the different observed γ-lines and their origins are discussed in
more detail.

9.7.1 Copper Fluorescence and External Lines

As depicted in figure 9.34 in both detectors the copper Kα -line with a literature value of
Elit = 8.05 keV [90] is observed. This peak is attributed to the copper fluorescence, where
γ-rays hit the copper in the vicinity of the detectors and interact via photoeffect with a copper
atom. Thereby, an electron is excited and the resulting vacancy in the electron shell is re-filled
by an electron of an outer shell under emission of a characteristic X-ray photon. The copper
Kβ -line (Elit = 8.91 keV) is expected only with a fraction of 12 % and, thus, is in both spectra
not visible above the background level.

The energy calibration based on the response to test pulses assigns to the events of the line
an energy very close to the literature value (see section 4.4 for more details). In TUM40 the
deviation of the mean of the line, as determined from the fit, from Elit is only 1.70 %, while
in TUM38 an even better precision is achieved (0.12 % deviation). In both detectors excellent
1σ energy resolutions of 98±12 eV (TUM40) and 124±12 eV (TUM38) are obtained. The
corresponding activities in the copper fluorescence line of both detectors agree well within the
given statistical errors. As the activity is solely determined by the amount of copper in the
vicinity of the detectors this does not have to be necessarily the case but can be expected as
the module housing and the support structure are very similar for both module designs.

In figure 9.35 the recoil-energy spectra in the range of 40–70 keV are depicted for TUM38
in (a) and for TUM40 in (b). In both TUM-grown crystals a sharp γ-peak at 46.5 keV is
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(a) TUM38 (b) TUM40

Figure 9.35: Measured recoil-energy spectrum ranging from 40–70 keV for TUM38 (a) and
for TUM40 (b). Three distinct γ-lines are observed in both detectors. The peak at ∼ 65.4 keV
originates from activated tungsten isotopes decaying into 179Ta, which in turn decays via elec-
tron capture. In the cryogenic detectors operated in CRESST-II this process results in a sharp
γ-line at the binding energy of the daughter nucleus (here 179Hf). The two other peaks ob-
served are due to an external contamination with 210Pb (∼ 46.5 keV) and 234Th (∼ 63 keV).
Both isotopes decay via the emission of a β -particle and, thus, in case of an intrinsic contami-
nation a subsequent β -spectrum would be observed (e.g. for 210Pb up to 63.5 keV). However,
the background levels before and after the corresponding γ-peaks are flat and equally high.
This supports the conclusion that TUM-grown crystals are not intrinsically contaminated with
these two isotopes. In TUM38 larger peaks are observed compared to TUM40 and the result-
ing activities are given in table 9.2.

observed and assigned to the 210Pb decay. As explained in section 9.1.2, 210Pb is transformed
via a β -decay into 210Bi with a half-life of 22.3 a. Thereby, mostly an excited state of bismuth
is reached which relaxes with a half-life of < 3 ns via emission of a γ-ray. Thus, in the slow
cryogenic detectors operated in CRESST-II an intrinsic contamination of 210Pb would result
in a γ-peak at 46.5 keV and a subsequent β -spectrum up to 63.5 keV (as observed for Lise in
figure 9.3).

In both spectra of the TUM-grown crystals there is no hint for a subsequent β -spectrum, as
the background levels before and after the γ-peak are flat and equally high. This observation
supports the conclusion that the TUM-grown crystals are not intrinsically contaminated with
210Pb but rather their direct vicinity (e.g. module housing and/or experimental volume). As
210Pb is part of the uranium decay chain an exposure of the materials in the direct vicinity
to radon (e.g. present in ambient air) is enough to explain this observed line. For TUM38
the resulting 210Pb activity of 161.13± 6.49 µBq / kg is twice as high compared to TUM40
(75.26±4.73 µBq / kg).

For two other unstable isotopes which undergo a β -decay (234Th, 212Pb) also only the γ-
peaks without a hint of a subsequent β -spectrum are observed in both detectors. Therefore,
these two lines are also marked as external in table 9.2. The argumentation for 226Ra is dif-
ferent, as this isotope decays via emission of an α-particle into an excited state of 222Rn [90].
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The daughter nucleus relaxes with a half-life of 9 ns to the ground state via emission of a γ-ray
of 238.6 keV. Thus, in the cryogenic detectors of CRESST an internal decay of 226Ra would
always include the α-decay together with the corresponding γ-ray. As the γ-line is observed,
it has to be concluded that the preceding α-decay happened outside of the detector and, thus,
this line is also caused by an external contamination.

9.7.2 234Th Lines
There are two γ-peaks, at ∼ 63.4 keV (see figure 9.35) and at ∼ 92.6 keV (see figure 9.37)
which are visible in both spectra and are attributed to the external decay of 234Th in table 9.2.
According to the decay scheme of 234Th there exists a γ-line at 63.29 keV with an intensity of
4.8 % [90]. Furthermore, there are two γ-rays close in energy, at 92.38 keV and at 92.80 keV
with similar intensities of 2.81 % and 2.77 %, respectively. For these two lines the mean
energies only differ by a value which is of the order of the respective energy resolution at this
energy. Thus, within the given statistics no double-line feature but rather a broad single peak
is expected to be observed in the energy spectrum. Indeed, the fit with a Gaussian peak above
a linear background shows that the width of the Gaussian function is 462± 23 eV at a mean
energy of 92.432±0.024 keV in TUM38 and 411±49 eV at 92.973±0.046 keV in TUM40,
respectively. This is rather broad compared to the width of 281± 23 eV and 281± 30 eV
obtained for the 181W decay at ∼ 73.5 keV. Thus, in the following it is assumed that both
theoretical lines are indistinguishable with the current detector performance. The literature
energy of 92.588 keV given in table 9.2 is the intensity weighted mean of both γ-lines. The
two intensities of the individual peaks have to be summed to obtain the expected fraction for
the observed γ-peak.

For the two 234Th lines observed at ∼ 63 keV and ∼ 92 keV (see table 9.2), based on the
known intensities the expected activity of one of the two lines can be calculated with the
measured activity of the other γ-line. However, the measured activities of the line at 63.3 keV
of 45.28±2.72 µBq / kg in TUM38 and 18.03± 1.88 µBq / kg in TUM40 do not match the
expected values based on the ∼ 92 keV line. In TUM38 an activity of 73.07± 4.82 µBq / kg
and in TUM40 an activity of 33.68± 3.95 µBq / kg is expected. Therefore, only ∼ 62 % and
∼ 54 % of the expectation values, respectively, are actually observed.

This deviation can be explained with absorption of γ-rays passing through matter on their
way to the respective detector. The start intensity I0 of γ-rays with an energy E is reduced to an
intensity value I(d) after passing a distance d through a material of density ρ . This intensity
is determined by the energy dependent absorption coefficient µabs (E) via:

I(d) = I0 · exp(−µabs (E) ·d). (9.5)

The absorption coefficient µabs (E) is given by:

µabs (E) = ρ ·σatt (E) , (9.6)

where σatt (E) is the total attenuation coefficient of the respective material.
As explained in chapter 3, the majority of the parts surrounding the detectors is made of

copper, which is a good absorber for γ-rays. The values for the total attenuation coefficient
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σatt (E) are obtained from [163] for copper at the two energies of interest and are listed in ta-
ble 9.3 together with the calculated absorption coefficients µabs (E). For the density of copper
a value of ρ = 8.96 g / cm3 is used [164].

EEE [keV] σσσ att (EEE) [cm222 / g] µµµabs (EEE) [1 / cm]
63.29 1.382 12.383

92.59 0.543 4.865

Table 9.3: Attenuation coefficients σatt (E) for copper at the given energies E together with the
respective absorption coefficients µabs (E) = ρ ·σatt (E). For the density ρ of copper a value
of 8.96 g / cm3 is used [164]. The values for the attenuation coefficient are taken from [163].

The thickness d required to explain the activity ratio between the two 234Th lines observed
in both detectors is obtained by:

d =
ln( ε2

ε1
· A1

A2
)

µabs,2−µabs,1
, (9.7)

where ε is the expected intensity, A the measured activity and µabs the absorption coefficient.
The subscripts 1 and 2 denote the parameters for the two respective mean energies.

From Gaussian error propagation it follows for the error of the thickness ∆d:

∆d =

√
(∆A1)

2 ·
(

1
A1 · (µabs,2−µabs,1)

)2

+(∆A2)
2 ·
(

1
A2 · (µabs,2−µabs,1)

)2

. (9.8)

To explain the measured activity ratios the γ-rays have to pass through copper of the thick-
ness of only d = 0.63±0.12 mm for TUM38 and of d = 1.51±0.17 mm for TUM40. These
numbers are reasonable in sight of the dimensions of the experimental volume and the amount
of copper available.

9.7.3 Cosmogenic Activation of Tungsten

Due to cosmogenic activation of tungsten isotopes and their subsequent decay, γ-lines might be
created and several lines originating from these isotopes can be seen in the detectors. Already
with an exposure of a few weeks two decays have been observed in [103], namely the electron
capture of 179Ta and the electron capture of 181W. The cleaner TUM-grown crystals operated
in CRESST-II phase 2 allowed to identify further lines of these decays [127, 131]. Based on
the large statistics of the complete data sets of TUM38 and TUM40 these decays are studied
in more detail in the following.

179Ta decay

A proton reaction of the form (p,α) on 182W results in 179Ta which in turn decays via an
electron capture into 179Hf. It is expected that 179Ta is present in the crystals due to the cos-
mogenic activation of either the raw materials the crystals are grown from or due to activation
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of the crystals themselves. As the half-life of the 179Ta decay is T1/2 = 665 d such a cosmo-
genic activation is present as background for a long time in the corresponding crystals. In case
of a 179Ta decay in the crystal, the energy of the decay is released as kinetic energy of the
neutrino. Subsequently, the remaining 179Hf-atom lacks an electron in an inner shell, whereby
this vacancy is quickly filled in an electron cascade. The calorimetric measurement performed
by CRESST results in a peak at the corresponding binding energy of the 179Hf-atom for the
captured electron. The resulting energies for the capture of a K, L and M-shell electron are
given in table 9.4.

electron shell binding energy [keV]
M1 2.601

L2 10.739

L1 11.271

K 65.351

Table 9.4: Binding energies of the different electron shells in the 179Hf-atom [90]. 179Ta
produced via cosmogenic activation of 182W decays via electron capture into 179Hf. In the
calorimetric measurement performed by the CRESST detectors the complete electron cascade
of the decay is observed resulting in a measurement of the binding energy of the captured
electron.

In TUM40 all of these four lines are observed and well distinguishable, while in TUM38 the
M-line could not be observed due to the high trigger threshold of∼ 3 keV. As the measurement
in CRESST-II phase 2 lasted more than two years the exponential decay of the different lines
might be observable. If the determined half-life corresponds to the expectation of the 179Ta
decay, this would strengthen the above-proposed origin.

Therefore, the events of the three different lines (M, L and K) are selected and their count
rate per one hour of live time is drawn as a function of the real time in figure 9.36 59. The blue
data points are for the events observed at the binding energy of the K-shell, the red ones for
the L-shell and the black ones for the M-shell. Please note that the latter line is not observable
in TUM38 due to the trigger threshold of ∼ 3 keV. The corresponding errors (error bars in
y-direction in figure 9.36) assume Gaussian distributed values. This assumption is always
fulfilled due to the large bin width of 75 d (real time) and the large activities of all three lines.
In both lines (L and K) observed in TUM38 as well as in the L-line observed in TUM40 it
seems that the count rate is first increasing and decaying afterwards. This behavior is not
expected and might be a hint for a further contamination first building up at these energies.
However, as this is not understood up to now the respective bins are neglected in the fit.
Changing the fit range affects the amplitude parameters more than the half-life. Therefore, in
table 9.2 not the start activities, determined from the half-life fit, are listed but rather the mean
activity is included. The latter is determined from the fit of a Gaussian function (above a linear
background) to the energy spectrum.
59 Within the given energy resolution of the detectors the L1 and L2 lines are well separated. However, the L2

line is less intensive than the L1 line and, thus, both L lines are investigated here together.
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(a) TUM38 (b) TUM40

Figure 9.36: Counts per one hour live time as a function of the real time in the 179Ta K
(blue), L (red) and M-shell (black) line observed in TUM38 (a) and TUM40 (b). In TUM38
the M-shell line with an energy of 2.6 keV is below the trigger threshold and, therefore, not
observable. Also shown are exponential decays, whereby the parameters are obtained from a
combined fit per detector. The start activities A0,x (x ∈ {M,L,K}) are individual parameters
while the half-life is a combined parameter. The half-life of the 179Ta decay is 665 d (15960 h)
and, thus, compatible with the given statistical error range.

Also drawn in figure 9.36 are two and three exponential decays, respectively, whereby the
parameters are determined in a combined fit for each detector. The start activities A0,x, where
x is M, L or K for the respective line, are individual parameters while the half-life T1/2 is a
combined parameter for all decays. The resulting values are also shown in the insets of fig-
ure 9.36. The start activities A0,x are not used further due to the large systematic uncertainties
mentioned above. For TUM38 a half-life of 13304.8±1536.5 d and for TUM40 a compara-
ble value of 13295.5±1147.3 d are determined. Despite the fact of the unexpected behavior
at the beginning of the measurement, both values are in good agreement with the expected
half-life of 665 d ( 15960 h) within the given statistical errors [90]. Thus, this result supports
the reasonable assumption of the decay product of 179Ta as origin for these three γ-lines.

As the observed activity is directly proportional to the capture rate of the different electrons
in the electron capture decay this quantity is directly measured in the CRESST-II detectors.
Based on the mean activities listed in table 9.2 the L/K-capture ratio is determined to be
0.87±0.05 for TUM38 and 0.98±0.04 for TUM40. In [165] two published values are listed:
firstly, a value of 1.4±0.4 for this decay is found in [166] and, secondly, a value of 0.63±0.06
for the L/K-capture ratio is given in [167]. The values found in the present analysis are in good
agreement with the first one while a slight disagreement with the second published value is
observed. Nonetheless, in summary all three facts together, i.e. mean energies of the lines,
half-life of the decay and capture rate, confirm the assumption for the origin of these three
γ-lines.

254



9.7 Radioactive Contamination of TUM-grown Crystals

(a) TUM38 (b) TUM40

Figure 9.37: Recoil-energy spectrum ranging from 70–95 keV for TUM38 (a) and for TUM40
(b). Several γ-lines are observed in this region. The largest peak at ∼ 93 keV is due to an
external contamination of 234Th. Several X-ray lines of bismuth are also observable. The peak
at ∼ 74 keV is due to the electron capture decay of 181W, created by cosmogenic activation of
tungsten.

181W decay

181W is present in the CaWO4 crystals as it is created through the reaction 183W(p,t)181W
[168]. It then decays via electron capture with a half-life of T1/2 = 121.2 d into 181Ta, whereby
in 76 % of all decays an excited state is reached [90]. As for the s-wave electron (K-shell) the
probability is largest to be inside the nucleus, in the electron capture of 181W mostly a K-shell
electron with a binding energy of 67.4 keV is captured. The excited 181Ta state is released via
emission of a γ-ray of 6.2 keV. As this happens with a half-life of 6.05 µs the electron capture
process and the emission of a γ-ray can not be resolved with the cryogenic detectors used.
Therefore, the resulting peak of the 181W decay is expected to be observed at the summed
energy of 73.6 keV.

In figure 9.37 the recoil-energy spectrum ranging from 70–95 keV is depicted for the com-
plete data sets of TUM38 (a) and TUM40 (b). Besides several other γ-lines observable in both
spectra, there is also a clear peak at ∼ 73.7 keV. As mentioned in section 3.5, the complete
measurement time of CRESST-II phase 2 lasted longer than two years and, thus, contains
several half-life periods of this decay. Therefore, to determine the corresponding activity the
radioactive decay has to be taken into account. Furthermore, a time analysis resulting in a
half-life in agreement with the expected value of T1/2 = 121.2 d would strengthen the idea of
the origin of this line.

In figure 9.38 the number of counts per one hour live time in the energy region around the
181W γ-line is depicted as a function of the real time for TUM38 in (a) and for TUM40 in
(b). The time dependency of all events in the energy region centered around the signal peak
is depicted as black data points. This region contains the majority of the 181W events but also
a background distribution. While for the former an exponential decay is expected the latter is
assumed to be constant in time. To be able to fit this constant background properly also a pure
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(a) TUM38 (b) TUM40

Figure 9.38: Time distribution of all events centered around the 181W peak (black data points)
as well as a background control region (blue data points). The former region contains the
majority of the signal events. In order to result in an equal background rate in both data
samples, the background peak caused by Bi Kα,1 is split at the fitted mean: The low-energetic
part leaking into the signal region is contained in this sample, while the high-energetic part
contributes to the background region. For the 181W-events an exponential decay with a half-
life of T1/2 = 121.2 d (∼ 2909 h) is expected while for the background-region events no time
dependency should occur. These expectations are confirmed in both detectors by the observed
data. For both detectors the fitted half-life agrees within the errors with the expected half-life
of 181W. This confirms the proposal of cosmogenically activated tungsten being present in the
CaWO4 crystals.
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background region of the same width is used and depicted as blue data points. The biggest
problem for this approach is the close-by background peak caused by Bi Kα,1. Therefore,
the signal region contains the low-energetic part of the peak (up to the fitted mean), while the
high-energetic part (above the fitted mean) is attributed to the background region. By doing
so in a first approximation the same number of background events caused by this external
contamination is included in both data samples.

The error bars are the statistical errors corresponding to the square root of the number of
counts in the respective time bin. While the assumption of Gaussian distributed errors might be
true in both detectors for the first time bins where a considerable fraction of signal events is still
present, this is not the case for the later ones. This results in a reduced χ2 that is smaller than
one, indicating an overestimation of the corresponding errors. However, enlarging the time
bins is not possible since the rate per time bin is not stable for 181W due to the short expected
half-life of only T1/2 = 121.2 d. For the chosen bin width of ∆treal = 50 d the expected activity
drop ∆A from the beginning to the end of the time bin is

∆A = 1− exp

(
− ln(2)

T1/2
·∆treal

)
= 1− exp

(
− ln(2)

121.2d
·50d

)
≈ 0.25. (9.9)

Therefore, the chosen bin width is a good compromise between these two effects mentioned
above.

The solid-red line depicted in figure 9.38 is an exponential decay over a constant back-
ground. The parameters are obtained by a fit of the following form:

A0 · exp

(
− ln(2)

T1/2
· treal

)
+C, (9.10)

where treal is the real time depicted on the abscissa, T1/2 the half-life and A0 the corresponding
start activity. The constant background C (green dashed line in figure 9.38) is further re-
stricted by an additional fit to the background sample (blue data points), whereby both fits are
performed as a combination sharing the same constant background parameter. The resulting
fit parameters are visible inside the boxes in figure 9.38.

The half-life is obtained as T1/2 = 145.88±25.38 d for TUM38 and T1/2 = 136.00±28.46 d
for TUM40. Therefore, in both detectors good agreement with the expected half-life of
T1/2 = 121.2 d for the 181W-decay is observed. Furthermore, the start activity A0 is obtained
to be 120.19±20.47 µBq / kg for TUM38 and 107.67±19.77 µBq / kg for TUM40.

9.7.4 Bismuth and Radium X-ray Lines
Besides the 181W-peak at ∼ 74 keV and the 234Th-peak at ∼ 93 keV, both discussed above,
there are several other peaks clearly visible in figure 9.37. These peaks are identified as
the Kα,1 (∼ 74.815 keV) and the Kα,2 (∼ 77.1 keV) X-ray lines of bismuth [90]. The in-
tensity per 100 K-shell vacancies of these two lines is 27.8 and 46.8, respectively. Based
on the activity measured for one peak (here Bi Kα,1) the expected activity of the second
peak could be calculated resulting in an expectation of 32.96± 4.41 µBq / kg (TUM38) and

257



9 Results and Discussion

22.47±3.52 µBq / kg (TUM40) for the Bi Kα,2 line in the respective detector. In both detec-
tors these values are in good agreement within the statistical errors with the actually measured
activities of 36.74± 3.73 µBq / kg (TUM38) and 18.91± 3.43 µBq / kg (TUM40). Further-
more, the Bismuth Kβ ,1 and Kβ ,2 lines are expected at energies of 87.349 keV and 89.784 keV,
respectively. Indeed, in both spectra there are either observable peaks at these energies (Kβ ,1)
or at least hints for an excess of events. This supports the conclusion about the origin of the
γ-lines being created from X-rays of bismuth.

Due to fluorescence induced by high-energetic γ-rays or muons these X-rays could be cre-
ated. At least for the crystal TUM40 it is known from a dedicated α-analysis, that there is a
considerable amount of bismuth inside the crystal [131]. As TUM38 and TUM40 are grown
from the same batch of raw materials it is expected that also in TUM38 a bismuth contami-
nation is present [169]. However, the radiation is most probably produced externally in the
vicinity of the detectors as otherwise the excitation process would be detected as a single
event. In the latter case it would be very unlikely to observe only the X-ray of bismuth and no
further energy contribution of the exciting particle.

For bismuth there are more X-ray lines with reduced intensities which might be observed
in the energy spectrum of both detectors. However, more statistics are required to clarify
this situation. Also L-lines of bismuth at 10.839 keV and 13.023 keV might contribute to the
low-energetic e−/γ-background. The calculation of the expected intensities is not trivial since
L-lines result from both K and L-shell vacancies. Therefore, for the expected intensities the
different yields for the creation of a K and a L-shell vacancy have to be known. At ∼ 13 keV
there is a rather broad unidentified peak in both crystals which might be partly assigned to
a bismuth contamination (compare figure 9.8 and figure 9.18). However, at ∼ 11 keV there
is the double-peak feature created by the cosmogenic activation of tungsten (179Ta (L1) and
179Ta (L2)) which hinders the clear observation of such a bismuth X-ray line.

Besides the bismuth X-ray lines there is also a peak at ∼ 84 keV visible in both detectors,
which might be assigned to a radon X-ray line. The literature energy of this Kα,1 line is at
83.787 keV and it occurs in 46.5 % of the K-shell vacancies. The next prominent X-ray line
of this element with an intensity of 28.0 % is the Kα,2 line at 81.069 keV. At least in TUM38
there seems to be a peak at this energy with an activity of 10.95± 3.84 µBq / kg. Based on
the measured activity of the line at ∼ 84 keV and the intensities of the two X-ray lines this is
in good agreement with the expected value of 10.36±2.94 µBq / kg. Therefore, the ∼ 84 keV
line is assigned to be the Rn Kα,1 X-ray line in table 9.2 without a confirmation of this effect
in the second crystal TUM40. There already the peak most probably caused by the Kα,1 line
of radon at ∼ 84 keV is hardly visible and, thus, the Kα,2 could definitively not be observed
above the background level.

9.7.5 Unidentified Peaks
In both energy spectra of the TUM-grown crystals TUM38 and TUM40 two γ-peaks are ob-
served, where the origin can not be identified free of doubt. The first line has a mean energy
of ∼ 13 keV and might to some extend be explained by the bismuth X-rays discussed above.
However, as the peak is very broad compared to the lines close-by in energy this fact supports
the idea of at least two and maybe even more contributions. This line is also observed in
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measurements performed in the test cryostat of the CRESST experiment which is also located
underground in LNGS [108]. This observation supports the idea of an external contamination
as origin for this line. The origin of the second line observed at∼ 37.5 keV is totally unknown.

To summarize this section, there are several γ-lines observed and identified in the data set. In
the complete data set of TUM40 as well as in TUM38 there is no hint of a β -decay spectrum
in the e−/γ-band below ∼ 300 keV. In order to obtain more information about the intrinsic
contamination of the TUM-grown crystals a dedicated α-analysis would be beneficial. For
TUM40 [131] and several crystals installed in CRESST-II phase 1 [115,132] this analysis has
already been performed. However, for the other (TUM-grown) crystals installed in CRESST-II
phase 2 this is beyond the scope of the present work [116].

9.8 Current Dark Matter Landscape

As already mentioned in section 2.2, there is a huge variety of experiments searching directly
for Dark Matter and these experiments use several different approaches. To conclude this
chapter about the results of the cryogenic modules analysed in the present work the current
Dark Matter landscape is depicted in figure 9.39. All drawn lines correspond to exclusion
limits of 90 % confidence level. The results of several liquid noble gas experiments are de-
picted as blue lines [54, 172–174], while the experiments based on silicon or germanium are
shown in green [70, 80, 175–177]. The violet dashed line corresponds to the exclusion limit
obtained from the PICO experiment [76], while the result of the KIMS experiment is included
as orange solid line [178]. Furthermore, also the favored parameter spaces of CRESST-II
phase 1 [107], CDMS-Si [170], CoGeNT [71] and DAMA/LIBRA [171] are drawn as shaded
regions in figure 9.39. Finally, the published limits of CRESST-II phase 2 are included as red
lines [127, 159, 160]. The gray shaded area is the region, where coherent neutrino-nucleus
scattering, dominantly from solar neutrinos, will be an irreducible source of background for
CaWO4 based Dark Matter search experiments [179].

As mentioned in section 2.2, liquid noble gas experiments are leading in the search for
high-mass Dark Matter particles. Consequently, the world leading limit above ∼ 6 GeV/c2 is
achieved by the LUX experiment [54]. In this region the sensitivity is at least ∼ 2 orders of
magnitudes better than the best experiments not using liquid noble gases as target material.

However, at ∼ 6 GeV/c2 the enhanced detector performance of cryogenic detectors, in par-
ticular the lower threshold compared to liquid noble gas experiments, pays out resulting in
drastically better sensitivities for experiments of this approach. The relatively low thresh-
old of CDMS combined with the large exposure results in a world leading limit between
∼ 1.7 GeV/c2 and ∼ 6 GeV/c2 [175].

As can be seen in the low WIMP mass regime the sensitivity of the CRESST-II phase 2
result extends for the first time in direct Dark Matter searches down to 0.5 GeV/c2 [159]60.
Furthermore, the exclusion limit is world-leading below∼ 1.7 GeV/c2 supporting the fact that
low energy thresholds are the crucial requirement for studying the light Dark Matter regime.
Consequently, for the next stage of CRESST a novel module design has been developed to
achieve, in particular, very low thresholds. First prototypes have successfully been tested and

60 Please note that here the term WIMP is used generically and not only for thermally produced WIMPs.
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Figure 9.39: Parameter space for elastic spin-independent WIMP-nucleon scattering60. The
red lines correspond to exclusion limits (90 % C.L.) of CRESST-II [127, 159, 160]. For com-
parison also the favored parameter spaces of CRESST-II phase 1 [107], CDMS-Si [170], Co-
GeNT [71] and DAMA/LIBRA [171] are drawn as shaded regions. The exclusion limits (90 %
C.L.) of the liquid noble gas experiments are drawn as blue lines [54,172–174], of silicon and
germanium based experiments in green [70,80,175–177]. The results of KIMS [178] (orange
solid line) and PICO [76] (violet dashed line) are also included. In the gray area coherent neu-
trino nucleus scattering, dominantly from solar neutrinos, will be an irreducible background
for CaWO4-based Dark Matter search experiments [179].

at the moment of writing already ten of these novel modules are installed in the experimental
setup of CRESST (see section 11).
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10 Conclusion
Despite large efforts performed in the last decade, the origin of Dark Matter remains one of the
biggest puzzles in modern physics. There exist several observations on different astronomical
length and time scales which are only explainable by the existence of Dark Matter. In chapter 1
several of these evidences are discussed and only the most striking one should be mentioned
here. Since the precise measurement of the cosmic microwave background by the Planck
satellite it is clear that only 4.9 % of the energy content in the universe is due to the well-known
baryonic matter, 68.5 % consists of the totally unknown Dark Energy and 26.6 % is made up
by cold Dark Matter. However, the particles that contribute to the Dark Matter content are
unknown up to now.

There exist several theories for Dark Matter candidates (see section 1.2). The only Dark
Matter candidate present in the standard model of particle physics is the neutrino, however,
due to its small mass it has been relativistic during the freeze-out. Thus, neutrinos are hot Dark
Matter and, therefore, excluded to be the dominant Dark Matter candidate by the observed
structure formation in the universe. As a consequence of this, all astronomical evidences
for Dark Matter are simultaneously a hint for physics beyond the standard model of particle
physics.

A well motivated Dark Matter candidate is the Weakly Interacting Massive Particle (WIMP)
which gained large interest due to the so-called WIMP miracle. Interestingly, the relic den-
sity of Dark Matter observed today is also obtained for the thermal freeze-out of particles
with a mass of & 30 GeV/c2 and a cross-section in the order of the electroweak scale. The
best-known theory which predicts WIMP candidates is the supersymmetric extension of the
standard model of particle physics. However, also other theories give rise to WIMP-like Dark
Matter candidates with masses of O

(
GeV/c2).

In chapter 2 the different experimental approaches to detect Dark Matter particles are listed.
Three different scenarios exist to detect Dark Matter: Firstly, it could be produced directly in
collisions of SM particles (e.g. at the LHC). The smoking gun signature of the production of a
Dark Matter particle would be an event with a large amount of missing energy corresponding
to the mass of the Dark Matter particle. Secondly, indirect search experiments try to detect
standard model particles which are created in the annihilation or decay of Dark Matter par-
ticles. The most crucial and difficult task of such experiments is to exclude an astrophysical
origin of the observed particles. The third scenario is the so-called direct detection of Dark
Matter particles via their interaction with the nuclei in a target volume. All three scenarios
provide complementary information about Dark Matter, however, in the present work only the
direct approach is discussed further.

In section 2.1 the expected count rates induced by WIMP interactions in a direct detection
experiment is deduced. WIMPs are expected to (elastically) scatter off nuclei and transfer
only a small amount of energy. The latter depends on the masses of the WIMP and the nuclei
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of the target material of the detector. However, in all cases it is a featureless exponentially
decaying energy spectrum constrained at low energies (O(keV)). The expected count rates
depend on the scattering cross-section between Dark Matter particle and nucleus. However,
as these particles are not observed up to now the cross section has to be small if these particles
exist at all.

This implies some experimental challenges for the direct detection of Dark Matter particles.
The different experimental approaches towards a direct detection are discussed in section 2.2.
There exist several ideas and techniques and all of them have strengths and weaknesses. The
currently leading experiments are liquid noble gas detectors (LUX) or cryogenic detectors
(SuperCDMS and CRESST). The former ones are easier to scale to large detector masses and,
thus, large exposures. Simultaneously, a very low radioactive contamination is achieved due
to self-shielding of the target material and a fiducial volume. Therefore, at high WIMP masses
& 10 GeV/c2 this technique plays the leading role. However, in these detectors a worse energy
resolution and energy threshold is achieved compared to cryogenic detectors. Therefore, at
low WIMP masses . 10 GeV/c2 experiments of this approach achieve the highest sensitivities.

The present work is performed in the framework of the Cryogenic Rare Event Search with
Superconducting Thermometers (CRESST) experiment. CRESST is a direct detection exper-
iment based on cryogenic detectors operated at millikelvin temperatures. The experimental
setup is located underground in the LNGS in Italy. The majority of the setup consists of a
large amount of shielding material around the actual detectors (see chapter 3). The large ef-
fort to shield all background sources is required in order to be able to reduce the external
radioactivity to a level where WIMP interactions might be observable.

CRESST-II uses scintillating CaWO4 single crystals each equipped with a sensitive ther-
mometer, a so-called Transition Edge Sensor (TES) as target material (see section 3.2). In a
particle interaction the majority of the energy is converted into heat, warming up the absorber
crystal and detected by the TES. Besides the heat signal a small amount of energy is converted
into scintillation light. The actual ratio between both signals – the light yield – depends on the
kind of interacting particle. Therefore, the CaWO4 crystal is mounted together with a light de-
tector in a reflective module housing in order to detect as much as possible of the scintillation
light. The light signal recorded allows to discriminate signal (nuclear recoils) and background
events (electron recoils) on an event-by-event basis.

The data analysed in the present work has been obtained during the second extensive physics
run of CRESST-II also denoted CRESST-II phase 2. It lasted for more than two years and
featured several calibration measurements including two neutron calibrations. However, the
majority of the data is used to search for Dark Matter induced interactions.

In the present work, data of five modules starting from the raw pulses of phonon (heat) and
light detector are analysed. The different steps required to obtain the relevant parameters in the
raw data analysis of the recorded pulses are discussed in chapter 4. Thereby, the amplitude of
the pulse, which is directly related to the energy deposited and, therefore, used for the energy
calibration, is reconstructed by a so-called template fit. All time periods where one or both
detectors of a module were not fully operational have to be rejected. Furthermore, all pulses
where the template fit fails, mainly due to artifacts on the pulse trace, have to be rejected.
The different methods and selection criteria applied are explained and discussed in chapter 5.
In the template fit the Root Mean Square (RMS) deviation of the scaled template from the
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actual pulse samples is determined for each pulse. This parameter is the most generic and,
simultaneously, the most powerful measure against any kind of background. In the present
work a method is developed and applied to determine the cut limit on the RMS parameter
dynamically based on the observed data set.

The main part of the work is denoted to the development of artificial neural networks used
to efficiently discriminate pulses with a different pulse shape down to the energy thresholds
of the detectors (see chapter 6). This is the first time that these machine-learning algorithms
are applied for a pulse-shape analysis in CRESST. In the evaporation process of the tungsten
film used for the TES, the crystal has to be heated up. This results in oxygen vacancies and,
therefore, a reduced light output. In order to avoid a reduction of the light output a composite
detector design has been developed, whereby the TES is evaporated onto a CaWO4 substrate
(also called TES-carrier) which is then glued onto the main absorber crystal. Interactions in the
TES-carrier result in pulses with different shapes compared to absorber pulses. This difference
is exploited by specially trained multilayer perceptrons to discriminate these events. Such a
multilayer perceptron uses the weighted (non-linear) sum of its input parameters to output
a decision variable. In order to learn which values of the input variables are special for the
different pulse classes, the network has to be trained with pulses of known type. Therefore,
also a pulse simulation method has been developed and applied in the present work. Based
on these artificial data various discrimination parameters have been studied. The usage of a
multilayer perceptron allows to combine all of these parameters and obtain a decisive output
variable. The combination of two of these networks trained slightly differently is able to
discriminate the different pulse classes in both, simulation as well as real data. This process
has been applied to all five modules analysed in the present work.

The main result of the raw data analysis is the so-called light yield - energy plot, where the
different event populations show up in different (roughly) horizontal bands (see chapter 7). It
is used further in the high level analysis also performed in the present work to obtain ideally
new information on the WIMP-nucleon cross section. The majority of all events is observed
in the e−/γ-band while Dark Matter particles are expected to scatter off nuclei. To describe
the form of the nuclear-recoil bands (oxygen, calcium and tungsten) properly the e−/γ-band
is fitted and extrapolated to lower light yields by the usage of so-called quenching factors.
These have been determined in a dedicated external setup and, therefore, the approach has
been validated with neutron calibration data.

An acceptance region for Dark Matter particles is defined, where the signal probability is
high and, simultaneously, a low background contribution is expected (see chapter 8). Based
on the observed events inside this region for two modules an exclusion limit on the WIMP-
nucleon scattering cross-section has been obtained. Therefore, the frequentist approach of
Yellin’s one-dimensional optimum interval method has been used to obtain curves with a 90 %
confidence level.

Finally, in chapter 9 the results of the high-level analysis are discussed. The exclusion
curves obtained in a low-threshold analysis for the modules Lise/Enrico and TUM40/Michael
are shown in section 9.1 and 9.2. For the other three modules analysed (TUM38/Petrus,
VK27/Diogenes and VK28/Zam) an excess of events inside the ROI is observed (see sec-
tions 9.3 – 9.5). In section 9.6 several possibilities for the origin of these events with low light
yields are discussed. The most likely scenario is that these events are caused by an unknown
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background related to the phonon detector design with a big carrier crystal. In order to clar-
ify this, in the majority of the modules installed in the next stage of CRESST (denoted by
CRESST-III) the TES-carrier is omitted by direct evaporation of the TES onto the absorber
crystal.

The radioactive contamination of the TUM-grown crystals, analysed in the present work,
is compared in section 9.7. Several lines, observed in the e−/γ-band, are discussed and their
activity is determined. Thereby, it is found that the majority of the observed contamination is
not intrinsic but external.

The excellent results obtained by a low-threshold analysis of the module featuring the
phonon detector with the lowest trigger threshold (Lise) are compared to other experiments in
section 9.8. The analysis of this module performed in the present work is in good agreement
with the published results discussed there. For the first time in the Dark Matter community
a sensitivity down to 0.5 GeV/c2 is achieved and, simultaneously, for Dark Matter particles
masses smaller than ∼ 1.7 GeV/c2 the world leading exclusion limit is obtained. This shows
the great potential of low-threshold detectors for low-mass Dark Matter search.
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In this chapter, various steps which might be performed in the future to improve some aspects
of the present work are further described. These aspects span from better analysis techniques
for the limit calculation to new data analysis of various physical topics. In addition, there exist
several ideas to further improve the excellent performance of the pulse-shape analysis and to
use neural networks for the event selection of the complete data analysis.

Likelihood and Bayesian Analysis

The consequent next step for the limit calculation is the development of enhanced statistic
methods to obtain the best possible result from the measured data. These methods should not
only consider the energy distribution of the events but also the light-yield information since
in the latter parameter the signal and the majority of backgrounds deviate significantly. One
key requirement for such analyses is the existence of a valid background model describing
the energy as well as the light-yield distribution of the main background sources. As already
explained, in CRESST-II phase 2 large improvements in using Monte Carlo simulations to
predict these distributions have been achieved [131]. By now, the predictions based on the
identified internal and external radioactive contamination can explain ∼ 70 % of the back-
ground level observed in TUM40.

In addition to Yellin’s one-dimensional optimum interval method, also a one-dimensional
likelihood limit is calculated for TUM40 and Lise in [123] using a data-driven model to de-
scribe the energy distribution. This background model is considered in the total likelihood and
promising results are obtained. For the future also a Bayesian analysis of the data is favorable,
as from a technical point of view both methods do not differ significantly while the statis-
tical interpretations obtained from both methods do. Furthermore, the full two-dimensional
information should be used in order to separate signal and background efficiently.

Alternative Physics Studies

Besides the WIMP scenario there exist other theories to generate the Dark Matter content
observed in the universe. The data gathered by CRESST-II could be used to proof, constrain
or exclude parameter space predicted by these theories. In particular the low energy threshold
of the cryogenic detectors allows to explore previously inaccessible regions in such parameter
spaces. An analysis similar to the one performed in [180] could constrain the parameter space
for Dark Photon Dark Matter. First results of such an analysis seem to be very promising and
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due to the low threshold of cryogenic detectors the obtained limits extend to lower dark photon
masses [181].

Another example which should explicitly be mentioned here is a possible indication of a
positive signal based on momentum dependent Dark Matter. According to [182] the existence
of an asymmetric Dark Matter particle (see section 1.2.5) is able to explain the discrepancy
between helioseismological observables and the predictions from solar models. By using the
low-threshold data obtained with Lise [159] and the non-observation of a signal contribution,
the CRESST collaboration is able to exclude this signal claim [183].

However, CRESST can not only contribute with results to the Dark Matter community but
also in other fields of astroparticle physics. Since CaWO4 contains some amount of the isotope
48Ca, also an analysis searching for the neutrinoless double beta decay could be performed
with the gathered data. Furthermore, it might be possible to improve the limits on the half-life
for double electron capture processes. At the time of writing of the present work a dedicated
paper on this topic is in preparation for the two isotopes 40Ca and 180W using data obtained in
CRESST-II phase 1 [184]. However, the same analysis could be applied to the data gathered
in CRESST-II phase 2 and analysed in the present work.

CRESST-III

Since major upgrades of the detectors are foreseen with the upcoming next phase the experi-
ment is renamed as CRESST-III [185]. The volume of the target crystal is drastically reduced,
resulting in a reduction of the crystal mass of an individual module from ∼ 300 g down to
∼ 25 g. This leads to a decreased energy threshold and, simultaneously, the module housing
as well as the detector layouts are optimized for the new specifications. All measures together
are expected to result in a substantial gain of sensitivity for low Dark Matter masses.

In figure 11.1 a schematic drawing as well as a picture of a newly developed and optimized
module design for light Dark Matter searches are depicted. The optimized detector design as
well as results of measurements performed with the prototype module are presented in [186].

Similar to the stick design described in section 3.5.4, the absorber crystal is held by in total
three CaWO4 sticks. However, for the first time also the light detector is held by three CaWO4
sticks. The majority of all modules of CRESST-III is equipped with TUM-grown crystals,
due to their lower overall radioactive contamination. The TES is directly evaporated onto the
absorber crystal to avoid the creation of pulses with distorted pulse shape due to gluing of the
TES-carrier onto the crystal. Finally, to veto stick events down to the low energy threshold
of the phonon detector, also the sticks holding the absorber crystal are equipped with TESs to
provide a veto signal. Therefore, in figure 11.1 the stick holding the phonon detector is denoted
by iStick (instrumented stick). These signals are read out in parallel by a single SQUID and,
thus, in total three channels are required for a single module.
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Figure 11.1: Schematic drawing (left) and realization(right) of the optimized module design
for light Dark Matter searches. The volume of the absorber crystal is drastically sized down,
corresponding to a mass of ∼ 25 g. In CRESST-III the majority of the absorber crystals in-
stalled are grown at TUM due to the lower radioactive contamination. The absorber crystal
as well as the light detector are each held by three CaWO4 sticks, whereby the three phonon
detector sticks are instrumented with a TES (denoted by iStick). Images adapted from [186].

Improvements of Pulse-Shape Analysis

The fact that in the small modules of CRESST-III the CaWO4 sticks holding the phonon de-
tector are equipped with a separate TES is a great opportunity to directly measure the rejection
probability for stick events of an ANN-based pulse-shape analysis. Therefore, ANNs have to
be trained with templates of absorber and stick pulses of the phonon detector and an pulse-
shape analysis similar to the one applied in the present work has to be performed. Furthermore,
in an independent analysis based on the signal measured in the iSticks also stick events are se-
lectable. By comparing the number of events rejected in both methods the rejection efficiency
of the ANN-based analysis could be directly determined as a function of the energy.

If the performance of the ANN-based analysis is not good enough and needs to be improved
one possibility is to not use derived pulse parameters describing the pulse but rather to use the
pulse samples directly as input for an ANN. Ideally this ANN is a deep neural network and
learns the relevant features of the different classes directly from the raw data. The latter fact
is one of the key aspects of deep learning and the reason for the large success of this type
of networks in many fields [187]. Recently, a team of researches of the Google Brain Team
released an open source software library for machine learning called TensorFlowTM [188].
This software might be a good starting point for studies including a deep neural-network
analysis.

The biggest issue of this approach – known up to know – might be that the simulation of
empty baselines results in slightly different parameter distributions compared to the original
data set (see appendix E). However, for deep neural networks a large number of labeled data
is required in order to train it successfully. Thus, before using the empty baseline simulation
it has to be investigated whether or not these deviations are significantly important for the
generalization capability of the resulting ANN. If this is the case, further investigations in the
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simulation part are required. For CRESST-III, besides the read-out explained in the present
work, in addition also a continuous read-out of the data is planned. In that case the number
of recorded empty baselines might not be limited anymore and the problem of simulating
baselines vanishes.

Furthermore, ANN based pulse shape analysis might be also applied to light detector signals
and help to reject different background processes efficiently. One example are the excess light
events (see section 7.1.3) which might be removable due to an observed difference of the shape
of the light detector signal.

ANN-based Data Analysis
Another application of artificial neural networks might be to dominantly base the event selec-
tion on the output of the neural network. A similar approach based on Boosted Decision Trees
(BDTs) – another machine learning algorithm – is discussed in [189] for a cryogenic detector
of the EDELWEISS experiment. Only stability cuts are applied to the data to remove invalid
events. A blind analysis is performed, however, the background events observed in side bands,
i.e. regions where only background and no signal events are observable, are used to determine
the parameter distribution and to derive an empirical background model. For the WIMP signal
contribution nuclear recoils are created, whereby the model is similar to the one outlined in
section 2.1. Just like an ANN also a BDT learns in the training phase how to separate signal
from background events. An optimum cut value is determined and, simultaneously, an ex-
pectation for the number of background events is obtained. This cut is applied to the actually
measured data set in the ROI for Dark Matter search and the number of observed events is
compared to the number of expected events.

The same procedure might be adopted to the cryogenic detectors of CRESST but it is also
possible to train neural networks for this task. Again the biggest issue known up to now, is the
simulation of empty baselines used for the creation of artificial pulses of known type.

With this approach it is possible to train several networks for different WIMP masses. This
allows to apply optimal cuts on the background contributions tailored for a specific WIMP
mass. For example, for light Dark Matter particles it might be required to efficiently re-
move low-energetic background events by a cut which simultaneously removes a considerable
fraction of potential signal events in the complete energy range. However, for heavier Dark
Matter particles it might be a better choice to release this specific cut resulting in more back-
ground events at low energies but simultaneously in a large fraction of surviving potential
signal events.
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A Muon Veto Calibration

As explained in section 3.1.2 the CRESST experimental setup is enclosed by 20 plastic scin-
tillator panels each read out by a single photomultiplier tube (PMT). The signal output of the
latter is transferred via a BNC cable to an optical system, which allows to transmit the signal
out of the Faraday cage to a QDC module. There the pulse is integrated for a predefined time
window and the charge is converted to a digital number. This is done for all 20 panels as well
as for the analog sum of these individual channels. Thus, in total 21 QDC values are stored
for the offline analysis. The signal of these 21 channels is not only fed into QDC modules but
also into a hardware trigger. As for the cryogenic detectors, also for the muon-veto system a
threshold trigger unit is used.

A typical QDC spectrum of one channel irradiated with a radioactive source is shown in
figure A.1a. Three distinct features are visible in the spectrum: The so-called pedestal peak
at the lowest channel numbers corresponds to the QDC value readout when no input signal
is present in the complete integration time window. At the highest channel numbers shown
a typical Compton spectrum is visible, which is induced by the radioactive source. Finally,
between these two features a peak-like structure is observed and denoted by trigger effect in
figure A.1a. The main part is due to internal and external radioactive contamination of the
PMT and of the panel. The drop-off at the left-side of this structure is due to the influence of
the trigger threshold, as can be seen in in figure A.1b. There the influence of different trigger
thresholds on this structure is depicted, whereby the spectra are scaled in such a way that the
number of counts measured in the interval ranging from channel 300 up to 600 is the same
for all threshold values. With increasing threshold the pedestal peak vanishes and the QDC
spectrum is cut at larger channel numbers. Due to this strong effect a small deviation of the
trigger threshold can result in a significant change in the trigger rate observed for the muon
veto.

A.1 Gain of the Optical System

One parameter which can be adjusted in the electronics of the muon-veto system is the gain
of the optical transmitter system. In order to set a similar gain for each readout channel a
pulse (−200 mV pulse height and 80 ns width) is created by a tail pulser and injected into the
system. This results in a spectrum, where at low QDC channel numbers the pedestal peak
is observed, while at higher QDC channels a sharp peak corresponding to the injected pulse
height is visible. The gain of each transmitter channel is adjusted such, that the difference
between the two mean positions of the peaks is 3 080 channels.
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(a) Typical QDC Spectrum (b) Influence of the Trigger Threshold

Figure A.1: In (a) a typical QDC spectrum induced by a radioactive source is depicted. Three
different features are visible. At low channel numbers the so-called pedestal peak is observed
which corresponds to the QDC value readout, when no input signal is present in the complete
integration time window. At high channel numbers the Compton spectrum induced by the
radioactive source is measured. The peak-like structure between these two features is caused
by the influence of the trigger unit as depicted in more detail in (b). The spectra are scaled
such, that the number of counts between channel 300 and 600 is the same for all threshold
values. With increasing threshold the cut-off in the QDC spectrum is observed at higher
channel numbers.

A.2 Thorium Calibration

After the gains of the optical system have been adjusted a radioactive source is required for
the actual calibration. Here, a thorium source (consisting of a welding rod containing ∼ 4 %
thorium) is used to set the operational voltage of each PMT individually which is discussed in
the following.

A.2.1 Thorium Source

In figure A.2 the thorium source used for the calibration is shown. The welding rod is depicted
in figure A.2a, while the corresponding energy spectrum measured by a germanium detector
is shown in figure A.2b [190]. The highest observable γ-line is caused by 208Tl with an energy
of 2.6 MeV [90]. The total activity in the 208Tl γ-peak is measured to be ∼ 6 kBq [190].

A.2.2 PMT Voltage

In the plastic scintillator panels this γ-line at 2.6 MeV creates a Compton edge, whereby the
exact position depends on the operational voltage of the PMT. Thus, it is possible to adjust
the voltage in such a way that for all PMTs the Compton edge is measured in almost the same
channel.
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A.2 Thorium Calibration

(a) Thorium welding rod

(b) Energy spectrum of rod (measured by a germanium detector) [190]

Figure A.2: In (a) a picture of the thorium welding rod used for the calibration of the muon
panels is shown. The corresponding energy spectrum measured by a germanium detector is
depicted in (b). For the latter, the data is provided by [190]. For the muon veto calibration
only the 208Tl γ-line at ∼ 2.6 MeV is used [90]. The activity in this line is measured to be
∼ 6 kBq.
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RPMT

RPoti

RInternal

U0

UPMT

Figure A.3: Schematic drawing of the wiring for a single PMT of the CRESST muon veto
system. A common voltage supply U0 is used for all 20 PMTs together. The serial connection
of an internal resistance RInternal and an adjustable potentiometer RPoti allows to control the
operational voltage UPMT of the individual PMT. Also important is the resistance RPMT of the
voltage divider of the PMT.

The schematic drawing of the wiring for a single PMT is depicted in figure A.3. In CRESST
a common voltage supply U0 is used for all PMTs and the individual operational voltage
UPMT is obtained by a serial connection of an internal resistance RInternal and an adjustable
potentiometer RPoti. The resistance of the voltage divider of the PMT is denoted by RPMT.
This value can be directly measured and is used together with the other values to calculate the
operational voltage UPMT of each PMT according to the following equation:

UPMT = (1− RInternal +RPoti

RInternal +RPoti +RPMT
) ·U0 (A.1)

A.2.3 Calibration

The gain of the PMT is related to the applied voltage and, thus, by varying the individual
voltage the PMTs can be calibrated as illustrated in figure A.4. To obtain this spectrum the
source is placed in the middle of the plastic scintillator panels and the induced pulses are
recorded. The height of the plateau N before the observed Compton edge is measured.

Next the channel C0 is determined, which is the channel where the spectrum has dropped to
N/2. The voltage and, thus, the gain of the PMT is adjusted in such a way that for each PMT
C0 corresponds to the same channel number.

In table A.1 the resulting operational voltages are listed. Also the resistances of the PMTs,
the internal resistances, and the potentiometer values are included.
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Figure A.4: Applied calibration scheme for each PMT of the CRESST muon-veto system. A
thorium source is placed in the center of the respective plastic scintillator panel. The level
of the plateau N before the resulting Compton edge is measured. The channel C0, where the
spectrum has dropped to N/2 is determined. By varying the operational voltage C0 is set to
the same channel number for each PMT.

A.3 Cross-Check of the Calibration
In order to cross-check the muon-veto calibration the spectrum between channel 350 and 600
is fitted by the following function:

ffit (x) =C+A · erfc
(

x−µ√
2 ·σ

)
, (A.2)

where erfc is the complementary error function.
In table A.2 the fitted values of the position µ are listed for all 20 muon-veto channels. In

the last row the calculated mean and RMS value are also included. The standard deviation is
. 7 channels and, thus, only ∼ 0.84 %. This very good result is also confirmed by the small
span between the minimum and maximum of the fitted positions µ: a value of . 25 QDC
channels is found.
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panel PI- channel PMT resistance [MΩ] internal resistance [kΩ] potentiometer value voltage [V]
108 1 4.330 390 4.50 802
109 2 4.320 750 (2 x 1500 parallel) 3.50 741
110 3 4.333 220 5.50 839
111 4 4.320 330 7.50 837
112 5 4.320 509 (470 & 39 serial) 4.60 784
113 6 4.335 517 (470 & 47 serial) 3.50 775
114 7 4.339 330 6.46 828
115 8 4.360 750 (2 x 1500 parallel) 6.50 763
116 9 4.350 300 4.00 813
117 10 4.341 470 3.00 778
118 11 4.330 0 4.40 869
119 12 4.325 900 (2 x 1800 parallel) 3.20 719
120 13 4.273 390 2.40 784
121 14 4.346 599 (560 & 39 serial) 4.70 772
122 15 4.360 560 9.95 819
123 16 4.350 0 5.50 880
124 17 4.320 820 2.00 721
125 18 4.336 526 (470 & 56 serial) 5.90 792
126 19 4.326 330 5.00 816
127 20 4.351 0 3.50 861

Table A.1: List of the PMT resistances, the internal resistances and the potentiometer values
for the different channels of the muon-veto system. The voltage applied for each PMT (last
column) is calculated with formula A.1 and a common voltage U0 = 925 V. The values given
in parenthesis are the actual resistor values in kΩ connected either in series or parallel.

channel position µ [QDC ch.] channel position µ [QDC ch.]
1 772.3 11 771.7
2 786.0 12 772.3
3 770.8 13 775.2
4 766.1 14 771.7
5 783.7 15 771.2
6 776.5 16 768.4
7 763.5 17 781.6
8 783.3 18 760.1
9 775.2 19 780.2

10 778.7 20 780.5
mean 774.4 RMS 6.78

Table A.2: Fitted positions of the Compton edge of the thorium source for all channels.
The standard deviation of only ∼ 0.84 % is very small and even the span between minimum
and maximum position is only ∼ 25 QDC channels. If an energy of the Compton edge of
2.381MeV is assumed, each panel can be energy calibrated.
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detector deviation factor max. fraction [%] CPE order CPE factor [keV
V ]

Lise 4 22.5 4 199.07

Enrico 4 20.0 6 208.237

TUM40 4 25.0 3 204.978

Michael 4 22.5 5 221.331

TUM38 4 22.5 3 197.835

Petrus 4 22.5 5 207.260

VK27 4 20.0 6 209.435

Diogenes 4 20.0 5 212.969

VK28 4 22.5 3 185.417

Zam 4 20.0 5 195.773

Table B.1: Required parameters for the energy calibration of the different detectors.

In table B.1 the different parameters required for the energy calibration of all investigated
modules are listed. In section 4.4.3 it is described, that outlying test pulses which have a
pulse height too far away from the mean of their population are removed. The deviation
factor is given in units of σ , i.e. the width of the distribution, and, thus, all test pulses which
deviate more than the given factor are removed. In case that by this method more pulses than
the allowed maximum fraction of test pulses is removed for a specific spline, the automatic
removal is stopped and the user is informed.

As described in section 4.4.2 the response to the test pulses is fitted by a low-order polyno-
mial. This order is called CPE-order in table B.1. The linear conversion factor to transform
the equivalent test pulse amplitude to the actual energy value is given as CPE-factor.

The latter is determined during the calibration of the heater system with radioactive sources.
In figure B.1 a schematic drawing explains how the CPE-factor is calculated. For a mono-
energetic line of known energy Elit the corresponding amplitude App is observed in the detector
(red star). The two test pulses, which produce the closest amplitude below and above the
mono-energetic line, are identified. Their test pulse amplitude, i.e. the injected energy amount,
is denoted as TPAlow and TPAhigh, while the resulting amplitudes are given as Atp,low and
Atp,high respectively. Now one can derive the linear equation connecting the observed and the
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Figure B.1: Schematic drawing of the calculation scheme of the CPE-factor. See text on
previous page for more details.

injected amplitudes of test pulses (green dashed line in figure B.1):

TPA(A) =
TPAlow−TPAhigh

Atp,low−Atp,high
·A+

TPAhigh ·Atp,low−TPAlow ·Atp,high

Atp,low−Atp,high
(B.1)

As explained to obtain the energy scale just a linear transformation of the injected test pulse
amplitude is performed. Thus, the CPE-factor is calculated with the following formula:

CPE =
Elit

TPA
(
App
) . (B.2)
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C File Lists

In table C.1 for all detectors analysed, the respective data set types as well as the different
start and end files are listed. In addition, the total number of files in the respective data set
is given in the last column. In total 303 files, recorded between May 2013 and August 2015,
have been analysed, the file list of the Dark Matter data set is shown in table C.2. All files
which are included in table C.2 and which feature a number between the start file number and
the end file number of a respective data set (see table C.1) are contained in that data set. For
the respective exposure and the energy threshold of the different detectors see table 5.1 on
page 93.

detector data set type start file end file # of files

All training set bck 001 bck 105 87

TUM38, VK27, VK28 blind data set bck 106 bck 353 216

TUM40
blind data set 1 bck 106 bck 207 91

low-threshold supplement bck 208 bck 214 6

blind data set 2 bck 215 bck 353 119

Lise
blind data set 1 bck 106 bck 226 109

low-threshold supplement bck 227 bck 241 12

blind data set 2 bck 242 bck 353 95

Table C.1: For the different detectors analysed the start and end files of the respective data
set with the given type (second column) are listed. In the last column also the total number of
files contained in the sets are listed.
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C File Lists

file list
bck 001 bck 048 bck 095 bck 133 bck 176 bck 221 bck 267 bck 314
bck 002 bck 049 bck 096 bck 134 bck 177 bck 222 bck 268 bck 315
bck 003 bck 050 bck 097 bck 135 bck 178 bck 223 bck 273 bck 316
bck 004 bck 051 bck 098 bck 136 bck 179 bck 224 bck 274 bck 317
bck 005 bck 052 bck 099 bck 137 bck 180 bck 225 bck 275 bck 318
bck 006 bck 053 bck 100 bck 138 bck 183 bck 226 bck 276 bck 319
bck 007 bck 054 bck 101 bck 139 bck 184 bck 227 bck 277 bck 320
bck 008 bck 056 bck 102 bck 140 bck 185 bck 228 bck 278 bck 323
bck 010 bck 057 bck 103 bck 141 bck 186 bck 229 bck 279 bck 324
bck 013 bck 058 bck 104 bck 142 bck 187 bck 230 bck 281 bck 325
bck 014 bck 059 bck 105 bck 143 bck 188 bck 231 bck 282 bck 326
bck 016 bck 060 bck 106 bck 144 bck 189 bck 232 bck 283 bck 327
bck 018 bck 061 bck 107 bck 148 bck 190 bck 234 bck 284 bck 328
bck 020 bck 062 bck 108 bck 149 bck 191 bck 235 bck 285 bck 329
bck 021 bck 063 bck 109 bck 150 bck 192 bck 236 bck 286 bck 330
bck 025 bck 065 bck 110 bck 151 bck 194 bck 237 bck 287 bck 331
bck 026 bck 066 bck 111 bck 152 bck 195 bck 238 bck 288 bck 332
bck 027 bck 070 bck 112 bck 153 bck 196 bck 241 bck 289 bck 333
bck 028 bck 071 bck 113 bck 154 bck 197 bck 242 bck 290 bck 334
bck 029 bck 072 bck 114 bck 155 bck 198 bck 243 bck 291 bck 335
bck 030 bck 073 bck 115 bck 156 bck 199 bck 244 bck 292 bck 336
bck 031 bck 074 bck 116 bck 157 bck 201 bck 245 bck 293 bck 338
bck 032 bck 075 bck 117 bck 160 bck 202 bck 247 bck 294 bck 339
bck 033 bck 077 bck 118 bck 161 bck 203 bck 248 bck 295 bck 340
bck 034 bck 078 bck 119 bck 162 bck 206 bck 249 bck 296 bck 341
bck 035 bck 079 bck 120 bck 163 bck 207 bck 250 bck 297 bck 342
bck 036 bck 082 bck 121 bck 164 bck 208 bck 251 bck 298 bck 343
bck 037 bck 083 bck 122 bck 165 bck 209 bck 252 bck 299 bck 344
bck 038 bck 085 bck 123 bck 166 bck 211 bck 254 bck 300 bck 345
bck 039 bck 086 bck 124 bck 167 bck 212 bck 256 bck 301 bck 346
bck 040 bck 087 bck 125 bck 168 bck 213 bck 258 bck 302 bck 347
bck 041 bck 088 bck 126 bck 169 bck 214 bck 260 bck 303 bck 348
bck 042 bck 089 bck 127 bck 170 bck 215 bck 261 bck 304 bck 349
bck 043 bck 090 bck 128 bck 171 bck 216 bck 262 bck 305 bck 350
bck 044 bck 091 bck 129 bck 172 bck 217 bck 263 bck 306 bck 351
bck 045 bck 092 bck 130 bck 173 bck 218 bck 264 bck 311 bck 352
bck 046 bck 093 bck 131 bck 174 bck 219 bck 265 bck 312 bck 353
bck 047 bck 094 bck 132 bck 175 bck 220 bck 266 bck 313

Table C.2: File list of all 303 analysed data files of the Dark Matter data set. The data was
obtained during CRESST-II phase 2 lasting from May 2013 until August 2015.
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D Trigger Threshold and Cut Values

D.1 Trigger Threshold
In section 4.8 the method to measure the trigger threshold of a detector with low-energetic test
pulses is explained. During CRESST-II phase 2 several dedicated measurement campaigns to
determine the thresholds of the detectors were carried out.

In figure D.1 the threshold measurements of all detectors analysed are depicted. For TUM40
and Lise the threshold could be lowered during the data taking period and, thus, for both
detectors measurements of the higher and of the lower thresholds have been performed. The
lowest trigger threshold of 308 eV could be obtained for Lise, while for TUM40 a value of
409 keV has been measured. Before lowering the threshold a value of 901 eV for Lise and
609 eV for TUM40 had been obtained. Due to small signal heights caused by a problem in the
cabling of the detector [142], for VK27 a rather high value of 11.25 keV is determined. For
TUM38 and VK28 the trigger threshold can not be determined precisely since there are not
enough test pulses sampled in the transition region of these detectors. Thus, for the threshold
values only upper limits of 3 keV for TUM38 and 2 keV for VK28 have been determined.

283



D Trigger Threshold and Cut Values

(a) High-Threshold Measurement of Lise (b) Low-Threshold Measurement of Lise

(c) High-Threshold Measurement of TUM40 (d) Low-Threshold Measurement of TUM40

(e) Threshold Measurement of TUM38 (f) Threshold Measurement of VK27

(g) Threshold Measurement of VK28

Figure D.1: Threshold measurements of all detectors investigated. For Lise and TUM40 both
measurements, the one with high as well as the one with low threshold, are shown. For TUM38
and VK28 not enough test pulses have been sampled in the transition region and, thus, only
upper limits are obtained for the thresholds of both detectors. The threshold of VK27 is rather
high due to a small signal height caused by a problem in the cabling of the detector [142].
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D.2 Precise Cut Values

D.2 Precise Cut Values
In section 5.3 the different selection criteria used to reject the various types of invalid pulses
are qualitatively described. The actual cut values for the analysed modules are listed in the
following.

D.2.1 One-dimensional Cuts
In table D.1 the precise cut values of the one-dimensional cuts are listed for all detectors
investigated. If the respective parameter value is within the given range the event survives
the cut otherwise it is rejected. In case a selection criterion is not applied for the respective
detector it is marked by n.a. in the table.

D.2.2 Two-dimensional Cuts
The parameter distributions as well as the cut limits of the three two-dimensional cuts applied
are drawn. Furthermore the supporting points of the two-dimensional cut functions are also
given. Between these points a linear interpolation is applied.

RMS Cut

In section 5.3.8 the method to determine the cut limits for the generic RMS cut is explained.
The complete energy range is divided into several energy slices and the cut limits are deter-
mined in each slice individually by a fit with an empirical model. The relevant parameters
for the creation of the two-dimensional RMS-energy histogram are listed in table D.2 and the
parameters used for the slice generation are listed in table D.3.

By combining the different limits obtained from the individual slices the total RMS cut is
created. In the figures D.2 - D.7 the different results are depicted for all five modules analysed.

Shift Difference Cut

The cut on the shift-difference parameter is performed only for the detectors Lise, TUM40
and VK28. It is only applied to pulses below the truncation limit of the respective detector,
as for higher pulse heights the parameter is not well-defined anymore. There, typically a
systematical shift to later times is observed for the fit with the TES-carrier template as the
decaying part of the pulse is fitted.

In figure D.8 the parameter distributions as a function of the pulse height are shown for all
three detectors. The red lines indicate the cut limits and the numerical values of the supporting
points are listed in the corresponding tables.

ANN based Cut

The limits for the cuts performed on the output variable of the two multilayer perceptrons are
listed in table D.4.
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D Trigger Threshold and Cut Values

detector CP Range [V] Rate [trig. / 0.1 h] Amplitude A [V] Trigger Delay [ms]

Lise 7.177 ≤ CP ≤ 7.543
≤ 50

-1 ≤ A ≤ 8 >−2496
Enrico 0.122 ≤ CP ≤ 0.134 |A| ≤ 0.1 n.a.

TUM40 8.735 ≤ CP ≤ 9.085
≤ 26.5

-1 ≤ A ≤ 8 >−2496
Michael 2.864 ≤ CP ≤ 2.957 |A| ≤ 4.5 n.a.

TUM38 8.608 ≤ CP ≤ 8.912
≤ 50

-1 ≤ A ≤ 7 >−2496
Petrus 2.864 ≤ CP ≤ 2.957 |A| ≤ 2 n.a.

VK27 0.778 ≤ CP ≤ 0.8556
≤ 60

−1≤ A ≤ 0.5 >−2496
Diogenes 3.527 ≤ CP ≤ 3.593 |A| ≤ 2.1 n.a.

VK28 8.644 ≤ CP ≤ 8.776
≤ 50

-1 ≤ A ≤ 6.2 >−2496
Zam 4.411 ≤ CP ≤ 4.449 |A| ≤ 2.1 n.a.

detector Delta Voltage/RMS δδδ Peak Position µµµP [ms] Shift µµµS [ms]

Lise −7.370≤ δ ≤ 0.195 66.523≤ µP ≤ 211.554 −18.870≤ µS ≤ 123.251

Enrico −1.823≤ δ ≤ 0.091 n.a. n.a.

TUM40 −6.836≤ δ ≤ 0.226 66.523≤ µP ≤ 211.672 −18.356≤ µS ≤ 124.994

Michael −6.543≤ δ ≤ 0.164 n.a. n.a.

TUM38 −6.920≤ δ ≤ 0.226 67.575≤ µP ≤ 213.776 −17.080≤ µS ≤ 124.301

Petrus −7.038≤ δ ≤ 0.319 n.a. n.a.

VK27 −2.872≤ δ ≤ 0.195 66.523≤ µP ≤ 209.568 −29.608≤ µS ≤ 126.091

Diogenes −7.735≤ δ ≤ 0.319 n.a. n.a.

VK28 −9.128≤ δ ≤ 0.195 60.212≤ µP ≤ 208.673 −21.852≤ µS ≤ 124.358

Zam −7.394≤ δ ≤ 0.226 n.a. n.a.

detector Right−Left Baseline RLB [V] Rise Time [ms] RMS ratio Reconstructed Energy [keV]

Lise −0.750≤ RLB≤ 0.250 > 1.5 >−0.01 > 0.308

Enrico −0.100≤ RLB≤ 0.050 n.a. n.a. n.a.

TUM40 −1.079≤ RLB≤ 10 > 1.5 >−0.05 > 0.609

Michael −0.506≤ RLB≤ 10 n.a. n.a. n.a.

TUM38 −0.600≤ RLB≤ 0.400 > 1.5 >−0.05 > 3.000

Petrus −0.504≤ RLB≤ 0.086 n.a. n.a. n.a.

VK27 −0.650≤ RLB≤ 0.028 > 1.5 >−0.05 > 11.250

Diogenes −0.430≤ RLB≤ 0.220 n.a. n.a. n.a.

VK28 −0.405≤ RLB≤ 0.333 > 1.5 >−0.05 > 2.000

Zam −0.294≤ RLB≤ 0.164 n.a. n.a. n.a.

Table D.1: Cut values of all one-dimensional cuts applied to the detectors investigated. In
case a cut is not performed the corresponding cut value is marked by n.a. in the respective
cell. Pulses with parameter values within the given range survive the cut. Whenever a pulse
of the phonon or light detector is rejected by a cut, the complete event is dismissed.
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D.2 Precise Cut Values

detector nBinsE EEEmin [keV] EEEmax [keV] nBinsRMS RMSmin [V] RMSmax [V]

Lise 1400 -50 300 1000 0.00 0.05

Enrico 1400 -50 300 2000 0.00 0.10

TUM38 3200 0 800 2000 0.00 0.10

Petrus 1600 -50 350 2000 0.00 0.10

TUM40 3400 -50 800 200 0.00 0.01

Michael 3400 -50 800 2000 0.00 0.10

VK27 2800 -50 650 1000 0.00 0.05

Diogenes 2800 -50 650 2000 0.00 0.10

VK28 2000 -50 450 2000 0.00 0.10

Zam 1800 -50 400 2000 0.00 0.10

Table D.2: Parameters used for the generation of the two-dimensional histograms (RMS vs.
reconstructed energy) of the given detector. The number of bins (nBinsx) and the minimum
and maximum values of the respective parameters x are given.

detector ∆∆∆EEE [keV] EEE limit [keV] EEEmax [keV] Fit-Model

Lise 20 200 210 empirical

Enrico 20 180 230 empirical

TUM38 15 120 320 empirical

Petrus 20 120 320 empirical

TUM40 10 100 700 empirical

Michael 50 350 700 empirical

VK27 20 100 580 Gaussian + pol1

Diogenes 250 100 450 empirical

VK28 25 100 375 empirical

Zam 15 150 400 empirical

Table D.3: Parameters used for the creation of the individual energy slices as well as for the
fit. Up to the energy limit Elimit slices with a bin width ∆E are created. For higher energies
the bin width is doubled until the maximal energy Emax is included in a slice. Afterwards the
given model is fitted to the resulting distribution, whereby the empirical model corresponds
to the model described in section 5.3.8. For VK27 an easier model consisting of the sum of a
Gaussian function and a first-order polynomial is used.
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D Trigger Threshold and Cut Values

(a) RMS Distribution - Lise (b) RMS Distribution - Enrico

Energy E RMScut [V]
−10≤ E < 10 0.001883

10≤ E < 30 0.001927

30≤ E < 50 0.002023

50≤ E < 70 0.002114

70≤ E < 90 0.002242

90≤ E < 110 0.002322

110≤ E < 130 0.002249

130≤ E < 150 0.002531

150≤ E < 170 0.003145

170≤ E < 190 0.003768

190≤ E < 210 0.004284

(c) 2D Cut Values - Lise

Energy E RMScut [V]
−50≤ E < 10 0.002974

10≤ E < 30 0.002979

30≤ E < 50 0.002979

50≤ E < 70 0.002985

70≤ E < 90 0.002982

90≤ E < 110 0.002997

110≤ E < 130 0.002998

130≤ E < 150 0.003022

150≤ E < 170 0.003033

170≤ E < 190 0.003146

190≤ E < 210 0.003148

(d) 2D Cut Values - Enrico

Figure D.2: RMS distributions of all pulses of the training set of Lise (left) and Enrico (right).
The RMS-parameter values are obtained from the fit with the absorber template. The resulting
limits of the RMS cut are given in the tables below the respective distributions.
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D.2 Precise Cut Values

(a) RMS Distribution - Lise (b) RMS Distribution - Enrico

Energy E RMScut [V]
−10≤ E < 10 0.001838

10≤ E < 30 0.001869

30≤ E < 50 0.001981

50≤ E < 70 0.002061

70≤ E < 90 0.002189

90≤ E < 110 0.002274

110≤ E < 130 0.002234

130≤ E < 150 0.002450

150≤ E < 170 0.003080

170≤ E < 190 0.003720

190≤ E < 210 0.004187

(c) 2D Cut Values - Lise

Energy E RMScut [V]
−50≤ E < 10 0.003177

10≤ E < 30 0.003335

30≤ E < 50 0.003175

50≤ E < 70 0.003152

70≤ E < 90 0.003199

90≤ E < 110 0.003382

110≤ E < 130 0.003266

130≤ E < 150 0.003267

150≤ E < 170 0.003406

170≤ E < 190 0.003499

190≤ E < 210 0.003314

(d) 2D Cut Values - Enrico

Figure D.3: RMS distributions of all pulses of the blind data set of Lise (left) and Enrico
(right). The RMS-parameter values are obtained from the fit with the absorber template. The
resulting limits of the RMS cut are given in the tables below the respective distributions.
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D Trigger Threshold and Cut Values

(a) RMS Distribution - TUM40 (b) RMS Distribution - Michael

Energy E RMScut [V] Energy E RMScut [V]
0≤ E < 10 0.002096 300≤ E < 320 0.003887

10≤ E < 20 0.002059 320≤ E < 340 0.003965
20≤ E < 30 0.002089 340≤ E < 360 0.003983
30≤ E < 40 0.002092 360≤ E < 380 0.003953
40≤ E < 50 0.002117 380≤ E < 400 0.004032
50≤ E < 60 0.002132 400≤ E < 420 0.004036
60≤ E < 70 0.002157 420≤ E < 440 0.004076
70≤ E < 80 0.002304 440≤ E < 460 0.004047
80≤ E < 90 0.002509 460≤ E < 480 0.004191
90≤ E < 100 0.002693 480≤ E < 500 0.004074

100≤ E < 110 0.002840 500≤ E < 520 0.004178
110≤ E < 120 0.003004 520≤ E < 540 0.004208
120≤ E < 140 0.003252 540≤ E < 560 0.004182
140≤ E < 160 0.003500 560≤ E < 580 0.004216
160≤ E < 180 0.003664 580≤ E < 600 0.004369
180≤ E < 200 0.003758 600≤ E < 620 0.004474
200≤ E < 220 0.003838 620≤ E < 640 0.004400
220≤ E < 240 0.003884 640≤ E < 660 0.004503
240≤ E < 260 0.003908 660≤ E < 680 0.004607
260≤ E < 280 0.003876 680≤ E < 700 0.004673
280≤ E < 300 0.003901

(c) 2D Cut Values - TUM40

Energy E RMScut [V]
−40≤ E < 10 0.007129

10≤ E < 60 0.008307

60≤ E < 110 0.009319

110≤ E < 160 0.01065

160≤ E < 210 0.01188

210≤ E < 260 0.01303

260≤ E < 310 0.01410

310≤ E < 360 0.01532

360≤ E < 460 0.01682

460≤ E < 560 0.01870

560≤ E < 660 0.02017

660≤ E < 760 0.02145

(d) 2D Cut Values - Michael

Figure D.4: RMS distributions of all pulses of the blind data set for the phonon detector
TUM40 (left) and the corresponding light detector Michael (right). The RMS-parameter val-
ues are obtained from the fit with the absorber template. The resulting limits of the RMS cut
are given in the tables below the respective distributions.
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D.2 Precise Cut Values

(a) RMS Distribution - TUM38 (b) RMS Distribution - Petrus

Energy E RMScut [V]
0≤ E < 15 0.002115

15≤ E < 30 0.002159

30≤ E < 45 0.002160

45≤ E < 60 0.002155

60≤ E < 75 0.002167

75≤ E < 90 0.002208

90≤ E < 105 0.002212

105≤ E < 120 0.002276

120≤ E < 150 0.002361

150≤ E < 180 0.002486

180≤ E < 210 0.002644

210≤ E < 240 0.002844

240≤ E < 270 0.003000

270≤ E < 300 0.003154

300≤ E < 330 0.003206

(c) 2D Cut Values - TUM38

Energy E RMScut [V]
−30≤ E < 10 0.004293

10≤ E < 30 0.004475

30≤ E < 50 0.004769

50≤ E < 70 0.004932

70≤ E < 90 0.004980

90≤ E < 110 0.005025

110≤ E < 130 0.005238

130≤ E < 170 0.005723

170≤ E < 210 0.006095

210≤ E < 250 0.006442

250≤ E < 290 0.006652

290≤ E < 330 0.006882

(d) 2D Cut Values - Petrus

Figure D.5: RMS distributions of all pulses of the complete data set for the phonon detector
TUM38 (left) and the corresponding light detector Petrus (right). The RMS-parameter values
are obtained from the fit with the absorber template. The resulting limits of the RMS cut are
given in the tables below the respective distributions.
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D Trigger Threshold and Cut Values

(a) RMS Distribution - VK27 (b) RMS Distribution - Diogenes

Energy E RMScut [V]
10≤ E < 30 0.003723

30≤ E < 50 0.003794

50≤ E < 70 0.003875

70≤ E < 90 0.003996

90≤ E < 110 0.004124

110≤ E < 150 0.004337

150≤ E < 190 0.004580

190≤ E < 230 0.004783

230≤ E < 270 0.004970

270≤ E < 310 0.005145

310≤ E < 350 0.005317

350≤ E < 390 0.005477

390≤ E < 430 0.005627

430≤ E < 470 0.005758

470≤ E < 510 0.005884

510≤ E < 550 0.005983

550≤ E < 590 0.006043

(c) 2D Cut Values - VK27

Energy E RMScut [V]
−50≤ E < 250 0.002837

250≤ E < 650 0.003044

(d) 2D Cut Values - Diogenes

Figure D.6: RMS distributions of all pulses of the complete data set for the phonon detector
VK27 (left) and the corresponding light detector Diogenes (right). The RMS-parameter values
are obtained from the fit with the absorber template. The resulting limits of the RMS cut are
given in the tables below the respective distributions.
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D.2 Precise Cut Values

(a) RMS Distribution - VK28 (b) RMS Distribution - Zam

Energy E RMScut [V]
0≤ E < 25 0.003811

25≤ E < 50 0.003837

50≤ E < 75 0.003892

75≤ E < 100 0.003899

100≤ E < 125 0.003934

125≤ E < 150 0.003960

150≤ E < 175 0.004138

175≤ E < 200 0.004264

200≤ E < 225 0.004437

225≤ E < 275 0.004640

275≤ E < 325 0.004796

325≤ E < 375 0.004879

(c) 2D Cut Values - VK28

Energy E RMScut [V] Energy E RMScut [V]
−35≤ E < 10 0.002200 160≤ E < 175 0.002537
10≤ E < 25 0.002175 175≤ E < 190 0.002554
25≤ E < 40. 0.002204 190≤ E < 205 0.002585
40≤ E < 55 0.002232 205≤ E < 235 0.002604
55≤ E < 70 0.002277 235≤ E < 265 0.002672
70≤ E < 85 0.002322 265≤ E < 295 0.002727

85≤ E < 100 0.002346 295≤ E < 325 0.002789
100≤ E < 115 0.002381 325≤ E < 355 0.002839
115≤ E < 130 0.002428 355≤ E < 385 0.002839
130≤ E < 145 0.002474 385≤ E < 400 0.002901
145≤ E < 160 0.002512

(d) 2D Cut Values - Zam

Figure D.7: RMS distributions of all pulses of the complete data set for the phonon detector
VK28 (left) and the corresponding light detector Zam (right). The RMS-parameter values are
obtained from the fit with the absorber template. The resulting limits of the RMS cut are given
in the tables below the respective distributions.
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D Trigger Threshold and Cut Values

pulse height [V] allowed parameter range

-0.10 −3.40≤ S≤−1.60

0.20 −3.00≤ S≤−2.00

1.80 −3.00≤ S≤−2.00

(a) Lise

pulse height [V] allowed parameter range

-0.20 −7.00≤ S≤−0.40

1.00 −7.00≤ S≤−0.40

(b) TUM40

pulse height [V] allowed parameter range

0.00 −3.50≤ S≤−0.40

0.05 −3.50≤ S≤−0.40

0.25 −2.00≤ S≤−0.75

1.30 −2.00≤ S≤−0.75

(c) VK28

Figure D.8: Shift difference (S) parameter distributions as a function of the pulse height of
the respective detector. The red lines correspond to the respective cut limits. The tables
contain the supporting points of the two-dimensional cut functions. Between these points
linear interpolations are applied. For pulses larger than the maximal given pulse-height values
the cut is not applied.
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D.2 Precise Cut Values

detector Training method Pulse Height [V] Cut Limit

Lise
Stochastic ≤ 0.150 > 0.9950

BFGS ≤ 0.080 > 0.9930

TUM38
Stochastic ≤ 0.100 > 0.9970

BFGS ≤ 0.100 > 0.9980

TUM40
Stochastic

≤ 0.075 > 0.9991

0.075 < PH ≤ 0.100 > 0.9980

BFGS ≤ 0.030 > 0.9825

VK27
Stochastic ≤ 0.050 > 0.9800

BFGS
≤ 0.040 > 0.9960

0.040 < PH ≤ 0.060 > 0.9000

VK28
Stochastic ≤ 0.100 > 1.0100

BFGS ≤ 0.100 > 0.9950

Table D.4: Cut limits applied to the output of the respective MLPs trained with the given
algorithm for all detectors. In most cases a single cut limit (last column) is applied for all
pulses below a certain pulse height (given in the third column).
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E Simulation of Baselines

In [118] a method to simulate baselines based on the noise distributions measured is explained.
This method involves a Fourier transformation of the record i to obtain the Fourier coefficient
Fi
(
ν j
)

for each frequency ν j. Thus, when several records i = 1, . . . ,N are transformed, the
distribution f j

(
ν j
)

for each Fourier coefficient is obtained. In the next step for all frequencies
ν j Fourier coefficients F̃i

(
ν j
)

are sampled from the corresponding distributions f j
(
ν j
)

and a
simulated Fourier transform is created. The inverse Fourier transformation of this simulated
Fourier transform results in a simulated baseline.

In [118] the distributions are described either by Gaussian functions in both, the real and
the imaginary part, or in case of a discrete noise frequency by a Gaussian function in the
modulus and a uniform distribution in the phase parameter. For each frequency both models
are fitted to the coefficient distribution f j

(
ν j
)

and the best fit is found based on the respective
χ2-parameter. Finally, the Fourier coefficients are simulated based on the best fitting model
for this frequency. However, in the present work the actual coefficient distributions f j

(
ν j
)

are
stored and directly used to generate the simulated Fourier transform.

The amplitude spectral densities (ASD) of measured (blue) and simulated (red) empty base-
lines (EBLs) are depicted in figure E.1. For clarity, the spectral density of the simulated base-
lines is artificially scaled by a factor of ten. At discrete frequencies distinct peaks are observed
in both spectral densities corresponding to discrete noise contributions. Between both densi-
ties no significant deviation is observed supporting the simulation method.

Based on this method, simulated empty baselines are created and compared to measured
empty baseline as depicted in figure E.2. While figure E.2a shows an example of a measured
baseline of TUM40, figure E.2b contains a simulated one. On a first glance no significant
deviation between both types of empty baselines is observable by eye.

However, when parameter distributions are compared as depicted in figure E.3 significant
differences between both data sets are visible. In figure E.3a the distribution of the pulse
height parameter is depicted for simulated (red) and measured (blue) baselines. In order to
represent the same number of pulses the measured distributions are artificially scaled down.

For the simulated baselines less records with large pulse heights (& 0.025 V) are created
while simultaneously the distribution at small pulse heights is broader compared to the mea-
sured one. For the FWHM of baseline parameter shown in figure E.3b the mode of the sim-
ulated distribution is shifted to slightly higher values and, simultaneously, the width of the
distribution is increased.

To investigate the origin of this behavior, the simulation is performed first with measured
baselines as inputs. Afterwards, these resulting simulated baselines are used as inputs for a
second simulation. In this case equivalent parameter distributions for the input and output
simulated baselines are obtained. Thus, it is concluded that the simulation is self-consistent.
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E Simulation of Baselines

Figure E.1: Simulated and measured amplitude spectral densities (ASD) of empty baselines
(EBLs) for the phonon detector TUM40. For clarity, the spectral density for simulated EBLs is
artificially scaled by a factor of ten. No significant difference between both spectra is observed.
For the simulation of EBLs, a list of pre-cleaned records i, containing ideally only pure noise
samples, is Fourier transformed and the distributions f j

(
ν j
)

of the Fourier coefficient Fi
(
ν j
)

are obtained for each frequency ν j. Based on these distributions simulated Fourier coefficients
F̃i
(
ν j
)

are created and the inverse Fourier transformation results in a simulated EBL.

(a) Measured Empty Baseline (b) Simulated Empty Baseline

Figure E.2: Comparison of a measured (a) and a simulated (b) empty baseline of TUM40. On
a first glance no relevant difference between both exemplary baselines is observable by eye.
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(a) Pulse Height (b) FWHM of Baseline

Figure E.3: Comparison of two parameter distributions of simulated (red) and measured
(blue) empty baselines (EBLs) of TUM40. The pulse height as well as the FWHM of base-
line parameter are depicted in (a) and (b), respectively. Despite no significant deviation is
visible by eye in the records (compare figure E.2), a clear deviation between both data sets is
observed for these two parameter distributions. Whether these deviations are relevant for the
performance of ANNs has to be checked before simulated baselines are used for the training
task.

Consequently, the origin of the deviation has to be present in the measured baselines but is
lost during the simulation. Therefore, the deviation is most probably due to correlations in the
measured data which are neglected by the simulation. For example, when a noise contribution
at a distinct frequency is observed it is very likely that also harmonics of this frequency are
present. However, in the simulation scheme described above these correlations are neglected.

In order to judge whether or not these deviations have a relevance for the performance of
the ANN, a dedicated test has to be performed once with measured and once with simulated
baselines. However, in the present thesis the number of measured baselines is sufficient and,
thus, no simulated baselines are used.

299





F Fit of γ-Lines

The tables F.1 and F.2 list the parameter values obtained from the fits of the γ-lines observed
in the recoil-energy spectra of TUM38 and TUM40, respectively.

TUM38

Efit [keV] Amplitude σσσ [eV] Intercept Slope Counts

8.04 ± 0.01 34.31 ± 3.91 117 ± 11 -14.42 ± 8.49 3.89 ± 1.08 201.14 ± 29.47

10.79 ± 0.01 43.17 ± 3.71
131 ± 4 6.66 ± 11.91 0.69 ± 1.09

284.00 ± 25.59
11.27 ± 0.00 215.41 ± 7.57 1417.11 ± 62.86

12.97 ± 0.02 24.62 ± 2.57 224 ± 23 10.60 ± 12.67 0.23 ± 0.97 276.55 ± 40.62

17.90 ± 0.02 17.71 ± 2.91 143 ± 27 -12.04 ± 16.40 1.24 ± 0.91 127.02 ± 31.50

37.37 ± 0.03 15.32 ± 2.17 202 ± 30 36.13 ± 35.55 -0.73 ± 0.02 154.97 ± 31.83

46.28 ± 0.01 122.74 ± 4.34 233 ± 6 36.13 ± 0.00 -0.60 ± 0.01 1434.53 ± 64.56

62.94 ± 0.02 28.63 ± 1.83
281 ± 7 -8.13 ± 7.75 0.25 ± 0.12

403.14 ± 27.50
65.16 ± 0.01 121.67 ± 3.82 1713.49 ± 67.07

73.54 ± 0.03 17.10 ± 1.73
282 ± 23 12.39 ± 11.43 -0.06 ± 0.16

241.73 ± 31.47
12.33 ± 1.58 74.60 ± 0.04 174.28 ± 26.47

76.87 ± 0.02 22.03 ± 1.86 296 ± 22 44.75 ± 13.36 -0.50 ± 0.17 327.04 ± 37.15

83.82 ± 0.08 6.69 ± 1.05 510 ± 120 -17.27 ± 10.55 0.28 ± 0.12 171.15 ± 48.50

86.94 ± 0.08 5.10 ± 1.19 329 ± 66 13.09 ± 10.21 -0.07 ± 0.12 83.98 ± 25.96

89.52 ± 0.09 5.97 ± 1.20 380 ± 102 15.39 ± 32.01 -0.10 ± 0.36 113.59 ± 38.16

92.43 ± 0.02 32.66 ± 1.77 462 ± 23 -35.50 ± 10.18 0.47 ± 0.11 756.20 ± 55.74

185.45 ± 0.03 23.75 ± 1.34 546 ± 26 14.75 ± 6.08 -0.05 ± 0.03 650.10 ± 47.90

238.68 ± 0.02 42.30 ± 1.72 568 ± 20 -177.25 ± 11.04 0.77 ± 0.05 1205.01 ± 64.46

271.07 ± 0.12 9.61 ± 1.03 1102 ± 120 -2.75 ± 8.82 0.03 ± 0.03 265.47 ± 40.51

301.30 ± 0.11 6.95 ± 1.51 544 ± 197 -22.63 ± 8.56 0.09 ± 0.03 94.85 ± 40.01

Table F.1: Fit results of the γ-lines observed in the recoil spectrum of the complete data set of
TUM38. The lines are fitted by a sum of a Gaussian function (first three columns) and a linear
background model (intercept and slope). In case of two lines close to each other the sum of
two Gaussian functions with a combined width parameter and a linear background model is
fitted. In this case the respective cells are merged in the table. Concerning the origin as well as
the corresponding activity of the various γ-lines see table 9.2 on page 248. The given counts
are the result of the integration of the Gaussian function according to equation 9.4.
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F Fit of γ-Lines

TUM40

Efit [keV] Amplitude σσσ [eV] Intercept Slope Counts

2.64 ± 0.01 78.95 ± 6.16 96 ± 8 23.29 ± 6.79 -2.22 ± 2.57 381.67 ± 42.88

8.19 ± 0.01 35.09 ± 4.23 100 ± 12 24.84 ± 19.01 -1.50 ± 2.28 175.44 ± 30.27

10.93 ± 0.01 41.23 ± 3.73
105 ± 3 6.52 ± 0.42 0.61 ± 0.04

216.91 ± 20.50
11.44 ± 0.00 233.62 ± 8.66 1223.79 ± 56.57

13.14 ± 0.03 14.77 ± 2.16 221 ± 30 17.99 ± 7.20 -0.44 ± 0.52 163.50 ± 32.62

37.75 ± 0.03 12.23 ± 2.08 176 ± 36 48.67 ± 15.33 -1.11 ± 0.41 107.94 ± 28.75

46.80 ± 0.01 49.34 ± 3.03 222 ± 13 -26.64 ± 14.76 0.73 ± 0.32 549.48 ± 47.05

63.45 ± 0.03 12.55 ± 1.44
255 ± 7 -7.12 ± 6.76 0.23 ± 0.11

160.95 ± 19.00
65.66 ± 0.01 118.28 ± 4.06 1516.51 ± 66.49

74.00 ± 0.04 12.22 ± 1.56
281 ± 30 21.93 ± 7.04 0.39 ± 0.10

172.39 ± 28.73
75.02 ± 0.07 6.91 ± 1.31 97.47 ± 21.19

77.43 ± 0.05 8.70 ± 1.41 317 ± 59 21.79 ± 22.31 -0.20 ± 0.28 138.09 ± 34.09

84.47 ± 0.09 4.40 ± 1.18 312 ± 75 -3.53 ± 11.88 0.12 ± 0.14 68.81 ± 24.77

87.55 ± 0.15 3.50 ± 1.01 449 ± 154 48.99 ± 36.41 -0.49 ± 0.42 78.59 ± 35.26

92.97 ± 0.05 13.89 ± 1.47 411 ± 49 -17.69 ± 8.20 0.27 ± 0.09 285.85 ± 45.71

186.11 ± 0.04 15.57 ± 1.11 611 ± 42 38.16 ± 6.48 -0.18 ± 0.03 476.61 ± 47.05

239.95 ± 0.04 19.97 ± 1.05 868 ± 48 43.47 ± 0.13 -0.16 ± 0.00 869.51 ± 66.55

342.45 ± 0.12 4.74 ± 0.46 1294 ± 111 5.45 ± 7.06 -0.01 ± 0.02 307.48 ± 39.61

356.27 ± 0.24 3.05 ± 0.39 1661 ± 255 3.80 ± 18.62 -0.01 ± 0.05 254.21 ± 50.92

597.92 ± 0.38 4.12 ± 0.29 3031 ± 453 40.09 ± 1.86 -0.07 ± 0.00 626.62 ± 103.69

Table F.2: Fit results of the γ-lines observed in the recoil spectrum of the complete data set of
TUM38. The lines are fitted by a sum of a Gaussian function (first three columns) and a linear
background model (intercept and slope). In case of two lines close to each other the sum of
two Gaussian functions with a combined width parameter and a linear background model is
fitted. In this case the respective cells are merged in the table. Concerning the origin as well as
the corresponding activity of the various γ-lines see table 9.2 on page 248. The given counts
are the result of the integration of the Gaussian function according to equation 9.4.
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bedanken. Dabei müssen Karo und Marco, die mit ihren vielen Arbeitsstunden direkt am
Gran Sasso alles am Laufen halten, besonders hervorgehoben werden. Ohne die vielen Leute
die auf Shift am Experiment gewesen sind, wären keine Daten aufgezeichnet worden und das
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