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Lehrstuhl für elektrische Antriebssysteme und Leistungselektronik

On Control of Grid-Tied Back-to-Back Power Converters
and Permanent Magnet Synchronous Generator

Wind Turbine Systems

Zhenbin Zhang

Vollstaendiger Abdruck der von der Fakultät für Elektrotechnik und Informationstechnik
der Technischen Universität München zur erlangung des Grades eines

Doktor-Ingenieur

genehmigten Dissertation.

Vorsitzender: Prof. Dr.-Ing. Andreas Jossen
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Abstract

This dissertation has investigated both the “framework” level and certain “dedicated
control techniques” for grid-connected two- and three-level neutral-point-clamped back-
to-back power converters and permanent magnet synchronous generator wind turbine
systems. Deeply investigated “framework” level control techniques include the classical
vector oriented control, direct control with both modulator and switching table, deadbeat
control and the modern predictive control classes, with computationally efficient and
performance enhanced direct model predictive control techniques as the major emphasized
ones. The closely investigated “dedicated control techniques” presented in this work include
performance enhanced DC-link control, grid side voltage sensorless control with fast state
estimation, generator side encoderless control using fundamental model, etc. The real-time
verification of the electric control unit, particularly its functionality at abnormal situations
(e.g., the low-voltage ride through (LVRT) capabilities of the underlying LVRT control
unit), for grid-tied back-to-back power converter wind turbine systems, through the signal
level hardware-in-the-loop technique, has also been closely discussed and investigated.
The performances of the aforementioned control techniques are experimentally assessed at
three self-designed test-benches. Digital controller realization via field programmable gate
array for the aforementioned techniques has been comprehensively studied as well.

Kurzzusammenfassung

Diese Dissertation behandelt sowohl die
”
Strukturebene“ als auch bestimmte

”
dedizierte

Regelungsmethoden“ für netzgebundene zwei- und drei-Level Neutral-Point-Clamped Back-
to-Back Stromrichter zusammen mit Permanentmagnet-erregten Synchrongeneratoren
für Windkraftanlagen. Zu den untersuchten Verfahren der

”
Strukturebene“ gehören

die klassische Vektor-Orientierte Regelung, Direkte Regelung sowohl mit Modulator
als auch mit Schalttabelle, Deadbeat-Regelung und die Klassen der modernen prädik-
tiven Regelungsmethoden, wobei die Direkten Modellprädiktiven Regelungsmethoden
mit erhöhter Recheneffizienz und Leistung besonders hervorzuheben sind. Zu den im
Detail untersuchten

”
dedizierten Regelungsmethoden“ gehören eine leistungsgesteigerte

Zwischenkreisregelung, netzseitige spannungssensorlose Regelung mit schneller Zustands-
beobachtung und Generator-seitige geberlose Regelung u.a. mit dem Grundwellenmodell.
Die Echtzeit-Verifikation der Verfahren, insbesondere auch in anormalen Situationen
(z.B. Dynamische Netzstabilisierung/Low-Voltage Ride Through) wurde durch Signal-
Level Hardware-in-the-Loop-Simulationen für netzgebundene Back-to-Back Stromrichter
für Windkraftanlagen untersucht. Die Regelverfahren wurden an drei eigens gebauten
Testständen experimentell getestet und bewertet. Zusätzlich wurden auch Möglichkeiten
für die digitale Implementierung der Verfahren auf einem Field Programmable Gate Array
im Detail untersucht.
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Chapter 1

Introduction

This work focuses on control techniques of grid-tied two- and three-level neutral-point-
clamped (3L-NPC) back-to-back power converters and permanent-magnet synchronous
generator (PMSG) wind turbine systems. In this chapter the background, research focus,
motivations and objectives of this dissertation are introduced. The contributions indexed
to each of the following chapters have been summarized as well.

1.1 Power electronics and control techniques for re-

newable energy systems

In general, electricity has been generally utilized in two directions, which are information
transmission and energy conversion. However, it is exactly these two directions that
have changed and are still changing the whole world. One of the back-bone forces comes
from the technology development driven by the entire group of electrical engineers. In
1831, the first DC generator (also named Faraday Disk) was invented by Michael Faraday
applying Faraday’s Law. Since then, each generation of the electrical engineers have
been facing and fulfilling the requirements put-forward by their time. For the time being,
issues such as, limited fossil fuel resources and undesired sub-productions from using the
fuel resources force us to seek for more sustainable and cleaner solutions for a long-run
development. Distributed energy generation/conversion systems, in particular, renewable
energy applications (e.g., energy generations using hydro, wind, solar, biomass, geothermal,
etc.) become therefore one of the promising solutions [1,2]. For the last decades, energy
generations using wind, solar and other renewable resources have been increasing extremely
fast [3, 4], among which wind energy application1 grows more significantly than any other
kinds and is playing an important role in the modern energy supply system.

Power electronics and control techniques have already been playing one of the essential
roles in distributed energy generations/conversion systems. Fig. 1.1 depicts an overview of

1Wind energy is the second mostly-utilized renewable energy, with hydro energy being the first. Humans have been
harnessing this source of energy for centuries. However, only after the late 19th century, it was for the first time harnessed
to generate electricity [5].
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CHAPTER 1. INTRODUCTION

Energy Resources Power Electronics and Control Blocks Grid and Load

PV, Fuel Cells,

IC Engines, etc.

Wind Turbines,

Battery, Flywheel,

etc.

Realtime Control and Monitoring Unit

PCC

Grid

Load
AC/DC or DC/DC

Power Converter

DC/AC

Power Converter

Active/Passive

Filter

Fig. 1.1: Power electronics and control for distributed energy generation/conversion system [1].
For some applications one-direction energy flow is required (such as photovoltaic systems), while
for certain situations a bi-directional energy flow is important (e.g., variable speed wind energy
systems and energy conversion systems with re-generation functions).

how power electronics and control techniques contribute in distributed energy generation
and energy conversion systems. They are widely used in four main aspects, namely, i)
converter interface to the original resource, ii) intermediate power conversion, iii) grid
connection interface, and iv) control and monitoring units. Within these four parts,
power electronics and control techniques enhance the performances of (renewable) energy
generation/conversion systems.

The fast development/utilization of renewable energy resources, on the other side,
introduces even larger space for the evolution of power electronics and control techniques.
In the early ages of 1980s, power electronics for wind turbines was just a soft starter to
initially interconnect the squirrel-cage induction generator with the power grid [6]. Only
thyristors were used and they were not required to carry the power continuously [5]. In
the 1990s it was seen the applications of the power electronics for controlling the rotor
resistance of the wound-rotor induction generator to reduce the mechanical stress and load
especially at nominal power operation points; more advanced diode bridges with a chopper
were used [7]. Since the beginning of this century, more advanced back-to-back power
converters were introduced in the double fed induction generator (DFIG) with partial-scale
power capacity of the system, which started to regulate the electrical power transferred
from the wind turbines. Afterward, they were introduced in the full-scale power capacity
for the asynchronous/synchronous generator systems [2, 5].

With voltage source back-to-back power converters, the direction of the active power
flow is allowed to be reversed at any instant, i.e., true four-quadrant operations. Therefore,
with a full-scale power capacity voltage source back-to-back power converter, it is possible
to fully control the power extracted/supplied from/to the turbines/load. Ancillary services
(frequency and voltage supports) to the grid can also be provided [8]. Together with
the increasingly advanced control techniques, the whole power electronics based power
conversion parts are therefore gradually playing an essential role not only to reduce the
mechanical stress and increase the energy yield, but also to make the whole generation
system a completely controllable energy conversion/generation unit [6]. Therefore, this

- 2 -



1.2. CONTROL TECHNIQUES FOR BACK-TO-BACK CONVERTER WIND TURBINE
SYSTEMS

topology, despite having a slight lower energy efficiency, due to its switching losses,
becomes an attractive topology for modern advanced variable speed drives, grid connected
distributed energy applications and High Voltage AC/DC (HVAC/DC) transmission
systems [9, 10].

As the penetration of wind energy generation goes on, the grid code requirements
become stricter [11]. Compared with double-fed induction generator (DFIG) based
wind turbine systems equipped with partial power rating power converters, direct-drive
permanent-magnet synchronous generator (PMSG) wind turbine configuration shows many
advantages [9,12–14], such as, wider wind speed operating range, higher energy density
and efficiency, better grid side support and fault ride through capabilities, and, more
importantly, reduced maintenance requirements. These properties make PMSG wind
turbine systems with back-to-back power converter and direct-drive train a more attractive
solution in particular for off-shore wind energy systems.

Power rating increase is another important aspect in the wind energy application area.
Since years, multi-megawatt (MW) wind turbines have already arrived. Currently, 7.5 MW
systems are available in the market and numerous research activities aim at 10-12 MW
level for offshore applications [15,16]. This increase in the power rating will bring more
requirements to the power electronics and control techniques, such as, lower switching
frequencies to reduce switching losses, converter/inverter to stand higher voltage/current
levels, power converter topologies and control techniques to guarantee low total harmonic
distortions (THDs), etc. [2]. In particular, the three-level neutral-point (diode) clamped
(3L-NPC) back-to-back converters seem promising. They allow higher power rating or
power levels, but the required amount of components is drastically less than e.g. five-level
topologies.

In this work both the two-level (2L) and 3L-NPC back-to-back power converters, PMSG
wind turbine systems and their control techniques are closely investigated.

1.2 Control techniques for back-to-back converter

wind turbine systems

A simplified direct-drive PMSG based grid-tied back-to-back wind turbine system consists
of a generator/machine-side converter (MSC) and a grid side converter (GSC), which share
a commonly connected DC-link (see Fig. 1.2). From the power electronics perspectives,
the general control objectives (GCOs) for MSC and GSC are (see e.g. [10,17,18]):

(co1) Machine side torque (current) control: The underlying torque (current) controller
for the MSC must be fast and accurate to assure (a) maximum power point tracking
(MPPT) of the wind turbine system or (b) nominal torque generation for wind
speeds above the nominal speed. In addition, to achieve high efficiency and to reduce
stresses on the mechanical components, small torque ripples shall be guaranteed;

(co2) Grid side power (current) control: The GSC controller assures grid-side active and
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Wind

2L/3L

MSC GSC

2L/3L

Fig. 1.2: Simplified structure of a voltage source back-to-back power converter PMSG wind
turbine system.

reactive power (current) control2. Moreover, the underlying GSC current controller
shall guarantee a certain power (current) quality to fulfill grid codes;

(co3) DC-link voltage control: For both 2L- and 3L-NPC back-to-back power converters,
a constant DC-link voltage is required. This can normally be realized by assigning
certain references produced by a (extra outer-loop) DC-link voltage controller. For
3L-NPC back-to-back converters, (at least) one side (of the MSC and GSC) needs
to assure voltage balancing in the upper and lower DC-link capacitors (see Fig. 1.2),
i.e.

Vc1
!

= Vc2 > 0 =⇒ Vd := Vc1 + Vc2 > 0, (1.1)

is essential for maintaining a constant DC-link voltage and to allow for low-voltage
ride through (LVRT) capabilities [19].

At “framework” level, control schemes, which achieve the control objectives mentioned
above, can be divided into four groups (see e.g., [14,20–25]): (Ca) cascaded control schemes
with modulators, (Cb) direct control with look-up table, (Cc) direct control with modulator,
and (Cd) predictive controller for both the GSC and MSC sides.

Apart from these general control objectives, some special control objectives (SCOs),
which are interesting for certain specific applications, are also closely investigated in my
dissertation. These include encoderless control for the generator side, advanced DC-link
control for the DC-Link control part, voltage sensorless control for the grid side converter
control, low-voltage ride through control for grid fault situations, etc. The following sections
introduce an overview of each technique of the aforementioned GCOs and SCOs.

1.2.1 Cascaded vector oriented control with modulators

This class refers to field-oriented control (FOC) for the MSC and voltage-oriented control
(VOC) for GSC -both with modulators3.

2During normal operations, the active power (current) is controlled indirectly by the DC-link voltage controller.
3Mainly space vector modulators (SVMs) are utilized due to their nice properties such as easy to implement, better

DC-link utilization and lower THDs [25].
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By decoupling the stator current into two separate components rotating with the rotor
flux vector, FOC provides independent control of torque and flux, which is similar to
controlling a separately excited DC machine. It was reported by Hasse and Blaschke in
1972 [25]. The so-called “field-orientation” is achieved by aligning the rotor flux linkage
vector along the d-axis of the synchronous reference frame. The magnitude and phase
of the stator currents are controlled in such a way that flux and torque components
of current remain decoupled during transient and static conditions [26]. With such a
solution, the control dynamics of the highly coupled nonlinear structure of the induction
machine become (approximately) linearized and decoupled. Similarly, VOC decouples the
grid side current into two independent (perpendicular to each other) components in the
(synchronously) rotating reference frame of the grid side voltage vector [27]. The active
power/current can be controlled directly by manipulating the one which aligns along the
grid voltage vector; while the reactive power/current by the other.

In Sec. 3.2 the combination of FOC and VOC for the generator and grid side control,
respectively, is revisited in detail. This is one of the most popular methods for wind
turbine system control since their introduction [9, 28, 29]. With this combination, nice
steady state performances are in general achievable. However, the dynamics are limited
by the constrained controller bandwidth caused by the cascaded structure. The controller
parameter tuning is also tedious and requires certain expertise. The required modulator,
usually based on the time-averaged principle, is also complex in design (in particular for
multilevel power converter) and problematic at low switching frequency operations. The
coordinate transformation, for both VOC and FOC, requires both the angles of grid side
voltage vector and the rotor flux. Since the flux/voltage angle cannot be directly measured
from the terminals, it is necessary to implement voltage sensors and a shaft-mounted
encoder, or estimator/observer to obtain these angles.

1.2.2 Direct control with look-up tables

This class refers to MSC with direct torque control (DTC) and GSC with direct power
control (DPC)– both with offline designed switching tables. Instead of approximating the
plant as a linear system, this class directly manipulates the switching states by an offline
designed switching table in a non-linear manner, without a modulator.

The DTC technique was reported by Takahashi in [30] and Depenbrock in [31]. It
was promoted by ABB. Different from vector oriented control, it does not require a
synchronous coordinate transformation but replaces the linear PI controller with faster
hysteresis controllers. Therefore the inner controller loop bandwidth is greatly enlarged,
which leads to an excellent torque response. Additionally, much less information of the
system parameters, even the flux position requirement, is almost un-required for AC
machines4.

DPC was derived from DTC and reported by Nouguchi in 1996 [32] using the in-

4For PMSM(G) to apply DTC technique, (only) the initial position of the permanent-magnet (rotor flux) is required;
asynchronous induction motor does not have even this requirement.
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stantaneous power theory (reported by Akagi5 in [34]). Similar to DTC, no coordinate
transformation is required, and no inner PI control loops exist. The switching sequence
is selected directly based on the information produced by a hysteresis controller and the
grid voltage vector location, which takes the instantaneous active and reactive power
errors as input. Simple and direct in structure, but effective in dynamic response are
the properties of this scheme. However, variable switching frequency and big control
variable ripple problems are regarded as the disadvantages for the standard DTC and DPC
methods [1, 25,35]. The former makes the filter design a challenging task, and the latter
requires much higher sampling frequency to achieve comparable steady state performances
as (Ca). The design and implementation of the switching table is also not an easy task,
especially for multilevel power converters. In Sec. 3.5 the combination of DTC and DPC
scheme is revisited. Its principles and implementations are presented in detail.

1.2.3 Direct control with modulator

This class mainly refers to MSC with DTC and GSC with DPC – both with linear
controllers and space vector modulator (SVM).

DTC-SVM incorporates the simplified vector orientation concept and reduces one of the
inner PI control loops. It can be further divided into flux closed-loop and torque closed-loop
(two sub-methods) [25, 35]. DPC-SVM [36] shares some similarities with DTC-SVM (both
require vector orientation and frame transformation). However, DPC-SVM is more similar
in structure with VOC, since still two inner PI control loops and the frame transformation
are required. The difference is: DPC-SVM directly controls the active and reactive powers
and is derived from the power dynamics, while VOC takes the direct and quadrature
currents as the control variables and originates from the grid side current dynamics.

In general, direct control with modulator combines parts of the “direct” property of
(Cb), and achieves a constant switching frequency, with a modulator. The tuning is also
seen as easier, due to the reduction of parts of the inner control loops. A more detailed
instruction to this combination can be found in Sec. 3.3

As a brief summary, all the aforementioned methods have already been comprehensively
researched over the past decades. Deeper analysis and experimental evaluations of all
these schemes are given in Chp. 3.

1.2.4 Model predictive control

Two of the common properties of the schemes introduced in the above sections (Sec. 1.2.1
to Sec. 1.2.3) are: (i) the available system models and the discrete (nonlinear) nature of
the power converters, which may help to further improve the system control performances

5The first instantaneous (reactive) power theory was proposed in 1932 by Fryze in the time domain, only for single
phase systems. In 1950, Buchholz extended this into multiphase systems, and in 1962 Depenbrock has extended Buchholz
work into generic multiphase systems with neutral conductors. In 1983, the p-q theory was reported by Akagi with the
contribution of a clear imaginary power definition (i.e., the instantaneous reactive power). In 1996, its modification to
systems with zero sequence was reported by Peng and Lai. Then, in 2004 a generalized instantaneous power theory for
multi-phase systems was presented by Dai in [33].
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and ease the controller design, have not been fully considered; (ii) the actuating variables
are calculated based on a “post-error” between the reference and the feedback signals (i.e.,
only after the error happens, the controller starts to modify its actuating variables).

On the contrary, model predictive control (MPC) (also referred to as receding horizon
control) class, which was “discovered” in the petrochemical industrial in the early 1970s [21,
37,38], takes the whole system model into consideration and can penalize the (multiple)
system control targets with a flexible cost function. The optimum values of the actuating
variables are not computed based on the “post-error” between the reference and the
feedback signals, but through minimizing a flexibly designed cost function (which is also
named as objective function) with penalized “predicted behaviors” of the system, fully using
the system model and the past control actions over a receding prediction horizon [37,39,40].
Potentially it has more freedom to further improve the system control performances,
since the “predicted behaviors” of the system are utilized within the control/decision
process. Additionally, using a cost function to define the control targets makes it more
straightforward (at least from a concept level) for more complicated systems with multiple
control targets.

The main disadvantage of this class is its heavy online calculation efforts, especially
with long horizons and multilevel & multiphase systems [37,40,41]. Therefore, although
it has been successfully used since the 1970s in many long time-constant applications
(e.g., petrochemical industry), only the introduction of fast digital signal processing (DSP)
and the development of field programmable gate arrays (FPGAs) has made it possible to
apply such techniques in fast dynamic process industries such as power electronics and
drives [21, 40, 42]. Variable switching frequency, hence wide spread harmonic spectrum
(although some work has proposed certain solution [43]), is still an issue. Robustness to
system parameter variations is another concern, since it is a fully model based technique.
In spite of that, this technique achieves promising control performances with much less
design and tuning efforts for most systems and has further potential. Therefore, two
separate chapters (Chp. 4 and Chp. 5) in this work are spent to exclusively discuss this
technique, in particular the direct model predictive control (also named as finite-control-set
model predictive control).

1.2.5 Special control objectives

Besides the above mentioned “framework level” general control objectives, the special
control objectives considered in this thesis include:

(a) High performance DC-link control. This may not be a standard term fully
recognized from all the research/contributions in this area. However, from the personal
perspective of the author, DC-link control is one the key issues for any back-to-back
power converter system. A sufficiently controlled DC-link will help to simplify a
back-to-back converter system into two “independent” sub-systems, which would ease
the controller design meanwhile greatly improve the system stability. Additionally,
with certain solutions, it allows size and volume reduction of the bulky DC-link
capacitors. Chp. 6 presents the proposed techniques, using quasi-centralized direct
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model predictive control and aiming to improve the DC-link control performances of
back-to-back power converter systems.

(b) Grid side voltage sensorless control, i.e., to reduce or eliminate the physical
measurement hardware for obtaining the grid side voltages. Typically it is realized
using the “virtual flux” (VF) concept, i.e., by assuming the grid side as a “virtual
machine” to estimate the “virtual flux”/voltages. It brings the following benefits. (a)
No or fewer voltage sensors are required. Therefore, robustness, to sensor failure or
measurements inaccuracy, will be improved. (b) Cost reduction, which comes from both
the sensor/circuit device reduction and the controller analog input channel reduction.
(c) A virtual flux is potentially good in face of unbalanced or harmonic-polluted grid
due to the “integration” relationship between the grid voltage and its flux. Chp. 7
presents a thorough discussion of such techniques invoking the VF concept.

(c) Encoderless control of the generator, i.e., to perform the control of the generator
without using a shaft mounted encoder. The motivation is that the absence of the
encoder reduces the cost and system complexity. More importantly, incorporating an
encoderless controller into the system will help to make the system “backuped” in
face of emergency situations, such as, encoder failure or position/speed feedback cable
breakdown6. Chp. 8, will give a more detailed introduction.

(d) Low voltage ride through control and hardware-in-the-loop (HiL) based
electrical control unit (ECU) evaluations, i.e., to perform a control technique for
a generation unit to safely ride-through voltage dip fault situations, meanwhile to meet
the local grid code (power/current profile). It allows to test the hardware controller
in a real-time manner. Due to the (drastic) increase in installation of renewable
energy systems, the grid code (required output profile of the generation unit during
both normal and grid fault situations) has become much stricter than ever before to
ensure the global stability of the power grid. Grid-tied wind turbine system has to
have the so-called low-voltage-ride-through (LVRT) capability. On-site testing of such
techniques (without assuring the controllers’ functionality) may impose great risks on
both the (expensive) system hardware and also the engineers, which makes the signal
level HiL technique a desirable solution. With regard to this, an FPGA based HiL
simulation technique is deeply investigated and more details are presented in Chp. 9.

1.3 Problem description, motivation and objectives

1.3.1 Problem description

This section formulates the problems of the state-of-the-art direct model predictive control
(DMPC) techniques, DC-link control, generator side encoderless control, grid side voltage
sensorless control, the ECU HiL verification methods, etc.

6In comparison with the whole system cost and the required controller development efforts to achieve encoderless control,
the cost reduction by using endcoderless control techniques is less important for big wind turbine systems, however, the
back-up function in face of certain potential failures is essential.
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1.3.1.1 Problem formulation of the classical DMPC concept

Classical DMPC exploits the finite number of switching states of power converters to
minimize a cost function and combines current/torque/flux or power control and modulation
into one computational step. Conceptually it is very simple and direct. However, a cost
enumeration concept is usually used for the optimization process, and only one switching
vector can be selected and applied for a whole control interval. Therefore, two main
problems are with such techniques, inherently.

1.3.1.1.1 Heavy computational efforts. The cost optimization problems are usually
solved by a complete enumeration of all the possible solutions which directly depend on the
admissible switching states and grow exponentially with the prediction horizon. This leads
to extremely heavy computational efforts, in particular for multilevel power converters
(e.g., for a three-level NPC power converter, the state prediction requires to consider 27
switching states for a single step prediction; the cost function shall also evaluate all of
the 27 possibilities, to achieve the minimized cost and the optimal switching state). As a
consequence, DMPC quickly becomes intractable for real-time applications in multilevel
or long prediction horizon cases. Despite attempts to overcome the computational burden
of these methods, the problem remains open to allow implementation of these algorithms
on common embedded systems. In short,
(Pr1) : the computational efficiency of DMPC schemes shall be improved to ease the
real-time realization, in particular for multilevel converters.

1.3.1.1.2 Relatively poor steady state control performances. Only one (opti-
mal) voltage vector is applied for a whole control interval, i.e., one-vector-per-control-
interval, which leads to big control variable ripples in comparison with the classical
modulator based techniques with a similar sampling frequency, where typically three
vectors (e.g., SVM based solutions) are applied for a whole control interval. Increasing
the sampling frequency (i.e., controller refreshing rate) would help to reduce the ripples.
However, it imposes an even higher requirement on the system hardware. Therefore,
(Pr2) : how to reduce the control variable ripples (without increasing the sampling frequency)
hence to enhance the steady static performances is one of the problems faced by the DMPC
scheme7.

1.3.1.2 DC-link control issues

DC-link control represents one of the key parts of back-to-back power converter systems.
A typical and most standard solution in the industry is to use a proportional-integration
(PI) controller with anti-windup, which takes the tracking error of the DC-link voltage as
input and generates a reference for the grid side inner controller to follow. Such solution
works in general fine in steady state, but requires expertise and tedious tuning efforts to

7Within the same topic, other issues such as un-fixed switching frequency, wide-spread harmonics, and theoretical and
systematical level weighting-factor design are also the questions still remaining open.
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achieve good overall performances. The inevitable (heavy) over- and undershoot voltages
appear, during the transient phases of the system operation, may potentially shorten the
life span of the DC-capacitors or require big capacitors to smooth it down. Especially,
when the energy/power flows from the grid to the machine side, a non-minimum phase
situation will greatly retrain the stability region of the system [44], for which a tedious
parameter tuning process or theoretical calculation is required. Therefore,
(Pr3) : performance enhanced DC-link control techniques, which reduce/simplify the tuning
processes, and minimize the under-and overshoot effects of the DC-link voltage, shall be
further investigated.

1.3.1.3 Fast dynamic voltage sensorless control techniques

A good voltage sensorless control scheme for grid-tied power converters will improve the
system robustness against device failures and reduce the system setup complexity. As
a state-of-the-art solution, the so-called “virtual flux” concept, with frequency-domain
filters to extract the related component(s), achieves nice steady state accuracy. However,
due to the inevitable transient time of the filter [45], relatively long delays occur at both
the initial and the transient phases of the estimation, yielding inaccurate control during
these phases. Therefore,
(Pr4) : voltage sensorless control scheme with fast dynamics, and accurate estimation
during both steady state and transient phases is still lacking.

1.3.1.4 Efficient real-time electrical control unit (ECU) testing solution needs
to be further researched

Installations of big wind turbines have been seen a huge increase in the last decades. The
ECUs are required to be capable of dealing with multiple control objectives and able to
deal with different situations, which makes the controller design rather complicated. The
right actions of each functionality of the underlying controller is essential. In particular for
the special situations (e.g., fault ride through ability of the system), a real-time verification
process of the ECU through certain effective, safe and flexible testing process is greatly
desired.

Hardware-in-the-Loop (HiL) testing is a viable concept [46], of which the signal level HiL
is very helpful in this context to evaluate the functionality of the ECU. Fast refreshing-rate
of the emulator, flexibility for adding different testing functions, high testing efficiency, and
ease for constructing the testing environments are important. Field programmable gate
array (FPGA) provides a feasible solution to achieve high refreshing-rate of the emulator,
however,
(Pr5) : highly efficient and flexible realizations of for the ECU evaluation systems using
FPGA-HiL concept requires further research.
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1.3.1.5 Research on unbalanced grid control with MPC solutions

More than 75% of today’s grid faults are asymmetric faults where the grid voltage
is (temporarily) unbalanced8. A severely unbalanced grid has a heavy impact on the
performance and safety of the wind turbine system and shall be considered and investigated
carefully. To date, already many efforts have been spent in dealing with the control of
unbalanced grids. Techniques with satisfying performances and simple structure rarely
appeared. Therefore,
(Pr6) : improved unbanned grid control methods incorporated into DMPC schemes, with
effective performances but simple structure are required.

1.3.1.6 FPGA realizations of advanced control/estimation algorithms

Many of the modern advanced control methods require high computational-power of the
controller hardware. Even for the conventional control methods a fast calculation will
reduce the calculation time delay, resulting in increased control performances. However, for
most cases in both industrial and academic area, the real-time realization of the controller
is still implemented on serially-computational targets. FPGA is of multiple benefits to
deal with these issues but the controller realizations are usually quite tedious. Therefore,
(Pr7) : efficient FPGA based real-time design solutions are desired for the power electronics
and electrical drive areas.

1.3.2 Motivation and objectives

The main motivations and objectives of this dissertation are to closely investigate (and
trying to solve) the problems listed in Sec. 1.3.1, and a careful study of both the grid-tied
two- and three-level back-to-back power converters and PMSG wind turbine systems. More
specifically, the objectives of this dissertation are:

• A (thorough) mathematical modeling of both the two- and three-level NPC back-to-
back power converters and PMSG wind turbine systems for theoretical analysis and
controller design of the inner electrical power conversion parts;

• Realization and experimental evaluation of both the conventional and classical
DMPC techniques for two- and 3L-NPC back-to-back power converter PMSG wind
turbine systems, with an efficient FPGA based solution;

• Investigation of computationally efficient DMPC schemes for three-level NPC back-
to-back power converter PMSG wind turbine system as (effective) alternatives for the
classical “cost-enumeration” solution; also, to investigate their FPGA implementation
issues;

8i.e. for some period of time, the sum of the grid voltage does not cancel: eag + ebg + ecg 6= 0.
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• Investigation of performance-enhanced DMPC schemes for two-level back-to-back
power converter control, to conquer its big ripple problem resulting from the classical
“one-vector-per-control-interval” [47] concept of the classical DMPC schemes;

• Investigation of DMPC based DC-link control methods for back-to-back power
converter driven systems, aiming to achieve improved performances with reduced
tuning efforts;

• Study on the virtual-flux based voltage sensorless control concept, to achieve improved
dynamics and accuracy for both the initial and transient phases;

• Study on the FPGA based signal level HiL simulation concept; investigate the
refreshing rate effects on the on-line (real-time) HiL simulation results and apply
FPGA based HiL to the LVRT evaluation of the ECUs;

• Investigation of suitable observer based encoderless control techniques for PMSG
wind turbine systems and its FPGA based realtime realization.

• A thorough application of an efficient solution to implement/realize both the classical
and the newly proposed methods with a fully FPGA based control target.

1.4 Contributions

This dissertation focuses on (advanced) control techniques for both two- and three-level
NPC back-to-back power converters and PMSG wind turbine systems. Within my work,
both a two- and three-level NPC back-to-back power converter systems have been self-
designed and constructed9 using Infineon power switches and National Instruments FPGA
based real-time systems, for experimentally verifying relevant control techniques. Through
cooperation with National Instruments, a signal level hardware-in-the-loop system concept
based on FPGA for testing the electrical control unit of a back-to-back power converter
PMSG wind turbine system has also been constructed, to verify the refreshing rate effects
of the emulator and the grid fault ride-through control methods. More than 30 peer
reviewed journal & conference papers (See please at Appendix E) have been published,
contributing in the fields of control of both the grid connected power converter (active
front end) and AC-motor drives, wind energy applications, multilevel power converters
and FPGA based digital control. More specifically, within my work the following have
been achieved:

• A thorough modeling of both the two- and three-level NPC back-to-back power
converters and PMSG wind turbine system are developed in detail. Three test-
benches (two- and three-level NPC back-to-back power converter PMSG systems
and an FPGA based HiL simulation system) have been designed and constructed
(See Chp. 2);

9All the design for both the two- and three-level NPC power converters is totally based on my own efforts; Parts of the
PCB and construction realizations for the three-level set-up were helped by my master students MSc. Ming Xue and He
Xu, some mechanical construction was helped by Mr. Schuster. Here I want to acknowledge my gratitude to them.
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• The actual control techniques (principles and digital realizations) are revisited in
detail. Fully FPGA based experimental verifications of the classical/conventional
control schemes including FOC-VOC with SVM, DTC-DPC with both witching
table and SVM and deadbeat-like predictive (torque and power) control techniques
are carried out at the self-designed test-benches (See Chp. 3 for details);

• State-of-the-art model predictive control concepts are revisited. DMPC methods
including predictive torque, current and power control methods for both the two-
and three-level grid-tied back-to-back power converter PMSG wind turbine systems
are experimentally investigated using a fully FPGA based solution (See Chp. 4);

• Combining the deadbeat control and the DMPC concept, two computationally
efficient DMPC schemes for three-level NPC back-to-back power converter control
within the direct model predictive torque (DMPTC) and power control (DMPPC)
frames are developed and realized using an FPGA based controller (See Sec. 5.2);

• Performance-enhanced multiple-vector model predictive control schemes, using syn-
thesized switching vectors and the time optimal concept are proposed. Their appli-
cations for both the grid side and machine control of a back-to-back power converter
PMSG wind turbine system are presented (See Sec. 5.3 and Sec. 5.4);

• A new time domain “initial bias compensation” (IBC) based voltage sensorless
control method for grid-tied back-to-back power converter with fast dynamics (one
sampling interval) is proposed and experimentally verified (See Chp. 7);

• By using a so-called “dynamic reference generation” concept, quasi-centralized
DMPC schemes for both back-to-back power converter with RL load and back-to-
back PMSG wind turbine system are proposed and experimentally evaluated using
FPGA (See Chp. 6);

• A PMSG wind turbine system using FPGA based signal level HiL concept is
constructed and the refreshing rate effects are investigated and verified through
(online) real-time simulation data. A low voltage ride through control method is
incorporated into the direct model predictive control framework and verified through
the FPGA based HiL concept during grid voltage dips (See Chp. 9);

• Encoderless control methods for PMSG(M) are reviewed and observer based solutions
(including both the extended Kalman filter and sliding mode observer based methods)
and their combination to deadbeat control frame for PMS(M)G are investigated and
verified. (See Chp. 8);

• An efficient FPGA controller realization method, invoking the single-cycle-timed-loop
(SCTL) technique, has been extensively investigated and comprehensively applied in
the power electronics and electrical drive areas, both for machine side and grid side
control. All the experimental evaluations of the relevant control schemes presented
in my dissertation are implemented on an NI-FPGA based platform, which may
serve as a viable alternative for fast prototyping in industrial or academic domain.
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Chapter 2

System modeling and physical system
description

This chapter summarizes the symbols and abbreviations used in the following chapters.
Following, the mathematical basics for the system modeling are revisited, which includes
coordinate transformations, and continuous and discrete linear time-invariant system
descriptions (see Sec. 2.1). Then mathematical models for both the two- and three-level
back-to-back power converters (in Sec. 2.2), RL load (in Sec. 2.3) and PMSG wind turbine
system (in Sec. 2.4) are explicitly developed. Afterward, the lab-constructed two- and
three-level NPC back-to-back power converter test-benches for experimentally verifying
the control algorithms discussed in the following chapters are depicted in Sec. 2.5.

Nomenclature

Table 2.1 lists all the nomenclatures used in this chapter.

N,R,C natural, real, and complex numbers
~x ∈ Rn, n ∈ N, ~x>, ~x † column vector, its transpose and conjugate
diag{a1, · · · , an} diagonal matrix in Rn×n with entries a1, · · · , an ∈ R
In ∈ Rn×n := diag{1, · · · , 1} identity matrix
C,L,R capacitance [F], inductance [H], resistance [Ω]
MSC,GSC machine-side, grid-side converter.
ω, φe,g frequency [rad/s], position of voltage or flux vectors
t, Ts, k time [s], sampling time [s], sampling instant [1]
~xdq, ~xαβ, ~xabc vectors in dq-, αβ-, abc-reference frame
xm, xg/n machine-side, grid/(net)-side quantities
<{~x},={~x} real and imaginary part of ~x

~u, ~G switching state, gate signal vector
~S, P , Q Appar. [VA], active [W], react. power [var]

Table 2.1: Symbols and abbreviations for this chapter.
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2.1. MATHEMATICAL BASICS FOR SYSTEM MODELING

2.1 Mathematical basics for system modeling

2.1.1 Three phase system coordinate transformation

Fig. 2.1 shows three coordinate systems, where abc (in red), αβ (in blue) and dq (in green)
are the natural three-phase, stationary two-phase and rotational two-phase coordinates,
respectively. In the following of this dissertation, I will name these three coordinates as
abc, αβ and dq frames, respectively.

Fig. 2.1: Coordinate transformations.

As is illustrated in Fig. 2.1, aligning the α-axis of the αβ frame with a-axis of the
abc frame, and naming the angle between d-axis of the dq frame and α/a-axis as φ, all
quantities ~xαβ in the αβ coordinate, and quantities ~xdq in the dq coordinate can be derived
by the corresponding quantities ~xabc in the abc coordinate invoking (power invariable)1

Clarke- and Park-Transformation, i.e. for angle φ ∈ R [rad]

~xαβ =
√

2
3

[
1 −1

2 −1
2

0
√

3
2 −

√
3

2

]
︸ ︷︷ ︸

=:TC (Clarke transformation)

~xabc and

~xdq =

[
cos (φ) sin (φ)
− sin (φ) cos (φ)

]
︸ ︷︷ ︸

=:TP(φ) (Park transformation)

~xαβ.


(2.1)

1Infinite types of transformations can be built up by using different coefficients. However, typically two formats are
usually used, namely, magnitude-invariant (i.e., before and after transformation, the vector magnitudes are kept as a
constant as is shown in Fig. 2.1) and power invariant transformations (i.e., the “amount of power” before and after
transformation remains constant). Power-invariant transformation requires no further coefficient in front of the power and
torque calculations. Therefore, it is used for all the relevant processes within this dissertation.
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CHAPTER 2. SYSTEM MODELING AND PHYSICAL SYSTEM DESCRIPTION

2.1.2 Linear time-invariant (LTI) state space model

The continuous state space representation of a linear time-invariant system (LTI) can be
written in form of

d

dt
~x(t) = A~x(t) + B~u(t), (2.2a)

~y(t) = C~x(t) + D~u(t), (2.2b)

where A,B,C and D are the system (state), control (input), output and the feed-through
matrices with proper dimensions, respectively. Equation (2.2a) is referred to as the system
function which describes the system dynamics, and (2.2b) is the output function, mapping
the system states and inputs to the system outputs.

The solution for this continuous linear Ordinary Differential Equation (ODE) of the
system function with initial condition ~x0 , ~x(t0) is

~x(t) = eA(t−t0)~x0 +

∫ t

t0

eA(t−τ)B~u(τ)dτ (2.3)

where eA(t−t0) ,
∞∑
n=0

(A(t−t0))n

n!
.

2.1.3 Discretization of LTI

The digital implementation of a model based control scheme requires the discrete format
of a system model. Assuming ~u[k] keeps as a constant during the sampling/control interval
Ts(<< 1[s]) of the digital system; the actual sampling interval is k = t

Ts
, then, one obtains

∀t ∈ [t, t+ Ts) the system state at k + 1 as

~x[k+1] = eATs~x[k] +

∫ t+Ts

t

eA·(t+Ts−τ)Bdτ~u[k] = eA·Ts︸︷︷︸
,Ad

~x[k] +

∫ Ts

0

eA·(Ts−τ
′)Bdτ ′︸ ︷︷ ︸

,Bd

~u[k]

= Ad~x[k] + Bd~u[k]. (2.4)

The discretization format of equations (2.2a) and (2.2b) can be put as

~x[k+1] = Ad~x[k] + Bd~u[k] and (2.5a)

~y[k] = Cd~x[k] + Dd~u[k], (2.5b)

respectively.

2.1.4 Explicit discretization and approximations of LTI

Highly depending on the sampling/control interval of the implementation process, there
exists different ways to obtain an explicit discretization which (closely) approximates its

- 16 -



2.2. TWO- AND THREE-LEVEL BACK-TO-BACK POWER CONVERTER SYSTEM
MODELING

continuous format, among which, the Euler-forward discretization of

d~x(t)

dt
≈
~x[k+1] − ~x[k]

Ts

(2.6)

is usually used for a small enough sampling interval (Ts ≤ 100µs)2 due to its simplicity
and accurate approximations3.

Applying (2.6) to equations (2.2a) and (2.2b) one obtains Ad = I−ATs,Bd = BTs,Cd =
C, and Dd = D, where I is the identity matrix with the dimension of Ad.

2.2 Two- and three-level back-to-back power con-

verter system modeling

Grid&FilterLoad/Generator

MSC GSC

Fig. 2.2: Two level voltage source back-to-back power converter.

2.2.1 Two-level back-to-back power converter

Fig. 2.2 depicts the simplified circuit of a two level voltage source back-to-back power
converter. It is not difficult to find, the gate signal of Gx

y has to be complementary4 to
Ḡx

y, i.e., when Gx
y = 1 (switched on), Ḡx

y must be switched off (= 0), since no shoot-
through operation is allowed for such a voltage source power converter, where, x ∈ {a, b, c},
representing the phases, and, y ∈ {m, g}, indicating the load/machine (m) side or grid (g)
side. In the following chapters, the switching state ux

y is defined for the two-level voltage
source power converter, as

~ux
y := G(Gx

y) =

{
1 (P ) if : Gx

y = 1 ∧ Ḡx
y = 0,

0 (N) if : Gx
y = 0 ∧ Ḡx

y = 1.
(2.7)

2If longer time-interval is used, higher-order and more sophisticated methods (e.g., Runge-Kutta, higher order Taylor
methods, etc.), shall be considered (See “Numerical Methods for Ordinary Differential Equations”, 2nd ed. Wiley, J. C.
Butcher, June 2008).

3Exact methods using Laplace transformations are too complex while approximations with high order power series do
not lead to significant performance improvement when using predictive control solutions.

4Here the tail-time of the IGBT is not considered.
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CHAPTER 2. SYSTEM MODELING AND PHYSICAL SYSTEM DESCRIPTION

The switching vector of ~uabc
y :=

(
ua

y, u
b
y, u

c
y

)>
is therefore can only be chosen from

U8 := {NNN,NNP, . . . ,PPN,PPP} of 8 admissible switching states. The terminal voltage
(to the neutral (n) of the load/source) vector ~vabc

y can be modeled as a function of the
DC-link voltage Vd and the corresponding switching vector ~uabc

y . For an ideal switching
behavior of the power switches in Fig. 2.2, the following holds5

~vabc
y (t) =

van
y (t)
vbn

y (t)
vcn

y (t)

 =
Vd

3

 2 −1 −1
−1 2 −1
−1 −1 2


︸ ︷︷ ︸

=:TSW

~uabc
y (t) (2.8)

For simplicity, in the following of this dissertation, vxn
y is written as vx

y. The line-to-line
voltages are therefore6

~vltl
y (~uy) :=

va
y − vb

y

vb
y − vc

y

vc
y − va

y

 = Vd

 1 −1 0
0 1 −1
−1 0 1

~uabc
y . (2.9)

The converter terminal voltage vectors in αβ and dq frames can be computed by

~v αβy (~uy) = TC ~v
abc
y (~uy),

~vdq
y (~uy) = TP(φ)~v αβy (~uy),

}
(2.10)

or

~v αβy (~uy) =
√

2
3

[1
2

0 −1
2

0
√

3
3

0

]
~vltl
x (~uy),

~vdq
y (~uy) = TP(φ)~v αβy (~uy),

 (2.11)

where φ is either the electrical angle of the rotor flux, i.e. φe =
∫
ωe(τ) dτ + φ0

e, or the
electrical angle of the grid voltage vector, i.e. φg =

∫
ωg(τ) dτ + φ0

g; φ0
e, φ

0
g are the initial

positions of the rotor flux and grid voltage vector, respectively.

2.2.1.1 DC-link of two-level back-to-back power converter

Considering the DC-link current flow of the two level back-to-back converter (see Fig. 2.2),
the DC-link dynamics can be modeled as follows

dVd(t)

dt
=

1

C
Id(t) =

1

C

[
Ip

m(t)− Ip
g (t)

]
, (2.12)

where Ip
g (t) = ~iabc

g (t) · ~uabc>
g (t) and Ip

m(t) = ~iabc
m (t) · ~uabc>

m (t) are DC-link components
of the grid and machine/load side currents, respectively. Applying the forward Euler
approximation yields the discrete voltage equation, as

Vd[k+1] = Vd[k] + Ts
C

(
Ip

m[k] − I
p
g[k]

)
= Vd[k] + Ts

C

(
~iabc

m[k] · ~uabc>
m[k] −~iabc

g[k] · ~uabc>
g[k]

)
. (2.13)
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MODELING

Grid&Filter

MSC GSC

Load/Generator

Fig. 2.3: Three level voltage source back-to-back power converter.

2.2.2 Three-level NPC back-to-back power converter

Considering the 3L-NPC back-to-back converter depicted in Fig. 2.3, the gate signal of
the upper-most IGBT in the first leg (phase a) of the machine side converter is denoted
by Ga1

m . In general, for y ∈ {m, g}, x ∈ {a, b, c} and i ∈ {1, 2}, the gate signal for the
upper IGBTs is introduced as Gxi

y and, for the lower IGBTs, the negated gate signal as
Ḡxi

y (complementary to Gxi
y , see Fig. 2.3). In the following chapters, the switching state ux

y

for such three-level NPC power converter is defined in the following relationship with the
gate signal, Gx

y

ux
y := G(Gx

y) =


P if :Gx1

y = 1 ∧Gx2
y = 1

0 if :Gx1
y = 0 ∧Gx2

y = 1

N if :Gx1
y = 0 ∧Gx2

y = 0

. (2.14)

The switching state vector has therefore the form of ~uy = (ua
y, u

b
y, u

c
y)> ∈ U27 :=

{NNN,NN0, . . . ,PP0,PPP} of 27 admissible switching states. Hence, naming the DC-link
capacitor voltages as voltages Vc1 and Vc2 , respectively (see Fig. 2.3), the phase voltages of
the converter can be obtained as

~vabc
y =

va
y

vb
y

vc
y

 =
(Vc1 + Vc2)

6

 2 −1 −1
−1 2 −1
−1 −1 2

 ~uy +
(Vc1 − Vc2)

6

 2 −1 −1
−1 2 −1
−1 −1 2

 |~uy|. (2.15)

where |~uy| = (|ua
y|, |ub

y|, |uc
y|)>. The line-to-line voltages ~vltl

y can be calculated by7

~vltl
y :=

va
y − vb

y

vb
y − vc

y

vc
y − va

y

 = Vc1

 1 −1 0
0 1 −1
−1 0 1

 |~uy|+~uy
2
− Vc2

 1 −1 0
0 1 −1
−1 0 1

 |~uy|−~uy
2

(2.16)

5The detailed development of the switching matrix Tsw can be found at the Appendix B.1.
6Line-to-line voltages are useful in particular where phase voltages are not easy to measure.
7The detailed development of the switching matrix can be found at the Appendix B.1.
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CHAPTER 2. SYSTEM MODELING AND PHYSICAL SYSTEM DESCRIPTION

where |~uy| :=
(
|ua

y|, |ub
y|, |uc

y|
)>

is the vector of the absolute values of the elements of
~uy. In the analogy, the converter terminal voltage vectors in αβ and dq frames can be
computed by equations (2.10) or (2.11).

2.2.2.1 DC-link of three-level NPC back-to-back power converter

For a three-level NPC back-to-back power converter, the DC-link modeling includes both
the DC-link charging/discharging equation and also the neutral point voltage equation.

2.2.2.1.1 DC-link (charging/discharging) equation: In analogy to the two level
back-to-back power converter, the DC-link voltage equation, when considering the current
flow of the converter (see Fig. 2.3), can be modeled as follows

dVd(t)

dt
=

1

C
Id(t) =

1

C

[
Ig(t)− Im(t)

]
, (2.17)

where Ig(t) =~iabc
g (t) · ~uabc

g (t) and Im(t) =~iabc
m (t) · ~uabc

m (t) are DC-link components of the
net (grid) and load side currents, respectively. Applying the forward Euler approximation
yields the discrete voltage equation

Vd[k+1] = Vd[k] + Ts
C

(
Ig[k] − Im[k]

)
, (2.18)

where Ig[k] =~iabc
g[k] · ~uabc>

g and Im[k] =~iabc
m[k] · ~uabc>

m .

2.2.2.1.2 DC-link capacitor voltage difference equation: To achieve voltage bal-
ancing, the difference voltage Vo(t) := Vc1(t)− Vc2(t) shall be zero and it can be controlled
through either the grid side or the machine side power converter (or through both sides).
Known from Fig. 2.3, Vo depends on the charging state of the two DC-link capacitors C1

and C2 (C1 = C2 = C) and will only change when currents Iom,g are drawn from it (see
Fig. 2.3), i.e., when ~uy contain “zero” elements (see Eq.(2.14)). For a given phase current

vector ~iabc
y := [iay, i

b
y, i

c
y]>, the positive and negative currents at the DC-link part can be

computed as

Ip
y =

1

2
(|~uy|+ ~uy)~iabc

y =
1

2

(
(|ua

y|+ ua
y), (|ub

y|+ ub
y), (|uc

y|+ uc
y)
)
·~iabc>

y (2.19a)

In
y =

1

2
(|~uy| − ~uy)~iabc

y =
1

2

(
(|ua

y| − ua
y), (|ub

y| − ub
y), (|uc

y| − uc
y)
)
·~iabc>

y (2.19b)

Therefore, the dynamics of Vo are given by

dVo
dt

=
dVc1
dt
− dVc2

dt
=

1

C

{
(Ip

m + In
m)− (Ip

g + In
g )
}

=
1

C

(
|~uabc

m |~iabc>
m − |~uabc

g |~iabc>
g

)
(2.20)

Applying the forward Euler approximation yields the discrete equation for the DC-link
capacity voltage difference

Vo[k+1] = Vo[k] +
Ts

C

(
|~uabc

m[k]|~iabc>
m[k] − |~uabc

g[k]|~iabc>
g[k]

)
. (2.21)
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2.3. RL LOAD DYNAMICS

2.3 RL load dynamics

Grid&Filter

2L/3L

MSC GSC

2L/3L

Fig. 2.4: Simplified circuit of a back-to-back power converter with RL-load.

As is shown in Fig. 2.4, the current dynamics of such a system (the part in the dashed
brace) in αβ frame can be modeled as (see e.g. [42]).

d~iαβm (t)

dt
=

1

Ll

~v αβm (t)− Rl

Ll

~iαβm (t), ~im(0) =~i 0
m ∈ R2 (2.22)

where ~iαβm = (iαm, i
β
m)> and ~v αβm = (vαm, v

β
m)> are RL-load side current and MSC voltage

vector, respectively; ~i 0
m is the initial current vector, ~v αβm can be obtained through Equation

(2.10), or (2.11). All quantities in the αβ reference frame can be obtained from the
corresponding quantities in the abc reference frame as follows

~xαβ(t) = TC · ~xabc(t), x ∈ {i, v}, TC is as in Eq. (2.1). (2.23)

Transferring (2.22) into the discrete format yields

~iαβl[k+1] =
(
1− TsRl

Ll

)
~iαβl[k] + Ts

Ll
~v αβg[k]. (2.24)

2.4 PMSG wind turbine system with back-to-back

power converter

In this section the PMSG wind turbine system (as is shown in Fig. 2.5) with (both 2L
and 3L) back-to-back power converter is modeled. As can be seen from Fig. 2.5, except
the back-to-back power converter (which has already been described in Sec. 2.2.1 and
Sec. 2.2.2), there are still three parts to describe, namely, the aerodynamic and turbine
model, PMSG and the dynamics of grid side and filter.

2.4.1 Aerodynamics and turbine model

The mechanical power extracted by the wind turbine from the passing wind is given
by (see [17, 48])

∀ t ≥ 0, Pt(t) =
1

2
ρA v3

w(t)Cp(t). (2.25)
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Wind

2L/3L

MSC GSC

2L/3L

Fig. 2.5: Simplified structure of two- and three-level back-to-back power converter PMSG wind
turbine system.

In discrete format (taking λ = Rtωm
vw

into consideration), the mechanical power extracted

6

0 2 4 6 8 10 12 14 16 18 20

C
1 p
(6

)

0

0.2

0.4

0.6

6opt =8.5371
C1;opt

p =0.56361

Fig. 2.6: Relationship of the power coefficient to tip ratio.

Fig. 2.7: Relationship of the power coefficient to tip ratio and pitch angle.
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2.4. PMSG WIND TURBINE SYSTEM WITH BACK-TO-BACK POWER CONVERTER

by the wind turbine from the wind is given by (see e.g., [17, 48])

∀ k ≥ 0: Pt[k] = 0.5ρA v3
w[k] Cp[k] = 0.5ρACp[k](

Rt

λ[k]
)3 × ω3

m[k] ≥ 0, (2.26)

where ρ [kg/m3] is the air density, A [m2] is the rotor area, Rt [m] is the blade radius,

λ =
Rtωm
vw

, (2.27)

is the tip speed ratio (TSP)8, Cp ≤ Cp,Betz = 16/27 ≈ 0.59269 is the power coefficient of
the wind turbine, and is a function of λ and the pitch angle β [◦].

Generally speaking, depending on whether the blade pitch is controllable or not, there
are two kinds of turbines [49,50], namely, (I) wind turbine without pitch control, and (II)
wind turbine with pitch control. Accordingly, there are also two types of power coefficients
of CI

p (for type (I)) and CII
p (for type (II)) due to the different system structures. Through

numerical approximations10 one can calculate the power coefficient of CI
p and CII

p . The
following approximations of (2.28a) and (2.28b) are the ones used for CI

p and for CII
p [44],

respectively.

CI
p(λ) = max

{
46.4(1/λ− 0.01)− 2) · e(0.165−15.6/λ); 0

}
(2.28a)

CII
p (λ, β) = max

{
0.73

(
151γ − 0.58β − 0.02β2.14− 13.2

)
· e−18.4γ; 0

}
(2.28b)

where CI
p and CII

p are the energy conversion coefficients for fixed-pitch and controllable
pitch wind turbine systems, respectively, and γ = 1

λ−0.02β
− 0.003

1+β3 . Fig. 2.6 and 2.7 illustrate

the range and peek (optimal) values of CI
p and CII

p , respectively.

For simplicity, it is assumed that the turbine power is transformed without losses to
mechanical power in the generator (otherwise an adequate efficiency factor should be
introduced). Hence,

∀ k ≥ 0: Tt[k] =
Pt[k]

ωm[k]

≥ 0, (2.29)

where Tt [Nm] is the turbine (aerodynamic) torque.

Note that, no wind turbine system can work under all wind speed range [49–51]. Fig. 2.8
gives the speed ranges based on the operation stages of a variable speed wind turbine
system in general. When the wind speed is lower than the cut-in speed of vcut−in

w , i.e., at

8The TSP is defined as the ratio of the speed of the rotor tip to the free stream wind speed. Easy to know, there exists
an optimal TSP value related to the optimal power coefficients of Cp [49–51]: if a rotor rotates too slowly, i.e., TSP is
too small, the turbine blades allows too much wind to pass through undisturbed, and thus does not extract the maximum
energy it can. On the other hand, if the rotor rotates too fast, i.e., TSP is too big, it appears to the wind as a large flat
disc, which creates a large amount of drag. The rotor TSR depends on the blade airfoil profile used, the number of blades,
and the type of wind turbine. In general, three-bladed wind turbines operate at a TSR of between 6 and 8, with 7 being
the most widely-reported value (See “Wind Turbines Theory - The Betz Equation and Optimal Rotor Tip Speed Ratio”,
by Magdi Ragheb and Adam M. Ragheb)

9This is the so-called Betz Constant developed by Albert Betz in 1919 and reported in his book “Wind Energie und ihre
Ausnutzung durch Windmuehlen” in 1926 [49–51].

10Developed through minimizing the error between the power curves obtained from the equations of (2.28a) or (2.28b),
and the ones obtained from manufacturer data sheets. There are many different approximations methods to develop an
accurate coefficient curve on different wind turbines. But differences between the curves of wind turbine types are very
small [49, 50]
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Fig. 2.8: Wind speed and operation regions [52].

stage-I, the wind turbine will stay still and no power is generated. During wind speed
stage-II, i.e., the wind speed between the cut-in speed and rated speed, maximum power
can be produced only when the turbine operates at a maximum Cp, i.e., at Copt

p , which
depends on a optimum tip-speed ratio of λopt (β is kept at zero). Therefore, the targeted
optimum power at this stage is

P opt
m[k] = 0.5ρACopt

p (
Rt

λopt
)3︸ ︷︷ ︸

Kopt
1

×(ωopt
m[k])

3 (2.30)

and the optimum generator torque is therefore

T opt
e[k] = Kopt × (ωopt

m[k])
2 = 0.5ρACopt

p

Rt

λopt︸ ︷︷ ︸
Kopt

2

×v2
w[k]. (2.31)

The reference torque to reach maximum power tracking can be obtained as:

T ∗e[k] =

{
Kopt

1 × ω2
m[k] if vw unavailable : Case-I

Kopt
2 × v2

w[k] if vw available : Case-II
(2.32)

The stability analysis of using torque reference generation scheme as given by Case-I of
(2.32) can be found in [53]. Note that, in practice, anemometer based torque reference
generation scheme, i.e., Case-II in (2.32), increases cost and reduces the reliability of the
overall system.

Another scheme, when knowing the wind speed (which can be obtained by using a
anemometer sensor) and the optimal tip speed ratio λopt (which is usually available from
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the manufacture data sheet for a specific wind turbine), the optimal rotating speed for the
generator to follow under the given wind speed, invoking Eq. (2.27), can be expressed as:

ω∗m = ωopt
m =

λopt · vw

Rt

. (2.33)

During stage-IV, i.e., the wind speed is higher than the rated value, the turbine will operate
at the rated rotating speed and the control system should be able to reduce the input
power (or torque) through changing (increasing) pitch angle β to maintain the overall
generated power not goes beyond its safety range.

When the wind speed is higher than the cut-out speed vcut−out
w , i.e., in stage-V, the

pitch angle control (to reduce the input power) is not enough to keep the system in safety
mode, then the turbine will be shut-down.

From the above analysis, the MPPT control requires (the inner loop of) MSC to follow
an optimal torque reference T ∗e[k] or speed reference ω∗m command with fast dynamics.

2.4.2 Permanent-magnet synchronous generator (PMSG)

In most cases, for a direct-drive wind turbine system, a smooth surface multi-pole (pole-pair
defined as Np) PMSG is used [17]. Both the physical (structural) and saturation salience
is in practice quite small and can be neglected, i.e., Ld

s = Lq
s ,

∂Ls

∂θe
= 011. Moreover, the

armature reaction affect is assumed to be negligible.

2.4.2.1 PMSG in αβ frame

A smooth surface multi-pole PMSG can be modeled in αβ reference frame. The dynamics
in the current can be described with the following nonlinear model

d~iαβm (t)

dt
=
−Rs

Ls

~iαβm (t) +
1

Ls

(
~v αβm (t)−

(
−ψpmωe(t) sin (θe(t))
ψpmωe(t) cos(θe(t))

)
︸ ︷︷ ︸

=:~eαβm (t)

)
, ~iαβm (0) =~i0m ∈ R2

(2.34)

where Rs [Ω] is the stator resistance, ~eαβm = (eαm, e
β
m)> [V]2 is the back-EMF vector,

~v αβm = (vαm, v
β
m)> [V]2 is the output voltage vector of the generator side converter, ~iαβm =

(iαm, i
β
m)> [A]2 is the generator current vector: all in αβ frame. ωe(t) = Npωm(t) [rad/s] is

the electrical frequency of the rotor (rotating with ωm), Np [1] is the pole pair number,
ψpm [Wb] is the permanent-magnet flux linkage, θe [rad] is the electrical position of the
rotor flux.

11For salience based encolderless control, the true property of ∂Ls
∂θe
6= 0 is utilized.
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The stator flux and electro-magnetic torque in the αβ frame can be modeled as

~ψ αβ
s (t) =

∫ (
~v αβm (t)−Rs

~iαβm (t)
)
dt, ~ψ αβ

s (0) = ~ψ0
s ∈ R2; (2.35)

Te(t) = Np

(
ψαs i

α
m − ψβs iβm

)
(2.36)

The dynamics of the mechanical wind turbine system are given by

Θm
dωm(t)

dt
= Tt(t)− Te(t) + F(ωm)(t), ωm(0) = ω0

m ∈ R; (2.37)

where Te(t), as in (2.36), is the electric torque of the generator, Θm [kgm2] is the overall
inertia (of turbine and generator), Te [Nm] is the electro-magnetic (generator) torque,
Tt [Nm] is the torque from the turbine, as in (2.29), and F(ωm) models nonlinear, dynamic
friction effects; in this work, a constant coefficient B is used to model the friction effects.

Applying the Euler-forward method, the following discrete format of the generator in
αβ frame can be obtained:

~iαβm[k+1] =
(

1− TsRs

Ls

)
~iαβm[k] + Ts

Ls

(
~v αβm[k] −

(
−ψpmωe[k] sin (θe[k])
ψpmωe[k] cos(θe[k])

)
︸ ︷︷ ︸

=:~eαβ
m[k]

)
,

~ψ αβ
s[k+1] = ~ψ αβ

s[k] +
(
~v αβm[k] −Rs

~iαβm[k]

)
Ts,

ωe[k+1] = ωe[k] + Ts
ΘmNp

(
Tt[k] −Np

(
ψαs[k]i

α
m[k] − ψ

β
s[k]i

β
m[k]

)
︸ ︷︷ ︸

=:Te[k]

−B · ωm[k]

)
.


(2.38)

2.4.2.2 PMSG in dq frame

The mathematical model of a PMSG in direct-quadrature (dq) reference frame (indicated
by superscript dq) is given by

~vdq
m (t) = Rs

~idq
s (t) +

d~ψdq
s (t)

dt
+ ωe(t)

[
0 −1
1 0

]︸ ︷︷ ︸
:=J

~ψdq
s (t), ~ψdq

s (0) = ~ψ0
s ∈ R2 (2.39)

where ~vdq
m (t) = (vd

m(t), vq
m(t))> [V]2 is the generator side converter output voltage vector

(to be specified in later), Rs is the stator resistance, ~idq
m (t) = (idm(t), iqm(t))> [A]2 is the

generator current vector, ~ψdq
s (t) = (ψd

s (t), ψq
s (t))> [Wb]2 is the flux linkage (in the stator

of the generator). The flux linkage is assumed linearly related to current ~idq
m (t), stator

inductance Ls [Vs/A] and (constant) permanent-magnet flux linkage ψpm as follows

~ψdq
s (t) = Ls

~idq
m (t) +

(
ψpm, 0

)>
(2.40)

Te(t) = Npψpmi
q
m. (2.41)
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Taking all equations of (2.39), (2.40), (2.37) and (2.41) into consideration, and applying
the Euler-forward method, yields the discrete format of the generator as

~idq
m[k+1] =

[
1− Rs

Ls
Tsωe[k]

−Tsωe[k] 1− TsRs

Ls

]
︸ ︷︷ ︸

=:Am[k]

~idq
m[k] +

[
Ts
Ls

0

0 Ts
Ls

]
︸ ︷︷ ︸

=:Bm

~vdq
m[k] +

(
0

−Tsψpm

Ls
ωe[k]

)
︸ ︷︷ ︸

=:Hm[k]

~ψdq
s[k+1] = Ls

~idq
m[k+1] +

(
ψpm, 0

)>
ωe[k+1] = ωe[k] + Ts

ΘmNp

(
Tt[k] −Npψpmi

q
m[k]︸ ︷︷ ︸

=:Te[k]

−B · ωm[k]

)


. (2.42)

2.4.3 Grid side dynamics: grid and filter

Typically, for a MW level wind turbine system, a LCL or LC filter is usually used to
connect the power converter to the grid. The proper design of a LCL12 or LC filter
results in much smaller inductance values to achieve a comparable filtering performances
as L-filter (See [46, 54] and the reference therein). However, given a properly designed
hardware system, both the properly designed LC and LCL filter can be simplified as the
same type of a L filter in the fundamental frequency domain for the controller design
process. Therefore, in this work, only a (R) L filter is considered and constructed in the
laboratory due to its simplicity.

The (controllable) grid side power converter is also named as an active front end (AFE)
power converter or (boost) PWM rectifier in many publications and in this dissertation, it
is named as GSC or AFE for consistency. A typical two or three-level AFE with RL filter
is shown at the right side of Fig. 2.5. It can be described in both αβ and dq frames.

2.4.3.1 AFE with RL filter modeling in αβ frame

An AFE with RL-filter connected to an ideal (balanced) grid in αβ frame is given by (see
e.g., [8, 10]):

~eαβg (t) = ~v αβg (t) +Rg ·~iαβg (t) + Lg ·
d~iαβg (t)

dt
, ~iαβg (0) =~i 0

g ∈ R2. (2.43)

Transferring into the discrete format, one obtains

~iαβg[k+1] =
(
1− TsRg

Lg

)︸ ︷︷ ︸
:=Âg

~iαβg[k] + Ts
Lg︸︷︷︸

:=B̂g

(
~v αβg[k] − ~e

αβ
g[k]

)
, (2.44)

where Rg [Ω] and Lg [Vs/A] are filter resistance and inductance, respectively, ~iαβg =
(iαg , i

β
g )> [A]2 is the current vector to the grid, ~v αβg = (vαg , v

β
g )> [V]2 is the output voltage

vector of the GSC, and ~eαβg = (eαg , e
β
g )> [V]2 is the grid voltage vector: all in αβ frame.

12For which a damping of the resonant frequency is very important.
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2.4.3.2 AFE with RL filter modeling in dq frame

The input current dynamics in rotating dq frame can be modeled as follows [8]

d~idq
g (t)

dt
= 1

Lg

(
~edq

g (t)− ~v dq
g (t)

)
−Rg

~idq
g + ωgLgJ~i

dq
g ,~ig(0) =~i 0

g ∈ R2 (2.45)

Applying Euler-forward discretization method to equation (2.45), yields the following
result

~idq
g[k+1] =

(
1− TsRg

Lg

)
~idq

g[k] + ωgLgTsJ~i
dq
g[k] + Ts

Lg

(
~v dq

g[k] − ~e
dq
g[k]

)
, (2.46)

where ~idq
g = (iqg, i

q
g)> [A]2 is the current vector to the grid, ~v dq

g = (vd
g , v

q
g)> [V]2 is the

output voltage vector of the GSC, and ~edq
g = (ed

g, e
q
g)> [V]2 is the grid voltage vector: all

in dq frame.

2.4.3.3 Grid side power dynamics

In the following chapters, the power dynamics are used. Therefore, to ease the reading, I
will present the relevant equations of the grid side power dynamics also in this chapter.

Invoking the instantaneous power theory [33,34], grid side power can be calculated as

~S = (P, Q)> =
(
(~eαβg )>~iαβg , (~eαβg )>J~iαβg

)>
=
(
(~edq

g )>~idq
g , (~edq

g )>J~idq
g

)>
, (2.47)

where P and Q are active and reactive power at the point of common coupling, respectively.
For d

dt
P = (~edq

g )> d
dt
~idq

g and d
dt
Q = (~edq

g )>J d
dt
~idq

g (assuming ~edq
g = (êg, 0) = (êd

g, 0) is constant,
i.e. ed

g = êg > 0), the dynamics of active and reactive power in the dq-reference frame can
be computed as follows

d
dt
P

(2.45)
= 1

Lg

(
−RgP + vd

g êg − ωgLgQ+ ê2
g

)
d
dt
Q

(2.45)
= 1

Lg

(
−RgQ− vq

g êg + ωgLgP
)
.

 (2.48)

For a balanced grid, the grid side source voltage is in the format of ~eαβg = Aejωgt, where

A and ωg are the magnitude and frequency, respectively. Therefore,
d~eαβg

dt
= jωg~e

αβ
g . So

the dynamics of the grid side power can be obtained in the αβ frame in discrete format
invoking Euler-forward method, as13

~GS[k] =
d~S[k]

dt
=
[
gP[k], gQ[k]

]>
=

1

Lg

[
eαg[k] eβg[k]

eβg[k] −eαg[k]

](
eαg[k] − vαg[k]

eβg[k] − v
β
g[k]

)
−

(
Rg

Lg
P[k] + ωgQ[k]

Rg

Lg
Q[k] − ωgP[k]

)
.

(2.49)

Therefore, the grid side power at k + 1 can be predicted as

~S[k+1] =
(
P[k+1], Q[k+1]

)>
=
(
P[k], Q[k]

)>
+ Ts · ~GS[k] (2.50)

13 ~GS(t) can be regarded as a slope/gradient of the power, with the same definition, which can also be applied in the dq

frame, as ~GS(t) :=
d~S(t)
dt

= êdg

(
didg
dt
,
diqg
dt

)>
.
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2.5 Lab-constructed test-benches and real-time con-

troller

This section describes the self-designed hardware test-benches, which include a two-level
back-to-back power converter system with both RL load and a PMSG, three-level NPC
back-to-back power converter system with PMSG and an FPGA based HiL simulation
system with NI-cRIO real-time controller. The controller development process with this
FPGA real-time controllers is also briefly introduced.

2.5.1 Two-level back-to-back power converter system

A two-level back-to-back power converter with both a RL load and PMSM(G) were
constructed using Infineon MIPAQ modules and the relevant drives in our institute. An
overview of this set-up is shown in Fig. 2.9. The power rating of the power converter
set-up is 60kVA. The available RL load is limited to 300VA and the machines for both
generator and turbine emulator are limited to around 2.7kVA.

A

B

E

F

HG
C D

I a cb

e
f

h

d g

Fig. 2.9: Self-designed two-level back-to-back power converter system with RL load and PMSG. A
and B are the inductance and the resistance of the RL load; C is the PMSG coupled with a load
side AC motor and its commercial converter of D; (inside of) E is a self-constructed two-level
back-to-back power converter using Infineon MIPAQ modules; F is the fully configurable FPGA
based real-time controller (NI-cRIO-9082); G is the grid side L(R) filter, H is the grid side variac
and I is the protection devices (against short circuit and input inrush current). The detailed
depictions of inside of E are shown in the right side: a is the machine/load side converter and
its driver circuits, b is the DC-link, c is grid side converter and driver circuits, d is DC-link
switch and its driver circuits, e and f are the current and voltage measurements boards, g is the
DC-link transducer and h is the power sources for the drivers and measurement boards.

The inside figure of the self-constructed two-level back-to-back power converter is shown
in the right side of Fig. 2.9. Parameters of the back-to-back 2L power converter configured
with RL-load and PMSG are collected in Table 2.2 and Table 2.3, respectively.
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Parameter Experiment
Grid-side Phase Voltages ea,b,cg [V] (peak) 80 to 120
Grid-side Voltage Frequency ωn [rad/s] 100π
Grid-side Reactor Resistor Rg [Ohm] 1.56 · e−3

Grid-side Reactor Inductance Lg [H] 16 · e−3

Load-side Inductance Ll [H] 10e−3

Load-side Resistor Rl [Ohm] 10
Load Reference Current Frequency fl [Hz] 50

Table 2.2: System configuration of the 2L back-to-back power converter with RL load for
evaluations in Chp. 3 to Chp. 8.

Parameters Values
Grid-Side Phase Voltage ~eabc

g [V] (peak) 80 to 120
Grid-Side Voltage Frequency ωg [rad/s] 100π
Grid-side Reactor Resistor Rg [Ohm] 1.56e− 3
Grid-side Reactor Inductance Lg [H] 16e− 3
DC-link Capacitor C [µF] 1100
Generator Stator Inductance Ls = [H] 8e-3
Generator Stator Resistor Rs [Ohm] 1.3
Generator Pole Pairs Np [1] 3
Rotor Permanent-Magnet Flux ψpm [Wb] 0.41

Table 2.3: System configuration of the 2L back-to-back power converter with PMSG for evaluations
in Chp. 3, to Chp. 8.

2.5.2 Three-level back-to-back power converter system

The three-level NPC back-to-back power converter using also Infineon power switches
is depicted in Fig. 2.10. The switches are with a power rating of 30kVA. However, the
heat-sink and the measurement board are designed to work within 5 kVA to reduce cost
and ease its design and realization for laboratory use. More parameters are listed in
Table 2.4. The inside configuration of the self-designed three-level NPC back-to-back

Parameters Values Parameters Values
Grid Phase Vol. ~eabc

g [V] (peak) 80 to 120 PMSG Stator Induc. Ls = [H] 8e-3
PMSG Stator Resis.r Rs [Ohm] 1.3 PMSG nominal Tn

e/I
n
m [Nm/A] 7.5/5.5

Grid Vol. Freq. ωg [rad/s] 100π PMSG Pole Pairs Np [1] 3
Grid Reactor Resis. Rg [Ohm] 1.56e− 3 Permanent-Magnet ψpm [Wb] 0.41
Grid Reactor Induc.e Lg [H] 16e− 3 Sampling Interval Ts [µs] 50/100
DC-Link cap. C1 = C2 = C [F] 1000× 10−6

Table 2.4: System parameters for the three-level system.
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Fig. 2.10: Three-level NPC back-to-back power converter system with PMSG. A and B are the
PMSG and an asynchronous motor (controlled by a commercial drive) emulating the turbine;
(inside of) C is a self-designed three-level NPC back-to-back power converter using Infineon
switching modules; D is a fully configurable FPGA based real-time controller (NI-cRIO-9082)
for deploying the control algorithms; G is the grid side L(R) filter, H is the grid side variac
and F is the protection devices against short circuit and input inrush current. The detailed
depictions of in side C are shown in the right side: a, b, c are the machine/load side three-phase
three-level NPC power converter and its heat-sink, beyond e (not visible due to its position is a
four/three-leg three-level NPC power converter serving as the grid side AFE); d is the DC-link
voltage measurement interface; e is the layered DC-bus (its bellow are the capacitors), g (and
its behind) is a DC-bus with a two-level voltage source power inverter serving as a SVG for
extension and f is the power source for the gate driver, the current and voltage measurements
boards.

Parameter Variable Value
Rated Voltage VB 690V
Rated Current IB 1896A
Rated Frequency (Generator) fB 14.4 Hz
Rated Speed Ωn 18 RPM
Stator Resistor Rs 3.52e−3 Ohm
Stator Inductance Ls 2.54mH
DC-link Voltage Vdc 1200V
Rated Frequency (Grid) fgB 50 Hz
Filter Inductance Lg 3.52mH

Table 2.5: Parameters of a 2MW PMSG used for investigation the HiL refreshing rate effects.
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Fig. 2.11: FPGA HiL platform of a back-to-back power converter PMSG wind turbine system.
A: FPGA platform (NI-cRIO-9082), for implementing the ECU; B: FPGA platform (NI-9159),
for implementing the back-to-back converter PMSG wind turbine emulator; C: User interface,
programmed using Labview running in a PC.

power converter is shown in the right side of Fig. 2.10. Noticeably, from the hardware
design and realization level, the as-constructed three-level NPC power converter can be
also configured as a four-leg NPC on the grid side. Due to the experimental verifications
of such configuration have not yet been done. Therefore its detailed parameters are not
given in this dissertation.

2.5.3 FPGA based HiL simulation system configuration

The FPGA based signal level Hardware-in-the-Loop (HiL) system is depicted in Fig. 2.11.
Detailed instruction of each controller chassis is given in the caption of Fig. 2.11. This
test-bench is mainly used for the research topics introduced in Chp. 9. The 2MW PMSG
wind turbine system parameters for using such HiL system to evaluate its refreshing rate
effects are listed in Table 2.5.

2.5.4 Real-time system structure and utilization

The reconfigurable real-time system used for the controller deployment is depicted in
Fig. 2.12. The controller deploying system used in this dissertation can be divided into
three main levels with regarding to their implementation environments, namely, the
personal computer (PC), the real-time processor (RT) and the field-programmable gate
array (FPGA).
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Fig. 2.12: Real-time deploying system structure.

In the PC, the simulations are preliminarily done through Matlab/Labview-PC envi-
ronments. These can be coded with Matlab (m-files), Labview graphical coding (VIs), C,
generated .dll and math-scripts. Meanwhile the data/result processing procedure, user
interface and communication host to the real-time controller are also done here.

The real-time controller is in charge of the real-time debugging, (real-time) data logging
(as the host) and communication with the host PC. It can be coded with VIs, C, math-
scripts and incorporating “.dll” files generated from certain third-part software (e.g., Visual
Studio, Matlab/Simulink, etc.).

The FPGA is used as the main controller and coded with LV-FPGA (it can also
incorporate hardware description languages such as VHDL, Verilog, etc.). The mains
functions of the FPGA are real-time host of the controllers, real-time data-logging slaver,
etc. TCP/IP are used in between the PC and RT in non-real-time; while PCI-e and
DMA-FIFO are used as the real-time communication solution in between the RT and the
FPGA.
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For FPGA realizations of the control algorithms, a so-called single-cycle-time-loop
(SCTL) NI-FPGA technique is widely used in this dissertation. With a slightly higher
implementation efforts the technique introduces two considerable benefits, namely, reduced
resource usage and improved code execution speed. More details of such technique can be
found online taking SCTL as the key word, and is therefore not described here. Noticeably,
the execution time of each sub-routines can be easily measured with an accuracy of 25[ns].
As an example, the realization overview of a classical direct model predictive control
scheme for the 3L back-to-back power converter PMSG system is shown in the lower side
of Fig. 2.12, where different colors represent different time durations. In the the following
chapters, except a dedicated comparison, the FPGA realizations of the relevant control
algorithms has followed such instructions, but will not be detailed again.

2.6 Summary

This chapter has introduced the mathematical basics for the system modeling. All the
models for both two- and three-level NPC back-to-back power converters, RL load and
PMSG wind turbine system have been explicitly developed in both continuous and discrete
time formats. The self-designed and lab-constructed two- and three-level NPC back-to-back
power converter test-benches have also been depicted. The real-time controller utilization
and the control algorithm deploying environments in this dissertation have also been briefly
described.
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Chapter 3

Classical control techniques

This chapter describes and summarizes the actual control schemes for back-to-back power
converters and PMSG wind turbine systems. These include:

• Field-oriented-control (FOC) for machine side converter (MSC), and voltage oriented
control (VOC) for grid side converter (GSC), both with space vector modulator
(SVM) (see Sec. 3.2),

• Direct torque control (DTC) for MSC and direct power control (DPC) for GSC both
with switching table (see Sec. 3.5),

• DTC and DPC with modulators for MSC and GSC (see Sec. 3.3), respectively,

• And deadbeat-like predictive control with modulator for both the MSC and GSC
(see Sec. 3.4).

Their basic principles are revisited and discussed, their digital realizations are presented
in detail and the performances are evaluated with experimental data (see Sec. 3.6) at the
test-benches described in Chp. 2.

3.1 Introduction

A controller which produces a continuous reference actuating signal will require a modulator
to decode the gate signals to assign to the switches of the power converters. There are
different ways to modulate a continuous reference to the gate signals [25]. Due to its merits
such as wider DC-link utilization range, smaller total harmonic distortions (THDs) and
ease for embedded system realizations, space vector modulation (SVM) becomes one of
the most standard ones. SVM (both for two- and three-level three-phase power converters)
is already a well-known technique. Its design and realization processes are, therefore, not
redundantly repeated in this dissertation.

Control schemes of (i) FOC for MSC, VOC for GSC; (ii) DTC-DPC with modulator
and (iii) deadbeat control share some common properties such as using extra modulations
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and vector orientation concept1. Therefore they are referred to as linear controller based
vector control [21, 25,55]. A general control block diagram for these three techniques is
given in Fig. 3.1a.

Control schemes of (i) DTC for MSC, DPC for GSC, both with switching table; and
(ii) direct model predictive control for MSC, GSC, respectively, are all nonlinear control
schemes, sharing the similar properties, such as, no modulator or inner linear control loops.
Therefore, both can be regarded as “nonlinear direct control” [25,56,57]. A general control
block diagram for these schemes is given in Fig. 3.1b.

DTC-DPC with (offline designed) switching table is introduced in Sec. 3.5, and direct
model predictive control class is discussed in the follow chapter for the sake of completeness.
Note that, without special declaration all the variables/symbols used in this chapter have
same definition/meaning as introduced in Chp 2.

3.2 Field and voltage oriented control

The key principle of both VOC and FOC is the so-called “vector orientation” [25, 58]. By
transferring the system into the “synchronous” frame, the control variables will be “DC
components” and the inner part of the system (both the grid and machine sides) can be
simplified as a one-order system. For such system, proportional integration (PI) controller
can achieve nice steady state performances. In the following sections, system dynamics of
both the machine and grid sides in dq frame are revisited to ease the controller descriptions.
Their respective controller design processes are introduced in brief.

3.2.1 Field oriented control for MSC

3.2.1.1 Inner control loop

For a surface-mounted PMSG, similar assumption as in Chp. 2, i.e., Ld
s ≈ Lq

s := Ls is
made. Rearranging Equation (2.39) yields the state current dynamics in dq frame as [17]

Ls
didm
dt

= vd
m −Rsi

d
m + Lsωei

q
m, (3.1a)

Ls
diqm
dt

= vq
m −Rsi

q
m − Lsωe(i

d
m + ψpm), (3.1b)

1Deadbeat controller for grid side power control when designed in the αβ frame requires no synchronous frame trans-
formation (see Sec. 3.4 for details) or vector orientation concept. Therefore, it can be also regarded as a direct control.
However, modulation is still required.
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(a) Linear vector control scheme.
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Fig. 3.1: Block diagrams of a two- and three-level back-to-back power converter PMSG wind
turbine system with RL-filter on the grid-side and its controller with linear vector control methods
(a) and nonlinear direct control methods (b). The dashed lines of the controller represent the
specific parts of the structure for 3L NPC power converter system control.
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Rearranging equations (3.1a) and (3.1), yields the voltage equations in dq frame, as

vd,eqm︷ ︸︸ ︷
vd

m + Lsωei
q
m = Ls

didm
dt

+Rsi
d
m, (3.2a)

vq
m − ωe(Lsi

d
m + ψpm)︸ ︷︷ ︸

vq,eqm

= Ls
diqm
dt

+Rsi
q
m. (3.2b)

The inner transfer function TFi
m(S) between the output current Id

m(S), Iq
m(S) and their

equivalent control voltage Vd,eq
m (S) and Vq,eq

m (S) in dq frame is

TFi
m(S) =

Id
m(S)

Vd,eq
m (S)

=
Iq
m(S)

Vq,eq
m (S)

=
1

LsS +Rs

. (3.3)

Since the system is now in dq frame. Hence the inner loop control variables Id
m(S) and

Iq
m(S) (during steady state) are DC variables. Considering the plant inner loop transfer

function of Equation (3.3), a simple PI controller with the following transfer function

Gi
m(S) =

Vd,q,eq∗
m (S)

Id,q∗
m (S)− Id,q

m (S)
=
K ip

mT
i
mS +K ii

m

T imS
(3.4)

can manipulate the plant to follow a DC reference with zero steady state tracking error.
T im, K

ii
m, K

ip
m are the PI time constant and coefficients, respectively. The equivalent control

voltages vd,q,eq∗
m , generated by the PI controller, contain also a coupling pair of vd,coupling

m =
Lsωei

q
m, and vq,coupling

m = −Lsωe(i
d
m + ψpm), respectively (see equations (3.2a) and (3.2b)).

Both vd,q,coupling
m cannot be directly reflected by the inner PI controller. Therefore, a better

solution is to decouple the controller by adding a compensation to the vd,q,eq∗
m produced by

the PI controller as follows

vd∗
m = vd,eq∗

m − Lsωei
q
m, (3.5a)

vq∗
m = vq,eq∗

m + ωe(Lsi
d
m + ψpm), (3.5b)

where vd,q∗
m are the control voltages to assign to the modulator after transferring to αβ

frame. The as-described VOC scheme is shown in the left part of Fig. 3.2.

3.2.1.2 Outer (speed) control loop

The mechanical dynamics are

J
dωm

dt
= Tt − Te +B(ωm), (3.6a)

Te = Npψpm · iqm, (3.6b)

Similarly, the speed loop transfer function TFωm
m (S), i.e., the speed output Ωm(S) to the

torque input Tt(S)− Te(S) is

TFωm
m (S) =

Ωm(S)

Tt(S)− Te(S)
=

1

JS +B
. (3.7)
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where Te(S),Tt(S) are the electro-magnetic and the load (drive) torques, respectively.
Easy to see, it is again a one-order system. Therefore, the speed loop can also be controlled
using a PI controller with the following transfer function

Gωm
m (S) =

T∗e(S)

ω∗m(S)− Ωm(S)
=
Kωmp

m T ωm
m S +Kωmi

T ωm
m S

, (3.8)

where T ωm
m , Kωmi,p

m are the PI time constant and coefficients, respectively.

Without specific declaration, in the following parts of this chapter, all the machine side
outer loop (speed loop) controllers are the same as in Equation (3.8), i.e., a PI controller.
Note that, the output of the controller can also be regarded as Iq∗

m (S) (in time-domain iq∗m (t))
since the difference between the torque and the current is simply a (constant) proportional
coefficient here (See (3.6b)). Physical explanation is that, once “field orientation” reaches,
the quadrature current, i.e., iqm, directly will correlate to electromagnetic torque production.

The whole system controller for the machine side is now a cascaded structure (See
Fig. 3.2) using two PI controllers for the speed and inner current regulations, respectively.

3.2.2 Voltage oriented control for GSC

Rearranging the equations in (2.45), yields the voltage dynamics of the grid tied AFE
(right side of Fig. 2.5) as

vd,eqg︷ ︸︸ ︷
ed

g + Lgωgi
d
g − vd

g = Lg
didg
dt

+Rgi
d
g,

eq
g − Lgωgi

d
g − vq

g︸ ︷︷ ︸
vq,eqg

= Lg
diqg
dt

+Rgi
q
g.

 (3.9)

Similarly to the generator side, the transfer function TFi
g(S) between the output current

Id,q
g (S) and their equivalent control voltage Vd,q,eq

g (S) in dq frame is

TFi
g(S) =

Id
g(S)

Vd,eq
g (S)

=
Iq
g(S)

Vq,eq
g (S)

=
1

LgS +Rg

. (3.10)

In the analogy, a PI controller with the following transfer function,

Gi
g(S) =

Vd,q,eq∗
g (S)

Id,q∗
g (S)− Id,q

g (S)
=
K ip

g
T i

g
S +K ii

g

T i
g
S

, (3.11)

can be used to regulate the inner “DC” current in dq frame, where T i
g, K

ii,ip
g are the PI time

constant and coefficients, respectively. Note that, the equivalent voltages also contains the
coupling terms of vd,coupling

g = Lgωgi
q
g + ed

g , and vq,coupling
g = eq

g −Lgωgi
d
g , respectively. Both

vd,q,coupling
g cannot be directly reflected by the inner PI controller. The command voltages

to assign to the converter shall be vd,q∗
g . Therefore, based on Equation (3.9) they can be

computed by

vd,q∗
g = vd,q,coupling

g − vd,q,eq∗
g , (3.12)
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where vd,q∗
g are the voltages to be assigned to the modulator (after transferring into αβ

frame2).

3.2.2.1 DC-link controller

The DC-link control is one of the key parts for a back-to-back power converter (which
will be more detail presented in Chp. 6. For the sake of completeness, only a physical
explanation of why a PI controller can be used to regulate the DC-link voltage is given in
the following paragraphs.

Considering the current flow, the DC-link voltage dynamics can be modeled as

C
dVd

dt
=

Id︷ ︸︸ ︷
(ud

m · idm + uq
m · iqm)︸ ︷︷ ︸

Im

− (ud
g · idg + uq

g · iqg)︸ ︷︷ ︸
Ig

. (3.13)

Therefore, it is the (charging/discharging) current Id that causes the DC-link voltage to
change. A controller which takes the difference between the reference and real value of the
DC-link voltage should produce a reference of a current quantity to the inner controller
loop. To this end, a simple PI controller with the following transfer function

HPI(S) =
I∗g (S)

V ∗d (S)− Vd(S)
=
Kp · S +Ki

S
(3.14)

can be used as the DC-link controller here3. Its output

I∗PI[k] = L−1
{
HPI(S) · (V ∗d (S)− Vd(S))

}
(3.15)

shall contribute to the “active current” since any current consumption from the load side
will turn out to be an active power with the exiting DC-link voltage. Given the grid
voltage vector aligns with the d-axis of the dq frame, the command current signal I∗PI[k]

from the DC-controller should be regarded as id∗g , which can be directly assigned to the
inner loop controller of the VOC schemes.

As for the power regulating based inner loop control schemes (e.g., DPC or deadbeat
like DPC which will be introduced in the following sections), the reference active power
can be computed by

P ∗PI[k] = Vdc[k] · L−1
{
HPI(S) · (V ∗d (S)− Vd(S))

}︸ ︷︷ ︸
=:I∗

g[k]

. (3.16)

In most operations, it is the machine side DC-link current Im or the machine side power
flow Pm that cause the DC-link voltage (2.18) to change. Therefore, taking the estimation

2Note that, the phase lock loop (PLL), which is used to obtain position of the grid side voltage vector, is not going to
be detailed in this thesis. Since it is already a matured technique in particular for balanced grid. Many publications with
regarding to PLL design and tuning can be found in the literature (see e.g., [59]).

3Issues such as instability and non-minimum phase situations requires a careful tuning of the DC-link PI controller
parameters (see e.g., [44]).
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of the machine side current Îm or machine side power P̂m as feed-forward term to the
active current/power references as follows

I∗n[k] = I∗PI[k] + Îm[k], (3.17)

P ∗[k] = P ∗PI[k] + P̂m[k], (3.18)

will (greatly) reduce the voltage fluctuations in reality [10,57,60].

Based on the descriptions presented in this section, the overall control structure of a
FOC-VOC scheme is given in Fig. 3.2.

SVM SVM

Fig. 3.2: Control scheme of FOC for generator side and VOC for grid side, both with space
vector modulator.

3.3 Direct torque and power control with SVM

Different from FOC, DTC-SVM is a more “model based” scheme. In general, there are
two variants, namely torque close loop and flux close loop DTC-SVM [25,61,62]. In this
section, the mathematical basics of DTC-SVM and its application procedures are firstly
re-formulated and analyzed. Since both the techniques of DTC-SVM and DTC with
switching table were developed based on the relationship between stator flux and the
electromagnetic torque, in the following paragraphs, the fundamentals between the torque
and flux position are introduced briefly. For the sake of generality, PMSM(G)s, both with
and without structural saliency, are here considered. Then the implementation procedures
for non-saliency based PMSM(G), i.e, the main focused type in this work, are introduced
in details.
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3.3.1 Direct torque control (with SVM) for MSC

3.3.1.1 Mathematical fundamentals for DTC and DTC-SVM [63]

Goal of this section is to derive analytical expressions for the changes of torque and stator
flux. First the estimates of actual torque and flux must be found. Estimated stator flux

~̂ψdq
s = (ψ̂d

s , ψ̂
q
s )> and torque T̂e in the dq-reference frame can be obtained from current

measurements as follows

~̂ψdq
s = Ldq

s
~idq

m + ~ψdq
pm and T̂e = Np

(
ψ̂d

s i
d
m − ψ̂q

s i
q
m

)
. (3.19)

Fig. 3.3 illustrates the system variables in different reference frames. Invoking Park’s

Fig. 3.3: Variables in different reference frames for PMSM(G), where DQ, dq and αβ are the
stator and rotor flux and stationary reference frames, respectively; δ and φe are the load angle
and rotor flux position, respectively, ~ψs, ~ψr and ψpm are the stator, rotor and permanent-magnet
flux linkages, respectively [63–65]

transformation TP(δ) :=
[

cos(δ) sin(δ)
− sin(δ) cos(δ)

]
[10], the variables in stator flux and permanent

magnet flux orientation are connected as follows

~xDQ = T−1
P (δ) · ~xdq ⇐⇒ ~xdq = TP(δ) · ~xDQ. (3.20)

Inserting Eq. (3.20) with sin(δ) = ψ̂q
s

‖ ~̂ψdq
s ‖

and cos(δ) = ψ̂d
s

‖ ~̂ψdq
s ‖

(see Fig. 3.3) into both

equations in (3.19) yields

T̂e = Np‖ ~̂ψdq
s ‖iQm = Np

√
(ψ̂d

s )2 + (ψ̂q
s )2 · iQm (3.21)

and (
ψ̂d

s

ψ̂q
s

)
= T−1

P (δ)Ldq
s TP(δ)

(
iDm
iQm

)
+ T−1

P (δ)

(
ψpm

0

)
. (3.22)

3.3.1.1.1 For PMSGs without saliency (i.e., Ld
s ≈ Lq

s =: Ls and Ldq
s = Ls

[
1 0
0 1

]
)

and, by observing that[
Ld

s (cos(δ))
2 + Lq

s (sin(δ))
2 −Ld

s sin(δ) cos(δ) + Lq
s sin(δ) cos(δ)

−Ld
s sin(δ) cos(δ) + Lq

s sin(δ) cos(δ) Ld
s (cos(δ))

2 + Lq
s (sin(δ))

2

]
= T−1

P (δ)Ldq
s TP(δ) =

[
Ls 0
0 Ls

]
, (3.23)

- 42 -



3.3. DIRECT TORQUE AND POWER CONTROL WITH SVM

Equation (3.22) simplifies to [63]

~̂ψDQ
s =

(
ψ̂D

s

ψ̂Q
s

)
= Ls

(
iDm
iQm

)
+ ψpm

(
cos(δ)
sin(δ)

)
. (3.24)

In case of a perfect stator flux orientation (see Fig. 3.3), the following holds ψ̂Q
s ≈ ψQ

s = 0.

Hence, iQm
(3.24)
= ψpm

Ls
sin(δ) and the torque in (3.21) becomes T̂e = Np

Ls
‖ ~̂ψs‖ψpm sin(δ).

Assuming that the stator flux magnitude remains constant, the time derivative of the

torque is d
dt
T̂e = Np

Ls
‖ ~̂ψs‖ψpm cos(δ) d

dt
δ, which, for sampling time Ts � 1s, in the discrete

time (using Euler forward, i.e. d
dt
x ≈ x[k+1]−x[k]

Ts
=:

∆x[k+1]

Ts
) becomes

∆T̂e[k+1] = Np

Ls
‖ ~̂ψdq

s ‖ψpm cos(δ[k]) ·∆δ[k]. (3.25)

For small δ[k] � 1 it holds that cos(δ[k]) ≈ 1. Hence, Equation (3.25) shows that the torque

change ∆T̂e[k+1] is directly proportional to the change of the stator flux angle ∆δ[k].

Next, the expression for the stator flux change will be derived. In the αβ-reference
frame, it is given by

d
dt
~ψαβs = ~vαβm −Rs

~iαβm (3.26)

which becomes

∆~ψ αβ
s[k+1] := ~ψ αβ

s[k+1] − ~ψ αβ
s[k] = (~v αβm[k] −Rs

~iαβm[k]) · Ts. (3.27)

in discrete time (again using the Euler forward method). In most cases, the stator
resistor Rs is quite small (i.e. Rs ≈ 0), hence, the flux change is approximately given

by ∆~ψ αβ
s[k+1] ≈ ~v αβm[k] · Ts. Concluding, for direct torque control (either with or without

modulator), the key expressions are found by equations (3.25) and (3.27). Eq. (3.25)
illustrates how the torque and (3.27) how the flux can be changed by adequately applied
voltages ~v αβm[k] which in combination allow for direct torque control. Note that the (electrical)
time constant of the stator flux is smaller than the time constant of the rotor flux or the
angle δ (associated to the mechanical time constant). In other words, “direct torque control”
is nothing else than “direct flux control” which allows to directly control magnitude and
angle of the stator flux [63].

3.3.1.1.2 PMSM with pole saliency, i.e., Ld
s 6= Lq

s . Solving (3.22) with ψ̂Q
s = 0

one obtains

iDm =
2ψpm sin(δ)− [(Ld

s + Lq
s ) + (Ld

s − Lq
s ) cos(2δ)]

(Ld
s − L

q
s ) sin(2δ)

. (3.28)

Substituting (3.28) into (3.22), yields

iQm =
1

2Ld
sL

q
s

[
2ψpmL

q
s sin(δ)− ‖ ~̂ψs‖(Ld

s − Lq
s ) sin(2δ)

]
. (3.29)
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Therefore,

T̂e =
3Np‖ ~̂ψs‖
4Ld

sL
q
s

[
2ψpmL

q
s sin(δ)− ‖ ~̂ψs‖(Ld

s − Lq
s ) sin(2δ)

]
. (3.30)

Note that, only for all dTe
dt

a positive dδ
dt

is kept, the torque can be consistently controlled
by changing the flux angle. This condition requires [64,65]

‖~ψs‖ <
Lq

s

Ld
s − L

q
s
ψpm. (3.31)

Otherwise, a negative derivative of the torque near zero-crossing of δ appears, which means
the torque cannot be consistently controlled by changing the flux angle without changing
the flux magnitude. As a conclusion, for PMSM with saliency, ‖~ψs‖ < Lq

s

Ld
s−L

q
s
ψpm shall be

guaranteed to apply DTC.

In our case, a surface mounted PMSG is used, i.e., Ld
s ≈ Lq

s = Ls, both DTC and
DTC-SVM can be applied and the torque control can be achieved by directly controlling
the position of the stator flux through proper voltage vector. In the following sections,
the implementation procedures of DTC-SVM is firstly introduced (and the DTC with
switching table is introduced in the next section) for the machine side control.

3.3.1.2 Control implementation of DTC-SVM

Based on the key equations (3.25) and (3.27), the reference voltages ~v αβ∗m[k] must be computed.
To do so, the estimated stator flux and its angle are required. The stator flux estimate

~̂ψ αβ
s[k] = (ψ̂βs[k], ψ̂

α
s[k])

> can directly be estimated via Eq. (3.27) in the αβ-reference frame.
Hence, its angle is obtained for each sampling instant k by

∠ψ̂s[k] = atan2(ψ̂βs[k], ψ̂
α
s[k]). (3.32)

For any torque difference between reference T ∗e (generated by the outer speed control loop)
and actual (estimated) value T̂e (see Fig. 3.4), the torque controller will output an angle
command δ∗[k](∠ψ̂s) (reference angle, see Fig. 3.4) which, with (3.32), allows to set the new

(reference) stator flux angle to

∠ψ∗s[k] = ∠ψ̂s[k] + δ∗[k](∠ψ̂s). (3.33)

Therefore, the reference stator flux can be computed by

~ψ∗s[k+1] =
(
‖ψ∗s ‖ cos(∠ψ∗s[k]), ‖ψ∗s ‖ sin(∠ψ∗s[k])

)>
(3.34)

where ‖ψ∗s ‖ is the reference stator flux magnitude which is set slightly higher than the
permanent-magnet flux4 ψpm. Finally, based on Eq. (3.26), one can calculate the reference
voltage

~v αβ∗m[k] = (~ψ∗s[k] − ~̂ψ αβ
s[k])/Ts +Rs

~iαβm[k], (3.35)

which is then assigned to a SVM to generate the corresponding switching sequences.

4The choice of this parameter will affect the current magnitude in steady-state: A too high or too low choice will lead
to (i) very high ripples of the currents and the torque at zero and high load (which, both, is not desirable [64, 65]). In this
paper, it is chosen as ‖ψ∗s ‖ = 1.02ψpm (102%).
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3.3.2 Direct power control with SVM for GSC

Invoking the instantaneous power theory [33,34], the grid side apparent power is given by

~S = (P, Q)> =
(

(~edq
g )>~idq

g , (~edq
g )>J~idq

g

)>
,

where P and Q are active and reactive power at the point of common coupling, respectively.
For d

dt
P = (~edq

g )> d
dt
~idq

g and d
dt
Q = (~edq

g )>J d
dt
~idq

g (assuming ~edq
g = (êg, 0) is constant,

i.e. ed
g = êg > 0), the dynamics of active and reactive power in the dq-reference frame,

recalling the equations (2.48) given in Ch. 2, are

d
dt
P = 1

Lg

(
−RgP + vd

g êg − ωgLgQ+ ê2
g

)
d
dt
Q= 1

Lg

(
−RgQ− vq

g êg + ωgLgP
)
.

 (3.36)

Introducing the reference voltages (see Fig. 3.4) as follows

vd∗
g = 1

êg

(
ωgLgQ− ê2

g + vd,eq∗
g

)
,

vq∗
g = 1

êg

(
− ωgLgQ− vd,eq∗

g

) }
(3.37)

allows to compensate for the cross-coupling/disturbance terms in the power dynamics (3.36).
For active P ? and reactive Q? power references, the used PI controllers with proportional
gain Kp and time constant Tn have the transfer function(s)

GPI(s) =
vd,eq∗g (s)

P ?(s)−P (s)
=

vq,eq∗g (s)

Q?(s)−Q(s)
= Kp

(
1+sTn
Tgs

)
(3.38)

and are designed for the (identical and decoupled) active and reactive power dynamics
transfer functions5

GP/Q(s) =
P (s)

vd,eq∗
g (s)

=
Q(s)

vq,eq∗
g (s)

=

êg
Lg

1 + sLg

Rg

. (3.39)

The PI controllers (3.38) can be tuned according to the “Magnitude Optimum” [63] with
Kp = 1

2
Lgfsw (with switching frequency fsw) and Tg = Lg/Rg.

Finally, the reference voltages vq∗
g & vd∗

g are transformed to the αβ-reference frame and
send to the modulator (see Fig. 3.4).

Remark 1 (Comments to VOC-SVM and DPC-SVM) VOC-SVM and DPC-SVM
are both linear controllers with modulator to deal with the grid side converter control.
There are certain similarities and also some differences between these two techniques.

a. The similarities are: both are developed in the dq frame, and use linear (PI) controllers
with modulator.

5It is assumed that the cross-coupling/disturbance terms are perfectly compensated for [46,58].
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b. The main difference is: VOC is developed based on the grid side current dynamics
(i.e., Eq. (2.45)) while DPC is originated from the power dynamics (i.e., Eq. (2.48)).

c. Their relationship: it is easy to find once the grid voltage vector is (perfectly) oriented
and grid side is balanced and symmetrical, i.e., after orientation, ed

g = A, eq
g = 0, then

P = idg · ed
g, Q = −iqg · ed

g. Then fundamental equation (3.36) (the basis for DPC-SVM)
will turn out to be (3.9) (i.e., the basis for VOC-SVM) .

As is already introduced in Sec. 3.2.2, the active power reference is generated by the
DC-link controller. So far the modulator based DTC and DPC control schemes are
introduced and an overview of this control is given in Fig. 3.4.

SVM SVM

Fig. 3.4: Control scheme of DTC-SVM for generator side and DPC-SVM for grid side.

3.4 Deadbeat control with SVM

Deadbeat control aims to manipulate the system to fully reach certain references in a finite
number of control intervals by assigning to the plant (e.g., electrical power converter)
some control input (e.g., voltage references) calculated using the discrete system model.
However, whether the references are reachable or not, highly depends on the reach-ability
of the system (i.e, the rank of the system reachability matrix); for the systems, where
r = n = m, with r, n,m ∈ N being the system reach-ability matrix rank, the numbers of
state and control inputs, respectively, the references of the state can be reached in one step
and the solution of the control input is unique6 [60,66]. It is a fully model based linear
control scheme and due to a one-step state prediction is required, in some publications it
is also referred to as predictive control in the power electronics community (see e.g., [8, 60]

6A close look at the system models (See equations (3.40) (3.41)) will yield that for both the machine and grid side system
r = n = m holds true, i.e., the references of the state can be reached in one step [66, Chp:5] and the solution of the control
input is unique.
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and the reference therein). Moreover, since the actuating signals are continuous, it can also
be put into the continuous-set model predictive control class7. In the following sections,
both deadbeat (torque) control for machine side and deadbeat (power) control for the grid
side are introduced.

3.4.1 Deadbeat (torque) control for machine side

The propose of the deadbeat torque controller is to manipulate the torque to reach its
reference until the end of (one or several) sampling interval(s). The key process is to take
the references into the system model and solve the corresponding reference voltages to
assign to the converter. For the sake of completeness and to ease the understanding of
this section, the generator model in discrete format is re-visited as follows

~idq
m[k+1] =

[
1− TsRs

Ls
Tsωe[k]

−Tsωe[k] 1− TsRs

Ls

]
︸ ︷︷ ︸

=:Am[k]

~idqm[k] +

[
Ts
Ls

0

0 Ts
Ls

]
︸ ︷︷ ︸

=:Bm

~vdqm[k] +

(
0

−Tsψpm

Ls
ωe[k]

)
︸ ︷︷ ︸

=:Hm[k]

, (3.40)

Te[k] = Npψpmi
q
m[k], (3.41)

In the analogy to DTC or DTC-SVM, the reference torque T ∗e[k+1] comes from the speed

controller and the reference current id∗m[k+1] = 0 is set for maximum torque per ampere

(MTPA)8. Therefore, taking the torque equation of (3.41) into consideration, one obtains
the reference current as follows

~idq∗
m[k+1] =~idq

m[k+1] =

(
id∗m[k+1],

T ∗e[k+1]

Npψpm

)>
. (3.42)

Following the concept of deadbeat control, i.e., the reference voltage shall be computed
such that dead-beat torque control is (approximately) achieved using the system model.
Therefore, we may insert (3.42) into (3.40) to compute the machine-side reference voltage
vector as

~vdq∗
m[k] = B−1

m

[
~idq∗m[k+1] −Am[k]

~idqm[k] −Hm[k]

]
. (3.43)

The voltage vector to assign to a SVM can be calculated as ~v αβ∗m[k] = T−1
P (φe)~v

dq∗
m[k]. Applying

~v αβ∗m[k] would (ideally) control the current ~idq
m[k+1] to reach its reference ~idq∗

m[k+1] in the next
sampling interval, thereby a dead-beat torque control is achieved, i.e., Te[k+1] = T ∗e[k]. An
overview of this method is shown in the left side of Fig. 3.5.

7Deadbeat control can be regarded as a one-step predictive control of which a unconstrained cost-function is used. Its
relationship with one-step direct (FCS) model predictive control is formulated in [66, Chp:5].

8Here Ld
s = Lq

s = Ls is considered. Otherwise, id∗
m[k+1]

= 1
2

(
ψpm

Ld
s−L

q
s

+

√
ψ2
pm

4(Ld
s−L

q
s )2

+ 2(i∗r )2
)

,

iq∗
m[k+1]

= sign(i∗r )
√

(i∗r )2 − (id∗
m[k+1]

)2, following the MTPA condition of idm +
Ld

s−L
q
s

ψpm

(
(idm)2 − (iqm)2

)
= 0, where

i∗r (≤ In) is the reference generated by a out loop controller, In is the rated value of the plant [67].
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3.4.2 Deadbeat (power) control for grid side

To achieve deadbeat control for the grid side, in principle the system model both in dq
and αβ frames can be used, i.e., there are two types of the controller design formats: i)
deadbeat power control in αβ frame, and ii) deadbeat power control in dq frame. Both are
introduced in the following sections. For the sake of completeness and to ease the reading,
the discrete time models which have already been introduced in Chp. 2, are re-visited.

3.4.2.1 Deadbeat (power) control in αβ frame

To achieve a deadbeat power control performance for the grid side,
(
P[k+1], Q[k+1]

)>
:=(

P ∗[k+1], Q
∗
[k+1]

)>
is set in Eq. (2.50). Thus the grid side reference voltage vector as(

vα∗g[k]

vβ∗g[k]

)
=

(
eαg[k]

eβg[k]

)
− Lg

Ts‖~eαβg[k]‖2

[
eαg[k] eβg[k]

eβg[k] −e
α
g[k]

](
P ∗[k+1] − P[k] +

TsRg

Lg
P[k] + ωgTsQ[k]

Q∗[k+1] −Q[k] +
TsRg

Lg
Q[k] − ωgTsP[k]

)
. (3.44)

Applying ~v αβ∗g[k] would (ideally) control the power to reach its reference at the end of the
current sampling interval, thereby achieving a dead-beat power control in αβ frame.

3.4.2.2 Deadbeat (power) control in dq frame

According to the instant power theory, the active (P ) and reactive power (Q) of the
grid-side can be expressed in the dq frame as(

P[k]

Q[k]

)
=

[
e d

g[k] e q
g[k]

e q
g[k] −e d

g[k]

](
idg[k]

iqg[k]

)
. (3.45)

In practice the filter self-resistance is quite small and therefore can be neglected. Taking
this into consideration and re-arranging (3.45), yields the following(

idg[k+1] − idg[k]

iqg[k+1] − i
q
g[k]

)
=
Ts

Lg

(
e d

g[k]

e q
g[k]

)
− Ts

Lg

(
v d

g[k] − ωgLgi
q
g[k]

v q
g[k] + ωgLgi

d
g[k]

)
︸ ︷︷ ︸
:=~vdq,eq

g[k]
=[vd,eq

g[k]
,vq,eq

g[k]
]T

, (3.46)

where Ts is the sampling interval in the domain of tens of µs, and compared to the system
constant or the fundamental period of the grid-side voltage, it is considerably small9, hence
e d

g[k+1] ≈ ed
g[k] and e q

g[k+1] ≈ e q
g[k]. Therefore, Equation (3.45) can be reformulated as(

P[k+1] − P[k]

Q[k+1] −Q[k]

)
=

[
e d

g[k] e q
g[k]

e q
g[k] −e d

g[k]

](
idg[k+1] − idg[k]

iqg[k+1] − i
q
g[k]

)
(3.47)

9Otherwise a simple rotation compensation can be added.
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To achieve the deadbeat power control performance, i.e., the active and reactive power
at the beginning of sampling interval [k + 1] reach the reference values of P ∗[k] and Q∗[k].

Therefore substituting (3.46) into (3.47), and replacing P[k+1], Q[k+1] with P ∗[k], Q
∗
[k], we

get the equivalent reference voltages as

~vdq,eq∗
g[k] =

(
vd,eq∗

g[k]

vq,eq∗
g[k]

)
=

(
e d

g[k]

e q
g[k]

)
− Lg

Ts

(
(e d

g[k])
2 + (e q

g[k])
2
) [e d

g[k] e q
g[k]

e q
g[k] −e

d
g[k]

](
P ∗[k] − P[k]

Q∗[k] −Q[k]

)
. (3.48)

Note that, assuming the adopted PLL works properly, i.e., the grid-side voltage vector
alines correctly to d-axis (i.e., eq

g = ‖~eabc
g ‖, eq

g = 0)10. Therefore, Equation (3.48) can be
simplified as

~vdq,eq∗
g[k] =

(
vd,eq∗

g[k]

vq,eq∗
g[k]

)
=

(
ed

g[k]

0

)
− Lg

Ts(e d
g[k])

2

(
e d

g[k]

(
P ∗[k] − P[k]

)
−e d

g[k]

(
Q∗[k] −Q[k]

)) . (3.49)

So the reference voltage vector in dq frame, by considering the term ~vdq,eq∗
g[k] in (3.46), can

be obtained as (
vd∗

g[k]

vq∗
g[k]

)
=

(
vd,eq∗

g[k] + ωgLgi
q
g[k]

vq,eq∗
g[k] − ωgLgi

d
g[k]

)
. (3.50)

The voltage vector to assign to a SVM is computed by using ~vαβ ∗g[k] = T−1
P (φg)~v

dq ∗
g[k] . Similarly,

applying ~v αβ∗g[k] would (ideally) control the power to reach its reference at the end of the
current sampling interval, thereby achieving a dead-beat power control in dq frame.

SVM SVM

Fig. 3.5: Control scheme of deadbeat torque control for generator side and deadbeat power
control for grid side.

The top level control structure of deadbeat control for generator and grid side is given
in Fig. 3.5. Note that, the grid side controller is designed in αβ frame for the experimental
evaluation due to its simplicity in the FPGA realization.

10The grid side voltage can be also aligned to q-axis, in this case, edg = 0, and idg is used to control the reactive power.
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3.5 Direct torque and power control with switching

table

3.5.1 Direct torque control for MSC

Direct torque control (DTC) does not apply in every case to a PMSM(G) without a proper
setting of the reference flux magnitude (see Sec. 3.3). However, for PMSM(G) with surface
mounted structure, DTC can be applied. The basic principle for DTC is Equation (3.25)
and (3.27). After rearranging these two equations, one obtains the following

∆T̂e[k+1] = T̂e[k+1] − T̂e[k+1] ≈ Np

Ls
‖~ψs‖ · ψpm ·∆δ, (3.51a)

∆~ψ αβ
s[k] = ~ψ αβ

s[k+1] − ~ψ αβ
s[k] = ~v αβm[k]Ts − TsRs

~iαβm[k]︸ ︷︷ ︸
:≈0

≈ ~v αβm[k] · Ts. (3.51b)

The electrical time constant for the stator flux to change is much smaller than the
mechanical time constant for the rotor flux to change. Therefore, the so-called “direct
torque control” is realized by “direct flux control” concept, i.e., to directly control the
magnitude and position of the stator flux through a proper voltage vector for a control
interval of Ts. Due to the structure and control target difference of two- and three-level
power converter driven systems, DTC techniques shall be designed differently. To apply
the classical DTC scheme for a two level power converter driven PMSG systems, the flux
and torque control are the main focus and only 8 switching vectors11 are available. While
for a three-level NPC power converter driven PMSG system, besides the torque and flux
control, the DC-link voltage balancing control shall also be taken into consideration and
27 vectors (with different magnitudes) are available. In the following sections both the
classical DTC for two- and three-level machine side converters are re-visited.

3.5.1.1 DTC for two-level converter driven PMSG

For two-level power converters, classical DTC directly selects the optimal switching
sequence from a predefined witching table by indexing (i) the flux location information
and (ii) hysteresis controller output signals (for both torque and flux). The hysteresis
controllers are usually defined as [63]

H2L
ψ =

{
1, ∆~ψs ∈ [Wψ,+∞)

−1, ∆~ψs ∈ (−∞,−Wψ)
, H2L

Te
=


1, ∆Te ∈ (WTe ,+∞)

0, ∆Te ∈ (−WTe ,WTe)

−1, ∆Te ∈ (−∞,−WTe)

. (3.52)

where ∆~ψs := ‖~ψ αβ
s[k+1]‖ − ‖~ψ

αβ
s[k]‖,∆Te := T̂e[k+1] − T̂e[k+1], and WTe ,Wψ are the hysteresis

bandwidths12 of the torque and flux controllers, respectively. In practice, the flux and

11In the classical cases, only the active vectors are applied. However, in this section including the DTC for 3L NPC case,
both the active and zero vectors are considered for a fair comparison with the DMPC schemes.

12The bandwidth of the flux linkage hysteresis controller will affect the final switching frequency, control variable ripples,
which is normally set at 1% to 5% of the rated value depending on the control interval and DC-bus value [63, 64]. The
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torque can be estimated by Equation (3.19). The location of the estimated flux can be
calculated by

θ~ψs
= arc2tan

(
ψβs
ψαs

)
. (3.53)

It is divided into six regions (sectors) in the αβ plane through the following equation

(2n− 3) · π
6
≤ θ~ψs

≤ (2n− 1) · π
6
, n ∈ {1, 2, · · · , 5, 6}. (3.54)

Fig. 3.6-A illustrates how the switching table is designed for the two-level power converter
in the first sector: If the flux hysteresis controller output is Hψ = 1 (i.e., a flux increase is
desired) and the torque hysteresis controller output is HT = 1 (i.e., a torque increase is
desired), then, PPN(110) is the “optimal” vector to be applied. If Hψ = 1 but HT = −1
(i.e., a torque decrease is desired), then PNP(101) should be applied; etc. Following this
idea for all the sectors, the complete switching table13 as given in Tab. 3.1 can be derived.

A B

Sec. -I Sec. -I

Fig. 3.6: Voltage vector selection of the DTC scheme with table. A: for two-level power converters;
B: for three-level NPC power converters.

3.5.1.2 DTC for three-level converter driven PMSG

Principally, the same switching table as in Table 3.1 can be adopted for three-level NPC
power converter driven systems as well. However, in this case, only the large and zero
voltage vectors are used and the DC-link voltage balancing requirements are not met.

Benefiting from its increased numbers of the voltage vectors with multiple magnitudes
and phases (intermediate voltage vectors), hysteresis controllers for three-level NPC power
converter driven system can be designed as a “multiple-level” comparator/selector. Fig. 3.7
depicts the differences between two- and three-level power converter cases: when the

change of the flux linkage is equal to the product of the DC-link voltage and sampling time, therefore, the sampling time
for low-voltage, high speed motors (which have small value of stator flux linkages) should be extremely small, otherwise,
DTC cannot apply. A nice reference for such topics is [65].

13This table can be also used for induction motor control since the same stator flux estimation principle is used [63].
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H2L
ψ H2L

Te
n=1 n=2 n=3 n=4 n=5 n=6

1
1 PPN NPN NPP NNP PNP PNN
0 PPP NNN PPP NNN PPP NNN
-1 PNP PNN PPN NPN NPP NNP

-1
1 NPN NPP NNP PNP PNN PPN
0 NNN PPP NNN PPP NNN PPP
-1 NNP PNP PNN PPN NPN NPP

Table 3.1: Switching table for two-level power converter driven machine using DTC scheme.

difference between control variable x (x ∈ {Te, ~ψs}) and its reference reach the upper
band, a bigger driving force or a bigger changing slope is required, so a voltage vector
with a bigger magnitude should be selected, otherwise a voltage vector with a smaller
magnitude shall be used, hence to better utilize the multi-level of the voltage vectors to
reduce the ripples. The hysteresis controllers for the flux and torque are designed as (3.55)
with multi-levels.

Upper Band

Lower Band

Reference

-Lower Band

-Upper Band

2L Converter 3L Converter

Fig. 3.7: Cases for two- and three-level power converters using DTC.

H3L
ψ =


1, ∆~ψs ∈ (Wψ,+∞)

0, ∆~ψs ∈ [−Wψ,−Wψ]

−1, ∆~ψs ∈ (−∞,−Wψ)

; H3L
Te

=



2, ∆Te ∈ (WT,B,+∞)

1, ∆Te ∈ [WT,S,WT,B)

0, ∆Te ∈ (−WT,S,WT,s]

−1, ∆Te ∈ (−WT,B,−WT,S]

−2, ∆Te ∈ (−∞,−WT,B)

(3.55)

where ∆~ψs := ‖ψ∗s ‖ − ‖~ψ
αβ
s[k]‖,∆Te := T ∗e − T̂e[k+1], and WT,B,WT,S,Wψ are the hysteresis

bandwidth, respectively. The level of bandwidth for torque is more than that for flux,
which is due to small torque ripples are desired to reduce mechanical vibrating stress to
the coupling shaft.

For three-level NPC power converter, the DC-link balancing control shall also be taken
into consideration, and therefore another hysteresis controller should be included. As can
be found in the system modeling part of Chp. 2, the DC-link neutral point voltage is
affected by both the small and medium voltage vectors. However, the medium voltage
vector can only change the voltage balancing in a single direction for a given current flow.
While the small vectors, always existing in pairs, can change the voltage in bi-directions
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with the same slope. In this work, the small voltage vectors are therefore considered for
the voltage balancing and one-level hysteresis control is used since all small vectors are
with the same length. The hysteresis controller for the DC-link balancing is designed as

H3L
Vo

=

{
+1, ∆Vo ∈ (BDVo ,+∞)

−1, ∆Vo ∈ (−∞,−BDVo)
(3.56)

where ∆Vo := Vc1[k] − Vc2[k], and BDVo is its hysteresis bandwidth.

To better utilize the intermediate voltage vectors, the flux location is arranged into, in
stead of 6 sectors, 12 sections by

(n− 1) · π
6
≤ θ~ψs

≤ n · π
6
, n ∈ {1, 2, · · · , 11, 12}, (3.57)

where θ~ψs
is obtained through equation (3.53).

In Fig. 3.6-B, the selection of the optimal voltage vectors are illustrated: if {HTe =
2, H~ψs

= 2}, i.e., the torque and flux differences reach or beyond the big band (which means
a heavy decrease is required), then PPN should be selected, no matter which situation of
the DC-link neutral point voltage is. While if {HTe = 1, H~ψs

= 1}, i.e., the torque and
flux differences reach or beyond the small bandwidth only (i.e., a light decrease is needed),
both P00 and 0NN can be used, since they are of the same contribution to torque and
flux change; however, they lead to different neutral point voltage change directions: P00
will cause increase and 0NN leads to a decrease of the neutral point voltage. Therefore,
P00 shall be selected, if the DC-link neutral point voltage needs to increase, i.e, when
HVo = −1; while 0NN shall be selected when the DC-link neutral point voltage needs
to decrease, i.e, when HVo = 1. Following this rule, the mostly used switching table as
in [68,69] are applied, which are given in the appendix of Table D.2.

3.5.2 Direct power control for GSC

Similarly to DTC, the instantaneous active and reactive powers are regulated using a
hysteresis controller with pre-defined bandwidth and switching table using DPC method. In
more details, the estimated active and reactive powers are compared with their references,
which are obtained from outer control loops. The differences are taken as inputs to
certain hysteresis controllers, which output the determination signals of how the active
and reactive powers should be regulated. Those signals, together with grid voltage vector
location information (and voltage balancing information for 3L NPC power converter), are
used to index a pre-defined switching table, so to output the optimal switching sequence.

The grid voltage vector is allocated through

θg = arc2tan(
eβg
eαg

). (3.58)

The whole αβ plane is divided into 12 sectors by

(n− 1) · π
6
≤ θg ≤ n · π

6
, n ∈ {1, 2, · · · , 11, 12}. (3.59)
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Similarly to the machine side control, the hysteresis controllers for DPC method of two-
and three-level power converters are designed as follows

H2L
P =

{
1, ∆P ∈ [BDP ,+∞)

−1, ∆P ∈ (−∞,−BDP )
, H2L

Q =

{
1, ∆Q ∈ [wQ,+∞)

−1, ∆Q(−∞,−wQ)
, (3.60)

H3L
P =


1, ∆P ∈ (BDP ,+∞)

0, ∆P ∈ (0, BDP )

−1, ∆P ∈ (−∞, 0)

, H3L
Q =


1, ∆Q ∈ (BDQ,+∞)

0, ∆Q ∈ (0, BDQ)

−1, ∆Q ∈ (−∞, 0)

, H3L
Vo

=

{
1, ∆Vo ∈ (BDVo ),+∞)

−1, ∆Vo ∈ (−∞,−BDVo )
. (3.61)

Different from the DTC scheme, the switching table of DPC is based on an analytical
process of this equation (detail development see 3.4.2.2)

~vdq,eq∗
g[k] =

(
vd,eq∗

g[k]

vq,eq∗
g[k]

)
=

(
ed

g[k]

e q
g[k]

)
− Lg

Ts((e d
g[k])

2 + (e q
g[k])

2)

[
e d

g[k] e q
g[k]

e q
g[k] −e d

g[k]

](
P ∗[k] − P[k]

Q∗[k] −Q[k]

)
, (3.62)

i.e.,

∆P[k] := P ∗[k+1] − P[k] ∝ Ts

e d
g[k]

Lg

(e d
g[k] − v

d,eq∗
g[k] ), (3.63a)

∆Q[k] := Q∗[k+1] −Q[k] ∝ Ts

e d
g[k]

Lg

vq,eq∗
g[k] . (3.63b)

The influences of all the voltage vectors in every sector can be analyzed and an influence
relationship can be set up based on equations (3.63a) and (3.63b). Taking the three-level
power converter in the first sector as an example: re-examining equations (3.63a), (3.63b)
with all the available non-redundant vectors (vector list is presented in Appendix D.2)
yields the following relationship in Table 3.2. Based on such analytical relationships,

Vector Influence on P Influence on Q Vector Influence on P Influence on Q
V1 + − V15 ++ −−
V4 + + V18 non −−
V7 ++ ++ V2 −−− −
V10 ++ + V5 non ++
V13 ++ − V8 + + + +
V16 + −− V11 + + + +
V3 −− + V14 ++ −−
V6 + ++ V17 + −−−
V9 ++ ++ V0 ++ 0
V12 ++ −

Table 3.2: Influence of voltage vectors on the active and reactive power in sector 1, where “+, −,
non” represent the influence of “increase”, “decrease”, and “non-influence”, respectively. The
mount of these symbols represents influence level.

off-line switching tables can be designed. The as-used switching tables for two level power
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H2L
P H2L

Q

Sector
1 2 3 4 5 6 7 8 9 10 11 12

1
-1 pnp ppp pnn nnn ppn ppp npn nnn ppp ppp nnp nnn
1 ppp ppp nnn nnn ppp ppp nnn nnn ppp ppp nnn nnn

-1
-1 pnp pnn pnn ppn ppn npn npn npp npp nnp nnp pnp
1 pnn ppn ppn npn npn npp npp nnp nnp pnp pnp pnn

Table 3.3: Switching table for two-level direct instantaneous power control.

converter system is given as Table 3.3. The table for three-level NPC power converter is
presented in the appendix Table D.2

So far direct control schemes with switching table for both two- and three-level power
converter systems are described. Fig. 3.8 illustrates the overall control scheme.

Fig. 3.8: Classical switching-table based direct torque and power control for two- and three-level
power converter PMSG wind turbine systems.

3.6 Performance evaluation with experimental data

In this section, the control performances of the aforementioned control techniques (e.g.,
FOC-VOC, DBC for torque and power, and DTC-DPC both with switching table and
modulator) are experimentally evaluated.

All the experimental results presented in the following parts are obtained using the
test-benches described in Chp. 2. The control system design procedure follows the
descriptions given in Sec. 2.5.4 using a fully FPGA based solution. Note that, due to their
similarity (to the realizations presented in the following chapters), all FPGA realizations

- 55 -



CHAPTER 3. CLASSICAL CONTROL TECHNIQUES

processes for these classical control methods are not presented in this chapter. For
readers who are interested to the FPGA realization may directly refer to our publications
(e.g., [42, 46,47,57,60,63,70]) or Chp. 6, 7 and 8.

3.6.0.0.1 Identical Test Setting In the following, if not specifically mentioned, the
overall testing scenarios are as follows: we assume the optimal speed reference ω∗m (i.e.,
the so-called “maximum power point tracking speed reference”) in Eq. (2.33), which shall
come from a MPPT controller, is already known and changes (abruptly with a slope
of 3 [rpm/ms]) following certain (unpredictable) wind speeds. The turbine drive torque
Tt is mounted to its rated value to emulate the most harsh operation situations,
although in reality few hours (per day) will see a turbine working in full/rated load. All
the realizations of the classical control techniques presented in this chapter have been
realized on the FPGA, representing the future trend (see Remark 2).

Remark 2 (On controller realizations using FPGA) Increasing many real-time
electrical drive controllers are realized using FPGA. The reasons are mainly as fol-
lows [60, 71, 72]:

(i) the volume of a single FPGA chip increases drastically, while its price is falling.
Moore’s law is becoming much more loose and conservative to predict the integrated
chip development.

(ii) the capability of FPGAs to process in parallel14 is becoming more and more important
to deal with the modern advanced control methods (optimal control, predictive control,
etc.) which require high computational power;

(iii) modern rapid-prototyping tools for FPGA design enable the user to program/develop
their algorithms with higher level languages (e.g., Labview FPGA) or allows for
directly using third-party code generation tools (e.g. Matlab/Simulink), which has
drastically increased the development/tuning efficiency. Besides, FPGAs also provides
benefits of combining hardware-software seamlessly, offering a more stable and cheaper
system-on-the-chip (SOP) solution.

It is therefore quite reasonable to predict that FPGA based targets will be more widely used
for realizing control algorithms in the fields of power electronics and electrical drives. The
biggest short-coming in the eyes of the author for using FPGA is its long compilation time
in general.

3.6.1 Control performances of FOC-VOC and DBC with SVM

Besides the identical testing scenarios mentioned in Sec. 3.6.0.0.1, the DC-link voltage
reference remains at 350 [V], the reactive power reference is set at 0 [Var]. For both

14FPGAs are clocked with much lower rates (smaller than hundreds MHz) than normal Central Processing Units (CPUs)
(faster than 1 GHz). However, FPGAs compensate for that by a highly customized and paralleled processing capability,
e.g. FPGAs can perform sequential, multiple and parallel processes in a single clock cycle. This feature makes it more
suitable for the fast computational demanding in fields with quite small time constant (e.g., power electronics).
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(a) Overall results for FOC-VOC (with Ts = 100e−6 s).

!1000:0

!500:0

0:0

S
p
ee
d
[R
P
M
] n$ n

!5:0

0:0

5:0

10:0

C
u
rr
en
t
[A

] idm iqm

330:0

340:0

350:0

360:0

370:0

V
ol
ta
ge

[V
] Vdc V$

dc

!4:0

!2:0

0:0

2:0

4:0

C
u
rr
en
t
[A

]

iag

0 1 2 3 4 5

Time [s]

!1000:0

!500:0

0:0

P
ow

er
[V
A
]

P Q

(b) Overall results of SVM-DBC (Ts = 100e−6 s).
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(c) Steady-state control performance of SVM-FOC-VOC.
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(d) Steady-state control performance of SVM-DBC.

Fig. 3.9: [Experimental results:] Overall results and steady-state current control performance
of SVM-FOC-VOC and SVM-DBC (torque and power) methods for the back-to-back power
converter PMSG wind turbine system emulator. From top to bottom: generator speed, stator
currents, DC-link voltage, grid side current, active and reactive power, and zoomed in view of
stator and grid side filter currents, respectively.

methods, both the grid and machine side control interval of 100 [µs] is set (a switching
frequency of 10 kHz is used) and identical outer control loops (the speed and DC-link
control loops) are used. The control performances of the filed- & voltage oriented control
and deadbeat torque & power control methods for the two-level back-to-back power
converter PMSG wind turbine system are illustrated by Fig. 3.9.

As can be seen similar steady state control performances are achieved. However, due to
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its cascaded structure, for FOC-VOC scheme (See Fig. 3.2) too many parameters need
to be well-tuned to achieve an comparable dynamic performances as the DBC approach
(See Fig. 3.5). Also, limited by this, its inner loop bandwidth is not only determined
by the control interval, but also the PI controller parameters, which results in a lower
overall dynamics hence will also affect the general performances (e.g., the bigger DC-link
fluctuations are affected by the grid side controller bandwidth, and an obvious second
order phenomenon is observed at both the current and grid side active power control
results). Note that, theoretical calculations of the PI parameters are not acceptable if the
relevant (speed and DC-link voltage) filters and un-considered time delay are not taken
into account, which makes the whole procedure much more tedious than its counterpart
technique (DBC), for which, given a known parameter set, no complex calculations or
trial-and-error tuning process are required.

3.6.2 Control performances of DTC-DPC with SVM and switch-
ing table

At a self-constructed back-to-back power converter PMSG wind turbine system emulator,
both SVM-DTC-DPC and ST-DTC-DPC are implemented and experimentally verified.
The experimental results are shown in Fig. 3.10. The sampling periods Ts for the SVM-
DTC-DPC is set as 100e−6[s] and for ST-DTC-DPC methods 50e−6[s], respectively (to
achieve a similar maximum switching frequencies).

Besides the identical testing scenarios mentioned in Sec. 3.6.0.0.1, both schemes use
the same outer (speed and DC-link voltage) control loops, the DC-link voltage reference
remains at 300 [V], the reactive power reference is set at 0 [Var] for an operation with
unity power factor.

The obtained overall and steady-state current control performances for DTC and DPC
with and without modulator are shown in Fig. 3.10.

As can be seen, the SVM-DTC-DPC method achieves much smoother current, torque
and power waveforms than the ST-DTC-DPC technique. In particular, comparing Fig. 3.10
(a) and Fig. 3.10 (b) yields the following conclusion: SVM-DTC-DPC gives a better steady-
state control performance with much slower ripples in current, while even using only the
half of the sampling frequency (control period Ts = 100µs). The smooth waveforms of
the currents and powers are desirable, in particular, on the grid side to meet the grid
code requirements. In contrast, the sampling frequency for ST-DTC-DPC is twice that of
SVM-DTC-DPC, however, its steady state performances are far worse than SVM-DTC-
DPC solution, which suggest that, to obtain a better current quality, an even higher
sampling frequency for ST-DTC-DPC is required which might lead to unfeasible hardware
specifications (e.g. measurement boards with very high sampling frequency) for industrial
application.
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(a) Overall results for SVM-DTC-DPC (with Ts = 100e−6 s).
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(b) Overall results of ST-DTC-DPC (Ts = 50e−6 s).
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(c) Steady-state control performance of SVM-DTC-DPC.
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(d) Steady-state control performance of ST-DTC-DPC.

Fig. 3.10: [Experimental results:] Overall results and steady-state current control performance of
SVM-DTC-DPC and ST-DTC-DPC methods for the back-to-back power converter PMSG wind
turbine system emulator. From top to bottom: generator speed, stator currents, DC-link voltage,
grid side current, active and reactive power, and zoomed in view of stator and grid side filter
currents, respectively.

3.6.3 Control performances of ST-DTC-DPC for the three-level
system

The control performances of the direct torque and power control method with switching
table for the 3L NPC back-to-back power converter PMSG wind turbine system are
evaluated at a self-designed three-level NPC back-to-back power converter PMSG wind
turbine system emulator (presented in Chp. 2).

Besides the identical testing scenarios mentioned in Sec. 3.6.0.0.1, the DC-link voltage
reference remains at 350 [V], the reactive power reference is set at 0 [Var] for an operation
with unity power factor. The sampling frequency is set to be 50e−6 [s], the upper and lower
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(a) Overall control performances.
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(b) Steady state performances for MSC.
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(c) Steady state performances for GSC.

Fig. 3.11: [Experimental results] of the overall and steady state control performances using
ST-DTC-DPC for the three-level NPC system. For sub-figure (a), from up to down are:
speed, machine stator (ab-phase) currents, DC-link voltages, grid side phase current, grid side
active and reactive power and the average switching frequencies, respectively. Symbols of
Sfav

y , Sfav
y,fltrd, y ∈ {g,m} represent the average switching frequency of each switches in the power

converter, and its filtered value with a cut-off switching frequency of 5Hz, respectively. Sub-figure
(b) and (c) illustrate of the zoomed performance of the machine (b) and grid (c) side phase
currents, switching frequency and estimated voltages, where, v̂∗y , y ∈ {g,m} is the estimated α
-axis voltage from its switching position, and v̂∗y,fltrd, y ∈ {g,m} is its filtered value with a cut-off
frequency of 300Hz.

bandwidths are set to 2% and 1% of the their respective rated values for an acceptable
switching frequency (bellow 5kHz). The experimental results are illustrated by Fig. 3.11,
where sub-figure (a) shows the overall control performances, while (b) and (c) illustrates
the steady state control performances. As can be seen from sub-figure (a), a (very) good
speed, DC-link voltage (and the voltages of serial connected capacitors), and grid side
power control performance have been achieve, except the unfixed switching frequency for
both sides.

However, through Fig. 3.11 (b) and (c), we see the detailed control performances during
the steady state of the system operation with considerable ripples in comparison with the
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modulator based method (even for the two-level systems). The reason can be found from
its switching patterns: a (quite) “noisy” and less sinusoidal switching patterns is seen
using ST-DTC-DPC method (see the last sub-figures in Fig. 3.11 (b) and (c)). However,
as expected, the currents for both sides are more smoother than that of the two-level
systems with switching table based direct control (in particular for the grid side). More
details with regarding to this part of work can be found in our publications of [73, 74]. Its
comparison with direct model predictive control solution is presented in our next chapter
after introducing direct model predictive control methods.

3.7 Summary

This chapter has presented the actual classical control techniques for back-to-back power
converters and PMSG wind turbine systems, all with their very original but intelligent
formats. These include cascaded linear controller with modulator (SVM-FOC-VOC),
direct control methods with modulator (SVM-DTC-DPC), deadbeat like predictive control
with modulators (SVM-DBC) and direct control with switching table (ST-DTC-DPC).
Their design processes and detailed theoretical principles are clearly (at least with such
intention) presented. Their control performances (both an overall and detailed steady
state control performances) are evaluated using a fully FPGA based platform (to avoid
certain repeating process, the FPGA design processes are not collected here).

From the steady state control variable quality point of view, with a similar (even
lower) sampling frequency, all modulator based methods will outperform the direct control
methods with switching table. From perspectives of both the required realization/tuning
efforts and the control performances, deadbeat like predictive control is recommended
among all the afore-presented control techniques within this chapter, due to its good
control dynamics and steady state control performances, while less realization and tuning
efforts are required. However, a proper parameter estimation solution would be desirable
to reduce its inner loop tracking bias (as is mentioned in our publication of [60]). A more
detailed comparison of the classical control methods can be seen (some are still under
preparation) from our publications [56,58,75], etc.
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Chapter 4

Direct model predictive control

In this chapter, the classic concept of model predictive control is revisited and summarized
(see Sec. 4.1). Then direct model predictive control schemes with prediction horizon-one
for both two- and three-level NPC back-to-back power converters in PMSG wind turbine
systems are discussed. In more details, the direct torque/current control for machine
side converter and direct power/current control for grid side converters for both the two-
and three-level NPC power converters systems are presented in Sec. 4.2 and Sec. 4.3,
respectively. Their performances are evaluated all with experimental results (see Sec. 4.4).

4.1 Model predictive control: a brief introduction

Model predictive control (MPC) (also referred to as “receding horizon control”) was
originally developed in the early 1970s [76–79], and has already been comprehensively
applied in the petrochemical industry area for many years, where the long system time
constant allows for long control interval and has therefore no strict requirement for a high
computation power of its online optimization process. Different from the conventional
control concepts introduced in the last chapter, in MPC, the optimum values of the
actuating variables are not computed by the “post-error” between the reference and the
feedback signals, but through minimizing a flexibly designed “cost function” with penalized
errors between the reference values and the predicted behaviors of the system using a
system model and the control action sequences over a receding prediction horizon. Multiple
“weighted targets” can be included into a customer-designed cost function, resulting in a
flexible “customized-optimal” control.

There are in general three main basic elements (components) to apply MPC [76–78]:

i) The mathematical model of the plant. For most cases, in particular for the field of
power electronics and electrical drives, the plant models are usually available;

ii) Customized optimal control targets, i.e., the objective/cost function, which maps the
customized control objectives into a scalar over a prediction horizon N . In other
words, the cost function connects the N -step control actions with a customized control
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goal. However, only the first element after the current sampling interval k is predicted
in a “closed loop” manner (i.e., with measurement feedback or estimate), and all the
system behaviors in the control interval h > k + 1 are acquired in an “open-loop”
prediction;

iii) The “receding horizon policy” is used for “close-looping” the control process, i.e., only
the first element of the optimal control action sequence is chosen to apply, the others
are discarded. The horizon is shifted one sampling step forward. Such procedure is
then repeated in the next time step with new measurements or estimates.

Invoking the plant model, this control strategy is equipped with a “foreseen” or “predic-
tion” capability, which allows predictive control to have more freedoms to further improve
the system control performances since the future behaviors of the system can be “known”.
Its “weighted optimal” property increases its control flexibility and hence will reduce
the engineering efforts. Such positive features allow predictive control to deal with more
complex even nonlinear dynamics with multiple input and multiple output (MIMO). From
a concept point of view, it remains in a quite straightforward level. The tricky part lies at:
solving the optimization problem is usually a trade-off between the control performances
and the prediction horizon (which “equals” to computational complexity), i.e., with a
longer prediction horizon, system stability and control performances will be generally
improved [80,81], however, the computational complexity will increase as well.

Since the last decade, this control concept has attracted significant attention in the
area of power electronics and electrical drives [40, 41,77, 82–85] due to its multiple merits
(e.g., intuitive concept, ease for inclusion of multiple control targets, easier to implement
in particular for multi-level and multiphase converter topologies in comparison with the
conventional methods, etc). It has emerged as a viable alternative in the field of power
electronics and electrical drives [21,25,55,86–90].

4.1.1 MPC for power electronics and electrical drives

The MPC concept for controlling power electronics and electrical drives is applied in various
formats (see e.g., [10, 88,91–95]). Considering whether the control input is continuous or
not, it can be divided into continuous/general (model) predictive control (GPC) [40,88,91]
and direct/finite-control-set model predictive control (DMPC) schemes [25,39,86,96]. For
the former, an extra modulator is utilized to generate the switching sequences based on
the controller outputs (which usually are continuous values of duty-cycles or reference
voltages, see Fig. 4.1a) and was investigated and reported in [40, 77, 87, 88]. While the
latter combines both the cost optimization and modulation into one single process and
directly output the switching sequence. No extra modulation is required (See Fig. 4.1b).
Only after the beginning of this century (2004) [97], DMPC has become well-known in the
form of “finite-control-set model predictive control” (FCS-MPC) [97–99].

Considering whether a longer prediction horizon is used or not, it can be divided into
horizon-one MPC and long horizon MPC. Although increasing the prediction horizon will
lead to better control performances, the required computational efforts may make the
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{

(a) General/continuous predictive control concept (R. Kennel, et al., 1983).

(b) Direct (finite-control-set) model predictive control concept (J. Rodriguez, et al., 2004).

Fig. 4.1: Basic concepts of general and direct (finite-control-set) model predictive control
techniques for power electronics and electrical drives.

real-time realization not feasible in general. Horizon-one methods, in particular horizon-one
DMPC methods, are straightforward to realize and can produce (mostly) satisfactory
results in power electronics and electrical control areas. Therefore, such category is
commonly applied in power electronics and electrical drives and have been applied in many
different applications such as synchronous motor and asynchronous motor drives, two and
multilevel power converter control, matrix converter control, HVDC and renewable energy
generation systems (See e.g., [21, 93,100–102] and the reference therein).

Robustness against system parameter variations and model uncertainties is one of the
concerns [95, 103–105], since predictive control class is an entirely model based technique.
Steady-state tracking bias for short (one) prediction horizon is also an open issue. Apart
from its higher computational power demanding (in particular for multilevel power converter
cases), in comparison with the classical control methods presented in Chp. 3, relatively
poor steady state control performances in particular for two-level cases in comparison with
modulator based techniques, due to its one-vector-per-control-interval nature [47], remains
to be further improved. Despite of this, this scheme achieves very satisfactory control
performances with straight-forward concept and reduced implementation efforts for most
applications [21,106].
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In this chapter, the mostly investigated predictive control branch, i.e., direct model
predictive control method is discussed. Its applications for both the machine/generator and
grid sides of the back-to-back two- and three-level NPC power converters are introduced
and experimentally evaluated.

To ease the reading and description, the classical direct model predictive control
guidelines are firstly revisited in Sec. 4.1.2. Following the guidelines, the direct model
predictive control methods for two- and three-level back-to-back power converter PMSG
wind turbine systems are presented in Sec. 4.2, and Sec. 4.3, where both the direct model
prediction torque (for machine side) and power control (for grid side), and direct model
predictive current control (for both sides) methods are experimentally evaluated at the
self-constructed test-benches introduced in Chp. 2 using a fully FPGA based solution.

4.1.2 Concept of classical direct model predictive control

Classical DMPC/FCS-MPC schemes evaluate a cost function of

J =

k+N−1∑
h=k

m∑
i=1

γTSi
‖TS∗i[h+1] − TS

p
i[h+1](~ui)‖︸ ︷︷ ︸

=:JTS

+
k+N−1∑
h=k

n∑
j=1

γCSj
‖CS∗j[h+1] − CS

p
j[h+1](~uj)‖︸ ︷︷ ︸

=:JCS

, (4.1)

where N is the prediction horizon, m and n are the element number for targeting and
constraint sets, respectively. In general, J represents the control objectives, and comprises
two parts: JTS and JCS (with corresponding weighting factors of their elements as γTSi

and γCSj
, respectively), which maps the control targets to N steps of the control actions.

JTS and JCS represent sub-costs for the Target Set TSi (such as: reference tracking of
current, voltage, torque, or power with reference TS∗i ) and the Constraint Set CSj (such as:
current/torque, or power limitations, switching frequency, with reference CS∗j ), respectively.
For a two level converter, the switching vector (control action) ~ui is chosen from the set

~ui ∈ U8 := {000, 001, . . . , 100, . . . 101, 111} (4.2)

of 8 admissible switching vectors. For a three level NPC power converter it is chosen from

~ui ∈ U27 := {NNN,NN0, . . . , 000, . . .PP0,PPP} (4.3)

of 27 admissible switching vectors. Definitions of the switching states can be found in
equations (2.7) and (2.14) in Chp. 2.

The simplified steps for DMPC/FCS-MPC scheme are summarized by Algorithm 4.1.
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Algorithm 4.1 : Classical DMPC algorithm with ~ui ∈ U
Step I: Reference TS∗i[k+1], CS

∗
i[k+1] generation and target prediction for all ~ui ∈ U :

TSi[k+1](~ui) = MTSi(~ui), (4.4a)

CSj[k+1](~ui) = MCSj(~ui). (4.4b)

Step II: Cost evaluation and optimal switching vector selection: { ~u∗x :=
arg min~ui,j∈U J(~ui,j)}, where J is defined as in (4.1).

Step III: Apply gate signal vector: ~G∗x = G−1(~u∗x). G was presented in chapter 2.

where MTSi
and MCSj

are abbreviations of the prediction model for the Target Set TSi and
the prediction model for the Constraint Set CSj, respectively.

In the following sections, based on such concept, direct model predictive torque control
(DMPTC) for the machine side and direct model predictive power control (DMPPC) for
the grid side, and direct model predictive current control (DMPCC) methods for both
sides, for both the two and three-level NPC back-to-back power converter PMSG wind
turbine systems will be presented. Note that, for machine (PMSG) side control, apart from
DMPTC and DMPCC, there exists also direct model predictive flux control (DMPFC).
The relationship and performance evaluations among DMPTC, DMPCC and DMPFC1

methods for PMSM(G) drives are theoretically analyzed and evaluated in [75]. Theoretical
investigation and evaluations of DMPPC and DMPCC methods for grid side control (AFE
control) have been reported in [74].

4.2 DMPC for two-level back-to-back PMSG sys-

tems

In this section the state-of-the-art direct model predictive control methods for two-level
back-to-back power converter systems are going to be presented. More specifically, in
Sec. 4.2.1, the direct model predictive torque control (DMPTC) for the machine side
and direct model predictive power control (DMPPC) for the grid side of a two level
back-to-back power converter PMSG wind turbine system will be presented. While in
Sec. 4.2.2, the direct model predictive current control (DMPCC) methods for both the
machine and grid side are introduced.

1In the analogy, for the grid side, when taking the “virtual-flux” and “virtual machine”2 concepts, there also exists
predictive virtual flux control (DMPVFC) method, and potentially DMPVFC shall be more “robust” to certain grid voltage
distortion in comparison with DMPPC, due to the integration relationship between voltage and the “virtual flux”. However,
so far such solution remains to be reported and currently the author of this thesis is investing such concept.
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4.2.1 Direct model predictive torque and power control

4.2.1.1 Direct model predictive torque control of 2L-MSC

For the MSC of a two-level power converter, besides the current limitations, the torque
tracking subjecting to a so called “maximum torque per Ampere” (MTPA) law (i.e.,

idm + Ld
s−L

q
s

ψpm

(
(idm)2− (iqm)2

)
= 0) is desired. In our set-up, Ld

s ≈ Lq
s = Ls. Therefore, id∗m := 0

can be set in the controller. Thus, the generator/machine-side cost function is defined as

Jm
DMPC(~um) = γTe

(
T ∗e − Te[k+1](~um)

)2

︸ ︷︷ ︸
=:J(Te)

+ γidm

(
0− idm[k+1](~um)

)2

︸ ︷︷ ︸
=:J(idm)

+

γcs

{
(id max

m ≤ ‖idm[k+1]‖) or (Tmax
e ≤ ‖Te[k+1](~um)‖)

}
︸ ︷︷ ︸

=:Jm
CSm

, (4.5)

where J(Te) is the sub-cost for torque tracking, while J(idm) is to regulate the d-axis
current to be zero hence to achieve the MTPA control, the constraint set Jm

CSm
is to assure

the current and torque limitations are respected. The predicted torque Te[k+1](~um) and
current idm[k+1](~um) are given by equations (2.42), with ~um ∈ U8. The torque reference is

generated by an upper speed control loop with PI controller (see Fig. 4.2a), where the
reference is supposed to be generated from a proper MPPT controller3. After evaluating
and minimizing the costs obtained from equation (6.15) for ~um ∈ U8, an optimal gate

vector of ~Gm will be obtained and assigned to the machine side converter.

4.2.1.2 Direct model predictive power control of 2L-GSC

The cost function for the grid side control to achieve both active and reactive power
tracking objectives is designed as

Jg
DMPC(~ug) =

(
P ∗ − P[k+1](~ug)

)2

+
(
Q∗ −Q[k+1](~ug)

)2

︸ ︷︷ ︸
=:JTSg

+

γCSg

{
(iαmax

g ≤ ‖iαg[k+1](~ug)‖) or (iβmax
g ≤ ‖iβg[k+1](~ug)‖)

}
︸ ︷︷ ︸

=:JCSg

. (4.6)

The predicted power P[k+1](~ug), Q[k+1](~ug), currents iαg[k+1](~ug), iβg[k+1](~ug) are given by

Equations (2.50) and (2.44), respectively. After evaluating and minimizing the costs
obtained from Equation (4.6) for ~ug ∈ U8 of the two level GSC, an optimal gate vector of
~Gg will be obtained and assigned to the grid side converter.

3MPPT is a control technique to guarantee a maximum power is generated from the available wind energy in the
operation range-II, for which see Chp. 2. The weighting factor selection rules are not introduced and for the readers who
are interested please refer to [10] and the reference therein.
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MSC GSC

(a) DMPTC and DMPPC scheme for two-level back-to-back power converter PMSG system.

MSC GSC

(b) DMPCC scheme for the two-level back-to-back PMSG system.

Fig. 4.2: Direct model predictive control schemes for the two-level back-to-back power converter
PMSG wind turbine system: direct model predictive torque control for machine side and direct
model predictive power control for grid side (a), and direct model predictive current control for
both the machine and grid side (b).
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Remark 3 (System limit constraint simplification) Re-examining the control struc-
ture shown in Fig. 4.2, it is easy to find that, both the MSC and GSC sides require an
outer control loop to generate the references, which in most cases is PI controllers, or
controllers which can easily incorporate an upper and lower output limits. Those limits have
already considered the rated values of the system, i.e., the limit constraints [55]. Therefore,
assuming the references can be tracked properly, there are no necessities to re-consider
them again in the cost function, which are computationally heavy. In the following, for
predictive current, power, and torque control, for both two and three-level systems, the
constraints are included into the outer control loops, and the cost functions are therefore
simplified for the sake for reducing computational efforts. The cost function for predictive
torque and power control can be simplified as

Jm
DMPC(~um) =γTe

(
T ∗e − Te[k+1](~um)

)2

+ γidm

(
idm[k+1](~um)

)2

(4.7a)

Jg
DMPC(~ug) =

(
P ∗ − P[k+1](~ug)

)2

+
(
Q∗ −Q[k+1](~um)

)2

(4.7b)

respectively. (The experimental results have also shown that, the current/torque, and
power have not violated the limitations.) However, for the cases, where the system is
not limited/constrained by certain outer loop controllers with output limitations, simply
simplifying the cost function in such a manner is not an effective solution [55].

4.2.2 Direct model predictive current control

4.2.2.1 Direct model predictive current control of 2L-MSC

Instead of using the torque (and d-axis current) as tracking targets, for direct model
predictive current control, the current performances are of higher priority. The inner loop
itself can be designed in the αβ frame to eliminate the otherwise required synchronous
frame transformations. Therefore, the generator/machine-side cost function for predictive
current control is defined as

Jm
DMPC(~um) =

(
iα∗m − iαm[k+1](~um)

)2

+
(
iβ∗m − i

β
m[k+1](~um)

)2

. (4.8)

The predicted current vector of ~iαβm[k+1](~um) is calculated by Equation (2.38), with

~um ∈ U8. The current reference is generated by a proper outer control loop (here a PI
controller regulating the speed control is used for generating the q-axis current and the
d-axis current reference is set to be zero for a MTPA control. These references are then
transferred into αβ frame to assign to the machine side inner predictive current control
loop). Note here, due to the currents in both α and β axis are equally important to the
system, so no extra weightings are required for these target sets. After evaluating and
minimizing the costs obtained from Equation (4.8) for ~um ∈ U8 for the two level MSC, an

optimal gate vector of ~G∗m = G−1(~u∗m) will be obtained and assigned to the machine side
converter.
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4.2.2.2 Direct model predictive current control of 2L-GSC

In the analogy to DMPCC for MSC, instead of using the grid side instantaneous power as
tracking targets, the grid side current performances are of higher level priority for direct
model predictive current control. The inner loop itself can be designed in the αβ frame,
and the grid side cost function is defined as

Jg
DMPC(~ug) =

(
iα∗g − iαg[k+1](~ug)

)2

+
(
iβ∗g − i

β
g[k+1](~ug)

)2

. (4.9)

The predicted current vector ~iαβg[k+1](~ug)(~um ∈ U8) can be obtained by Equation (2.44).

The current references are generated/set by a proper outer control loop (here a PI controller
for the DC-link control is used to generate the d-axis current reference and the q-axis
current is set to be zero for unit power factor control. These two references are then
transferred into αβ frame). In the analogy, due to the currents both in α and β axis are
equally important to the system, again no extra weightings are required for these targets.

After evaluating and minimizing the costs obtained from Equation (4.9) for ~um ∈ U8

for the two level MSC, an optimal gate vector of ~Gg will be obtained and assigned to the
machine side converter.

The overview of the predictive current control method for both the grid and machine
side control is shown in Fig. 4.2b.

4.3 DMPC for three-level back-to-back PMSG sys-

tems

In Sec. 4.3.1, the direct model predictive torque control (DMPTC) for the machine side
and direct model predictive power control (DMPPC) for the grid side of a three-level NPC
back-to-back power converter PMSG wind turbine system will be presented. While in
Sec. 4.3.2, the direct model predictive current control (DMPCC) methods for both the
machine and grid side of a three-level NPC back-to-back power converter PMSG wind
turbine system are to be discussed.

4.3.1 Direct model predictive torque and power control

Characterized by its physical structure, for a three-level NPC power converter, the DC-link
voltage balancing has to be assured. Therefore, an extra DC-Link voltage balancing term
should be included into the cost function design. For a 3L NPC power converter driven
PMSG, the cost function using predictive torque control shall therefore be designed as

Jm
DMPC(~um) = γTe

(
T ∗e − Te[k+1](~um)

)2︸ ︷︷ ︸
=:JTe

+ γidm
(
idm[k+1](~um)

)2︸ ︷︷ ︸
=:J

idm

+ γVo
(
Vo[k+1](~um)

)2︸ ︷︷ ︸
JVo=:JCSm

(4.10)
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with weighting factors γTe [1/Nm], γidm [1/A] and γVo [1]. The predicted torque Te[k+1](~um),

currents ~idq
m[k+1](~um) and neutral point voltage difference Vo[k+1](~um) are given by Equa-

tions (2.42) and (2.21), respectively, both with ~um ∈ U27.

In the analogy, including the DC-link balancing control targets, for the GSC with a
three-level NPC power converter, its cost function for using predictive power control is
designed as

Jg
DMPC(~ug) =

(
P ∗ − P[k+1](~ug)

)2︸ ︷︷ ︸
=:JP

+
(
Q∗ −Q[k+1](~ug)

)2︸ ︷︷ ︸
=:JQ

+ γVo
(
Vo(~ug)

)2︸ ︷︷ ︸
JVo=:JCSg

(4.11)

with weighting factors γVo [1]. The predicted active and reactive power and currents are
given by Equation (2.50) and (2.21), respectively, both with ~um ∈ U27.

After evaluating and minimizing cost-functions (4.11) and (4.10) for ~ug, ~um ∈ U27,

optimal gate vectors of ~Gg,m will be obtained and assigned to the grid and machine side
converters, respectively. The overview of such control method is depicted by Fig. 4.3a.

4.3.2 Direct model predictive current control

Similar to the two-level converter predictive current control scheme, instead of using
the torque (and d-axis current) or power as tracking targets, for direct model predictive
current control of the grid and machine sides of the three-level NPC back-to-back power
converter PMSG wind turbine system, the current tracking belongs to the targeting set.
The inner loop itself can be designed in the αβ frame to eliminate the otherwise required
synchronous frame transformations. However, the voltage balancing requirement shall
be taken into consideration. Therefore, the machine and grid-side cost functions for the
three-level back-to-back power converter case are defined as

Jm
DMPC(~um) =

(
iα∗m − iαm[k+1](~um)

)2
+
(
iβ∗m − i

β
m[k+1](~um)

)2︸ ︷︷ ︸
=:JTSm

+ γVo
(
V ∗o − Vo[k+1](~um)

)2︸ ︷︷ ︸
JVo=:JCSm

,

(4.12)

and

Jg
DMPC(~ug) =

(
iα∗g − iαg[k+1](~ug)

)2
+
(
iβ∗g − i

β
g[k+1](~ug)

)2︸ ︷︷ ︸
=:JTSg

+ γVo
(
V ∗o − Vo(~ug)

)2︸ ︷︷ ︸
JVo=:JCSg

, (4.13)

respectively, where γ~iαβm
[1] is the weighting factor for DC-link voltage balancing control

items. The predicted currents of ~iαβm[k+1](~um), ~iαβg[k+1](~ug), and neutral point voltage are

given by equations (2.38), (2.44), and (2.21), respectively, with ~um, ~ug ∈ U27.

After evaluating and minimizing cost-function (4.12) and (4.13) for ~ug, ~um ∈ U27,

optimal gate vectors of ~Gg,m will be obtained and assigned to the grid and machine side
converters. The structural overview of such control method is depicted by Fig. 4.3b.
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3L-NPC

MSC GSC

3L-NPC

(a) FCS-DTC-DPC method for three-level NPC back-to-back power converter PMSG wind turbine systems.

3L-NPC

MSC GSC

3L-NPC

(b) DMPCC scheme for three-level NPC back-to-back power converter PMSG wind turbine systems.

Fig. 4.3: Control structure of direct model predictive torque-power control (a) and direct model
predictive current control (b) for three-level NPC back-to-back power converter PMSG wind
turbine system.
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Remark 4 (Analysis of DTC, DPC, DMPTC, DMPPC and DMPCC) So far,
several direct control methods for both the machine and grid side control have been intro-
duced. These are DTC, DMPTC and DMPCC for MSC, DPC, DMPPC and DMPCC for
GSC. A deep view at these methods will reveal the following similarities and differences
among these schemes.

(i) Similarities: All do not require any modulator or inner linear control loops, and
belong to the nonlinear control class.

(ii) Differences:

(a) For both MSC and GSC control, from the structure level DMPTC, DMPPC and
DMPCC all use a cost function and the explicit system model to determine the
optimal switching sequence, while DTC uses an offline defined switching table to
achieve so. The cost-function based concept brings more flexibility to achieve the
relevant control targets.

(b) For the machine side control, from the “torque per current ratio” point of view,
classical DTC scheme will produce the worst ratio since a constant stator flux
magnitude (slightly bigger than that of the permanent-magnet flux) is usually
set from the outer loop for surface-mounted PMSM(G) [64], hence a very big
flux-weakling current component will be produced during the heavy load situations,
because the torque angle is very big in this situation (See Equation (2.40)). This
makes its torque per current ratio (much) smaller than that of the predictive
control schemes, where almost all the current can be manipulated to produce
torque with a flexible cost function.

(c) Directly examining the cost-function formulation between DMPTC and DMPCC
will yield that, DMPCC might simplify the weighting factor tuning process (for
the targeting set), since, currents both in αβ frame are equivalently important
and require not different weighting. However, for non-saliency (i.e., Ld

s = Lq
s )

based PMSG it can be proven that, theoretically both DMPTC & DMPCC and
DMPPC & DMPCC shall achieve same steady control performances, for this
a detailed presentation can be found in our publication [74, 75], with different
computational requirements.

For switching state power converters, the switching frequency and the control variable
ripples are always a conflicting pair. In general, smaller control variable ripples will be
observed with a higher switching frequency, at a same modulation technique (even without
modulator), and vice versa. Since during our experimental verification part, certain
comparison will be performed between the cost-function based methods and the switching
table based solutions. For a fair comparison (during the steady state), the switching
frequency has to be regulated into a similar range. To this end, the cost-function based
techniques, i.e., FCS-MPC or DMPC, show great flexibility: the cost functions can be
modified to include switching frequency regulation objective for both the MSC and GSC,
easily. Taking the 3L NPC back-to-back system as an example, the realization is presented
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as follows: Cost functions for the machine and grid side control using FCS-DTC-DPC,
with switching frequency regulation are defined as

Jm
DMPC(~um) =

=:JTe︷ ︸︸ ︷
γTe

(
T ∗e − Te[k+1](~um)

)2
+

=:J
idm︷ ︸︸ ︷

γidm
(
idm[k+1](~um)

)2︸ ︷︷ ︸
=:JTSm

+

JVo︷ ︸︸ ︷
γVo
(
V ∗o − Vo[k+1](~um)

)2
+

Jsfm︷ ︸︸ ︷
γsf∆~um︸ ︷︷ ︸

=:JCSm

,

(4.14)

and

Jg
DMPC(~ug) =

=:JP︷ ︸︸ ︷(
P ∗ − P[k+1](~ug)

)2
+

=:JQ︷ ︸︸ ︷(
Q∗ −Q[k+1](~ug)

)2︸ ︷︷ ︸
=:JTSg

+

JVo︷ ︸︸ ︷
γVo
(
V ∗o − Vo[k+1](~ug)

)2
+

Jsfg︷ ︸︸ ︷
γsf∆~ug︸ ︷︷ ︸

=:JCSg

,

(4.15)

respectively, where ∆~uy , y ∈ {m, g} is responsible for the switching frequency regulation,
and is defined as

∆~uy = |ua
y[k+1] − ua

y[k]|+ |ub
y[k+1] − ub

y[k]|+ |uc
y[k+1] − uc

y[k]|. (4.16)

4.4 Performance evaluations with experimental data

In this section, the control performances of the aforementioned direct model predictive
control techniques, i.e, direct model predictive torque and power control (we name it here
as FCS-DTC-DPC for the sake of a clear comparison with ST-DTC-DPC presented in the
last chapter), direct model predictive current control (similarly we name it as FCS-DCC),
are presented. Experimental evaluations of these control methods applied to (i) the two
level systems are presented in Sec. 4.4.1, (ii) three-level are presented in Sec. 4.4.2. Their
comparison with the switching table based methods are presented in Sec. 4.4.3.1 and
4.4.3.2.

All the experimental results presented in the following parts are obtained using the test-
benches described in Chp. 2. The control system design procedure follows the descriptions
given in Sec. 2.5.4. All the realizations of these control techniques presented in this chapter
have been realized on the FPGA. Due to their similarity (to the realizations presented in
the following chapters), all FPGA realizations processes for these classical DMPC methods
are not presented in this chapter. Readers who are interested in the FPGA realization
may directly refer to our publications (e.g., [42, 46,47,57,60,63,70]) or Chp. 6, 7 and 8.

4.4.0.0.1 Identical Test Setting In the following, if not specifically mentioned, the
overall testing scenarios are as follows: we assume the optimal speed reference ω∗m (i.e.,
the so-called “maximum power point tracking speed reference”) in Eq. (2.33), which shall
come from a proper MPPT controller, is already known and changes (abruptly with a
slope of 3 [rpm/ms]) following certain (unpredictable) wind speeds. A rated torque is
mounted under such (fast) speed changing rate to test the most harsh operation situations.
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4.4.1 FCS-DTC-DPC and FCS-DCC for two level PMSG sys-
tems

In this section, both the direct FCS-DTC-DPC (See Sec. 4.4.1.2) and FCS-DCC control (See
Sec. 4.4.1.2) methods for 2L back-to-back power converter PMSG wind turbine
system are evaluated. Both the overall control performances and the steady state of the
machine and grid side control performances are given.

4.4.1.1 Evaluations of FCS-DTC-DPC method for 2L back-to-back PMSG
system

The experimental data of direct model predictive torque (for MSC) and direct model
predictive power control (for GSC) methods for the 2L back-to-back power converter
PMSG wind turbine system are depicted in Fig. 4.4. The control interval is set to be
50e−6[s], and the calculation time is around 4.6 [µs] (therefore no compensation is required
to insert into the predictions). The DC-link voltage reference is set at 350 [V], while
the reactive power reference is set to be 0 [var] for a unit power factor control. The
overall control performances are shown in Fig. 4.4-(a). The zoomed steady state control
performances of both the generator and grid side currents are illustrated in Fig. 4.4-(b)
and (c). As can be seen, besides its good control dynamics, and large changing range of
the switching frequency is seen. The synthesized switching patterns (represented by the
estimated command voltage here) are in general satisfying (sinusoidal and symmetrical,
see the last sub-figures in both (b) and (c)).

4.4.1.2 Evaluations of FCS-DCC method for 2L back-to-back PMSG system

The experimental data of direct model predictive current control method (for both MSC
and GSC) of the 2L back-to-back power converter PMSG wind turbine system are depicted
in Fig. 4.5. Similar to the FCS-DTC-DPC test setting: the control interval is set to be
50e−6[s], and no compensation was inserted into the predictions. The DC-link voltage
reference is set at 350 [V], while the reactive power reference is set to be 0 [var]. The
overall control performances are shown in Fig. 4.5-(a). The zoomed steady state control
performances of both the generator and grid side currents are illustrated in Fig. 4.5-(b)
and (c). As can be seen, besides its good control dynamics, a big change of the switching
frequency is seen. The current tracking performances are also (quite) good. The synthesized
switching patterns (represented by the estimated command voltage here) are in general
satisfying (sinusoidal and symmetrical, see the last sub-figures in both (b) and (c)).

4.4.2 FCS-DTC-DPC and FCS-DCC for three-level NPC PMSG
systems

In this section, both the direct FCS-DTC-DPC (See Sec. 4.4.2.1) and FCS-DCC control
(See Sec. 4.4.2.2) methods for the 3L NPC back-to-back power converter PMSG
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(a) Overall control performances.
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(b) Steady state performances for MSC.
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(c) Steady state performances for GSC.

Fig. 4.4: [Experimental results:] Overall control performance of FCS-DTC-DPC for the two-
level back-to-back power converter PMSG wind turbine system. From top to bottom for sub-figure
(a) are: generator speed, (estimated) electromagnetic torque, (estimated) stator flux, DC-link
voltage, grid side current, active and reactive power, switching frequency and estimated grid
and machine side converter voltages (in α phase), respectively. fx, f

5Hz
x,fltrd and v̂x, v̂

500Hz
x,fltrd are the

switching frequency versus its filtered values (with cut-off frequency of 5Hz), and the estimated
converter voltage versus its filtered (with cut-off frequency of 500Hz) values, for machine (m)
and grid (g), respectively. Sub-figure (b) and (c) illustrate of the zoomed performance of the
machine (b) and grid (c) side phase currents, electromagnetic torque, active and reactive power,
switching frequency and estimated voltages.
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(b) Steady state performances for MSC.
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(c) Steady state performances for GSC.

Fig. 4.5: [Experimental results:] Overall control performance of FCS-DCC for the two-level
back-to-back power converter PMSG wind turbine system. From top to bottom for sub-figure
(a) are: generator speed, generator stator current in α phase, DC-link voltage, grid side current,
active and reactive power, switching frequency and estimated grid and machine side converter
voltages (in α phase), respectively. fx, f

5Hz
x,fltrd and v̂x, v̂

500Hz
x,fltrd are the switching frequency versus

its filtered values (with cut-off frequency of 5Hz), and the estimated converter voltage versus its
filtered (with cut-off frequency of 500Hz) values, for machine (m) and grid (g) sides, respectively.
Sub-figure (b) and (c) illustrate of the zoomed performance of the machine (b) and grid (c)
side phase currents, electromagnetic torque, active and reactive power, switching frequency and
estimated voltages.
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wind turbine system are evaluated. In the analogy to the two-level system testing, both
the overall control performances and the steady state performances of both the machine
and grid side control are presented.

4.4.2.1 Evaluations of FCS-DTC-DPC for 3L NPC back-to-back power con-
verter PMSG system

The experimental evaluation results of predictive torque and power control of the three-level
back-to-back power converter PMSG wind turbine systems are given in Fig. 4.6. The
control interval is set to be 50e−6[s]. The DC-link voltage reference is set at 350 [V],
while the reactive power reference is set to be 0 [var] for a unit power factor control. The
overall control performances are shown in Fig. 4.6-(a). As can be seen, (quite) nice control
dynamics, and reduced control variable ripples (in comparison with the two-level case)
are seen. The DC-link control performances (for both the overall voltage tracking and
DC-link capacitor voltage balancing control) are (very) good, which comes from the nice
combination of a power feed-ward in the DC-link control loop and good dynamics of the
inner power control loop. Note that, a fluctuation-free DC-link control requires also a good
(fluctuation-free) speed control on the machine side, when power (estimated using speed
and torque) feed-forward is used. However, large chattering of the switching frequency
is observed. The zoomed steady state control performances of both the generator and
grid side currents, the switching frequency (updated with a period of 10 [ms]) and the
(estimated) command voltage in α-phase (which is the same as in a-phase) are illustrated
in Fig. 4.6-(b) and (c).

4.4.2.2 Evaluations of FCS-DCC for 3L NPC back-to-back power converter
PMSG system

The experimental evaluation results of predictive current control of the three-level back-
to-back power converter PMSG wind turbine systems are given in Fig. 4.7. The control
interval is set to be 50e−6[s]. The DC-link voltage reference is set at 350 [V], while the
reactive power reference is set to be 0 [var] for a unit power factor control. The overall
control performances are shown in Fig. 4.7-(a). As can be seen, (quite) nice control
dynamics, and reduced control variable ripples (in comparison with the two-level case)
are seen. The DC-link control performances (for both the overall voltage tracking and
DC-link capacitor voltage balancing control) are (very) good, which comes from the nice
combination of a power feed-forward in the DC-link control loop and good dynamics of
the inner power control loop. Note that, a fluctuation-free DC-link control requires also a
good (fluctuation-free) speed control on the machine side, when power (estimated using
speed and torque) feed-forward is used. However, chattering of the switching frequency
is observed. The zoomed steady state control performances of both the generator and
grid side currents, the switching frequency (updated with a period of 10 [ms]) and the
(estimated) command voltage in α-phase (which is the same as in a-phase) are illustrated
in Fig. 4.7-(b) and (c).
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(c) Steady state performances for GSC.

Fig. 4.6: [Experimental results:] Overall control performance of FCS-DTC-DPC for the
three-level back-to-back power converter PMSG wind turbine system. From top to bottom for
sub-figure (a) are: generator speed, generator side phase currents, DC-link and capacitor voltages,
grid side current, active and reactive power, and the average switching frequencies, respectively.
fx, f

5Hz
x,fltrd are the switching frequency versus its filtered values (with cut-off frequency of 5Hz),

and the estimated converter voltage versus its filtered (with cut-off frequency of 500Hz) values,
for machine (m) and grid (g) sides, respectively. Sub-figure (b) and (c) illustrate of the zoomed
performance of the machine (b) and grid (c) side phase currents, switching frequency and
estimated voltages.

4.4.3 FCS-DTC-DPC and ST-DTC-DPC for back-to-back PMSG
systems

Theoretical analysis and detailed realization steps of the switching table based DTC-DPC
method (ST-DTC-DPC) have been presented in our last chapter. In comparison with
the cost function based DTC-DPC method (FCS-DTC-DPC) some similarities can be
easily found in between, such as, both are direct nonlinear control methods, no modulation
is required, switching frequency not fixed and both have fast control dynamics [21, 25].
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(c) Steady state performances for GSC.

Fig. 4.7: [Experimental results:] Overall control performance of FCS-DCC for the three-level
back-to-back power converter PMSG wind turbine system. From top to bottom for sub-figure
(a) are: generator speed, generator side phase currents, DC-link and capacitor voltages, grid
side current, active and reactive power, and the average switching frequencies, respectively.
fx, f

5Hz
x,fltrd and v̂∗x,fltrd, x ∈ {g,m} are the switching frequency versus its filtered values (with

cut-off frequency of 5Hz), and the estimated converter voltage versus its filtered (with cut-off
frequency of 500Hz) values, for machine (m) and grid (g) sides, respectively. Sub-figure (b) and
(c) illustrate of the zoomed performance of the machine (b) and grid (c) side phase currents,
switching frequency and estimated voltages.
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Therefore, it is worthwhile to take the efforts to give a deeper investigation of both methods
experimentally, to illustrate their differences in control performances, in particular at
steady state phase under a similar switching frequency. In the following sections, the
experimental evaluations of the FCS- and ST-DTC-DPC techniques for both the two- and
three-level NPC back-to-back power converter systems are presented.

4.4.3.1 FCS-DTC-DPC and ST-DTC-DPC for 2L back-to-back PMSG sys-
tems: A comparative evaluation

The experimental evaluations of the FCS-DTC-DPC and ST-DTC-DPC techniques for
the two-level system at the same outer control loop parameters are performed. For the
ST-DTC-DPC the bandwidths around 2% of their rated values are set, which results in
the switching frequencies around 5kHz for the machine side and 4kHz for the grid side.
The weighting factors to regulate the switching frequencies are set as 0.43 for the machine
side while 0.56 for the grid side to achieve the similar operating switching frequency values
for FCS-DTC-DPC method. The overall and the steady state control performances are
shown in Fig. 4.8 and Fig. 4.9, respectively.

As can be seen from Fig. 4.8, the general overall control performances for both FCS-
DTC-DPC and ST-DTC-DPC are quite similar, except these:

(1) the torque ripples with FCS-DTC-DPC are smaller than that of ST-DTC-DPC method
(See the second sub-figure for both Fig. 4.9a and Fig. 4.9a), while,

(2) the switching frequency (in particular for the grid side converter) with the ST-DTC-
DPC method changed in a narrower range in comparison with the FCS-DTC-DPC
method (See the last second sub-figure for both Fig. 4.9a and Fig. 4.9a), under the
same tested scenarios.

A deep view into Fig. 4.9 will yield the following discovery: during steady state under
the given testing scenario, much smaller ripples for both the stator and grid side filter
currents, the torque and grid side power are achieved with the FCS-DTC-DPC solution,
at a similar switching frequency (of around 4 kHz). The reason can be found from their
switching patterns synthesized by the respective control methods (i.e., the last sub-figure
in both (a) v.s. (b) and (c) v.s. (d) of Fig. 4.9): with the similar average magnitudes of
the expected (control) voltages (i.e., the filtered values for both sides), much smoother
(and “sinusoidal”) switching patterns are generated with the proposed FCS-DTC-DPC
technique.

To test the transient control performances for both methods, the following scenarios are
set: a torque reference changes from −7 to +7 [Nm] abruptly without using the speed
PI control loop, while the grid side reactive power reference changes from +500 to −500
[var]4. As is expected, their transient control performances for both the machine and grid

4For a back-to-back power converter system the active power reference is generated by controlling the DC-link voltage.
Therefore, it is not possible to independently test the inner loop power control dynamics by directly setting the active power
reference. Because the outer DC-link control loop has always to exist to guarantee an assured DC-link voltage value for
safety concerns.
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(a) Overall results for FCS-DTC-DPC (with Ts = 50e−6 s).
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(b) Overall results of ST-DTC-DPC (Ts = 50e−6 s).

Fig. 4.8: [Experimental results:] Overall control performance of FCS-DTC-DPC and ST-DTC-
DPC methods for the two-level back-to-back power converter PMSG wind turbine system emulator.
From top to bottom for both (a) and (b) are: generator speed, (estimated) electromagnetic torque,
(estimated) stator flux, DC-link voltage, grid side current, active and reactive power, switching
frequency and estimated grid and machine side converter voltages (in α phase), respectively.
fx, f

5Hz
x,fltrd and v̂x, v̂

500Hz
x,fltrd are the switching frequency versus its filtered values (with cut-off

frequency of 5Hz), and the estimated converter voltage versus its filtered (with cut-off frequency
of 500Hz) values, for machine (when x = m) and grid (when x = g), respectively.
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(a) Grid side steady state control performances for FCS-
DMPTC-PC.
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(b) Grid side steady state control performances for ST-DTC-
DPC.
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(c) Machine side steady state control performances for FCS-
DMPTC-PC.
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(d) Machine side steady state control performances for ST-
DTC-DPC.

Fig. 4.9: [Experimental results:] Steady-state control performance of FCS-DPC-DTC and ST-
DTC-DPC methods for the two-level back-to-back power converter PMSG wind turbine system
emulator. From top to bottom: i) for (a) and (b) are grid side phase current, active and reactive
power, switching frequency, estimated grid side converter output voltage; ii) for (c) and (d) are
generator stator current, electromagnetic torque, switching frequency and estimated grid side
converter output voltage, respectively.
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sides with FCS-DTC-DPC and ST-DTC-DPC are quite similar: for the machine side,
tracking a torque change from −7 to +7 [Nm], i.e., tracking a step change of 14 [Nm],
costs (a similar period) less than 0.8 [ms] for both the FCS-DTC and ST-DTC methods
(See Fig. 4.14d and Fig. 4.14e); while tracking a reactive power change from +500 to
−500 [var], i.e., a 1000 [var] step, lasts for less (a similar period) than 1 [ms] for both the
FCS-DPC and ST-DPC methods (See Fig. 4.14f and Fig. 4.13d), under the same DC-link
voltage of 350 [V] (i.e., under the same magnitude of the “driving” voltage vectors).

4.4.3.2 FCS-DTC-DPC and ST-DTC-DPC for three-level PMSG systems: A
comparative evaluation

The experimental results of the ST-DTC-DPC and FCS-DTC-DPC methods have been
illustrated in this part. Identical test scenarios for both control methods are configured
for a fair comparison: e.g., both schemes use the same outer (speed and DC-link voltage)
control loops and under the same condition for each testing scenario. In the following,
both overall control, steady/transient performances and performances under parameter
variations of both method under consideration are compared.

4.4.3.2.1 Overall control performances The test scenario is as follows: we assume
the “maximum power point tracking speed reference” changes abruptly (with a slope of
3[rpm/ms], see top rows in Fig.6) while the load side torque remains at its rated (maximum)
value to test the most harsh conditions. The DC-link voltage reference V ∗d is set to 350 [V]
and reactive power reference is set to be 0 [var] to achieve a unit power factor control. The
overall control performances are illustrated in Fig. 5.26. The switching frequency for both
methods are recorded during the testing and depicted in Fig. 4.11. From these two figures,
we can see that: quite similar overall performances (for both the generator and the grid
side control, including the DC-link control part) are achieved (See Fig. 5.26). However,
the switching frequency changes within a larger range using the proposed FCS-DTC-DPC
method (See Fig. 4.11).

4.4.3.2.2 Steady state control performance comparison The upper and lower
hysteresis bandwidths of the ST-DTC-DPC methods are set as 2% and 1% of their rated
values, respectively, while for FCS-DTC-DPC, the switching frequency weighting factors
are tuned in such way that the system operates at a similar switching frequency as the
ST-DTC-DPC method. The generator operates at 800[RPM] with rated turbine torque.
Under such configurations, the steady state control performances for both the generator
and grid side are obtained, which is shown in Fig. 4.12: for both the generator and grid side
control, the proposed FCS-DTC-DPC method will outperform the classical ST-DTC-DPC
solution at a similar switching frequency. The reason is their differing switching patterns:
as can be seen from the last sub-figures of Fig. 4.12, at the same operating point, FCS based
method “selects” much smoother switching patterns and almost no full voltage pattern
(i.e., the “P” position of the phase switches) is selected; while ST-DTC synthesizes much
more “noisy” switching patterns with lead to higher instantaneous voltage magnitudes
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(a) Overall control performances of the proposed FCS-DTC-
DPC.
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(b) Overall control performances of ST-DTC-DPC.

Fig. 4.10: [Experimental results:] of the overall performances of the proposed FCS-DTC-DPC
(left) and classical ST-DTC-DPC (right) control methods. For both sides, from up to down
are: speed, machine stator (ab-phase) currents, DC-link overall and capacitor voltages, grid side
phase current, grid side active and reactive power, respectively.

(see the last sub-figure in Fig. 4.12), although the magnitude of the fundamental is the
same as for the DMPCC method (i.e., both the filtered command voltages from FCS-DTC
and ST-DTC have a similar magnitude). More details with regarding to this part of work
can be found in our publications of [73, 74,107].

4.4.3.2.3 Transient phase control performance comparison The transient con-
trol performances for both the generator and grid side are shown in Fig. 4.13. Testing
scenarios for both methods are that: for the generator side, the torque reference is directly
manipulated to generate a “step-like” change from -7[Nm] to 7[Nm] and back, without
using the outer speed loop (to get rid of its bandwidth influences); while for the grid side,
the reactive power reference is “step” changed from 500[var] to -500[var]5. As can be seen
from Fig. 4.13, both methods achieves similar fast control dynamics: tracking a 14[Nm]
torque and 1000[var] reactive power change cost around 1[ms].

4.4.3.2.4 Parameter sensitivity investigation The inductance values for the gen-
erator and grid side filter used inside both controllers are varied (to 50% and 200% of its

5Active power control is linked to the DC-link control for a back-to-back power converter and cannot be directly assigned
to such changes.
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(a) Average switching frequency for FCS-DTC-DPC.
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(b) Average switching frequency for ST-DTC-DPC.

Fig. 4.11: [Experimental results:] average switching frequency (update rate 10 [ms]) for FCS-
DTC-DPC and ST-DTC-DPC during the overall test, where {Sfav

x,fltrd | x ∈ {m, g}} represents the
filtered values (cut-off frequency 5Hz) of the generator (m) and grid side (g) average switching
frequencies.

measured values) under same conditions (with same outer loops and during rated turbine
torque) to investigate their parameter sensitivities. Results are collected in Fig. 4.14. As
can be seen, the ST-DTC-DPC is quite robust against parameter variations while the
FCS-DTC-DPC solution shows tracking bias (and increased ripples) when parameters are
changed.

Short conclusions from the above experimental data with both FCS-DTC-DPC and
ST-DTC-DPC methods for the 3L-NPC back-to-back power converter PMSG wind turbine
system are that:

(i) Both methods achieve equivalently fast control dynamics with the same sampling
interval.

(ii) However, in comparison with ST-DTC-DPC, much smaller current/torque, and power
ripples are achieved at a similar switching frequency by using the FCS-DTC-DPC
method.

(iii) The cost-function based concept brings much design and tuning flexibility to FCS-
DTC-DPC (e.g., easier to include DC-link balancing and switching frequency regula-
tion capabilities).

(iv) In terms of computational demanding, the ST-DTC-DPC approach cost much fewer
resources and can be calculated around 1 µs, while FCS-DTC-DPC costs around
7 µs on the same FPGA.
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(a) Steady state performances of FCS for GSC (THD 2.57%).
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(b) Steady state performances of ST for GSC (THD 2.93%).
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(c) Steady state performances of FCS for MSC (THD 2.88%).
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(d) Steady state performances of ST for MSC (THD 4.46%).

Fig. 4.12: [Experimental results:] of the steady state control performances for both methods:
for (a) and (b) are machine side phase currents, switching frequency and estimated commanded
phase-a voltage , while for (c) and (d) are grid side phase currents, switching frequency and
estimated commanded phase-a voltage, respectively, where {v̂∗x,fltrd | x ∈ {m, g}} represents
the filtered values (cut-off frequency 300Hz) of the generator (m) and grid side (g) estimated
commanded voltages.

(v) Although both methods operate at an un-fixed switching frequency, the ST-DTC-
DPC solution achieves much smaller switching frequency operation range. Meanwhile,
ST-DTC-DPC method is more robust to parameter variations because of its less
model-dependent properties.

4.5 Summary

In this chapter, the classical direct model predictive control concept and its application
guidelines have been revisited and summarized. Based on this, its application has been
illustrated on both the two- and three-level NPC back-to-back power converter PMSG wind
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(a) FCS-DTC-DPC (with Vd = 350(V)).
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(b) ST-DTC-DPC (with Vd = 350(V)).
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(c) FCS-DTC-DPC (with Vd = 350(V)).
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(d) ST-DTC-DPC (with Vd = 350(V)).

Fig. 4.13: [Experimental results:] of transient phase control performances of FCS-DTC-DPC
and ST-DTC-DPC methods. For (a) and (b): from top to bottom are generator electromagnetic
torque, stator currents, and converter average switching frequency, respectively, while For (c) and
(c) are grid side reactive power, phase-a voltage and current, and converter switching frequency,
respectively.

turbine systems taking “current, power, torque” as the targeting set6. As for the constraint
set, neutral point voltages and the switching frequency are considered. Experimental
evaluations of the relevant applications have also been given using a fully FPGA based
realization solution. Experimental results confirmed that better performances are achieved
when applying DMPC to three-level power converters in comparison with the two-level
cases at a same control interval, which also confirms that DMPC technique has more
potentials dealing with multi-level power converter based application in comparison with
conventional switching table based methods. In comparison with switching table based
direct torque and power control methods, the direct model predictive control methods,
by using the cost-function based solution, makes both the controller design and tuning
process much more straight-forward, in particular when the frequency regulations and

6This concept can also be applied to deal with “flux” and “voltage” control. A generalized relationship among parts of
its diversities for PMSM(G) control can be found from our on-coming publication [75].

- 88 -



4.5. SUMMARY

!5:0

0:0

5:0

10:0

T
e
=i

d m
[N

m
/A

]

id$m idm T$
e Te

0 0.5 1 1.5

Time [s]

!800:0
!600:0
!400:0
!200:0

0:0
200:0

P
ow

er
[V

A
]

P$ P Q$ Q

(a) FCS-DTC-DPC (L̂x = 0.5Lx).
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(b) FCS-DTC-DPC (L̂x = Lx).
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(c) FCS-DTC-DPC (with L̂x = 2Lx).
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(d) ST-DTC-DPC (L̂x = 0.5Lx).
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(e) ST-DTC-DPC (L̂x = Lx).
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(f) ST-DTC-DPC (L̂x = 2Lx).

Fig. 4.14: [Experimental results:] of the parameter sensitivity investigation. Sub-figures (a), (b)
and (c) stand for the FCS-DTC-DPC methods, from up to down are: electromagnetic torque,
d-axis current and active/reactive power and their references; (d) (e) and (f) are for ST-DTC-DPC
methods, from top to bottom are electromagnetic torque and flux, grid side active/reactive power
and their references, respectively. L̂x is the inductance value used in the controller, while Lx

is the measured value, with x ∈ {s, g}, representing the generator stator and grid side filter
inductance, respectively.

DC-link capacitor voltage balancing control are considered. With regarding to the steady
state control variable ripples, the experimental results confirm that, DMPC technique
might achieve smaller ripples, at the similar switching frequency, in particular for the
three-level power converter control.
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Chapter 5

Advanced direct model predictive control

In this chapter, certain problems and drawbacks of the classical DMPC schemes are
analyzed and formulated in Sec. 5.1. Following, in Sec. 5.2 two computational-efficient
DMPC (CE-DMPC) schemes for three-level NPC power converters are introduced to reduce
the computational efforts of the classical DMPC techniques. The proposed CE-DMPC
concepts are applied to three-level NPC back-to-back power converter PMSG wind turbine
systems: generator side with predictive torque control, and grid side with predictive power
control. In Sec. 5.3, Sec. 5.4 two performance-enhanced DMPC (PE-DMPC) concepts are
proposed to reduce the ripples of steady state control variables to conquer the big-ripple
drawbacks of the classical DMPC for two-level power converters without increasing the
sampling frequency. Experimental results are also given which confirm the effectiveness of
the proposed methods. In Sec. 5.5, by using the recently reported reactive power definition,
a proposed direct model model predictive control method dealing with unbalanced grid
control is verified for the grid-tied three-level NPC back-to-back power converter PMSG
wind turbine system.

5.1 Problems of classical DMPC

DMPC, also named Finite-Control-Set Model Predictive Control (FCS-MPC) (See e.g., [10,
21, 82,91,108]), has received more and more attention. This technique exploits the finite
number of the switching states of a power converter and combines current (torque) or power
control and modulation into one computational step. Straightforward concept, fast control
dynamics and flexibility in terms of the control target realization are the advantages. In the
past decade, research on DMPC has spread out across various fields, e.g., renewable energy
systems, matrix and multi-level converters, and electrical drives [21, 25, 73, 74, 82, 109].
In particular, for multi-level and multi-phase converters with more than eight switching
states, DMPC increases the system performances and eases controller design process.

The concept of the classical DMPC has already been introduced in Chp. 4. To ease the
problem description, this concept is depicted in Fig. 5.1 and named as C-DMPC (for the
sake of a clear comparison with other schemes to be presented).
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5.1. PROBLEMS OF CLASSICAL DMPC

C-DMPC evaluates a given cost function (representing the control targets/objectives)
for each switching state ~uy (where y ∈ {m, g}, representing machine (m) and grid side
(g), respectively) of an admissible (finite) set U . The switching sequence which minimizes
the cost function will be chosen and applied for a whole control interval. Typically, this
technique enumerates all the admissible switching states to perform the state prediction
and cost minimization, i.e., using “exhausting search” manner to solve the optimization
problem. This leads to extremely heavy computational efforts, in particular for multilevel
power converters or long-horizon prediction where a great amount of switching states are
available [41,110].

5.1.0.1 Drawback 1: heavy computational efforts caused by the enumeration
concept

One severe drawback of C-DMPC for multi-level converters (even for one prediction step)
is that: the amount of switching states (e.g. 27 switching states for a 3L-NPC converter)
increases the computation time drastically thus real-time implementation is not feasible
in general [82, 111, 112]. In particular, when certain functionality, e.g., parameter on-
line estimations, encoderless/voltage sensorless control and multiple switching sequence
selection methods, etc., are considered.

Fig. 5.1: Classical DMPC calculation efforts illustration, where CS and TS are the abbreviations
for “constraint set” and “targeting set”, respectively, p stands for “prediction”.

Recent papers, e.g., [90, 113], have already shown that longer prediction horizon results
in a drastically improved system performance: e.g., lower torque ripples and lower current
THDs will be obtained. However, the computation time will increase exponentially as the
number of prediction steps increases, impeding the real-time realization in many cases.
This again emphasizes the necessity to investigate on computational efficient solutions.
Therefore many of the recent research efforts are made to reduce the computation load
of (direct) model predictive control schemes so to ease its real-time implementation.
In [85,113] a sphere decoding method (originated from the signal processing fields) was
adopted for a 3L-NPC inverter-fed induction machine control. It was proven to be effective
in particular for multilevel and multiple prediction cases. However, the computation time
is reduced statistically and whether the decoding is feasible or not heavily depends on
the chosen cost function format (for instance, the voltage balancing control target of a
NPC power converter cannot be encoded/decoded with such approach). Its application is
therefore quite limited. In [106] three computationally efficient schemes, namely, move
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blocking, extrapolation, and event-based horizon MPC, are discussed. However, each has
its disadvantages. In [114], a simplified predictive current control combining a deadbeat
concept is used to reduce the computational efforts for grid-tied AFEs. The computational
load reduction is effective. The most widely used direct model predictive control schemes,
such as predictive power and torque control, remains to be discussed. Additionally, there
are still rooms to reduce the computational load even further.

Within this chapter, two computational efficient solutions for three level NPC back-
to-back power converter systems using DMPTC and DMPPC schemes are proposed,
combining the deadbeat and DMPC concept with an intelligent off-line searching solution.
The proposed concepts and their real-time realization details for NPC three-level back-to-
back power converter PMSG wind turbine systems1 are introduced in Sec. 5.2.

Fig. 5.2: Vector plane and control variable ripple effect using classical DMPC. Left side shows
the vector plane of a two level voltage source power converter, where the black ones are the seven
available switching vectors, the red one is assumed to be the desired voltage vector ~vopt

eq ; ~vCl
1

is assumed to be the selected optimal vector with a classical DMPC controller. The right side
shows the control variable ripples using the classical DMPC scheme, where the red line is the
reference, the blue and black lines are the tracking lines using sampling time of T 1

s , T
1
s (= 2T 2

s ),
respectively.

Based on the C-DMPC concept, minimizing the cost-function yields the optimal one
voltage vector, which is kept for a whole control interval, i.e., one-vector-per-control-
interval. With a similar sampling frequency, the ripples of the control variables are
much bigger (particularly for a two-level power converter due to its limited switching
states and admissible voltage vectors) in comparison with the classical modulator based
techniques, where typically three switching state/switching vectors (for instance, SVM
based solutions) are applied for a whole control interval. This has already been illustrated
by the experimental data in Chp. 3 and Chp. 4.

One possible solution (similar to DTC or DPC techniques) is to increase the sampling
frequency (with which, the ripple reduction effect is illustrated in Fig. 5.2). It is not
difficult to understand, increasing the sampling frequency will not generate different slopes

1This concept can also be applied to two-level power converters topologies [8].
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of the control variables. The ripple reduction effects are caused only by the reduced
actuating time of the chosen vector, i.e., the fast refreshing rate of the controller. To realize
this, however, requires fast measuring/sampling of the controller hardware set-up [115].

5.1.0.2 Drawback 2: big steady state ripples caused by the one-vector con-
cept

Therefore, how to reduce the control variable ripples (without increasing the sampling
frequency) thus to enhance the steady state performances is another question remains to
be further investigated.

To cope with this, a duty optimal direct model predictive power control method
(DutyOpt-DMPPC) was reported in [17] for an AFE control, where instead of one-vector-
per-control-interval, two vectors, namely, one active and one zero vectors, were chosen
to minimize the cost-function. An equivalent voltage vector in phase with the selected
active vector with an optimized length can be synthesized. Therefore, better steady
state performance than the classical schemes can be achieved. However, with only one
active and a zero vector, an equivalent vector with phases (directions) other than that of
the fundamental active vectors cannot be synthesized; the performance improvement is
therefore quite limited. Inspired by these, two performance-enhanced DMPC (PE-DMPC)
concepts with two and three switching vector based solutions are introduced in this work.
Different from both the classical and the DutyOpt-DMPPC schemes is that with the
proposed methods, an equivalent vector with both optimized “phase” or/and “length” is
synthesized to minimize the cost-function. The steady state performances are comparable
with the classical modulator based schemes meanwhile the fast transient dynamics remains
similar to C-DMPC. The main ideas and their realization procedures are introduced in
Sec. 5.3 and 5.4 of this chapter.

Some other issues, such as unfixed switching frequency and wide spread harmonic
spectrum, optimal design of the cost functions, MPC incorporated with parameter online
estimation, MPC with selective harmonic elimination (SHE) or optimal pulse pattern
design for very low switching frequency, systematical level design of (quasi) centralized
MPC for back-to-back power converters, etc., remain also open. However, they are not
the focus of this dissertation.

5.2 Computationally efficient DMPC for three-level

NPC power converters

5.2.1 Introduction

Fig. 5.3 illustrates a direct-drive wind turbine system with PMSG and 3L-NPC back-
to-back power converter. The back-to-back converter consists of machine-side converter
(MSC) and grid-side converter (GSC) which share a common DC-link. Control objectives
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Fig. 5.3: Simplified electrical circuit of a 3L-NPC back-to-back PMSG wind turbine system with
RL-filter on the grid-side and its controller with DMPC scheme.

for MSC and GSC include (see e.g. [10, 17] and the references therein): (co1) Fast and
accurate torque control to assure (a) maximum power point tracking (MPPT) of the wind
turbine system or (b) nominal torque generation for wind speeds above the nominal wind
speed. In addition, to achieve a high efficiency and to reduce the stress on the mechanical
components, a low torque ripple and a low THD should be guaranteed; (co2) Power control,
i.e., the GSC shall assure grid-side active and reactive power control with fast dynamics
to have small the DC-link voltage fluctuations (active power is controlled indirectly by
the DC-link voltage controller). Moreover, the underlying GSC current controller(s) must
guarantee a certain power quality to fulfill grid codes; and (co3) DC-link capacitor voltage
balancing control. For 3L-NPC back-to-back converters, (at least) one side needs to assure
balancing of the voltages Vc1 [V] and Vc2 [V] of the upper and lower DC-link capacitors.
(see Fig. 5.3), i.e.,

Vc1
!

= Vc2 > 0 =⇒ Vd := Vc1 + Vc2 > 0. (5.1)

These objectives can be achieved through a classical direct model predictive control
method to apply two switching states ~um and ~ug which result in two gate signal vectors
~Gm = G−1(~um) and ~Gg = G−1(~ug) on machine and grid side converters, respectively (see
Fig. 5.3). However, the required computational effort is one of the concerns. The C-DMPC
concept has already been given in Algorithm 4.1. Following these steps, the relevant
controller for machine and grid side converters are designed as follows.
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5.2.1.1 Machine-side torque control and voltage balancing

For classical DMPC, the machine-side cost function is defined by

Jm
DMPC(~um) = γTe

|T ∗e − Te(~um)|
Jmax
Te︸ ︷︷ ︸

=:JTe

+ γidm
|id∗m − idm(~um)|

Jmax
idm︸ ︷︷ ︸

=:J
idm︸ ︷︷ ︸

=:JTSm

+ γVo
|V ∗o − Vo[k+1]|

Jmax
Vo︸ ︷︷ ︸

JVo=:JCSm

(5.2)

with weighting factors γTe [1], γidm [1] and γVo [1] and normalization factors Jmax
Te

> 0 [Nm],
Jmax
idm

> 0 [A] and Jmax
Vo

> 0 [V] (e.g. representing the expected maximal value of each

sub-cost or the rated value of each quantity).

The target set cost function JTSm = JTe + Jidm is represented by the sum of the sub-costs
JTe and Jidm for torque control with torque reference T ∗e [Nm] and d-axis current control to
guarantee a constant flux (i.e. id∗m = 0[A] for maximum torque per ampere). The constraint
set JVo = JCSm shall assure voltage balancing with difference voltage reference V ∗o = 0 V.

5.2.1.2 Grid-side power control and voltage balancing

For classical DMPC, the grid-side cost function is defined by

Jg
DMPC(~ug) = γP

|P ∗ − P[k+1](~ug)|
Jmax
P︸ ︷︷ ︸

=:JP

+ γQ
|Q∗ −Q[k+1](~ug)|

Jmax
Q︸ ︷︷ ︸

=:JQ︸ ︷︷ ︸
=:JTSg

+ γVo
|V ∗o − Vo[k+1](~ug)|

Jmax
Vo︸ ︷︷ ︸

JVo=:JCSg

(5.3)

with weighting factors γP [1/W], γQ [1/var] and γVo [1/V] and normalization factors Jmax
P >

0 [W], Jmax
Q > 0 [var] and Jmax

Vo
> 0 [V]. The target set cost function JTSg = JP + JQ is

represented by the sum of the sub-costs JP and JQ for active and reactive power control,
respectively. The constraint set JVo = JCSg shall also assure voltage balancing. Note that,
since JCSm = JCSg , both converters may contribute to voltage balancing.

Remark 5 (On the tuning of weighting factors) Basically, there exist cost func-
tions with equally important terms (sub-costs) and cost functions with secondary (impor-
tant) terms. In [116], for some particular control problems, reasonable tuning intervals
for the weighing factors of these cost function types are presented. In this section, the
considered cost functions comprise equally important and secondary (important) terms.
Hence, the given guidelines in [117] are not directly applicable. The essential step, to make
it intuitive again, is the use of normalized sub-costs and to choose the weighting factors
of the normalized sub-costs within an interval of [0, 1] [10]. Moreover, since, for different
operation points different sub-costs might be more important, the use of varying or adaptive
weighting factors might be useful. In this chapter, normalized sub-costs in (5.3) and (5.2)
are used for C-DMPC. The equivalent weighting factors for the computationally efficient
DMPC schemes are derived by the formulas given in (5.6) and (5.11), respectively.
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Remark 6 (Discussion of the computational load) In view of Algorithm 4.1, the
following computational load is to be expected: In Step I, each of the prediction models (2.42),
(2.21) and (2.50) needs to be computed for all ~um, ~ug ∈ U27 (i.e. 27 times each). Then,
in Step II, the cost functions Jm

DMPC(~um) as in (5.2) and Jg
DMPC(~ug) as in (5.3) must be

evaluated for all ~um, ~ug ∈ U27 (i.e. 27 times each) to find the optimal switching vectors
~u∗m and ~u∗g on machine and grid side, respectively. Finally, in Step III, the optimal gate

vectors ~G∗m = G−1(~u∗m) and ~G∗g = G−1(~u∗g) are generated and applied.

As can be seen the computational load for applying the C-DMPC scheme to such a
three-level NPC back-to-back power converter PMSG wind turbine system is considerably
heavy. The following sections introduces the proposed computationally efficient DMPC
(CE-DMPC) concept, based on which two applicable solutions are then presented.

5.2.2 Concept of the proposed computationally efficient DMPC

The idea of the proposed computationally efficient DMPC (CE-DMPC) schemes is the
intelligent (offline) selection of admissible and reasonable but smaller sub-sets of U27 such
that fewer switching vectors must be tested during prediction and cost function evaluation.
Hence, the goal is to find a smaller switching vector set within an admissible region (later
called candidate region) such that it is still feasible to minimize the sub-costs JTSx and
JCSx in (4.1) adequately. Within this context2, two methods for selection of the candidate
regions will be proposed: CE-DMPC with hexagon candidate region (HCR, see Sec. 5.2.3)
and CE-DMPC with triangle candidate region (TCR, see Sec. 5.2.4). The general idea of
the proposed CE-DMPC schemes is illustrated in Fig. 5.4 and consists of five steps (also
listed as pseudo code in Algorithm 5.1):

Fig. 5.4: Block diagrams of the proposed computationally efficient (CE) direct model predictive
control (DMPC) schemes for torque and power control.

2Note that a similar idea has been proposed recently in [114] for predictive current control of voltage source AFEs.
This work adopts and extends the idea from [114]. The differences are: (i) Instead of using predictive current control,
the proposed CE-DMPC schemes are utilized in the frames of predictive torque and power control on the machine and
the grid side control of a grid-tied 3L-NPC back-to-back power converter for wind turbine systems with permanent-magnet
synchronous generator (PMSG), and (ii) two candidate regions, i.e. hexagon candidate region (HCR) and triangle candidate
region (TCR), are proposed for wind turbine systems with PMSG and 3L-NPC back-to-back power converters.
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Algorithm 5.1 Proposed CE-DMPC algorithm with ~uy ∈ UCR (⊂ U , y ∈ {m, g})
Step I: Dead-beat reference voltage prediction for given target reference TS∗:

{ ~v∗y = M−1
TS(TS∗) }

Step II: Selection of candidate region CR according to constraint set CS

{ UCR ⊂ U with respect to ~v∗y and CSp = MCS(~uy) }
Step III: Prediction for all ~uy ∈ UCR ⊂ U :

{ TSp(~uy) = MTS(~uy) and CSp(~uy) = MCS(~uy) }
Step IV: Cost evaluation and selection of optimal switching vector out of UCR:
{ ~u∗y := arg min~uy∈UCR JCE−DMPC(~uy) with equivalent cost JCE−DMPC(~uy) as in (5.4) }

Step V: Application of optimal gate signal vector:

{ ~G∗ = G−1(~u∗y) }

• Step I - Reference voltage prediction: Instead of evaluating the cost function (4.1)
for all 27 possible switching states, the proposed algorithm directly computes the
reference voltage ~v∗y only for the target set by using a dead-beat/like approach. The
constraints are neglected.

• Step II - Selection of the candidate region (CR): In view of the predicted reference
voltage ~v∗y and the constraint set, a candidate region UCR ⊂ U (subset of U) is
selected which will comprise (much) less than 27 switching vectors.

• Step III - Prediction over the reduced candidate region: For the evaluation of the
cost function in Step IV, the prediction models of target and constraint set must
then be computed only for the switching vectors ~uy element of the reduced candidate
region UCR ⊂ U .

• Step IV - Cost evaluation and selection of optimal switching vector: For all switching
vectors ~uy ∈ UCR the equivalent cost

Jm
DMPC(~uy) = γeq

TSy,1
|vα∗y − vαy (~uy)|+ γeq

TSy,2
|vβ∗y − vβy(~uy)|︸ ︷︷ ︸

=:Jeq
TSy

+
n∑
j=1

γCSy,j |CS∗y,j − CS
p
y,j(~uy)|︸ ︷︷ ︸

JCSy

(5.4)

is evaluated and the optimal switching vector

~u∗y := arg min
~uy∈UCR

JCE−DMPC(~uy)

is selected. The equivalent sub-cost Jeq
TS weights deviations between predicted

reference voltage ~v∗y = (vα∗y , vβ∗y )> and to be applied voltage vector ~vy(~uy) =
(v1

y(~uy), v2
y(~uy))>. Note that, by adjusting the equivalent weighting factors γeq

TSy,1

and γeq
TSy,2

in (5.4) to a certain value, an equivalent sub-cost for the targeting set can

be maintained, i.e. Jeq
TSy

= JTSy as in (4.1).
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• Step V - Application of optimal gate signal vector: Based on the optimal switching
vector ~u∗y the optimal gate signal vector ~G∗y = G−1(~u∗y) is generated and applied.

In the following sections, to illustrate and compare the computational effort reduction of
the proposed concept, two computationally efficient DMPC schemes based on such concept
are introduced and applied to torque and power control of wind turbine systems with
PMSG and 3L-NPC back-to-back power converter. Control objectives are (co1) torque
control, (co2) power control and (co3) voltage balancing as introduced in Sec. 8.1. The
control objective (co3) will be considered as a constraint.

5.2.3 CE-DMPC with hexagon candidate region

(a) Hexagon candidate region. (b) Triangle candidate region.

Fig. 5.5: Candidate regions with reduced number of switching vectors to be evaluated for CE-
DMPC schemes: (a) CE-DMPC with hexagon candidate region (HCR) and (b) CE-DMPC with
triangle candidate region (TCR).

This subsection introduces CE-DMPC with hexagon candidate region (HCR) for torque
and power control of wind turbine systems with PMSG and 3L-NPC back-to-back power
converter.

The basic idea is illustrated in Fig. 5.4 and Fig. 5.5a. Computation and optimization
follow Algorithm 5.1. More details are explicitly given for machine-side and grid-side as
follows.
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5.2.3.1 Machine-side torque control and voltage balancing

To achieve the control objectives (co1) and (co2), the following equivalent cost function
(similar to (5.4)) is proposed

JmCE−DMPC(~um) = γeq
vdm
|vd∗

m[k] − vd
m(~um)|+ γeq

vqm
|vq∗

m[k] − v
q
m(~um)|︸ ︷︷ ︸

=Jeq
TSm

+ γVo
|V ∗o − Vo[k+1]|

Jmax
Vo︸ ︷︷ ︸

=JCSm

(5.5)

with the equivalent weighting factors (with [unit])

γeq
vdm

= Ts
LsJmax

idm

γidm [1/V] and γeq
vqm

= Npψpm
Ts

LsJmax
Te

γTe [1/V] (5.6)

where γidm , γTe , J
max
idm

and Jmax
Te

are as in (5.2) and vd∗m , v
d
m [V] and vq∗m , v

q
m [V] are reference

and actual voltages of the direct and quadrature component, respectively.

• Step I of Algorithm 5.1: The reference voltage is computed such that dead-beat
torque control is (approximately) achieved. The constraints are neglected in this step. As
references for the next sampling instant the machine-side current references

~idq∗
m[k+1] =~idq

m[k+1] =

(
id∗m[k+1],

T ∗e[k+1]

Npψpm

)>
(5.7)

are chosen where the reference torque T ∗e[k+1] comes from the speed controller (see Fig. 5.3)

and the reference current id∗m[k+1] = 0 is set for maximum torque per ampere. Following

the deadbeat concept introduced in Chp. 3, yields the (predicted) machine-side reference
voltage vector

~vdq∗
m[k] = B−1

m

[
~idq∗

m[k+1] −Am[k]
~idq

m[k] −Hm[k]

]
. (5.8)

This computation is simple and requires solely one computation step. Applying ~vdq∗
m[k]

would (ideally) control the current~idq
m[k+1] to reach its reference~idq∗

m[k+1] in the next sampling
interval. Hence, dead-beat torque control could be achieved with Te[k+1] = T ∗e[k+1]. The

predicted reference voltage ~vdq∗
m[k] might not be applied instantaneously (in view of the

switching nature of converter), however its knowledge allows to restrict the candidate
region.

• Step II of Algorithm 5.1: The selection of the candidate region is the crucial step
in Algorithm 5.1 which allows to reduce the computation time of the prediction of the
constraint set Vo[k+1] = Vo(~um, ~ug) and the evaluation of the cost function (5.2). To
illustrate the offline procedure of the selection of the candidate regions, assume that
the predicted reference voltage vector ~v∗m := ~v αβ∗m = TP(φe)v

d,q∗
m (obtained in Step I

by (5.8)) is located at the position shown in Fig. 5.5a. Without the constraint of voltage
balancing (i.e. without the sub-cost JCSm in (5.2)) solely the four switching vectors
“P0N,PP0, 00N,PPN” will yield the lowest cost. However, control objective (co3) also
needs to be taking into account. Therefore, an intelligent selection of the candidate region
must be found. For simplicity, assume that the grid-side current vector~iabc

g[k] will not change
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over the small sampling interval [kTs, (k + 1)Ts], then |~ug|> ·~iabc
g[k] in (2.21) is constant

and the sub-cost JCSm = γVo|V ∗o − Vo[k+1]| in (5.2) can only be minimized by switching

vectors ~um which compensates for − C
Ts
Vo(k) + |~ug|~iabc

g[k] in (2.21). An offline analysis of

the effect of each switching vector ~um ∈ U27 on the difference voltage Vo in (2.21) yields
that there are seven “impact levels” L0, L1, . . . , L5, L6 (see Fig. 5.5a) with similar
impact on the minimization [54]. For instance, level L0 comprises the switching states
N00 and P00 which both give |~um| = (|1|, |0|, |0|)> = (| − 1|, |0|, |0|)> = (1, 0, 0)>. Level
L5 comprises “NPN,PNP,PNN,NPP,PPN,PPP,NNN” which all yield |~uy| = (1, 1, 1)>.
Clearly, evaluation of (2.21) gives different values for L0 and L5. Hence, for the considered
reference vector ~v∗m in Fig. 5.5a, all seven levels must be considered and the smallest
admissible hexagon candidate region is the light green hexagon in Fig. 5.5a. It has 12
elements and is given by

UHCR
CRm

:= {NNN, 000,PPP, 0P0,N0N, 00N,PP0,P00, 0NN, 0PN,PPN, 0P0} ⊂ U27. (5.9)

Therefore, instead of 27 evaluations of the cost function (5.2), 12 evaluations of the
equivalent cost function (5.2) are required. One of these 12 switching state vectors will be
the optimal vector to minimize (5.2), since (at least) one element of the seven levels L0,
. . . , L6 belongs to selected hexagon candidate region UHCR

CRm
(see Fig. 5.5a). Note that all

hexagon candidate regions (like the light green hexagon) in Fig. 5.5a will result in sets
UHCR

CRm
with not more than 12 elements.

• Step III, IV and V of Algorithm 5.1: The remainder of Algorithm 5.1 is now to evaluate
the constraint set prediction model (2.21) and the equivalent cost function (5.2) for all
~um ∈ UCRm (i.e. 12 times each) to find the optimal switching vector ~u∗m which will be used

to generate and apply the optimal gate vector ~G∗m = G−1(~u∗m).

5.2.3.2 Grid-side power control and voltage balancing

To achieve the control objectives (co2) and (co3), the following equivalent cost function
(equivalent to (5.3)) is proposed

Jg
CE−DMPC(~ug) = γeq

vαg
|vα∗g[k] − vαg (~ug)|+ γeq

vβg
|vβ∗g[k] − v

β
g (~ug)|︸ ︷︷ ︸

=Jeq
TSg

+ γVo
|V ∗o − Vo[k+1]|

Jmax
Vo︸ ︷︷ ︸

=JCSg

(5.10)

with equivalent weighting factors (with [unit])

γeq
vαg

=
Ts‖~eαβg ‖
LsJmax

P

γP [1/V] and γeq

vβg
=
Ts‖~eαβg ‖
LsJmax

Q

γQ [1/V], (5.11)

respectively, where γP , γQ, Jmax
P and Jmax

Q are as in (5.3).

Note that, the equivalent cost function JmCE−DMPC(~um) in (5.2) and JgCE−DMPC(~ug)
in (5.10) share the same sub-cost JCSm = JCSg = JVo for the constraint set. There-
fore, grid-side CE-DMPC with HCR is almost identical to that on the machine side. So,
only essential steps are highlighted in the following.
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• Step I of Algorithm 5.1: The reference voltage on the grid-side is computed to achieve
a dead-beat like behavior for active and reactive power. The constraints are neglected.
In the next sampling instant, active P [W] and reactive Q [var] power should equal their
respective reference values, hence(

P[k+1], Q[k+1]

)>
=
(
Q∗[k+1], Q

∗
[k+1]

)>
(5.12)

are chosen in (2.50) where the active power reference Q∗[k+1] comes from the DC-link

controller (see Fig. 5.3) and the reactive power reference Q∗[k+1] from the operation manage-

ment of the wind turbine (according to specifications by the grid operator). Inserting (5.12)
into (2.50) and re-arranging yields the (predicted) grid-side reference voltage vector(

vα∗g[k]

vβ∗g[k]

)
=

(
eαg[k]

eβg[k]

)
− Lg

Ts||~eαβg[k]||2

[
eαg[k] eβg[k]

eβg[k] −eαg[k]

]
·

(
Q∗[k+1] − P[k] + TsRg

Lg
P[k] + ωgTsQ[k]

Q∗[k+1] −Q[k] + TsRg

Lg
Q[k] − ωgTsP[k]

)
(5.13)

• Step II of Algorithm 5.1: In view of the dead-beat like prediction of the reference voltage
vector (5.13), only the constraint set limits the reduction of the candidate region on the
grid side. Since the constraint set on machine and grid-side are identical (i.e. JCSm = JCSg),
the offline selection of the hexagon candidate region(s) on the grid side is identical to the
one on the machine side. Hence, the candidate region(s) UHCR

CRg
= UHCR

CRm
on the grid side

are the same as those on the machine side (see e.g. (5.9)) and do not have more than 12
elements.

• Step III, IV and V of Algorithm 5.1 on the grid side are identical to those on the
machine side.

Remark 7 (Discussion of the computational load) The CE-DMPC schemes with
HCR on machine and grid side allow to make the evaluation of the prediction models for
the target sets obsolete. Due to the dead-beat like prediction of the voltage vectors in (5.8)
and (5.13), instead of 27 computations, only one computation is required, respectively.
Hence, the computation times for the evaluation of the prediction models for the target
sets JTSm = JTe + Jids and TTSg = JP + JQ are reduced by 1 − 1

27
≈ 96 % to nearly 4 %

of the computation time required by classical DMPC. Moreover, the CE-DMPC schemes
with HCR allow to shrink down the reasonable candidate regions on machine and grid
side: Instead of 27 only 12 switching vectors must be considered. Hence, the computation
time of the CE-DMPC with HCR can be reduced by

1− 12

27
≈ 55.6% (i.e., the potential computation time reduction by CE-DMPC with HCR) (5.14)

to nearly 44.4 % of the computation time of classical DMPC. Note that, additional compu-
tations are required for the determination of the location of the predicted reference voltages
vd,q∗

m and ~v αβ∗g within the hexagon. However, such calculations are easy to implement and
not computationally demanding: Classical algorithms from space vector modulation can be
applied.
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5.2.4 CE-DMPC with triangle candidate region

This subsection introduces CE-DMPC with triangle candidate region (TCR) for torque
and power control of wind turbine systems with PMSG and 3L-NPC back-to-back power
converter. The basic idea is illustrated in Fig. 5.4 and Fig. 5.5b. Again, the procedure and
computation follow Algorithm 5.1 where the same equivalent cost functions (5.2) and (5.10)
on machine and grid-side are used, respectively. Moreover, Step I (dead-beat like reference
prediction) is identical to Step I of CE-DMPC with HCR. But now, the selection of the
triangle candidate regions allows to reduce the computation time compared to CE-DMPC
with HCR even more if fulfillment of the dynamic specifications for the constraint set
(i.e. JCSm = JCSg = JVo in (5.2) or (5.10)) are less significant than the target set objectives
(i.e. JTSm = JTe + Jidm in (5.2) and JTSg = JP + JQ in (5.10)). To omit the redundant
part as is introduced in the above sections, only the key idea and the essential changes to
CE-DMPC with HCR are discussed for machine-side torque control and voltage balancing.
The derivation for grid-side power control and voltage balancing follows analogously.

5.2.4.1 Machine-side torque control and voltage balancing

Steps I, III, IV and V of Algorithm 5.1 are identical to CE-DMPC with HCR (see Sec. 5.2.3)
only Step II, as the crucial step, yields a different outcome.

• Step II of Algorithm 5.1: Again, to illustrate the offline selection of the candidate
region, assume that the reference voltage vector ~v∗ := ~v αβ∗m = TP(φe)v

d,q∗
m (obtained

by (5.8)) is located at the position shown in Fig. 5.5b. Clearly, sector I can be divided
further into five sub-regions or triangles (those labeled with 1, . . . , 5 in Fig. 5.5b). By
analyzing the geometric relations between those triangles within sector I, it is not difficult
to see that one can differentiate the triangles from each other by checking the following
rules in order of appearance (i.e. start with (rule-i) and stop with (rule-iv))

(rule-i) vα∗m +
√

3
3
vβ∗m ≤ U

2
,

(rule-ii) vα∗m +
√

3
3
vβ∗m ≥ U ,

(rule-iii) vα∗m −
√

3
3
vβ∗m ≤ U

2
,

(rule-iv) vβ∗m >
√

3
4
U where U =

√
2/3(Vc1 + Vc2) =

√
2/3Vd.

Evaluation of the rules gives the triangle (see Tab. 5.1) which has to be considered and
evaluated for a given reference voltage vector. A specific judgment about the relevant
triangle and the number of the relevant switching vectors is made such that the cost
function (5.2) can be minimized within the corresponding triangle. Tab. 5.1 lists these
judgments and the number of switching vectors to be evaluated for each of the triangles.
For instance, if (rule-iv) is satisfied, then the switching vector set of this triangle candidate
region (i.e. “triangle 4”) becomes

UTCR 4
CRm

= {00N, PP0, PPN, P0N} ⊂ U27, (5.15)
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Triangle (rule-i) (rule-ii) (rule-iii) (rule-iv) No. of ~uy to be evaluated

1 true - - - 7

5 false true - - 3

2 false false true - 4

4 false false false true 4

3 false false false false 5

Table 5.1: Determination of triangle candidate region (TCR): Decision rules and resulting number
of switches ~uy, y ∈ {m, g}, to be evaluated.

whereas, if (rule-ii) holds, i.e. “triangle 5” (the outer most line of sector I), the triangle
candidate region (reduced switching vector set) is given by

UTCR 5
CRm

= {PPN, P0N, PNN} ⊂ U27. (5.16)

The remaining switching vector sets UTCR i
CRm

, i = 1, 2, 3 follow by inspection from Fig. 5.5b
and Tab. 5.1.

Remark 8 (Sector determination and mirroring to sector I) For situations where
the reference voltage vector ~v∗Ny (y ∈ {m, g}) is located in sector N ∈ {II, . . . , V I} and is
not located in sector I (see Fig. 5.5b), simple mirroring of the reference voltage vector ~v∗Ny

into sector I allows to re-use the sub-region determination procedure introduced above for
all sectors I, II, . . . , V I. To mirror the reference voltage vector the following rotation
has to be performed

~v∗Iy = TP(φ̃)~v∗Ny , (5.17)

where φ̃ = π
3
(N − 1) and N is the number of the sector in which ~v∗Ny is located.

5.2.4.2 Grid-side power control and voltage balancing

Again, Steps I, III, IV and V of Algorithm 5.1 are identical to the steps of CE-DMPC
with HCR on the machine side (see Sec. 5.2.3). Moreover, Step II of Algorithm 5.1 –
the selection of the triangle candidate regions – follows the same rules as introduced in
Sec. 5.2.4 for the machine side (see Tab. 5.1). Details are omitted.

Remark 9 (Discussion of the computational load) The CE-DMPC with TCR achieves
an even further reduction of the reasonable candidate regions: Instead of 27 only 3, 4, 5
or 7 switching vectors must be considered and evaluated on machine and grid-side (see
Tab. 5.1). Considering the mean value of the numbers of switching vectors to be evaluated
for all five triangles, i.e.

7 + 3 + 4 + 4 + 5

5
=

23

5
= 4.6,
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(assuming a uniform distribution of the reference voltage) yields that the computation time
for CE-DMPC with TCR is reduced on average by

1− 4.6

27
≈ 83 % (i.e., the potential computation time reduction by CE-DMPC with TCR) (5.18)

to nearly 17 % of the computation time of classical DMPC on machine and grid side.
However, the constraint sets, i.e. JCSm = JCSg = JVo (see (5.2) and (5.10)), are not
explicitly considered during the selection of the triangle candidate regions, which may lead
to a less optimal control performance with respect to voltage balancing and current ripples.

5.2.5 Evaluation and analysis

In this section the control performances of CE-DMPC with HCR and CE-DMPC with
TCR are illustrated by simulation results and compared with the control performance of
C-DMPC. As simulation scenario, a grid-tied 3L-NPC back-to-back PMSG wind turbine
system (described in Chp. 2) is implemented in Matlab/Simulink. Simulation and system
data are collected in Tab. 5.5.

5.2.5.1 Simulative evaluations

The test scenario is as follows: Within the interval [0, 0.5] s, the wind speed is kept constant
at 12m s−1, which leads to a maximum grid-side output power of 1kW and a machine
torque of approximately −9N m. At 0.5s the wind speed increases to 17m s−1 and is kept
constant until 1s; then it starts to change to 21m s−1 at 1s. From 1.5s on, the wind speed
reduces again to 17m s−1 and is kept at this speed until 2.5s. The initial DC-link capacitor
voltages are chosen differently with Vc1(0) = 350 V and Vc2(0) = 400 V to investigate the
DC-link voltage balancing performance of the three control schemes. The machine starts
with an initial speed of 40πrad s−1. For all simulation results in the Fig. 5.6, 5.7 and ??,
the grid voltages are balanced and non-faulty.

Figures 5.6(a), 5.6(c) and 5.6(e) illustrate the overall control performances of the direct
model predictive torque controllers on the machine side and the direct model predictive
power controllers on the grid side using classical DMPC, the proposed CE-DMPC with
HCR and the proposed CE-DMPC with TCR, respectively. The evolutions of torque Te,
grid-side active power P and reactive power Q are almost identical for classical DMPC
and the proposed CE-DMPC schemes.

In Figures 5.6(b), 5.6(d) and 5.6(f), the corresponding machine-side currents ~iabcm , the
grid-side current iag and voltage eag of phase a, the DC-link voltage Vd and the capacitor
voltages Vc1 and Vc2 are plotted for the three different control schemes. The current
evolutions are almost identical for all the DMPC schemes (see the 1st and 2nd subplots
in Fig. 5.6(b), 5.6(d) and 5.6(f), respectively.). The CE-DMPC with TCR shows higher
ripples in the currents and the DC-link voltage than classical DMPC and CE-DMPC with
HCR (see Fig. 5.6(f)). The DC-link balancing control performances of all three DMPC
schemes are shown in the 3rd and 4th subplot of Fig. 5.6(b), 5.6(d) and 5.6(f), respectively.
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(b) Classical DMPC.
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(c) CE-DMPC with HCR.
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(d) CE-DMPC with HCR.
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(e) CE-DMPC with TCR.
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(f) CE-DMPC with TCR.

Fig. 5.6: Comparison of overall control performance: Wind Vw, torque Te, active power P
and reactive power Q ( left) and machine-side currents ~iabcm , grid-side current iag and voltage eag ,
DC-link voltage Vd and capacitor voltages Vc1, Vc2 ( right), respectively.
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(a) Classical DMPC: Machine-side spectra and THD.
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(b) Classical DMPC: Grid-side spectra and THD.
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(c) CE-DMPC with HCR: Machine-side spectra and THD.
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(d) CE-DMPC with HCR: Grid-side spectra and THD.
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(e) CE-DMPC with TCR: Machine-side spectra and THD.
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(f) CE-DMPC with TCR: Grid-side spectra and THD.

Fig. 5.7: Comparison of machine-side (left) and grid-side (right) current spectra and THDs
for (a)-(b) classical DMPC, (c)-(d) CE-DMPC with HCR and (e)-(f) CE-DMPC with TCR,
respectively (base values for machine and grid side currents are 12.88 A and 11.85 A, respectively.),
respectively.

- 106 -



5.2. COMPUTATIONALLY EFFICIENT DMPC FOR THREE-LEVEL NPC POWER
CONVERTERS

Parameters Simulation Experiment

Turbine quantities

Air density ρ 1.225 kg m−3

Turbine radius Rt 0.8 m

Maximum power coefficient Cp 0.48

Tip speed ratio λ 8.4

Pitch angle β 0◦

Grid-side quantities

Grid-side phase voltage ‖~eg‖ 250 V 120 V

Grid-side voltage frequency ωg 10 0π rad s−1 10 0π rad s−1

Grid-side resistance Rg 1.56× 10−3 Ω 1.56× 10−3 Ω

Grid-side inductance Lg 16× 10−3 H 16× 10−3 H

3L-NPC back-to-back converter quantities

DC-Link cap. C1 = C2 = C 1000× 10−12 F 1000× 10−12 F

Sampling frequency fs 20 kHz 20 kHz

Machine-side quantities

PMSG stator inductance Ld = Lq 9× 10−3 H 9× 10−3 H

PMSG stator resistance Rs 1.1 Ω 1.1 Ω

PMSG flux linkage ψpm 4.1× 10−3 V s 4.1× 10−3 V s

Weighting factors for C-DMPC (for CE-DMPC, given by (5.6) and (5.11))

Weighting factor γTe 1 (Jmax
Te

= 16 N m) 1 (Jmax
Te

= 16 N m)

Weighting factor γidm 1 (Jmax
idm

= 20 A) 1 (Jmax
idm

= 20 A)

Weighting factor γVo 0.01 (Jmax
Vo

= 10 V) 0.01 (Jmax
Vo

= 10 V)

Weighting factor γP = γQ 1 1

Table 5.2: System data of implementation, simulation, measurement, and controller design.

For classical DMPC and CE-DMPC with HCR, the DC-link voltages are balanced with
nearly identical performance, whereas voltage balancing for CE-DMPC with TCR takes
slightly longer; which is due to the limited number of switching vectors allowed for this
scheme (not all elements of the seven levels are considered in contrast to CE-DMPC
with HCR and classical DMPC). After 0.1s all three DMPC schemes achieve an almost
ideal DC-link balancing control performance, i.e. Vc1(t) = Vc2(t) holds true for almost all
t ∈ (0.1, 2.5].

To compare the current quality for all three control schemes in more detail, the current
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spectra and the total harmonic distortions (THDs3) are shown in Fig. 5.7(a), 5.7(c) and
5.7(e) for the machine-side currents and in Fig. 5.7(b), 5.7(d) and 5.7(f) for the grid-side
currents, respectively. Since all switching vectors are used during optimization/prediction,
the classical DMPC scheme shows (slightly) better results than the proposed CE-DMPC
with HCR scheme. CE-DMPC with TCR shows the highest THD values on machine and
grid side, since only very few switching vectors are used during optimization. However,
the grid-side THD value is still below the grid code requirements [119].

5.2.5.2 FPGA based real-time controller realization comparison

To illustrate and compare the real-time realization feasibility and calculating time details,
all three DMPC schemes (i.e. classical DMPC, CE-DMPC with HCR and CE-DMPC
with TCR) are implemented on an FPGA-based real-time system (NI-CRIO 9082 FPGA
from National Instruments). Implementation of each DMPC scheme is visualized in
Fig. 5.8. The different parts of the computation are highlighted by different colors
(e.g. Clarke and Park transformation in dark blue or minimization/evaluation of the cost
functions in red) and contribute individually to the overall computation time Ttotal =
T1 +T2 +T3 +T4 +T5 = T1 +T2 +TMPC. Since T1 and T2 are the same for all three DMPC
schemes, the overall computation time Ttotal will only differ due to different computation
times TMPC = T3 + T4 + T5 of different the model predictive control schemes. Sleeping
time Tsleep = Ts − Ttotal is shown in black.

All DMPC schemes are implemented using an identical FPGA optimization method:
The so-called Single-Cycle-Timed-Loop technique. Note that, since the usage of FPGA
resources and the resulting execution times would not be comparable anymore, possible
parallelizations of certain sub-routines were not considered. The execution times and
the usage of the FPGA resources of all three DMPC implementations are collected in
Tab. 5.4. The proposed computationally efficient DMPC schemes run faster with a
decreased execution time compared to the classical DMPC scheme. Evaluation of the
model predictive control execution times yields a reduction of the computational load by

100% · TDMPC − TCE−HCR

TDMPC

= 100% · 6.8µs− 3.05µs

6.8µs
= 55.1%

for the CE-DMPC with HCR and by

100% · TDMPC − TCE−TCR

TDMPC

= 100% · 6.8µs− 1.625µs

6.8µs
= 79.6%

for CE-DMPC with TCR, respectively. These results confirm the predicted reductions in
computational load as discussed in Sec. 5.2.3 3) and Sec. 5.2.4 3), respectively. Moreover,

3The THD value of a current i(t) with fundamental frequency f1 = 1
T1

= ω1
2π

is computed according to the IEEE Std

1459-2010 [118, Sec. 3.1.2.1] by using the formula THD[%] := 100 ·
√

I2rms

I21,rms
− 1 where I1,rms is the root-mean square value

of the fundamental component of i(t) and I2rms := 1
kT1

∫ τ+kT1
τ i(t)2dt with k ∈ N and T1 = 2π

ω1
is the (averaged) root-mean

square value of the distorted current i(t) over the time interval kT1. k should be a natural number larger or equal to one,
i.e. k ≥ 1. In the paper, k = 10 is used. Note that, i(t) is still T1-periodic.
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(a) Classical DMPC: FPGA implementation.
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(b) CE-DMPC with HCR: FPGA implementation.
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(c) CE-DMPC with TCR: FPGA implementation.

Fig. 5.8: Block diagrams and execution times of the FPGA implementations.
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C-DMPC DMPC-HCR DMPC-TCR

Execution times (top clock of FPGA is 40 MHz, i.e., Ttick = 1s
40M

= 0.025µs)

T1 1.000 µs (40 ticks) 1.000 µs (40 ticks) 1.000 µs (40 ticks)

T2 0.300 µs (12 ticks) 0.300 µs (12 ticks) 0.300 µs (12 ticks)

T3 3.375 µs (135 ticks) 1.450 µs (58 ticks) 0.750 µs (30 ticks)

T4 2.725 µs (109 ticks) 1.275 µs (51 ticks) 0.725 µs (29 ticks)

T5 0.700 µs (28 ticks) 0.325 µs (13 ticks) 0.150 µs (6 ticks)

TMPC 6.800 µs (272 ticks) 3.050 µs (122 ticks) 1.625 µs (65 ticks)

Resources (total/number of used units)

Slices 3227 2992 2974

Slice registers 8872 8372 8072

Slice LUTs 9606 6021 4807

DSP48s 45 54 54

Block RAMs 0 0 0

Table 5.3: FPGA implementation details.

in comparison to the classical DMPC implementation, the required FPGA resources are
also reduced by CE-DMPC with HCR and CE-DMPC with TCR (see Tab. 5.4). Solely,
the usage of the DSP48 slices is (slightly) increased due to the necessary reference voltage
computation as in (5.8) and (5.13), respectively. The classical DMPC scheme does not
require this step.

5.2.5.3 Experimental validation

To finally show the effectiveness of the proposed solutions and their real-time applicability
on a hardware setup, a grid-tied 3L-NPC back-to-back power converter PMSG wind
turbine system emulator was constructed in the laboratory. An overview of the this
test-bench is shown in Fig. 2.10. A step-down variac is installed between the grid and
the L(R) filter to lower the grid voltages for safety reasons. In the following, the overall
control performances during steady-state and transient phase of the proposed solutions are
experimentally verified. The measurement results are shown in Figures 5.9, 5.10 & 5.11.

Overall control performance: The testing scenario is maximum power point tracking
where the wind speed (and hence the reference speed) changes rapidly (with a large slope)
while the load-side torque remains at its rated value to test the most severe condition. The
DC-link voltage reference V ∗dc is set to 350 V and the reactive power reference Q∗ is set to
0 var to achieve a unit power factor. The overall control performance of the three DMPC
schemes are illustrated in Fig. 5.9. As can be seen: Quite similar overall performances for
generator and grid-side control (including the DC-link control) are obtained (see Fig. 5.9).
Solely, CE-DMPC with TCR shows slightly bigger ripples in torque and power.
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(a) Overall control performance of the classical DMPC.
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(b) Overall control performance of the CE-DMPC with HCR.
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(c) Overall control performance of the CE-DMPC with TCR.

Fig. 5.9: [Experimental results] Overall control performances of classical DMPC (a), CE-DMPC
with HCR (b) and CE-DMPC with HCR (c). Each subplot (from top to bottom) shows speed,
machine stator (d-axis) current and electromagnet torque, DC-link and capacitor voltages,
grid-side active and reactive power (and their references), respectively.
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Transient control performance: The closed-loop dynamics are one of the key mea-
sures to judge the performance of a controller. Fast closed-loop control dynamics is one
of the key benefits for using the DMPC solution, in comparison with the conventional
cascaded control structures. Therefore, the transient control performances of both, the
machine and grid side, are tested for all three DMPC schemes. To obtain the fastest
possible closed-loop dynamics of the inner torque and reactive power controllers (covered
by the discussed DMPC schemes), the slow dynamics of outer control loops (e.g. due
to the slow speed controller (2.32) of the wind turbine system) are not considered. The
testing scenario for the classical and the proposed DMPC schemes is as follows: The
DC-link voltage set-point is set to 350 V. On generator side, the torque reference is
manipulated directly (and is not coming from the slow speed controller (2.32)) to obtain
fast and step-like changes in the reference torque varying from −7 N m to 7 N m and back
to −7 N m. On grid side, during steady-state operation of the generator (i.e., the generator
operates with constant torque and speed), the reactive power reference4 is changed step-like
from 500 var to −500 var. The machine-side and grid-side transient control performances
of all three DMPC schemes are depicted in Fig. 5.10 and Fig. 5.11, respectively. All three
DMPC schemes achieve similarly fast closed-loop dynamics: Set-point tracking of a 14 N
reference torque step on machine side (see Fig. 5.10) and of a 1000 var reference reactive
power step on grid side (see Fig. 5.11) take around 1 ms, respectively.

(a) Classical DMPC.
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(b) CE-DMPC with HCR. (c) CE-DMPC with TCR.

Fig. 5.10: [Measurement results:] Generator-side transient control performance of (a) classical
DMPC, (b) CE-DMPC with HCR and (c) CE-DMPC with HCR (base values for electro-magnetic
torque and machine-side current are 7 N m and 5.8 A, respectively).

5.2.5.4 Remark and analysis

This section has presented two computationally efficient DMPC schemes (CE-DMPC)
for three-level neutral-point clamped (3L-NPC) back-to-back power converters in wind
turbine systems with direct-drive permanent-magnet synchronous generator (PMSG). The
following have been the main contributions:

(i) A detailed, discrete-time mathematical model of wind turbine systems with PMSG
and 3L-NPC back-to-back power converter for DMPC schemes has been derived;

4Active power control is linked to DC-link control for a back-to-back power converter and, hence, step-like reference
changes in active power are not feasible.
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(a) Classical DMPC.
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(b) CE-DMPC with HCR. (c) CE-DMPC with TCR.

Fig. 5.11: [Measurement results] Grid-side transient control performance of (a) classical DMPC,
(b) CE-DMPC with HCR and (c) CE-DMPC with HCR (base values for reactive power and
grid-side current are 500 var and 4 A, respectively).

(ii) The classical direct model predictive control (DMPC) schemes for torque and power
control have been revisited and applied to the wind turbine system;

(iii) To reduce the computational load of classical DMPC schemes, two CE-DMPC
schemes with either hexagon candidate region (HCR) or triangle candidate region
(TCR) have been introduced and applied to torque and power control of wind turbine
systems with PMSG and 3L-NPC back-to-back power converter (see Sec. 5.2.3 and
Sec. 5.2.4, respectively). The possible reductions of the computational load for CE-
DMPC with HCR and for CE-DMPC with TCR have been theoretically analyzed: By
CE-DMPC with HCR up to 55.6 % and by CE-DMPC with TCR up to 83.0 % of
the computational power can be saved (see Sec. 5.2.3-3 and Sec. 5.2.4-3);

(iv) All three DMPC schemes have been implemented in Matlab/Simulink and applied to
wind turbine systems with PMSG and 3L-NPC back-to-back power converter. The
comprehensive simulation results have illustrated that the overall control performances
of CE-DMPC with HCR and TCR are still acceptable, although not all available
switching state are evaluated during prediction and optimization (see Sec. 5.5.4);

(v) The implementation of all three DMPC schemes on a FPGA-based real-time system.
It was shown that real-time implementation is feasible. Moreover, the theoretically de-
rived bounds on the potential reduction of the computational load for the CE-DMPC
schemes were validated on the FPGA-based real-time system: The computation times
can be reduced by 55.1% with CE-DMPC with HCR and by 79.6% with CE-DMPC
with TCR (see Sec. 5.2.5.2 and cf. (5.14) and (5.18)).

(vi) Finally, all three DMPC schemes were experimentally tested at a lab-constructed
3L-NPC back-to-back power converter PMSG wind turbine system prototype. The
presented measurement results clearly illustrated that the control performances
of CE-DMPC with HCR and TCR are still very satisfactory and comparable to
the control performance of the classical DMPC scheme while significantly lower
computation times were achieved (see Sec. 5.2.5.3).
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In conclusion, the saved computation time of the proposed CE-DMPC schemes eases
real-time implementation on common industrial real-time platforms without the need of
newer/more powerful processors or FPGAs. Moreover, it might give room to combine the
CE-DMPC schemes with online parameter estimation algorithms (to improve robustness)
and with long, i.e. multi-step, prediction horizons (to improve control performance). Future
research will focus on the experimental verification of the proposed CE-DMPC schemes on
a wind turbine emulator, the reduction of current ripples and the extension to unbalanced
grids.

5.3 Performance-enhanced DMPC with two switch-

ing vectors

The big ripple drawback of the classical DMPC scheme has already been summarized in
Sec. 5.1 which is (mainly) caused by its inherent one-switching-vector-per-interval character.
Oversampling (See e.g., [120]) or online state estimation based multiple prediction (See
e.g., [115]) techniques can be used to increase the switching actuating events of each
control interval hence to reduce the ripples. However, either even higher requirements will
be imposed on the hardware set-up (e.g., high sampling frequency measurement board
and high power real-time controller [120]) or precise system model and parameters are
required to achieve so. Due to the hardware limitations, controller refreshing rate cannot
be too high. Therefore, with a similar sampling frequency, the steady state performance
of DMPC scheme is less satisfying than the modulator based approaches.

5.3.1 Concept of the proposed two-vector DMPC

Fig. 5.12: Vector plane and ripple-reduction effect of the proposed V2-DMPC.

In this section, a new solution with (also) two switching vectors in each sampling interval
(in the following it is named as V2-DMPC) are proposed and verified. Different from
the DutyOpt method (See e.g., [17,121]), the proposed V2-DMPC [122,123] utilizes not
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only the active plus zero vector combination but also a pair of two active vectors5. With
such configurations, the controller uses an equivalent synthesized voltage vector with an
arbitrary phase, or voltage vector with arbitrary length on the phases of the six fundamental
active ones. Therefore, more freedoms and precise tracking possibilities are included into
the predictive controller design. To better illustrate the propose V2-DMPC, its concept
and principles are shown in Fig. 5.12. The left side of Fig. 5.12 depicts the concept, while
the right side of this figure shows the expected performances. Detailed explanation of this
concept is as follows.

In the left part of Fig. 5.12, the black lines/point represent all the admissible vectors for
the classical DMPC (C-DMPC) scheme with a control interval of Ts; the blue lines/point
and the green lines/point are the diminishable vectors for the DutyOpt-DMPC and the
proposed V2-DMPC scheme with the same control period. It is not difficult to understand,
the DutyOpt-DMPC scheme extended the candidate vectors from the original 8 vectors (2
zeros and 6 active ones)6 to an infinite number of vectors. However, vector phases other
than the original active ones are not admissible for this scheme. While for the proposed
V2-DMPC scheme, admissible (equivalent) vectors to apply can be divided into two classes:
i) vectors with the same direction of the active vectors but with (infinite number of )
different lengths, and ii) vectors with the maximum length but different phases/directions.

Differences in the equivalent voltage vectors will lead to different control performances.
As is depicted in the right side of Fig. 5.12, during steady state, i.e, Case-A in Fig. 5.12,
the driving force produced by any vector for an entire control interval becomes too large.
Therefore, with a second vector working for tb time, a more flexible (optimal) vector phase
can be equivalently synthesized, resulting in a better slope of the control variable. Thus
a smaller ripple of the control variable is expected7. While during the transient phases,
i.e, Case-B in Fig. 5.12, a bigger drive force is required to reach a sudden change of
the reference. In this case, both C-DMPC and DutyOpt-DMPC schemes, may utilized
one of the six (fundamental) active vectors while the V2-DMPC scheme may take the
combination of two active vectors (working for ta and tb, respectively) resulting in a better
slope than that of the CDMPC and DutyOpt-DMPC method.

5.3.2 Realization of V2-DMPC

The realization of the proposed V2-DMPC method includes two separate procedures using
a time-optimal concept, namely, arbitrary length determination (at fundamental vector
phases) and arbitrary phase determination. They are detailed in the following.

5To reduce the switching transient, the active vector pairs are adjacent to each other, i.e., only ~u1,2, ~u2,3, ..., ~u5,6, ~u6,1 can
be pairs. For the applications, where MOSFET or silicon-carbide semiconductors are used, higher switching frequency is not
an issue. Then the vectors not necessarily adjacent can be applied, which may have even better steady state performances.
A similar idea for a PMSM drive was found in [123].

6It may also be seen as 7 original vectors, since 2 zeros are the same in drive force, but may lead to different switching
transient (switching frequency).

7The V2-DMPC (the green line in Fig. 5.12) is allowed to choose both the zero and an active vector as the second vector,
which makes it may outperform the DutyOpt-DMPC (the blue line in Fig. 5.12) during steady state.
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5.3.2.1 Time-optimal concept

Assuming the predictive controller tries to optimize the following targeting set8

J =
n∑
1

(
Z∗i − Zi[k+1]

)2

, (5.19)

of a cost function, where Z∗i is the reference of the i − th control target, and Zi[k+1] =

Zi[k] + tj ·Sluj
Zi[k]

+ tk ·Sluk
Zi[k]

is the predicted state using control variable with slopes of Slvj,k
Zi[k]

produced by the switching states of ~uj,k, respectively. In practice, the current state Zi[k]

and all the relevant slopes Slvj
Zi[k]

(~uj) produced by ~uj ∈ U8 can be obtained by measurement

or estimation. The whole control interval is occupied by ~uj,k only, i.e., tj + tk = Ts.
Therefore the optimal control times of tj, tk for switching vector ~uj,k can be calculated
through assuring the following equation9

∂J(tj, tk)

∂tj, ∂tk
:= 0, (5.20)

Subj. to :(i) tj + tk = Ts;

(ii) tj, tk ∈ [0, Ts].

Actuating times in reality cannot be negative. Therefore, solely Equation (5.20) cannot
always yield admissible results (the calculated times may turn out to be negative or bigger
than the control interval of Ts). So in practice Equation (5.20) will be firstly solved to
obtain of tj. Then the following restraint

if tj ≤ 0, then tj = 0; if tj ≥ Ts, then tj = Ts; else tj = tj; (5.21)

is taken into account to assure tj ∈ [0, Ts], and tk is calculated through tk = Ts − tj.

5.3.2.2 Optimal length determination (at fundamental vector phases)

One of the vector pairs are chosen from one of ~u1, ..., ~u6; the second is always ~unull
10.

Starting from Sec-I (See Fig. 5.12), taking the first vector pair of ~u1,null as an example,
their optimal times will be calculated using (5.20). The obtained times will be re-ranged
using (5.21), and marked as tI1,0. The cost of J I1,0 will be obtained and recorded.

5.3.2.3 Optimal phase determination

The vector pairs in this case are chosen from one of ~u(1,2),(2,3),...(5,6),(6,1). Starting also
from Sec-I (See Fig. 5.12), actuating times of t(1,2) for ~u(1,2) can be calculated invoking

8Such as the current, torque, power and/or flux tracking targets, which are globally differentiable.
9The nonlinear constraints (current, power and torque limitations) are limited by the outer controller loops with regarding

to the power ratings, such as the speed and DC-link PI controllers, which makes the whole cost function differentiable to
the time variable.

10Here to lower the switching frequency, ~unull can be ~u0 if the active one is ~u1,~u3, or ~u5; or ~u7 if the active one is ~u2,~u4,
or ~u6
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Equations (5.20) and (5.21). These times are recorded as tI1,2. The cost for this pair can
be calculated as J I1,2. Between J I1,0 and J I1,2, the smaller is recorded as J Iopt; the correlated

vectors and actuating times are recorded as ~uI,a,b
opt , and tI,a,bopt , respectively.

Carrying out the above procedures for all the six sectors yields six cost values J I,..,VI
opt ,

and their correlated vectors ~uI,..,VI;a,b
opt and duration times tI,..,VI;a,b

opt . The optimal vector

pair and their times with the smallest cost value will be selected and recorded as ~ua,b
opt, t

a,b
opt.

Applying ~ua
opt, ~u

b
opt for taopt and tbopt, respectively for a whole control interval will yield the

optimal control performances with such switching vector combinations.

b

a

Fig. 5.13: Discussion of the potential sub-optimal solutions. In a, the black line is triggered using
two active vectors, the blue and green lines are triggered by one zero and one active vectors.
While in b, both the blue and green lines are triggered by one active and one zero vectors, but
the actuating order is different.

Remark 10 (Sub-optimal solution analysis) A careful analysis will yield the follow-
ing conclusion as shown in Fig. 5.13: certain situations will produce the same cost of
J , but with different intermediate ripples, which may produce undesired or sub-optimal
results. For instance, both situations in Fig. 5.13-a and -b have the same cost values, i.e.,
the control will choose any of these vector and time pairs which triggers however different
trajectories of the control variable (i.e., the blue and green lines). Obviously the blue lines
produces much bigger ripples since |H1

r | > |H2
r |.

5.3.2.3.1 Optimization 1 To conquer the problem induced by the situation in the
Remark 10, a solution using two extra steps as follows is proposed

i) Change the cost function for comparison from (5.19) as

Jcom =
n∑
1

(
Z∗i − Zi(1+

t1
Ts

)[k]

)2

+
n∑
1

(
Z∗i − Zi[k+1]

)2

(5.22)
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which will help the controller to discard the vector pair of the blue line in the situation
showed in a of Fig. 5.13.

ii) For each of an obtained vector pair (~ua,b) and their time pair (ta,b), calculate both
the costs of Jcom

(a,b) and Jcom
(b,a), compare and record only the smaller one. This will help

the controller to discard the vector pair of the blue line in the situation showed in b
of Fig. 5.13.

Remark 11 (Discussions on the calculation load) The aforementioned two extra
optimization steps in Sec. 5.3.2.3.1 settle the un-optimal solution problem. However, it will
further increase the computational load drastically from 12 cost calculations/comparisons
to 24 iterations; the cost function for the comparison step becomes also more complicated
(See (5.22)). The increased computational load may lead to the proposed scheme not
feasible for hardware realizations.

5.3.2.3.2 Optimization 2 To conquer the problem stated in Remark 11, the same
computational efficient concept introduced in Sec. 5.2.2 is used, i.e., in-cooperating the
deadbeat concept to pre-allocate a smaller region (sector) of the candidate voltage vectors
to evaluate. For instance, once we know the optimal voltage vector is located in Sec-I
in Fig. 5.12, then only the vector pairs of ~u1,2, ~u2,1, ~u1,0, ~u0,1, ~u2,0, ~u0,2 will be compared11,
thus the real computational load reduces from 24 cases to 6 only.

So far the concept, realization procedures, and optimization steps of the proposed
V2-DMPC scheme have all been introduced. Note that, this concept can theoretically
be applied to both two and multilevel converters. However, multilevel power converters
(e.g., three- or more voltage level power converters) have multiple voltage levels and the
steady state control variable ripples are much smaller than that of the two level situations.
The improvements using the proposed methods will not be as remarkable as the two-level
cases [54]. Therefore, in the following sections the proposed V2-DMPC method is only
applied to the two-level back-to-back power converter system, for both the grid side and
machine side converter control.

5.3.3 Application of the V2-DMPC to grid side control

5.3.3.1 Introduction

Characterized by bidirectional power flow, flexible DC-link voltage regulation ability with
smaller DC-link capacitors and sinusoidal input currents with low harmonic pollution [8,10],
active front-end power converters (AFEs) i.e., the grid side converter (GSC) has been
widely used in a variety of industrial applications, such as advanced machine drives with
regenerative capability, renewable energy systems [17,124,125]. The most popular strategy
in the industrial to control AFEs is VOC [125,126], where the grid currents is decomposed
into active and reactive power components in synchronous (dq) frame in the format of

11By locating the optimal voltage vector in to a 30◦ sector, another two evaluations will be saved. For instance, if the
optimal voltage vector can be located with the lower half of Sec-I, then only ~u1,2, ~u2,1, ~u1,0, ~u0,1 are to evaluated.
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“DC” quantities. Therefore, simple PI controllers can be adopted to regulate the d -axis
and q-axis components and generate the relevant reference voltage vectors. This method
achieves nice steady response, but the final performance largely depends on the PI tuning
for the inner current loops [3, 104,127] and an extra modulator is required.

Contrary to voltage oriented control, direct power control technique, using an offline
designed switching table, is a simple and effective control strategy for grid-tied AFE
control. It was derived from the well-known DTC technique and requires no line voltage
vector position, no Park’s transformation or extra modulator [35, 93]. Due to its merits of
fast dynamic response and simple structure, DPC has attracted much attention. However,
the discrete nature and the available model of the power converter had not been fully
considered by the classical table based DPC schemes.

In 2008, the author of [93] presented a direct model predictive power control (DMPPC)
algorithm for AFEs based on the FCS-MPC concept, which requires no linear current
controller, coordinate transformations, or modulators. A cost function representing the
control objectives, is defined with flexibility, and then minimized to determine the optimal
switching sequence to be applied in the next control interval. It becomes a nice alternative
for AFE control. However, characterized by its single-voltage-vector-per-control-interval,
big control variable ripples/high THDs of the grid side currents are seen.

For a grid-tied AFE using DMPPC the control targets are active power control (tracking)
and reactive power control (tracking) [10]. Therefore the cost function to fulfill these two
control targets is defined as

J(~S~ux[k+1]) =
(
P ∗ − P[k+1](~ux)

)2︸ ︷︷ ︸
=:JP

+
(
Q∗ −Q[k+1](~ux)

)2︸ ︷︷ ︸
=:JQ

(5.23)

where JP and JQ represent the targets for active and reactive power control, respectively.

In this section, with the same cost function of (5.23) the C-DMPPC, recently reported
DutyOpt-DMPPC schemes are firstly revisited and then a proposed V2-DMPPC method
using the V2-DMPC concept introduced in last section is introduced in detail. To cope
with its heavy computational load, a fully FPGA based solution is utilized for the controller
implementation. To clearly illustrate the effectiveness of performance enhancement, all
approaches are compared with both simulation and experimental data in Sec. 5.4.5.

5.3.3.2 Classical DMPPC scheme (C-DMPPC)

C-DMPPC scheme evaluates the cost function of (5.23) for each switching state ~ui of
the admissible (finite) set U8 to find the optimal switching vector by using the following
prediction model

(P ~ui
[k+1], Q

~ui
[k+1])

> = (P ~ui
[k], Q

~ui
[k])
> + Ts(Sl

~ui
P[k], Sl

~ui
Q[k])

>, (5.24)

where all the variables are the same as in Chp. 2, and(
Sl~uiP[k], Sl

~ui
Q[k]

)>
=

1

Lg

[
eαg[k] eβg[k]

eβg[k] −eαg[k]

](
eαg[k] − vαg[k](~ui)

eβg[k] − v
β
g[k](~ui)

)
−

(
Rg

Lg
P[k] + ωgQ[k]

Rg

Lg
Q[k] − ωgP[k]

)
. (5.25)
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The chosen optimal (one) switching vector is applied for a whole control interval. Details
have been introduced in Chp. 4.

5.3.3.3 Duty Optimal DMPPC (DutyOpt-DMPPC)

DutyOpt-DMPPC (See [47, 122] and the reference therein) applies instead of “one-vector-
per-control-interval”, two vectors, i.e., one active and one zero vectors to minimize the
cost-function. An equivalent voltage vector in phase with the selected active vector with
an optimized length can be synthesized. Therefore, better steady state performance than
the classical scheme can be achieved.

However, with only one active and a zero vector, the synthesized equivalent vector with
phases (directions) other than that of the fundamental active vector cannot be generated.

5.3.3.4 DMPPC with V2-DMPC concept (V2-DMPPC)

V2-DMPPC is also a two-vector based solution. However, different from the DutyOpt-
DMPPC method, candidate vectors with both different lengths and phases can be synthe-
sized. In the following its realization will be introduced in detail following the descriptions12

given in Sec. 5.3.2.

5.3.3.5 Arbitrary length determination (at fundamental vector phases)

Starting from Sec. I, the optimal vector is (assumed to be) synthesized with ~u1 and ~u0;
their operating times are assumed as t1 and t0, respectively. Therefore, the power vector
can be predicted as

~S
~u0,1
[k+1] = ~S[k] + ~Sl

~u1

S[k] · t1 + ~Sl
~u0

S[k+1] · t0 (5.26)

where ~Sl
~u1

S[k] = (Sl~u1P[k], Sl
~u1
Q[k])

>, ~Sl
~u0

S[k+1] = (Sl~u0P[k+1], Sl
~u0
Q[k+1])

>. Inserting (5.26) to (5.23),

and using the time optimal concept (Equations (5.20) and (5.21)) yields the duration
times as

t1 =
(P ∗ − P[k])

(
Sl~u1P[k] − Sl

~u0
P[k+1]

)
+ (Q∗ −Q[k])

(
Sl~u1Q[k] − Sl

~u0
Q[k+1])

(Sl~u1P[k] − Sl
~u0
P[k+1])

2 + (Sl~u1Q[k] − Sl
~u0
Q[k+1])

2

+
Ts

(
||Sl~u0S[k+1]||2 − Sl

~u1
P[k]Sl

~u0
P[k+1] − Sl

~u1
Q[k]Sl

~u0
Q[k+1]

)
(Sl~u1P[k] − Sl

~u0
P[k+1])

2 + (Sl~u1Q[k] − Sl
~u0
Q[k+1])

2
(5.27a)

t0 =Ts − t1. (5.27b)

With the calculated times t0,1, a modified cost function (based on Optimization1 in

Sec. 5.3.2.3.1) of J(~SI0,1
[k+2]) is defined by (5.28) to guarantee both the tracking performance

12The calculation optimization solution proposed in Sec. 5.3.2.3.2 was not used for this realization due to that a FPGA
is used for the real-time implementation.
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at time instant [k + 1] and ripple-reducing performance at (1 + Ti

Ts
)[k] can be obtained.

J(~SI0,1
[k+2]) =

(
P ∗ − P

(1+
Ti
Ts

)[k]
(~u0)

)2︸ ︷︷ ︸
=:JP1

+
(
Q∗ −Q

(1+
Ti
Ts

)[k]
(~u0)

)2︸ ︷︷ ︸
=:JQ1

+
(
P ∗ − P[k+1](~u1)

)2︸ ︷︷ ︸
=:JP2

+
(
Q∗ −Q([k+1](~u1)

)2︸ ︷︷ ︸
=:JQ2

. (5.28)

5.3.3.6 Arbitrary phase determination

In this step, instead of using ~u0,1, the optimal vector is assumed to be synthesized with
the two active ones of ~u1,2. Then the power vector can be predicted as

~S
~u1,2
[k+1] = ~S[k] + ~Sl

~u1

S[k] · t1 + ~Sl
~u2

S[(1+
t1
Ts

)k] · t2. (5.29)

Following the similar procedures as in Sec. 5.3.3.5 and applying equations (5.26) to (5.28)
(replace the relevant variables related to ~uo with those related to ~u2), the cost in this case

is calculated and marked as J(~S
~u1,2
[k+1]). Compare J(~SI0,1

[k+1]) with J(~SI1,2
[k+1]) and record the

smaller one together with its correlating vectors and duration times as J I
opt, ~u

I,a,b
opt , tI,a,bopt .

Carrying out the procedures in both Sec. 5.3.3.5 and Sec. 5.3.3.6 for all the six sectors
yields six cost of J I...VI

opt , and the relevant vectors ~uI..VI,a,b
opt and their corresponding duration

times tI...VI,a,b
opt . The remaindering steps are to record the vectors their times with the

smallest cost as ~ua,b
opt, t

a,b
opt and apply ~ua

opt, and ~ub
opt for taopt and tbopt within a control interval,

respectively.

Remark 12 Due to its complex calculation procedures, even implemented on a FPGA
based platform, the calculation time, cannot be neglected. Therefore, a time compensation
step using the same concept, as presented in [128], is used13. Simplified steps are:

i) Collecting the measurement data of ~iαβg[k], ~e
αβ
g[k] and Vd[k] and sending out the gating

signals ~G∗x[k] := G−1(~u∗[k]), at the starting point of sampling interval k;

ii) One-step-shifted estimation is then made for power vector ~̂S[k+1] based on the output
average voltage ~vav

[k], which is :

~vav
[k] = T cT SW

taopt · ~ua
opt + taopt · ~ub

opt

Ts

(5.30)

13For a simple one-prediction-step C-MDPPC scheme, implemented using FPGA, its calculation time is quite small, and
the time compensation is in general not required [10]; However, in order to make a fair performance comparison, the same
time compensation concept is also included into the C-DMPPC and DutyOpt-DMPPC approaches.
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iii) Predict the future power vectors ~S[k+2] and the cost based on ~̂S[k+1]. The cost function
in this case is also one-step-shifted, and it is:

J(~S
~ux,y
[k+2]) =

(
P ∗ − P

(1+
Ti
Ts

)[k]
(~ux)

)2︸ ︷︷ ︸
=:JP1

+
(
Q∗ −Q

(1+
Ti
Ts

)[k]
(~ux)

)2︸ ︷︷ ︸
=:JQ1

+
(
P ∗ − P[k+2](~uy)

)2︸ ︷︷ ︸
=:JP2

+
(
Q∗ −Q([k+2](~uy)

)2︸ ︷︷ ︸
=:JQ2

. (5.31)

Fig. 5.14 depicts the structure overview of V2-DMPPC.

Fig. 5.14: Overall control structure of the proposed V2-DMPC.

5.3.4 Application of the V2-DMPC to machine side control

The machine side control in essence is to realize the torque or current control, meanwhile
to achieve maximum torque per ampere control for a higher efficiency. The outer control
loop considers already the limitations of the references (here T ∗e ). Thus the cost function
is defined as

Jm(~um) = γTe

(
T ∗e − Te[k+1](~um)

)2

︸ ︷︷ ︸
=:JTe

+ γidm

(
idm[k+1](~um)

)2

︸ ︷︷ ︸
=:J

idm

(5.32)

From Equation (2.42) with the same definition of a variable slope as in last section, we
calculate the slopes for both the currents and the torque as

Sl~ui
idm[k]

= Rs

Ls
idm[k] +Npωm[k]i

q
m[k] +

v
d,~ui
m[k]

Ls
, (5.33a)

Sl~ui
iqm[k]

= −Rs

Ls
iqm[k] −Npωm[k]i

d
m[k] −Npωm[k]

ψpm

Ls
+

v
q,~ui
m[k]

Ls
, (5.33b)

Sl~uiTe[k] = NpψpmSliqm . (5.33c)

Following the realization steps of V2-DMPC concept introduced in Sec. 5.3.2, the following
two steps are required to apply V2-DMPTC into the machine side control.
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5.3.4.1 Arbitrary length determination (at fundamental vector phases)

The selection/vector synthesizing starts also from Sec. I. Assuming the optimal vector is
synthesized with ~u1 and ~u0; their operating times are assumed as t1 and t0, respectively.
Therefore, the current and torque can be predicted as

i
d,~u0,1
m[k+1] = idm[k] + Sl~u1

idm
· t1 + Sl~u0

idm
· t0, (5.34a)

T
~u0,1
e[k+1] = Te[k] + Sl~u1Te · t1 + Sl~u0Te · t0. (5.34b)

Inserting (5.34) to (5.32), and using the time optimal concept yields the duration times
as

t1 =
γidm(id∗m − idm[k+1])(Sl

~u1
idm
− Sl~unull

idm
) + γTe(T

∗
e − Te[k+1])(Sl

~u1
Te
− Sl~unullTe

)

γidm

(
Sl~u1

idm
− Sl~unull

idm

)2

− γTe
(
Sl~u1Te − Sl

~unull
Te

)2

+
Ts

(
(Sl~unull

idm
)2 + (Sl~unullTe

)2 − Sl~u1TeSl
~unull
idm
− Sl~unullTe

Sl~u1
idm

)
γidm

(
Sl~u1

idm
− Sl~unull

idm

)2

− γTe
(
Sl~u1Te − Sl

~unull
Te

)2 (5.35a)

t0 =Ts − t1. (5.35b)

With the calculated times t0,1, and following the optimization step proposed in Sec. 5.3.2.3.1
the cost function to guarantee both the tracking performance at time instant [k + 1] and
ripple-reducing performance at (1 + Ti

Ts
)[k] can be obtained as

Jcom
m (~um) = γTe

( (
T ∗e − Te(1+

t1
Ts

)[k]
(~um)

)2
+
(
T ∗e − Te[k+1](~um)

)2︸ ︷︷ ︸
=:JTe

)

+ γidm

( (
id
m(1+

t1
Ts

)[k]
(~um)

)2
+
(
idm[k+1](~um)

)2

︸ ︷︷ ︸
=:J

idm

)
. (5.36)

The cost is recorded as Jcomp,I1,0
m .

5.3.4.2 Arbitrary phase determination

Starting also from Sec. I, however, instead of using ~u0,1, the control variables are calculated
with two active vectors, i.e., ~u1,2 as

i
d,~u1,2
m[k+1] = idm[k] + Sl~u1

idm
· t1 + Sl~u2

idm
· t2 (5.37a)

T
~u1,2
e[k+1] = Te[k] + Sl~u1Te · t1 + Sl~u2Te · t2 (5.37b)

Following the similar procedures as Sec. 5.3.4.1, the cost in this case is calculated and
marked as Jcom,I1,2

m . Compare Jcom,I1,0
m with Jcom,I1,2

m , and record the smaller one together
with the corresponding vectors and their duration times as J I

opt, ~u
I,a,b
opt , tI,a,bopt .
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Carrying out the procedures of both Sec. 5.3.4.1 and Sec. 5.3.4.2 for all the six sectors
yields six cost of J I...VI

opt , and the relevant vectors ~uI..VI,a,b
opt and their corresponding duration

times tI...VI,a,b
opt . Rest steps are to record the vectors their times with the smallest cost as

~ua,b
opt, t

a,b
opt, and apply ~ua

opt, and ~ub
opt for taopt and tbopt within a control interval, respectively.

5.4 Performance-enhanced DMPC with three switch-

ing vectors

5.4.1 Concept of three-vector DMPC (V3-DMPC)

In deep view of V2-DMPC introduced in the Sec. 5.3.1 yields the following conclusion:
since only two vectors ~ua,b are used for a whole control interval, i.e., ta + tb = Ts, the
synthesized equivalent voltage vector in phases different from the original ones will always
have a full length, i.e., reaching the edge of the hexagon as is shown in Fig 5.15. This
limits the performance improvements. Obviously, if the length of the vectors with phases
other than the original ones can also be optimized, the performances of the controller will
be further improved. Inspired by this another three-vector based solution (in the following
it is named as V3-DMPC) is proposed. The main concept is to optimally tune the length
of the synthesized vectors in all phases, i.e., to make the vectors with a fully range of the
hexagon area. Fig. 5.15 depicts its concept and the expected control performances.

Fig. 5.15: Vector plane and ripple-reduction effect of the proposed V3-DMPC.

As is illustrated in Fig. 5.15, the optimal control voltage vectors can now be approximated
by using the synthesized vector of ~vV3

eq , which is optimal both in length and phase, and
can be synthesized with maximally three vectors (two active vectors and a zero one). This
brings another freedom to minimize the cost function: optimal length at the phases different
from the six original active ones. Therefore, as shown in the right side of Fig. 5.15, it
produces more chances to minimize the cost within one control interval. Also during the
transient phases, a synthesized vector with an angle (slope) bigger than the original ones
will be available, same as the V2-DMPC scheme, which might drive the system with better
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dynamics.

5.4.2 Realization of the proposed V3-DMPC

Similar to the V2-DMPC scheme, the proposed V3-DMPC can be realized also through
two steps: i) phase (direction) detection of the optimal (equivalent) vector; ii) length
determination of the optimal (equivalent) vector. For both steps, the cost function is
minimized via the same time-optimal control concept as is given in Equation (5.20). Details
are given as follows.

5.4.2.1 Optimal equivalent vector Phase (direction) detection

In this step the length of the optimal equivalent vector is assumed to be the maximum
value, i.e., the boundary of the hexagonal plane. Assuming the candidate switching states
~ui and ~ui+1 actuate with the duration times, ti and ti+1, receptively, then ti + ti+1 = Ts

holds. The system states are therefore predicted using ~ui and ~ui+1 as

Z
~ui,i+1

i[k+1] = Zi[k] + ~Sl
~ui

Zi[k] · ti + ~Sl
~ui+i

Zi[k] · ti+1. (5.38)

Inserting Eq. (5.38) to (5.19), and using the time optimal concept, i.e., to assure

∂J(~Z
~ui,i+1

i[k+1])

∂ti, ∂ti+1

:= 0, (5.39)

Subj. to :(i) ti + ti+1 = Ts;

(ii) ti, ti+1 ∈ [0, Ts].

Solving Eq. (5.39), yields the duration times of ti, ti+1.

Then the cost function is minimized by enumerating all the calculated ti,i+1 and Z
~ui,i+1

i[k+1]

for all adjacent active fundamental vectors14 by

~u∗i,i+1, t
∗
i,i+1 := arg min

i∈{1,...,6}
Jcom(~ui,i+1, ti,i+1) (5.40)

The minimization procedure includes also the proposed optimization step introduced in
Sec. 5.3.2.3.1. It is not difficult to find, after solving (5.40), depending on t∗i , there are the
following two cases with regarding to the obtained optimal vector(s):

case-I: (for t∗i = Ts) one optimal vector ~u∗i is selected, whose phase (direction) is the
same as one of the six active (fundamental) vectors, or

case-II: (for 0 < t∗i < Ts) two adjacent vectors of ~u∗i and ~u∗i+1 with the actuating
times of t∗i and t∗i+1 are selected, which will synthesize a new vector. This new vector is

14To obey the adjacent rule, when i = 6, i.e., the last vector of the six active ones, ~vi+1 = ~v1 (See Fig. 5.15).
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phase-optimally-oriented and can be expressed as15

~unew =
t∗i
Ts

· ~u∗i +
t∗i+1

Ts

· ~u∗i+1. (5.41)

With (5.41), the relevant control variable slope vector Sl~unewZi[k] , in correspondence to ~unew,
can be calculated, which will be used to minimize the cost with another extra freedom,
i.e., with optimized length. Details are introduced as follows.

5.4.2.2 Optimal equivalent vector length determination

The cost function is already “minimized” by extended vectors with arbitrary phases as
is analyzed in Sec. 5.4.2.1. However, they are all with full length, i.e., vectors reaching
the boundary of the hexagon in Fig. 5.15. This has already greatly extends the candidate
vectors in comparison with the classical and DutyOpt-DMPC and schemes. The possibilities
for further performance-enhancement, the length of ~unew can be further optimized.

The basic idea is that, assuming the final optimal equivalent vector ~vopt
eq is “shorter” than

the full length. To achieve so, it shall be synthesized with the phase-optimally-oriented
vector of ~unew (actuating time tnew) and an extra zero vector ~unull

16 (actuating time tnull).
By optimizing their actuating times, with the time optimal control concept, as given
in (5.39), the length of the synthesized vector is therefore also optimized. Details are given
as follows.

After the control variable slope Sl~unewZi[k] of the phase-optimally-oriented vector ~unew is

obtained, the future system state can be predicted using Sl~unewZi[k] , Sl
~unull
Zi[k] and their relevant

duration times tnew and tnull as

Z
~unew,null
i[k+1] = ~Zi[k] + Sl~unewZi[k] · tnew + Sl~unullZi[k] · tnull. (5.42)

Substituting the predicted vectors with (5.42) into (5.19), and solving

∂J(Z
~unew,null
i[k+1] )

∂tnew, ∂tnull

:= 0, (5.43)

Subj. to :(i) tnew + tnull = Ts;

(ii) tnew, tnull ∈ [0, Ts],

the duration times of the tnew and tnull will be obtained, which, as analyzed above, will
lead to an optimized vector length. At the end, the optimal actuating times for the already
selected fundamental vectors of ~u∗i , ~u∗i+1 and ~u∗null can be calculated as

topt
i = m · t∗i ; (5.44a)

topt
i+1 = m · t∗i+1; (5.44b)

topt
null = Ts − topt

i − t
opt
i+1. (5.44c)

15Note that, to simply and unify the following required calculations, case-I can be included into case-II as a special
condition (condition of t∗i+1 = 0).

16Vector ~unull can be selected from ~u0 or ~u7, which obeys the rule of fewest switching actions, for instance, if the vector
applied before ~unull is ∈ {000, 001, 010, 100}, then ~unull =“000”; otherwise, ~unull = “111”.
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respectively, where m = tnew
Ts
∈ (0, 1]. The proposed optimization steps in Sec. 5.3.2.3.1 is

further used to avoid the sub-optimal solution, i.e.,(
~u∗i,i+1,null, t

∗
i,i+1,null

)
:= arg min

{
Jcom(~unew,null, tnew,null), J

com(~unull,new, tnull,new)
}

(5.45)

The rest step is to apply the obtained switching vectors and their times following the
proper order.

So far the concept and the implementation procedures of the proposed V3-DMPC
scheme is introduced. In the following sections, its application to the grid and machine
side control of the 2L back-to-back power converter system, both for the machine and grid
side, is introduced and verified.

5.4.3 Application of V3-DMPC to grid side control

A

AFE (NSC)

B

Fig. 5.16: A: Grid-tied Active Front End power converter with (R)L filter; B: Switching vector
plane, fundamental and equivalent candidate vectors: ~u0, ..., ~u7 are the 8 fundamental vectors;
~vopt

eq is an example optimal (synthesized) vector “zeroing” the cost function; while ~vCl
eq , ~vDO

eq and

~vPE
eq are the example equivalent vectors for using the Classical, Duty-Opt and the proposed

V3-DMPPC schemes, respectively.

Following the descriptions in Sec. 5.4.2, applying the V3-DMPC concept to achieve
power control of a grid-tied AFE shown in Fig. 5.16 requires two steps: i) phase (direction)
detection of the optimal equivalent vector; ii) length determination of the optimal equivalent
vector. For both steps, the cost function minimization via a time-optimal control concept
is performed. Details are given as follows.

5.4.3.1 Optimal equivalent vector phase (direction) detection

In this step the length of the optimal equivalent vector is maintained to be the maximum
value, i.e., the boundary of the hexagonal plane (See the green line in Fig. 5.16-B).
Assuming the candidate switching states ~ui and ~ui+1 are actuating with the duration times

- 127 -



CHAPTER 5. ADVANCED DIRECT MODEL PREDICTIVE CONTROL

of ti and ti+1, receptively, then ti + ti+1 = Ts will hold true. The relevant predicted power
vector using ~ui and ~ui+1 in this case is

~S
~ui,i+1

[k+1] = ~S[k] + ~Sl
~ui

S[k] · ti + ~Sl
~ui+i

S[k] · ti+1 (5.46)

Inserting (5.46) to (5.23), and solving the time optimal equations

∂J(~S
~ui,i+1

[k+1] )

∂ti, ∂ti+1

:= 0, (5.47)

Subj. to :(i) ti + ti+1 = Ts;

(ii) ti, ti+1 ∈ [0, Ts],

yields

ti =
(P ∗ − Pn[k])

(
Sl~uiP[k] − Sl

~u0
P[k+1]

)
+ (Q∗ −Qn[k])

(
Sl~uiQ[k] − Sl

~ui+1

Q[k+1])

(Sl~u1P[k] − Sl
~ui
P[k+1])

2 + (Sl~u1Q[k] − Sl
~ui+1

Q[k+1])
2

+
Ts

(
||Sl~ui+1

S[k+1]||2 − Sl
~ui
P[k]Sl

~ui
P[k+1] − Sl

~ui
Q[k]Sl

~ui+1

Q[k+1]

)
(Sl~uiP[k] − Sl

~ui+1

P[k+1])
2 + (Sl~uiQ[k] − Sl

~ui+1

Q[k+1])
2

(5.48a)

ti+1 =Ts − ti. (5.48b)

The cost function is then minimized by enumerating all the calculated ti,i+1 and ~Si,i+1
[k+1]

for all adjacent active fundamental vectors through

~u∗i,i+1, t
∗
i,i+1 := arg min

i∈{1,...,6}
J(~ui,i+1, ti,i+1). (5.49)

A phase-optimally-oriented new vector is then obtained as

~unew =
t∗i
Ts

· ~u∗i +
t∗i+1

Ts

· ~u∗i+1. (5.50)

Substituting (5.50) into (2.8), (2.10) and then into (5.25), the relevant power slope

vector ~Sl
~unew

S[k] , in correspondence to ~unew, can be calculated, which will be used to minimize
the cost with another extra freedom, i.e., optimized length. Details are given as follows.

5.4.3.2 Optimal equivalent vector length determination

After the power slope ~Sl
~unew

S[k] of the phase-optimally-oriented vector ~unew is obtained, the

future power vector can be predicted using ~Sl
~unew

S[k] , ~Sl
~unull

S[k] and their relevant duration times
tnew and tnull as

~S
~unew,null
[k+1] = ~S[k] + ~Sl

~unew

S[k] · tnew + ~Sl
~unull

S[k] · tnull (5.51)
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Substituting the predicted active and reactive powers P new
[k+1] and Qnew

[k+1] into (5.59), and
solving

∂J(~S
~unew,null
[k+1] )

∂tnew, ∂tnull

:= 0, (5.52)

Subj. to :(i) tnew + tnull = Ts;

(ii) tnew, tnull ∈ [0, Ts],

the duration times of the tnew and tnull will be obtained, which, as analyzed above, will
lead to an optimized vector length. At the end, the optimal actuating times for the already
selected fundamental vectors of ~u∗i , ~u∗i+1 and ~u∗null can be calculated as

topt
i = m · t∗i ; (5.53a)

topt
i+1 = m · t∗i+1; (5.53b)

topt
null = Ts − topt

i − t
opt
i+1. (5.53c)

respectively, where m = tnew
Ts
∈ (0, 1). Similar time compensation step as introduced in

Remark 8 is used.

So far the proposed V3-DMPPC with both optimized vector phase and length is
introduced. Its structure overview is given in Fig. 5.17.

Fig. 5.17: Overall control structure of the proposed V3-DMPPC.

Remark 13 Note that, after these two steps of phase and length optimizations, voltage
vectors with the entire whole hexagon plane (similar to the well-know space-vector modu-
lation (SVM) method) of a power converter can be used to minimize the targeting set of
the cost function. Hence the system steady state control performances will be optimized.
The controller still can directly select one of the fundamental vectors (e.g., when Case
I and and m = 0 or 1 occur) during the transient phases. Fast control dynamics as the
C-DMPPC method will therefore remain. However, system constraints JCS (e.g., torque,
current, or power limits) is so far not considered. In the following a solution to include
the operation (limit) constraint is introduced.

5.4.3.3 Constraint inclusion

Constraint violence happens when the system limit has already been reached but the
reference tracking is still not met. A deep analysis for this situation will yield that,
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since the length of the vector obtained after the phase-optimization process (step-I) can
be tuned down to zero in the step of length optimization procedure, only an un-proper
direct/phase (i.e., direction optimization process in step-I is un-proper) will lead to such
violence. Inspired by this, a solution to include the system constraint JCS was further
proposed, by adding a modification process after the afore-mentioned two steps. To put it
clearly, the proposed method is introduced through Algorithm 5.2.

Algorithm 5.2 : Constraint inclusion for MV-DMPC

Step I: Predict JCS with topt
i,i+1,null and ~u∗i,i+1,null.

Step II: if JCS > 0, replace Jcom with J in Eq. (5.45) and repeat the relevant procedures
in Sec. 5.4.3.1 and Sec. 5.4.2.2.
Step III: Application of the optimal gate signal vector(s) ~u∗i,i+1,null and their duration

time(s) topt
i,i+1,null.

5.4.4 Application of V3-DMPC to machine side control

The application of the V3-DMPC concept to the machine side control is quite similar to
the V3-DMPPC introduced in last section. Therefore, also two steps are required, which
are introduced as follows.

5.4.4.1 Arbitrary phase determination

In this step assuming the candidate switching states ~ui and ~ui+1 actuate with the duration
times of ti and ti+1, receptively. Therefore, the current and torque can be predicted as

i
d,~ui,i+1

m[k+1] = idm[k] + Sl~u1
idm
· ti + Sl

~ui+1

idm
· ti+1, (5.54a)

T
~ui,i+1

e[k+1] = Te[k] + Sl~uiTe · ti + Sl
~ui+1

Te
· ti+1. (5.54b)

Inserting (5.54) to (5.32), and using the time optimal concept yields the duration times
as

ti =
γidm(id∗m − idm[k+1])(Sl

~u1
idm
− Sl~unull

idm
) + γTe(T

∗
e − Te[k+1])(Sl

~u1
Te
− Sl~unullTe

)

γidm

(
Sl~u1

idm
− Sl~unull

idm

)2

− γTe
(
Sl~u1Te − Sl

~unull
Te

)2

+
Ts

(
(Sl~unull

idm
)2 + (Sl~unullTe

)2 − Sl~u1TeSl
~unull
idm
− Sl~unullTe

Sl~u1
idm

)
γidm

(
Sl~u1

idm
− Sl~unull

idm

)2

− γTe
(
Sl~u1Te − Sl

~unull
Te

)2 (5.55a)

ti+1 =Ts − ti. (5.55b)

The cost function is then minimized by enumerating all the calculated ti,i+1 and ~Si,i+1
[k+1] for

all adjacent active fundamental vectors through

~u∗i,i+1, t
∗
i,i+1 := arg min

i∈{1,...,6}
J(~ui,i+1, ti,i+1). (5.56)
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A phase-optimally-oriented new vector is then obtained as

~unew =
t∗i
Ts

· ~u∗i +
t∗i+1

Ts

· ~u∗i+1; (5.57)

Substituting (5.57) into (2.8), (2.10) and (5.33), the relevant current and torque slopes
Sl~unew

id
m[k]

, Sl~unewTe[k]
, in correspondence to ~unew, can be calculated. The following step, i.e., optimal

length determination, is quite similar as the V3-DMPPC method. To avoid redundancy
this part is omitted.

5.4.5 Evaluation and analysis

In this section, the performance evaluations of the proposed multiple-vector DMPC schemes,
namely, the V2-DMPC and V3-DMPC methods, are carried out with both simulation and
experimental results for both the grid and machine side control.

5.4.5.1 Simulation evaluations

Experimental results can be influenced by a lot of non-ideal factors such as noises in
the measurement channels, intermediate data precisions of the real-time processors. In
particular, the fixed-data type based processors such as FPGAs may introduce certain
un-wanted rough approximations of the intermediate variables because of its limited
word-length, which makes the off-line simulation17 necessary to pre-check the functionality
of a proposed method. Therefore, the performance comparisons among the classical-, the
DutyOpt-DMPC, the proposed V2-DMPC, V3-DMPC control methods are firstly compared
in simulation with all same scenarios (simulation step Tsim = 1e−6[s], control/sampling
interval Ts = 100e−6[s], all the outer control loops have the same parameter values). Overall
performance comparison is shown in Fig. 5.18, while steady state control performances
for each method are shown Fig. 5.18. As can be seen: both the proposed V2-DMPC
and (in particular) the V3-DMPC outperform the classical and DutyOpt-DMPC methods
and best performances are seen with the proposed V3-DMPC method. More detailed
comparison including the current THDs and zoomed transient performances can be found
in the publication (5) of Appendix E.

5.4.5.2 Experimental evaluations

In this work, all the algorithms (including C-DMPC, DutyOpt-DMPC and the proposed
V2- and V3-DMPC) are divided into sub-routines and are implemented using the Single-
Cycle-Timed-Loop (SCTL) technique on the entirely FPGA based platform introduced
in Chp. 2. To save some space, only the FPGA design overall structures of the proposed
V2- and V3-DMPPC methods are illustrated in Fig. 5.20. The system configuration and
parameters are collected in TABLE I as given in Chp. 2.

17which is always ideal in terms of processor data precision and can be set as noise-free.
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(a) CDMPC.
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(b) DutyOpt-DMPC.
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(c) V2-DMPC.
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(d) V3-DMPC.

Fig. 5.18: [Simulation data:] Overall control performance comparison. For each figure, from up
to down are: the stator currents, electro-magnetic torque, DC-link voltage, grid side power, grid
side phase voltage and current, respectively, all in p.u. values.
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(b) DutyOpt-DMPC.
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(c) The proposed V2-DMPC.
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(d) The proposed V3-DMPC.

Fig. 5.19: [Simulation data:] Steady state control performances. For each figure, from up to
down are: the generator stator currents and generator side converter (estimated) commanded
voltages; grid side current and grid side converter (estimated) voltage, respectively.

- 133 -



CHAPTER 5. ADVANCED DIRECT MODEL PREDICTIVE CONTROL

DC-Link

Controller

(Parallel)

Optimal

Time Calc

&

Cost Calc.

Minimization

&

Optimal

Vectors/Times

Selection

Measurement

Data

Acquisition

(Read A/D

Conversion)

A/D

Ch.s

Gate

Signal

Generat. Time 

Compensat.

Power 

Estimation

(a) Overall structure of the V2-DMPPC scheme.
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Fig. 5.20: FPGA design of the proposed control scheme.
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(a) C-DMPPC (load change from 2 to 4A).
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(b) DutyOpt-DMPPC (load change from 3 to 4A).
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(c) V2-DMPPC (load change from 2 to 4A).
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(d) V3-DMPPC (load change from 2 to 4A).

Fig. 5.21: [Experimental results:] Performances of the classical, DutyOpt, proposed V2- and
V3-DMPPC methods. From up to down are the load side current, grid side active and reactive
power, Grid side phase current, respectively.
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5.4.5.2.1 Grid side control The grid side control performances using the proposed
V2- and V3-DMPPC methods are evaluated on the back-to-back power converter with RL
load. The results are shown in Fig. 5.21. As can be seen, without loosing any dynamic
performances, the proposed V2- and V3-DMPPC methods obviously outperform the
C-DMPPC and DutyOpt-DMPPC approaches. Best results are seen using the proposed
V3-DMPPC solution, which confirms both the theoretical and simulation analysis.

5.4.5.2.2 Machine side control The control performances using the proposed V3-
DMPTC method are evaluated on the back-to-back power converter with PMSM(G). To
emphasize its performance enhancement, the same situation performance comparison with
the classical DMPTC method are performed. The results are shown in Fig. 5.22. As
expected, both steady and transient phase performance improvements are seen.
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(a) C-DMPTC performances.
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(b) V3-DMPTC performances.

Fig. 5.22: [Experimental results:] Performances of the classical, and proposed V3-DMPTC
methods. From up to down are the load side current, grid side active and reactive power, Grid
side phase current, respectively.

5.4.5.3 Remark and discussion

Direct model predictive control (DMPC) becomes already a viable alternative for both
grid-tied active front end and machine side power converter control. However, the inherent
one-vector-per-control-interval character of the classical DMPC leads to relatively big
control variable ripples, in particular for the two-level cases. This makes the investigation on
steady state performance enhanced approaches quite necessary. Following such requirement,
the DutyOpt-DMPC method applies one active and one zero vector during a control interval,
which greatly reduces the ripples. Limitation for such approach is that the equivalent
vector have no phases (directions) other than the six fundamental active ones. In my work
two performance-enhanced multiple-vector DMPC concepts with the purpose of reducing
the steady state control variable ripples have been proposed, namely, the V2-DMPC and
V3-DMPC solutions. The former utilizes (maximum) two vectors (which can be two active
ones or one active and one zero vector), extending the candidate synthesized vector range
to another freedom: phases (directions) other than the fundamental active ones. The
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latter (V3-DMPC) by using (maximum) three vectors makes the whole hexagon plane
reachable. These two concepts have been applied to both the grid side AFE with power
control, and machine side control with torque control solutions. Note that, they can also
be applied into the classical predictive current/voltage/flux/speed control methods.

In deep view of any control method for a switching power converter based system
(including both the modulator and non-modulator based techniques) will yield such a
conclusion: for all the available methods, forces to fulfill the control objectives are no more
than three types: the admissible vector slopes during one control interval, duration time
of each slope and their actuating arrangement (i.e., the pulse pattern). Considering only
the first two, we can category the four direct model predictive control methods discussed
in this chapter with Table 5.4. Easy to understand, with unlimited, optimized slopes of

Methods Vector slopes Vector actuating time

Classical DMPC Fixed and limited-choices Fixed (= Ts)

Duty-Opt DMPC Fixed and limited-choices Unlimited, partially optimized

V2-DMPC Unlimited and optimized Unlimited, partially optimized

V3-DMPC Unlimited and optimized Unlimited, optimized

Table 5.4: Properties of the four direct model predictive control schemes.

the candidate vectors and their actuating times, best performances are achieved by the
proposed V3-DMPC scheme. It can also be expected that with a proper pulse pattern
design, the proposed V3-DMPC will yield even improved steady state control performances
(with a similar sampling frequency, the current quality will be comparable with the SVM
based solution). Its control dynamics during transient phases remain similar as the classical
DMPC method since the V3-DMPC incorporates still the nature of the classical DMPC
concept (when ti = Ts in Equation (5.45), it turns out to be the C-DMPC approach).

Since a comparing process of a cost function are still available for the proposed multiple-
vector DMPC solutions, (See e.g., Eq. (5.45) and (5.40)), certain constraints (which have
direct relationship with the predicted system states, such as, current, power, torque/flux
limitations) can still be added into the minimization process, though they cannot be added
into the time optimization procedure (due to that, mostly a limitation is not “continuous”
or “differentiable” with regard to time).

In regard to the computational efforts, both the proposed V2-DMPC and V3-DMPC
solutions require increased computational power due to their time optimal process. However,
since multiple voltage vectors can be selected, a much longer sampling/control period is
allowed.

The proposed multiple-vector DMPC (V3-DMPC) concept can, theoretically, achieve
similar steady state control performances as the space vector modulation based control
solutions. However, there are also differences:

• The proposed solution still belongs to the direct control class, i.e., without requiring
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a separately designed modulator, while the space vector modulation based technique
belongs to the indirect control class, i.e., a separate modulation stage is required;

• With the proposed solution, the equivalent vector can reach any corner of the
whole hexagon from its inherent design phase. To achieve so, extra over-modulation
techniques are required for the space vector modulation based methods;

• The (optimal) pulse pattern design procedures can still be included into the proposed
solution.

5.5 Predictive control of back-to-back power con-

verter under unbalanced grid

More than 75% of today’s grid faults are asymmetric faults where the grid voltage is
(temporarily) unbalanced, i.e. for some period of time, the sum of the grid voltage do not
cancel: eag + ebg + ecg 6= 0 [24]. An unbalanced grid has a severe impact on the performance
and safety of the wind turbine system and should be considered and investigated carefully.
Control of grid-tied wind turbine systems under unbalanced grid is therefore one the
challenges.

This section studies and illustrates several unbalanced grid control methods combined
with DMPC schemes for three-level NPC back-to-back power converter PMSG wind turbine
systems. Within this section, three different compensation schemes, i.e., symmetrical
current compensation, constant active power compensation, and constant reactive power
compensation, using the conventional instantaneous power theory are over-viewed and
compared. Then based on a newly proposed instantaneous power theory, a direct model
predictive control scheme for unbalanced grid three-level NPC back-to-back power converter
PMSG wind turbine systems is presented. The performance comparison is illustrated
through simulation results (due to the fact that: our current set-up lacks a grid emulator
with unbalanced voltage output capability).

5.5.1 Introduction

A big amount of references and publications are dealing with low-voltage ride through
control of a grid-tied wind turbines systems (See e.g., [19,129–131]). Within the DMPC
concept, a profound overview and comparative study of the three compensation schemes,
namely symmetrical current compensation, constant active power compensation, and
constant reactive power compensation within the classical instantaneously power definition
frame are lacking. Few studies was reported using DMPC concept under the novel
instantaneously power definition for a grid-tied wind turbine system control. To cope with
these, three different compensation schemes under the DMPC frame for 3L-NPC back-to-
back power converter PSMG wind turbine systems are revisited and their performances
are compared. Moreover, combined with the novel instantaneous power calculation [132],
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a direct model predictive control scheme for 3L-NPC back-to-back power converter PMSG
wind turbine systems under unbalanced grid situations was considered is presented. Its
effectiveness is verified and compared with the classical compensation based schemes. With
such scheme18, no complex current/voltage sequence decoupling procedure is required, but
similar or even better current/reactive power control performance is achieved.

5.5.1.1 Overall control structure

This section illustrates the overall control structure of a grid-tied 3L-NPC back-to-back
power converter PMSG wind turbine system under unbalanced grid taking the DMPC as
the control framework. For simplicity, the switching frequency regulations for both sides
are neglected.

5.5.1.1.1 Machine-side torque control and voltage balancing The generator
side cost function is defined by

Jm
DMPC(~um) = γTe |T ∗e − Te[k+1](~um)|︸ ︷︷ ︸

=:JTe

+ γidm |i
d∗
m − idm[k+1](~um)|︸ ︷︷ ︸

=:J
idm

+ γVo|V ∗o − Vo[k+1](~um)|︸ ︷︷ ︸
JVo=:JCSm

(5.58)

with weighting factors γTe [1/Nm], γidm [1/A] and γVo [1/V]. The target set is represented by
the sum of the sub-costs JTe and Jidm for torque control with reference T ∗e and d-axis current
control to guarantee a constant flux (i.e. id∗m = 0 A for maximum torque per ampere). The
constraint set JVo = JCSm shall assure voltage balancing with V ∗o = 0 V. The predicted
torque of Te[k+1](~um), current of idm[k+1](~um) and voltage difference Vo[k+1](~um) have been
given in Chp. 2.

5.5.1.1.2 Grid-side power control and voltage balancing Here, the grid/net-side
cost function is defined by

JnDMPC(~ug) = γP |P ∗ − P[k+1](~ug)|︸ ︷︷ ︸
=:JP

+ γQ|Q∗ −Q[k+1](~ug)|︸ ︷︷ ︸
=:JQ

+ γVo|V ∗o − Vo[k+1](~ug)|︸ ︷︷ ︸
JVo=:JCSg

(5.59)

with weighting factors γP [1/W], γQ[1/var] and γVo [1/V]. The target set is represented
by the sum of the sub-costs JP and JQ for active and reactive power control, resp. The
constraint set JVo = JCSg shall also assure voltage balancing. Note that, since JCSm = JCSg ,
both converters may contribute to voltage balancing. The predicted active and reactive
powers, depending on two instantaneous power definitions, are given by Equation (5.63)
and (5.73), respectively.

A block diagram of the control structure is given by the lower part of Fig. 5.23, where
the “Power Estimation” and “Compensator” parts are introduced in the following section.

18A similar contribution with regard to the two-level grid-tied power converter control was presented in [133]. The differ-
ences, in this work, are: control of a 3L-NPC back-to-back power converter PMSG wind turbine system under unbalanced
grid situations was considered, two detailed sequence decoupling solutions were presented, and a direct model predictive
control framework with DC-link balancing was used.
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Controller
Compen-

sator

Fig. 5.23: Simplified DMPC controller for a 3L NPC back-to-back converter PMSG wind turbine
system.

5.5.2 Conventional unbalanced grid control

In this section three different compensation for control of grid tied three level NPC back-
to-back power converter PMSG wind turbine systems under unbalanced grid using the
conventional instantaneous power theory are firstly discussed. Note that, within this work
only the unbalanced situations without zero sequence voltage is under consideration. Then
base on a newly proposed instantaneous power theory, a novel direct model predictive
control scheme achieving current symmetrical/constant reactive power control without
sequence decomposition and complicated compensation is presented.

5.5.2.1 Unbalanced grids and sequence decoupling

Under unbalanced operating conditions without zero sequence voltage, both grid voltage
~eαβg and grid side current in αβ frame can be expressed as the sum of a positive and a
negative sequence components

~eg(t) = ~e+
g (t) + ~e−g (t) = A+

e e
j(ωgt+φ

+
e ) + A−e e

−j(ωgt+φ
−
e ), (5.60a)

~ig(t) =~i+g (t) +~i−g (t) = A+
i i

j(ωgt+φ
+
i ) + A−i i

−j(ωgt+φ
−
i ). (5.60b)

The relationship of the positive and negative sequence voltage/current vectors is illustrated
in Fig. 5.24.

To obtain the positive and negative sequences of the voltage/current vectors, taking
voltage vector as an example, two methods are available [24], namely, synchronous frame
phase lock loop (SFLL) based method and delayed signal cancellation (DSC) based method.
Details are shown in Fig. 5.25. Detailed descriptions for each are given as follows.

SFLL method goes in this way: projecting the voltage vector to a reference frame fixed
to the positive sequence, i.e., the reference frame rotating at ωg (dq frame), then the
voltage vector can be interpreted as the sum of a constant value (dq components of the
positive sequence) and an oscillation of twice the grid frequency (dq components of the
negative sequence). In practice the mean value of each component can be calculated by
integrating the oscillating components over integer times of its period. These mean values,
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Fig. 5.24: Voltage and current vectors in αβ frame under unbalanced situations.
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Fig. 5.25: Two sequence decoupling methods A: SFLL method, B: DSC based method.

being therefore constant, are the dq components ed+
g and eq+g of the positive sequence

voltage vector in its own reference frame. Negative sequence voltage vector components
are obtained by subtracting the positive sequence vector components from ed

g and eq
g,

respectively. After the relevant inverse Park transformation using θ̂+ and θ̂−, all the
positive and negative sequences of the voltage/current vectors in αβ frame are obtained.

The DSC method applied in αβ frame is based on the equations below

~eαβ+
g (t) =

1

2

[
~eαβg (t) + j~eαβg (t− Tg

4
)

]
, (5.61a)

~eαβ−g (t) =
1

2

[
~eαβg (t)− j~eαβg (t− Tg

4
)

]
, (5.61b)

where Tg is the fundamental period of the grid side voltage. Obviously, it is much more
simple and computational less demanding than the SFLL based method. Therefore it is
adopted in this work to obtain the positive and negative sequences of the voltage/current
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vectors for using the conventional sequence compensation based methods.

5.5.2.2 Conventional instantaneous power theory

According to [34,134], the complex power ~SC with its elements of active power PC and
reactive power QC, can be expressed as

~SC =~i∗g~eg = PC + jQC (5.62)

In this case, the predicted active and reactive power are given as [10]

P[k+1] = PC
[k+1] = PC

[k] +
Ts

Lg

(
||~eαβg[k]||

2 − eαg[k]v
α
g[k] − e

β
g[k]v

β
g[k] −RgP

C
[k] − ωgQ

C
[k]

)
; (5.63a)

Q[k+1] = QC
[k+1] = QC

[k] +
Ts

Lg

(
eαg[k]v

β
g[k] − e

β
g[k]v

α
g[k] −RgQ

C
[k] + ωgP

C
[k]

)
. (5.63b)

In αβ frame, under unbalanced grid as is described in last section, the active and reactive
power can be calculated as

PC = P0 + P1 + P2

QC = Q0 +Q1 +Q2

(5.64)

where

P0 = eα+
g iα+

g + eβ+
g iβ+

g + eα−g iα−g + eβ−g iβ−g = A+
e A

+
i cos(θ+

e−i) + A−e A
−
i cos(θ−e−i),

P1 = eα+
g iα−g + eβ+

g iβ−g = A+
e A
−
i cos(2ωgt− θ−e−i),

P2 = eα−g iα+
g + eβ−g iβ+

g = A−e A
+
i cos(2ωgt+ θ+

e−i);

Q0 = eβ+
g iα+

g − esα+
g isβ+

g + eβ−g iα−g − eα−g iβ−g = A+
e A

+
i sin(θ+

e−i) + A−e A
−
i sin(θ−e−i),

Q1 = eβ+
g iα−g − eα+

g iβ−g = A+
e A
−
i sin(2ωgt− θ−e−i),

Q2 = eβ−g iα+
g − eα−g iβ+

g = A−e A
+
i sin(2ωgt+ θ+

e−i).

(5.65)

Easy to know from (5.64) and (5.65), terms P,Q1,2 are with an oscillation of twice the
grid voltage frequency and only P,Q0 can be constant values. However, under unbalanced
grid situation, similar as normal situations, the controller also tries to smooth/track both
the active and reactive powers/reference powers, i.e., to assure (co1) : {P0 = P ∗, Q0 = Q∗}
and (co2) : {Q1 +Q2 = 0, P1 + P2 = 0}. (co1) is achievable, but to achieve (co2) means
the following should hold true (See (5.65))

A+
e A
−
i cos(2ωgt− θ−e−i) = −A−e A+

i cos(2ωgt+ θ+
e−i),

A+
e A
−
i sin(2ωgt− θ−e−i) = A−e A

+
i sin(2ωgt+ θ+

e−i),
(5.66)

which requires 
A+
e A
−
i = −A−e A+

i

cos(2ωgt− θ−e−i) = cos(2ωgt+ θ+
e−i)

A+
e A
−
i = A−e A

+
i

sin(2ωgt− θ−e−i) = sin(2ωgt+ θ+
e−i)

(5.67)
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Obviously, conditions of (5.67) cannot hold true for all the time throughout a fundamental
period of the grid side voltage. Therefore, for unbalanced situations, (co1) and (co2) are
not able to be achieved simultaneously. In the literature, three compensation schemes are
available for doing direct power control of a grid side power converter under unbalanced
grid, to achieve: (i) sinusoidal and symmetrical current, and/or (ii) to reduce or eliminate
reactive power oscillation or (iii) to reduce or eliminate active power/DC-link voltage
oscillation. In this work those three compensation schemes are incorporated into the
DMPC concept. The basic principle is to calculate the relevant compensating components
and add them to the power references which are assigned to the inner predictive controller,
as follows

P ∗ = P ′∗ + Pcomp; Q
∗ = Q′∗ +Qcomp; (5.68)

In the following the compensating components to achieve (i) to (iii) are introduced.

5.5.2.3 Sinusoidal and symmetrical current compensation

The target is to eliminate negative sequence current component thereby obtaining sinusoidal
and symmetrical grid current. Therefore, the power ripples generated by the negative
sequence current components should be depressed. The other oscillating power components
generated by the negative sequence voltage and positive sequence current will still exist
in the instantaneous active and reactive powers. The compensating components for such
case are

Pcomp = eα−g iα+
g + eβ−g iβ+

g , Qcomp = eβ−g iα+
g − eα−g iβ+

g . (5.69)

5.5.2.4 Oscillation-reduced reactive power compensation

This control target is to allow the existence of negative sequence current components but
to eliminate the reactive power oscillations. In order to obtain constant reactive power,
the reactive power reference must be kept constant. Based on Equation (5.64), the active
power components in this case are not zero and the compensation terms are

Qcomp = 0, Pcomp = eα−g iα+
g + eβ−g iβ+

g + eα+
g iα−g + eβ+

g iβ−g . (5.70)

5.5.2.5 Oscillation-reduced active power/DC-link voltage compensation

This control target is to allow the existence of negative sequence current components
but to eliminate the active power ripple thereby also eliminating the DC-link voltage
ripples. Based on Equation (5.64), the reactive power components are not zero and the
compensation terms are

Pcomp = 0, Qcomp = eβ+
g iα−g − eα+

g iβ−g + eβ−g iα+
g − eα−g iβ+

g . (5.71)
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5.5.3 Extended instantaneous power theory and its combination
to DMPC

An extended instantaneous power theory was proposed in [132]. Under this concept, a

new complex power ~SN is introduced as

~SN =~i∗g~e
D
g . (5.72)

where ~eDg is a voltage vector lagging ~eg by 90 electrical degrees. In this new definition, the
instantaneous active and reactive power can be expressed as

PN = <{~SN} = <{~i∗g~eg} = PC, QN = <{~i∗g~eDg }. (5.73)

Remark 14 (On the new reactive power definition) Good part for using this new
definition is that under unbalanced situations without providing any compensation com-
ponents to the reference powers, i.e., Pcomp = Qcomp = 0, the reactive power (QN) can
be oscillation-free meanwhile the grid side currents are sinusoidal and symmetrical (See
Fig 5.28). This saves the complex sequence decoupling part and greatly eases the controller
design. Note that the new definition in Eq. (5.73) is the same as conventional definition in
Eq. (5.64) under balanced voltages. Then it can be applied for both balanced and unbalanced
conditions.

The predicted active and reactive powers in this case are

P[k+1] = PN
[k+1] = PN

[k] +
Ts

Lg

(
||~eαβg[k]||

2 − eαg[k]v
α
g[k] − e

β
g[k]v

β
g[k] −RgP

N
[k] − ωgQ

N
[k]

)
; (5.74a)

Q[k+1] = QN
[k+1] = QN

[k] +
Ts

Lg

(
eDαg[k]v

β
g[k] − e

Dβ
g[k]v

α
g[k] −RgQ

N
[k] + ωgP

N
[k]

)
. (5.74b)

So far, the conventional instantaneous power theory, three compensation schemes, and
the newly proposed instantaneous power theory are introduced. Thus, the predictive
control scheme is entirely introduced and the general overview is given by Fig. 5.23.

5.5.4 Evaluation and analysis

In this section overall control performances of the proposed DMPC scheme under both
balanced and unbalanced grid situations for a three level NPC back-to-back power converter
PMSG wind turbine system are firstly illustrated through simulation data. Then the
effectiveness of the three compensation schemes under conventional instantaneous power
theory are verified and compared with the novel instantaneous power theory based DMPC
scheme. Simulation and system data are collected in Table 5.5.

An overall control performance under unbalanced grid situations (to test only the
DMPC scheme, but without any unbalance control solution) is illustrated in Fig. 5.26.
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Parameter [unit] Value Parameter [unit] Value

Air density ρ [kg/m3] 1.225 DC-Link cap. C1 = C2 [F] 1000× 10−12

Turbine radius Rt [m] 0.8 Stator induc. Ld
s = Lq

s [H] 19× 10−3

Max. power coeff. Cp [1] 0.48 Stator resistance Rs [Ω] 1.3

Tip speed ratio λ [1] 8.4 PMSG flux linkage ψpm [Vs] 4.26× 10−2

Pitch angle β [◦] 0 Sampling frequency fs [kHz] 20

Grid phase volt. ‖~eg‖ [V] 250 γTe [1] 1
Npψpm

Grid volt. freq. ωn [rad/s] 100π γidm [1] 1

Filter resistance Rg [Ω] 1.56× 10−3 γVo [1] 0.001

Filter inductance Lg [Wb] 16× 10−3 γP [1] = γQ [1] 1

Table 5.5: Implementation and system data.
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Fig. 5.26: Overall control performances of the proposed DMPC scheme under both balanced and
unbalance grid.
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Test scenarios are: for t ∈ [0, 0.04] [s] to test its “motor mode” operation, a MPPT torque
reference is set as 1 [p.u.] (based value 25 [Nm]); it changes to -1 [p.u.] at t = 0.04 [s] and
back to 1 [p.u.] at t = 0.75 [s], then changes back to -1 [p.u.] and keeps this values for the
rest time. The DC-link reference is set as 1 [p.u.] (base value 700 [V]) for all the testing
period. DC-link capacitors C1, C2 are initialized with difference voltages of 300 [V] and
400 [V] respectively, to invest the DC-link balancing control performances. Reactive power
reference is set to zero to achieve unit power factor control. The grid side voltage is set
balanced for t ∈ [0, 0.175] [s], and for the rest time, A−e = 25%Ae is set to the source. As
can be seen from Fig. 5.26, generator side, nice torque tracking performances are achieved.
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(b) Sinusoidal and symmetrical current compensation
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(c) Oscillation-relied reactive power compensation
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(d) Oscillation-relied active power/DC-link voltage compensa-
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Fig. 5.27: DMPC with different compensation schemes using conventional instantaneous power
calculation. From up to down are: grid side voltages, active power, reactive power, DC-link
voltage, grid side currents.

The DC-link voltage and DC-link balancing control are also with nice accuracy and fast
dynamics. Grid side active and reactive powers are nicely controlled before unbanning
grid happens. However, due to the controller is in this case without any compensation
scheme, and the power is calculated using the conventional instantaneous power concept,
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so evident grid current distortions and active power (DC-link voltage) fluctuations are
observed for t ∈ [0.18, 0.25] [s].

5.5.4.1 DMPC with different compensation schemes

The comparison results of DMPC with different compensation schemes using conventional
instantaneous power calculation are illustrated in Fig. 5.27. As can be clearly seen, with
symmetrical current compensation, the current waveform is much better than the others
(See Fig. 5.27-(b)). In the same situation, with Oscillation-relied reactive and active power
compensation, the reactive and active ripples are much smaller than the others. However,
as analyzed in last section, no scheme can achieve simultaneously current, active and
reactive power optimal control, due to their un-compatible mathematical relationship.

5.5.4.2 DMPC using novel instantaneous power calculation

Fig. 5.28-(a) shows the control performances using the novel instantaneous power calcula-
tion concept without compensation. As can be seen, nice current waveforms are maintained,
meanwhile, the reactive power QN under novel instantaneous power calculation concept is
quite smooth. The active power and DC-link voltage control performances are also better
compared with the sinusoidal and symmetrical current compensation using conventional
instantaneous power calculation concept (Fig. 5.28-(b)). Therefore, together with the
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(a) DMPC without compensation using novel instantaneous
power calculation.
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(b) DMPC without sinusoidal and symmetrical current com-
pensation using conventional instantaneous power calculation.

Fig. 5.28: Comparison between DMPC without compensation using novel instantaneous power
calculation and DMPC without sinusoidal and symmetrical current compensation using conven-
tional instantaneous power calculation. From up to down are: grid side voltages, active power,
reactive power, DC-link voltage, grid side currents.

calculation procedures introduced in last section, the novel instantaneous power calcula-
tion concept based DMPC scheme is of better performances (sinusoidal and symmetrical
current, lower active and DC-link voltage ripples) and easier realization character (no
sequence decoupling is required).
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5.6 Summary

Within this chapter, two main drawbacks (high computational demanding and poor steady
state control variable qualities) of the classical DMPC concept have been formulated. To
conquer its high computational demanding drawback for multi-level power converters,
two computational efficient DMPC techniques have been proposed for both the grid
and machine side control of the three-level NPC back-to-back power converter PMSG
wind turbine systems, combining the deadbeat control concept and an intelligent offline
search solution. To deal with its big control variable ripple problems for two-level power
converters, two multi-vector based solutions have been proposed and verified for both
the grid and machine side control of the two-level back-to-back power converter systems.
Moreover, different methods dealing with unbalanced grid control of grid-tied PMSG wind
turbine systems within the direct model predictive control framework have been studied.
A newly proposed instantaneously power theories have been incorporated into the DMPC
scheme for controlling the grid-tied three-level NPC back-to-back power converter PMSG
wind turbine system.
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Quasi-centralized direct model predictive
control

This chapter presents the quasi-centralized direct model predictive control (QC-DMPC)
methods for back-to-back power converter using the so-called dynamic reference generation
concept. Its performance improvements and also the potential drawbacks in comparison
with the classical proportional-integration (PI) DC-link controller based method have been
evaluated in Sec. 6.2, taking a two-level back-to-back power converter system with RL load
as an example. Following, to conquer its DC-link tracking bias problem, Sec. 6.3 presents
a revised QC-DMPC method and its application to the back-to-back power converter
driven PMSG system with reduced computational efforts. The effectiveness has all been
evaluated with experimental data using a fully FPGA based solution.

6.1 Background

Back-to-back power converter driven systems permit instant power reverse and allows
for true four-quadrant operations, which is an important property for high performance
drives, grid-tied distributed energy generation systems, etc. For such topology, model
predictive control becomes a nice alternative [10]. The flexibly defined cost function eases
the realizations of the control objectives without using any modulator.

The DC-link voltage control represents a key part of a back-to-back power converter
based system. Therefore, a great amount of investigations have been made in this direction.
In [135], a feedback linearization scheme was proposed for controlling the DC-link voltage
of a back-to-back system with an extremely small DC-link capacitor. In [136] a similar
feedback linearization idea is used for controlling a grid-tied AFE. In [137], a nonlinear
controller that uses a new complex state-space modeling method was proposed and verified
against a grid-tied AFE. In [138], the DC-Link control was fulfilled by using a proportional-
integration (PI) controller, which generates the reference for grid-side inner predictive
power controller. For steady state, the DC-link voltage and grid side active power are
controlled nicely. However, a typical second-order fluctuation of sizable magnitude is
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observed during system transient phases. In [104], by using a dynamic reference generation
concept the DC-link voltage control was directly included into the grid-side predictive
controller for a grid-tied AFE with a DC-link R-Load.

The comprehensive relation and performance comparison investigation of the available
control techniques provide a platform not only to transform from one to another, but also
to develop different DC-link controllers with enhanced performances. Therefore, many
efforts have been made to compare and study the different methods mentioned above.
In [139], a state feedback control was analyzed and compared with a conventional cascaded
control scheme for a single phase AC/DC converter with respect to DC-link control,
while in [140], the linear and nonlinear control strategies of a back-to-back converter with
respect to DC-link voltage control were compared. However, few publications compare
conventional PI controller and the recently reported dynamic reference generation concept
with regards to DC-link voltage control.

In the following sections of this chapter two fully FPGA based quasi-centralized direct
model predictive control (QC-DMPC) schemes for both back-to-back power converter with
RL load (See Sec. 6.2) and back-to-back power converter PMSG wind turbine systems
(See Sec. 6.3) are introduced extending the dynamic reference generation concept proposed
in [104]. The performances of both the proposed schemes have been compared with the
classical PI controller based DC-link control methods.

6.2 QC-DMPC for back-to-back power converter

with RL load

This section presents a QC-DMPC method for a voltage source back-to-back power
converter with RL load (See Fig. 6.1). A thorough comparison between the conventional PI-
DMPC and the proposed QC-DMPC is presented using both simulation and experimental
data. Furthermore, DC-link voltage control performance and robustness under parameter
variations are experimentally compared between the QC-DMPC and PI-DMPC schemes.
Both schemes are implemented using a platform that is entirely based on FPGA. The
implementation, timing, and FPGA resource usage are all introduced in detail.

GSC

Fig. 6.1: Simplified power circuit of a voltage source back-to-back converter with (R)L filter and
RL load.
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The modeling of the system shown in Fig. 6.1 has already been developed in Chp. 2.
The main control objectives for such a system are: (Co1) load side current tracking, (Co2)
DC-link voltage control, and (Co3) grid side power control. The system is supposed to be
operated under certain current and power limits. In the following parts of this section, a
conventional PI DC-link controller-based DMPC (PI-DMPC) scheme (see Fig. 6.14 A) and
a proposed quasi-centralized DMPC (QC-DMPC) scheme (see Fig. 6.14 B) are presented.
They are introduced following the order of Step-II to Step-I in Algorithm 4.1 to ease
the reading, i.e., firstly the cost functions and then the required state predictions and
reference generation are given.

6.2.1 PI DC-link controller based DMPC scheme

In general, three separate controllers are required for the PI DC-link controller based
DMPC (PI-DMPC) scheme to achieve the above mentioned control objectives of Co1,2,3,
namely: a load side predictive current control for Co1, PI based DC-link controller for Co2

and an inner predictive power controller for Co3. The cost functions which represent the
control objectives of the load and grid side mentioned above can be designed as

JLSC = ‖iα∗l[k+1] − iαl[k+1]‖+ ‖iβ∗l[k+1] − i
β
l[k+1]‖︸ ︷︷ ︸

=:JTSLSC

+

0 ,
√

(iαl[k+1])
2 + (iβl[k+1])

2 ≤ imax
l

γl ,
√

(iαl[k+1])
2 + (iβl[k+1])

2 > imax
l︸ ︷︷ ︸

=:JCSLSC

,

(6.1a)

JPI
GSC = ‖P ∗[k+1] − P[k+1]‖+ ‖Q∗[k+1] −Q[k+1]‖︸ ︷︷ ︸

=:JPI
TSGSC

+

{
0 ,

√
(P[k+1])2 + (Q[k+1])2 ≤ ~‖S‖

max

γg ,
√

(P[k+1])2 + (Q[k+1])2 > ~‖S‖
max︸ ︷︷ ︸

=:JPI
CSGSC

,

(6.1b)

respectively, where JTSLSC
and JPI

TSGSC
represent the Targeting Set of load and grid side;

JPI
CSGSC

, JCSLSC
represent the Constraint Set for load and grid side, respectively, γl and γg

(all > 0), are the weighting factors; ~‖S‖
max

and imax
l (all > 0) are the power and current

limits.

6.2.1.1 System state prediction

For a PI-DMPC scheme, the required system states, for the cost evaluation, are load side
current of ~iαβl[k+1] and grid side active and reactive powers P[k+1] and Q[k+1], respectively.

They are calculated using equations (2.24) and (2.50), respectively.
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6.2.1.2 Reference extrapolation (generation)

The purpose of reference generation is to obtain the future system reference required by
the cost functions, i.e., equations (6.1a) and (6.1b). Those reference values are load side
currents ~iαβ∗l[k+1], grid side active and reactive powers P ∗[k+1] and Q∗[k+1]. In practice, the load

side current and grid side reactive power at the current sampling instant of [k], and past
instants of [k− 1] and [k− 2] can be recorded, which allows the future reference values to
be obtained with a second order extrapolation scheme [128,141] of

x∗[k+1] = 3(x∗[k] − x∗[k−1]) + x∗[k−2], where x can be~iαβ∗l or Q∗. (6.2)

The active power reference P ∗[k+1] is produced by an outer DC-link PI controller by (See

Fig. 6.14 A)

P ∗(t) = Vd(t) · L−1{TPI(s) ∗ (V ∗d (s)− Vd(s))}+ P̂l(t), with TPI(s) =
Kp · s+Ki

s
(6.3)

where L−1 represents the inverse Laplace transformation, and P̂l(t) is the estimated
active power of the load side (See Equation (6.8)). Note that, with the presence of
P̂l(t) in Equation (6.3), the power control forms a feed-forward structure, resulting in a
much smaller DC-link voltage fluctuation during load change. The structure overview of
PI-DMPC is given in Fig. 6.2 A.

6.2.2 The proposed quasi-centralized DMPC scheme

6.2.2.1 Cost function design

The load side cost-function for QC-DMPC scheme is designed the same way as described
by Equation (6.1a), since the control objectives are same. However, the DC-link voltage for
the proposed QC-DMPC is directly included into the grid side predictive controller using
a dynamic reference generation concept and no outer PI control loop is required [10,104].
The cost function for the grid side is designed as

JQCGSC = ‖P ∗[k+1] − P[k+1]‖+ ‖Q∗[k+1] −Q[k+1]‖+ γQCVd ‖V
∗

d[k+1] − Vd[k+1]‖︸ ︷︷ ︸
=:JQCTSGSC

+

{
0 ,

√
(P[k+1])2 + (Q[k+1])2 ≤ ~‖S‖

max

γg ,
√

(P[k+1])2 + (Q[k+1])2 > ~‖S‖
max︸ ︷︷ ︸

=:JQCCSGSC

.
(6.4)

6.2.2.2 System state prediction and reference generation (extrapolation)

6.2.2.2.1 System state (TSp, CSp) prediction For the QC-DMPC scheme, the

system states to predict are load side currents ~iαβl[k+1], grid side active and reactive powers

P[k+1] and Q[k+1], and the DC-link voltage Vd[k+1], which are predicted by equations (2.24),
(2.50) and (2.18), respectively.
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6.2.2.2.2 Reference generation (extrapolation) The same method for the load
side current and grid side reactive power reference generation used in PI-DMPC scheme is
again adopted for QC-DMPC (See Equation (6.2)). The DC-link voltage reference V ∗d[k+1]

and grid side active power reference P ∗[k+1] are obtained here using a dynamic reference
generation concept and load side power estimation. The details are explained as follows.

i) DC-link voltage reference generation: To obtain the one step reference value V ∗d[k+1]

of the DC-link voltage, a gradually-approaching manner with a limited-step size is
introduced by using Ns(> 1) to limit the charging and discharging current of the
DC-link capacitor

V ∗d := Vd[k] +
1

Ns

(V ∗d,∞ − Vd[k]), (6.5)

where Ns defines how many control intervals it needs to reach the general reference
value of V ∗d,∞.

ii) Grid side active power reference generation: Assuming that V ∗d[k+1] is reached in

the next sampling interval, the required capacitor charging (or discharging) current
reference I∗d[k+1] can be calculated by

I∗d[k+1] =
C

NsTs

(V ∗d[k+1] − Vd[k]). (6.6)

By defining the estimated load side current reflected at the DC-link part as Îl[k+1],
the reference DC-link current on the grid side I∗g[k+1] can be calculated as

I∗g[k+1] = I∗d[k+1] + Îl[k+1], (6.7)

where, in order to reduce the influences of the DC-link voltage measurement noises,

Îl[k+1] is calculated by Îl[k+1] =
P̂ ∗
l[k+1]

+P̂ ∗
l[k]

V ∗
d[k+1]

+Vd[k]
. The load side power estimation P̂ ∗l[k+1] is

obtained by
P̂ ∗l[k+1] = {(iα∗l[k+1])

2 + (iβ∗l[k+1])
2} ·Rl. (6.8)

The power reference P ∗g(dc)[k+1] of the DC-link at grid side can be calculated by

equations (6.7) and (6.5) as

P ∗g(dc)[k+1] = I∗g[k+1] · V ∗d[k+1]. (6.9)

By defining the power reference for the resistor at the grid side filter as P ∗g(Rg)[k+1]

(See Fig. 6.1 ), the power reference P ∗[k+1] (See Fig. 6.1) for the grid side predictive
controller is

P ∗[k+1] = P ∗g(Rg)[k+1] + P ∗g(dc)[k+1], (6.10)

where P ∗g(Rg)[k+1] = 2Rg

3A2{(P ∗[k+1])
2 + (Q∗[k+1])

2}. Solving (6.10) we obtain the following

P calc∗
g[k+1] =

3A2

4Rg

−

√
9A4

16R2
g

− 3A2

2Rg

· (P ∗g(dc)[k+1] +
2Rg

3A2
· (Q∗[k+1])

2. (6.11)
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Note here, for safety concerns, the grid side power reference has to be limited. To be
more specific, the power reference P ∗[k+1] assigned to the predictive power controller is
defined by the following function

P ∗[k+1] =


P calc∗

g[k+1] , | P calc∗
g[k+1] |≤ Pmax

g

Pmax
g , P calc∗

g[k+1] > Pmax
g

−Pmax
g , P calc∗

g[k+1] < −Pmax
g .

(6.12)

By defining the maximum grid side power as ~‖S‖
max

(obtained from the system
hardware limits), the maximum admissible grid side active power is calculated by

Pmax
g =

√(
~‖S‖

max
)2

−
(
Q∗[k+1]

)2

. (6.13)

The structure overview of the proposed QC-DMPC is depicted in Fig. 6.2b.

(a) The PI-DMPC scheme. (b) The proposed QC-DMPC scheme.

Fig. 6.2: Control structure of the PI-DMPC and the proposed QC-DMPC schemes.

Remark 15 (Comparison of QC-DMPC and PI-DMPC schemes) A primary
comparison of the QC-DMPC and PI-DMPC methods is described as follows.

(a) For the QC-DMPC scheme, theoretically no big over- or undershoot of the DC-link
voltage will happen, which is due to: (i) the reference DC-link voltage is generated by
using a gradually-approaching manner (see Equation (6.5)). This leads to the one-step-
reference-value (V ∗d[k+1] in Equation (6.5))), which cannot be larger (when positive)

or smaller (when negative) than the general-reference-value (V ∗d in Equation (6.5)).
(ii) The power and current constraints are included inside the cost function. So when
the constraints are fully respected (by choosing a big enough weighting factor), no
over-limit charging and discharging current will happen. Since big voltage over- or
undershoot can be damaging to the DC-link capacitors, which are usually one of the
most vulnerable parts of a real power converter. From this aspect, the QC-DMPC
scheme is more suitable when considering the life-span of the DC-link capacitors.

(b) The QC-DMPC scheme uses only one parameter Ns in the DC-link part; moreover,
it can be chosen according to the specific charging or discharging current limit of the
DC-link capacitor and the intended steps for reaching the DC-link voltage reference.
This makes the tuning procedure considerably easier than PI-DMPC schemes.
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Time PI-DMPC QC-DMPC Resources PI-DMPC QC-DMPC

T1 40 ticks, 1 µs 40 ticks, 1 µs Total Slices 2755 2792

T2 1 tick, 25 ns 1 tick, 25 ns Slice Registers 1690 1710

T3 7 ticks, 175 ns 9 ticks, 225 ns Slice LUTs 1838 1864

T4 19 ticks, 475 ns 19 ticks, 475 ns DSP48s 48 54

T5 8 ticks, 200 ns 8 ticks, 200 ns Block RAMs 0 0

Ts 50 µs 50 µs

Tmpc ≤ 2 µs ≤ 2 µs

Tsleep ≥ 48 µs ≥ 48 µs

Table 6.1: FPGA design details of both schemes.

(c) The calculation of the DC-link and grid-side active power reference values involves all
of the system parameters. The correct value of the load side resistor is particularly
important for the generated active power reference. Intuitively, the QC-DMPC scheme
is more vulnerable to system parameter deviations. In terms of the computational
efforts required, the QC-DMPC scheme is more demanding than the PI-DMPC scheme.

(d) The selections of weighting parameters is still an open question, but there are some
rule-of-thumb. An “equal weighing” tuning method as is used in this paper is highly
recommended due to its simplicity and effectiveness. “Equal weighting” means the
targeted quantities are regarded as equally important, and the weighting factors for
targeted quantities can be chosen with normalized value by

γi
in

=
γp
pn
, (6.14)

where γi, γp are the weightings for current and power, respectively.

But the weighting factors for the constraints can be chosen with values big enough
(exact requirements depends on the data type of the digital controller employed), to
assure all the constraints are respected.

6.2.3 FPGA implementation comparison

In this section, a FPGA-based platform (NI-CRIO reconfigurable system) is used to
implement both control schemes. The implementation procedures, resource usage and the
timing information are introduced in this section. Note that, for the subscribes, both xn

and xg represent the grid/net side quantity of x.

The overview of the FPGA implementations for both schemes are depicted in Fig. 6.3,
where different colors represent different calculation times. FPGA design procedure is
introduced hereafter following the respective duration time of T1, T2..T5, Tsleep in Fig. 6.3.
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A. PI-DMPC

B. QC-DMPC

Fig. 6.3: FPGA implementation overview of PI-DMPC and QC-DMPC schemes.
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During T1 (40 ticks, i.e., 1µs)1 : For both PI-DMPC and QC-DMPC, the analog-to-
digital conversion (ADC) interface subroutine is executed and the feedback signals are
obtained.

During T2 (1 tick): Measured signals are transformed into αβ frame, using a so-called
Single-Circle-Timed-Loop (SCTL) technique in parallel running subroutines; meanwhile
the subroutine of load side power estimation is executed in parallel, for both PI-DMPC
and QC-DMPC (See Fig. 6.3).

During T3 (7 ticks for PI-DMPC; 9 ticks for QC-DMPC): (i) For PI-DMPC, the
reference generation (extrapolation), load side state prediction, DC-link PI controller and
grid side state are implemented in parallel. Note that, the heaviest parts in terms of
computation are the load and grid state predictions which run in 7 ticks. The PI controller
itself only runs for 1 tick but a waiting routine (6 ticks) is added for synchronizing purpose;
(ii) For QC-DMPC, the system state prediction and reference generation (extrapolation)
subroutines are implemented in parallel and the time duration is 9 ticks.

During T4 and T5 (19 ticks): For both schemes the cost calculation (T4) and mini-
mization (T5) parts are implemented in parallel in the same way. For both, the durations
of these two steps (cost calculation and minimization) are T4 = 19 ticks and T5 = 8 ticks.

During Tsleep (1925 ticks for PI-DMPC; 1923 ticks for QC-DMPC): For both schemes,
this part represents the period from sending out the gate signals to the beginning of a new
control interval.

The calculation time is quite small (77 ticks for QC-DMPC, and 75 ticks for PI-DMPC)
compared to the whole sampling interval Ts = 2000 ticks. Therefore the computation
compensation is not necessary. Table 6.1 summarizes the FPGA design details.

6.2.4 Evaluations and analysis

6.2.4.1 Simulation evaluations

To verify the effectiveness of the proposed QC-DMPC scheme and also the DC-link voltage
control comparison between the presented QC-DMPC and PI-DMPC (a conditional
integration anti-windup PI strategy, for which see [10] and the references therein, is used
for a fair comparison) schemes, a simulative comparison in Matlab/Simulink environment is
performed. The weighting parameters in equations (6.1a), (6.1b) and (6.4) are set using the
equal-weighting method (See Eq. (6.14)) as: γl = 5000, γg = 5000; γQCVd = Vd

~‖S‖
max , γg = 5000.

Note that, for a fair comparison, the parameters of the PI controller are tuned in a
trial-and-error manner to reach a similar rising-time2 of Tr (Tr ≈ 0.22s, See Fig. 6.4 (c)
and (d)) as the QC-DMPC, and all the other conditions are set the same. The other
parameters of the simulation are collected in Table 6.2.

The simulation scenario is as follows: within the interval [0, 0.08]s, the load side current
reference has a frequency of 50Hz and a magnitude of 10 [A] (peak). At t = 0.03s, DC-link

1The FPGA top-level clock is 40MHz, and one 1 tick = 1
40MHz

= 25ns
2Here instead of using the definition for “rising time” on the text book, the time for the state to reach 100% of its status

value is regarded as the“rising time” here for easing the measuring accuracy.
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(a) Load side current with PI-DMPC (base value 20A)
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(b) Load side current with QC-DMPC (base value 20A)
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(c) DC-Link voltage with PI-DMPC (base value 700V)
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(d) DC-Link voltage with QC-DMPC (base value 700V)
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(e) Grid side power with PI-DMPC (base value 5000VA)
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(f) Grid side power with QC-DMPC (base value 5000VA)
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(g) Reactive power with PI-DMPC (base value 5000VA)
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(h) Reactive power with QC-DMPC (base value 5000VA)
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Fig. 6.4: Simulation data: performance comparison with both PI-DMPC and QC-DMPC.
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Fig. 6.5: Simulation data: Load side power estimation during load current changes.
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Fig. 6.6: Simulation data: Robustness to system parameter (load resistor Rl) variation.
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voltage reference steps up from 600 [V] to 700 [V](base value), whereas at t = 0.08 [s],
the current reference magnitude changes to 20 [A]. The reactive power changes from 0var
to -3000 [var] at t = 0.11 [s]. The effectiveness of the proposed QC-DMPC scheme is
illustrated in (b), (d), (f), (h) and (j) of Fig. 6.4. The two schemes demonstrate similar
performance for the load side current tracking (See Fig. 6.4 (a) and(b)). The power
tracking performances during the steady state for both schemes are also similarly good
(See Fig. 6.4 (e) to (f)). However, the QC-DMPC scheme outperforms the PI-DMPC
scheme in controlling the the DC-link voltage, active power and grid side current during
the transient state (See Fig. 6.4 (c) to (j)). For the PI controller, a typical second-order
phenomenon is seen with noticeable over- and undershoot magnitudes (See the transient
phases (around t = 0.6 and t = 0.8 [s]) of Fig. 6.4 (d) and (f)). However, as expected, no
over- or undershoot is observed for the QC-DMPC scheme.

Parameters simulation experiment

Grid-Side Phase Voltage ~eabc
g [V] (peak) 250 70

Grid-Side Voltage Frequency ωg [rad/s] 100π 100π

Grid-side Reactor Resistor Rg [Ohm] 1.56e− 3 1.56e− 3

Grid-side Reactor Inductance Lg [H] 16e− 3 16e− 3

DC-link Capacitor C [uF] 1100 1100

Load-side Inductance Ll [H] 10e-3 10e-3

Load-side Resistor Rl [Ohm] 10 10

Sampling Frequency fs [kHz] 20 20

Table 6.2: System configuration.

6.2.4.2 Experimental evaluations

The load side power estimation is an essential step for the proposed QC-DMPC scheme,
because the load side power reflected at the DC-link part is required for calculating
I∗g[k + 1] (See Eq. (6.7)). Simulation results in Fig. 6.5 confirm the effectiveness of the
proposed load side power estimation. The testing scenario is as follows: within the interval
[0, 0.03] [s], the load side current reference has a frequency of 50Hz and a magnitude of
10 [A] (peak). At t = 0.3 [s], it changes from 50 to 150 [Hz], then at t = 0.06 [s] the
magnitude changes to 20 [A] (peak) (See Fig. 6.5(a)). Clearly, the load power estimation
is working accurately during both magnitude and frequency change (See Fig. 6.5(b)).

The robustness under parameter (load side resistor) variations of the two schemes is
also compared in the simulation. The results in Fig. 6.6 emphasize that PI-DMPC is less
sensitive to parameter variation than QC-DMPC: for QC-DMPC, when changing the load
side resistor (to 150% and 50% of its measured value), noticeable DC-link voltage steady
state errors are seen (See Fig. 6.6 (b)); while for PI DMPC, neither transient nor steady
state performances are (evidently) affected by changing Rl (See Fig. 6.6 (a)).
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(h) Grid side voltage and current: transient state performance

Fig. 6.7: Experimental results: performance of QC-DMPC for a Back-to-Back converter.

Experimental verification of the proposed QC-DMPC scheme and its performance
comparison with PI-DMPC are carried out on a lab-constructed test bench (See Fig.2.9
presented in Chp. 2 ). For the test bench, the only difference from the topology depicted
in Fig. 6.1 is that, a three-phase variac (H in Fig. 2.9) is added between the power line
and the grid side filter for safety concerns. The parameters in experiments are collected in
Table 6.2. Note that, for all test scenarios the reactive power reference Q∗ is set to be 0
[var] for a unit power factor operation.

6.2.4.3 Experimental verification of the proposed QC-DMPC

Fig. 6.7 illustrates the steady state and dynamic performances of the proposed QC-DMPC
control scheme. The load side current tracking performance during both steady state and
transient phases are with fast dynamics and small tracking errors (See Fig. 6.7 (a) and
(b)). The DC-link control performances are shown in Fig. 6.7 (c) and (d). In (d) the
DC-link voltage is almost not affected during the load change. Grid side active and reactive
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(b) Step changing of DC-link voltage: Ns = 160
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Fig. 6.8: Experimental results: effects of Ns for QC-DMPC.
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Fig. 6.9: Experimental results: dynamic performance comparison of PI-DMPC and QC-DMPC.

power control performances are shown in Fig. 6.7 (e) and (f). Especially, nice decoupling
performance of using QC-DMPC is illustrated in Fig. 6.7 (f): At around t = 0.052 [s], a
step change happens to the active power due to the load side current change, and the
reactive power is almost not affected. The last pair of Fig. 6.7 illustrate the grid side
current and voltage in phase-a: A unit power factor and also a nice dynamic performance
are achieved (See Fig. 6.7 (f) at around t = 0.052 [s], grid side current immediately changes
in accordance with the load change).

Fig. 6.8 illustrates the effects of Ns to the DC-link voltage control in QC-DMPC scheme:
As Ns decreases, the dynamics, i.e. the rising time, for the DC-link change is getting
shorter. This further confirms that the dynamics of the DC-link voltage is controllable by
changing Ns.
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Fig. 6.10: Experimental results: dynamic performance comparison of PI-DMPC and QC-DMPC.

6.2.4.4 Experimental comparison of QC-DMPC and PI-DMPC

Note that, a constant value of Ns is chosen (Ns = 100) for QC-DMPC scheme, and the
PI controller parameters for PI-DMPC scheme are tuned in a trial-and-error manner to
reach the same rising time (Tr ≈ 0.2 [s], See Fig. 6.9 (a) and (b)) as the QC-DMPC
scheme. Within the PI-DMPC scheme a conditional integration anti-windup strategy as an
industrial standard (See e.g., [10] and the reference therein) is used. A first-order low pass
filter with a cutoff frequency of 1000 [Hz] is added to the DC-link voltage measurement
for both controllers for a fair grid current performance comparison (Fig.11 and Fig.12).
All the other operation conditions are kept the same.

The performance comparison of the DC-link voltage control is shown in Fig. 6.9. The
test scenario is as follows: at t ≈ 1.8 [s] the DC-link voltage reference is changed from 150
to 250 [V]; the load current is kept at 4 [A]. No overshoot occurs, but a fast dynamic (with
Tr ≈ 0.2 [s]) is achieved when using QC-DMPC (See Fig. 6.9 (b)) while a considerable
overshoot showing a typical second order phenomenon is seen when using PI-DMPC
(See Fig. 6.9 (a)). Notably, for the PI-DMPC scheme, the power ripples also increase in
comparison to the QC-DMPC scheme (See Fig. 6.9 (c) and (d) for time interval of [2, 4]
[s]).

Fig. 6.10 illustrates the DC-link control performance comparison in the presence of
load disturbances. The test scenario is as follows: for the time range of [0, 0.48] [s], the
load side current reference is set at a magnitude of 2 [A], and at around t = 0.48 [s] it
changes to 4 [A] (See Fig. 6.10 (a) and (b)); while for all t ∈[0, 1] [s] the DC-link voltage

- 161 -



CHAPTER 6. QUASI-CENTRALIZED DIRECT MODEL PREDICTIVE CONTROL

0 0.02 0.04 0.06
-4

-2

0

2

4

Time [s]

i
a n
[A

]

(a) Grid side current with PI-DMPC

0 0.02 0.04 0.06
-4

-2

0

2

4

Time [s]

i
a n
[A

]

(b) Grid side current with QC-DMPC

0 1000 2000 3000 4000 5000
0

1

2

3

Fundamental (50Hz) = 2.550[A] , THD= 4.02%

Frequency [Hz]

M
ag

(%
of

F
u
n
d
am

en
ta
l)

(c) Grid side current spectrum and THDs with PI-DMPC

0 1000 2000 3000 4000 5000
0

1

2

3

Fundamental (50Hz) = 2.546 [A], THD= 3.59%

Frequency [Hz]

M
ag

(%
of

F
u
n
d
am

en
ta
l)

(d) Grid side current spectrum and THDs with QC-DMPC

0 0.02 0.04 0.06
100

150

200

250

Time [s]

P
∗ n
[W

]

(e) Grid side active power reference with PI-DMPC

0 0.02 0.04 0.06
100

150

200

250

Time [s]

P
∗ n
[W

]

(f) Grid side active power reference with QC-DMPC

0 1000 2000 3000 4000 5000
0

1

2

3

DC = 184.3[W] , THD= 4.68%

Frequency [Hz]

M
ag

(%
of

D
C
)

(g) Spectrum and THDs of P ∗ with PI-DMPC

0 1000 2000 3000 4000 5000
0

1

2

3

DC = 183.2 [W] , THD= 4.10%

Frequency [Hz]

M
ag

(%
of

D
C
)

(h) Spectrum and THDs of P ∗ with QC-DMPC

Fig. 6.11: Experimental results: THD comparison of PI-DMPC and QC-DMPC for grid side
current and active power reference.

reference is set to be 150 [V]. The DC-link voltage is almost not affected for QC-DMPC
when the load is changed (See Fig. 6.10 (f)); this is due to the dynamic power reference
which is immediately generated accordingly and tracked by the inner predictive control
loop (See Fig. 6.10 (d)). However, a slight fluctuation occurs in the DC-link voltage and
grid side active power in the PI-DMPC scheme (See Fig. 6.10 (e) and (c)) due to the slight
mismatching of the load and grid side power with using PI DC-link controller.

In Fig. 6.11 (a) to (d) the grid side current control comparison of PI-DMPC and
QC-DMPC are given. The Total Harmonic Distortions (THDs) of the grid side current
with QC-DMPC (3.59%, See Fig. 6.11 (b) and (d)) outperforms PI-DMPC (4.02%, See
Fig. 6.11 (a) and (c)). This is primarily due to the differences of the active power reference
generation schemes involved. Therefore, in Fig. 6.11 (e) to (h) the spectrum and THDs
of the active power references for PI-DMPC and QC-DMPC are illustrated. The active
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power reference ripples in the QC-DMPC scheme are evidently smaller. The active power
reference THDs for QC-DMPC is 4.10% and 4.68% for PI-DMPC (See Fig 6.11 (h), (g)).

6.2.4.5 Verification of the robustness under parameters variations.
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(a) DC-link voltage control PI-DMPC, with 50%Rl
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(b) DC-link voltage control PI-DMPC, with 100%Rl
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(c) DC-link voltage control PI-DMPC, with 150%Rl
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(d) DC-link voltage control QC-DMPC, with 50%Rl
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(e) DC-link voltage control QC-DMPC,with 100%Rl
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(f) DC-link voltage control QC-DMPC, with 150%Rl

Fig. 6.12: Experimental results: Robustness to system parameter (load resistor Rl) variation.

Experimental results shown in Fig. 6.12 illustrate the robustness of the DC-link voltage
control to load parameter (load resistor Rl) variation for the two schemes. As expected, the
PI-DMPC scheme outperforms the QC-DMPC scheme when the value of load side resistor
used in the controllers is changed to 150% or 50% of its measured value: QC-DMPC
shows noticeable constant steady state errors (See Fig. 6.12 (d), (f)), while the steady
state performance of PI-DMPC scheme is almost not affected (See Fig. 6.12 (a), (c)).

Remark 16 (On DC-link steady state tracking error of the QC-DMPC) For
QC-DMPC scheme, two sources may lead to DC-link voltage tracking errors in steady
state: (i) modeling errors, especially the system parameter variations (like the load resistor
parameter variation as is illustrated in this work); (ii) actual efficiency of the power
converter. While developing the dynamic reference an ideal efficiency (i.e., 100% power
converter efficiency) is assumed, so if in practice (especially for high power operation
situations) the power converter efficiency is lower than 100%, evident DC-link voltage
tracking errors can be observed.
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6.3 A revised QC-DMPC for back-to-back power con-

verter with PMSG

6.3.1 Introduction

The Quasi-Centralized DMPC (QC-DMPC) scheme presented in Sec. 6.2 may serve as
an alternative for controlling back-to-back power converter PMSG wind turbine systems.
Compared with centralized DMPC scheme, instead of 64, 8 enumerations are required to
minimize the cost function; the control complexity and computational load for QC-DMPC
method are drastically reduced. Compared with the classical DC-link PI controller based
control scheme, the QC-DMPC technique shows nice characters such as: easy to tune,
fast and controllable DC-link dynamics, no extra PI DC-link controller, etc. However, as
analyzed in Remark 16 and Fig. 6.12, model errors and imperfect power efficiency lead to
evident steady status tracking offset of the DC-link voltage. Also, the cost-enumeration
concept of the classical DMPC, which is used in [10], leads to heavy computational efforts
and FPGA resource cost.

To deal with this, a revised quasi-centralized direct model predictive control (RQC-
DMPC) scheme for back-to-back converter PMSG wind turbine systems is further proposed
in this section. With the proposed (RQC-DMPC) scheme, the DC-link voltage is directly
controlled by a grid side predictive controller with a flexibly designed cost function using
a revised dynamic reference generation concept. Its steady status tracking errors are
eliminated. To reduce the computational efforts of the classical scheme, the computational
efficient concept introduced in Chp. 5 is utilized. The proposed scheme is again imple-
mented on an entirely FPGA based platform. The effectiveness of the proposed method is
verified through experimental data. DC-link control performance comparison with classi-
cal Proportional-Integration (PI) controller based methods and the QC-DMPC scheme
under different scenarios are also experimentally investigated. The results emphasize the
improvement of the proposed RQC-DMPC scheme.

PMSG

MSC

Fig. 6.13: Simplified power circuit of a voltage source Back-to-Back power converter PMSG wind
turbine system with RL filter.
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6.3.2 Classical PI-DMPC and QC-DMPC controllers

The main control objectives for a back-to-back converter PMSG wind turbine system shown
in Fig. 6.13 are: Co1: Torque reference T ∗e (generated by a maximum-power-point-tracking
(MPPT) controller) tracking, Co2: DC-link voltage reference V ∗d tracking, and Co3: grid

side power reference ~S∗ tracking. For both PI-DMPC and newly reported QC-DMPC [10]
scheme as in Sec. 6.2, the machine side control objective is the same, i.e., T ∗e tracking.
Therefore, for both methods, the same machine side cost function to achieve Co1 is used,
which is

Jm
DMPC(~um) = γTe‖T ∗e[k+1] − Te[k+1](~um)‖︸ ︷︷ ︸

=:J(Te)

+ γidm‖i
d
m[k+1](~um)‖︸ ︷︷ ︸
=:J(idm)

+

{
0 , ‖~idq

m[k+1]‖ ≤ Imax
m

γim
CS , ‖~idq

m[k+1]‖ > Imax
m︸ ︷︷ ︸

=:Jm
CS1

+

{
0 , ‖(Te[k+1]‖ ≤ Tmax

e ,

γTe
CS , ‖(Te[k+1]‖ > Tmax

e .︸ ︷︷ ︸
=:Jm

CS2

(6.15)

where, ~idq
m[k+1] and Te[k+1] are predicted by Equation (2.42). Note that J(idm) is used to

maintain a constant flux and to achieve the maximum torque/current control. Jm
CS1,2

are
the constraints to restraint the current and torque within their limits of Imax

m and Tmax
e ,

respectively; ‖~idq
m[k+1]‖ =

√
(idm[k+1])

2 + (iqm[k+1])
2.

However, based on a dynamic reference generation concept, the DC-link and grid side
control is designed within one centralized predictive voltage and power controller for the
QC-DMPC method. It is therefore different from the PI-DMPC method, where an extra
outer loop PI based DC-link controller is used to generate the active power reference for
the inner predictive power controller, thereby controlling the DC-link voltage and grid
side power, i.e., to achieve Co2,3.

The DC-link and grid side power control part for the PI-DMPC scheme and the QC-
DMPC scheme are re-visited briefly in the following.

6.3.2.1 Grid side and DC-link voltage control of PI-DMPC Scheme

Two separate controllers namely: a PI based DC-link controller and an inner predictive
power controller are used to achieve Co2,3 (See Fig. 6.14. For the inner predictive power
controller, a cost function to achieve Co3 is designed as

Jn,PI
DMPC(~ug) = ‖P ∗[k+1] − P[k+1](~ug)‖︸ ︷︷ ︸

=:J(P)

+ ‖Q∗[k+1] −Q[k+1](~ug)‖︸ ︷︷ ︸
=:J(Q)

+

{
0 , ||S[k+1]|| ≤ Smax,

γSCS , ||S[k+1]|| > Smax,︸ ︷︷ ︸
=:Jn,PI

CS

.

(6.16)
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where ||S[k+1]|| =
√

(P[k+1])2 + (Q[k+1])2. Jn,PI
CS is used to restrain the grid side power within

its limit of Smax.

The active power reference is produced by an outer DC-link PI controller. Depending
on whether the machine side power is fed-forward or not, the DC-link PI controller can be
designed as two cases of C− I and C− II:

P ∗[k] =

{
Vd[k]Z−1{TPI(Z) ∗ (V ∗d[k] − Vd[k])}, C− I

Vd[k]Z−1{TPI(Z) ∗ (V ∗d[k] − Vd[k])}+ P̂m[k], C− II
(6.17)

where TPI(Z) = Kp+Ki−KpZ−1

1−Z−1 is the Z format of a PI controller, and

P̂m[k] = T ∗e[k] · ωm[k] (6.18)

is the estimated active power of the machine side. The controller structure of PI-DMPC is
given in Fig. 6.14 A.

6.3.2.2 Grid side and DC-link control using QC-DMPC Scheme

The DC-link voltage and grid side power control, i.e., Co2,3, are realized with one single
predictive controller for the QC-DMPC scheme. An extra DC-link voltage control term is
included inside the cost function (See (6.19)).

Jg,QC
DMPC(~ug) = ‖P ∗[k+1] − P[k+1](~ug)‖︸ ︷︷ ︸

=:J(P)

+ ‖Q∗[k+1] −Q[k+1](~ug)‖︸ ︷︷ ︸
=:J(Q)

+

γVdc|V ∗dc − Vdc[k+1]|︸ ︷︷ ︸
=:J(Vd)

+

{
0 , ||S[k+1]|| ≤ Smax,

γSCS , ||S[k+1]|| > Smax.︸ ︷︷ ︸
=:Jn

CS

(6.19)

Note that, V ∗dc in (6.19) is the generated “one-step” reference using the general reference
voltage V ∗d,∞ (the set value) with a gradually-approaching manner [10] as Eq. (6.5)

Defining the power reference for the resistor of the grid side filter as P ∗g(Rg)[k+1] and

the power reference for the DC-link on the grid side as P ∗g(dc)[k+1] (See Fig. 6.13), the
power reference P ∗[k+1] for the grid side predictive controller is therefore can be calculated,

following the similar steps as presented in Sec. 6.2.2.2.2, as Eq. (6.11). For this PMSG
system, the controller structure of QC-DMPC is given by Fig. 6.14 B.

Remark 17 (Theoretical interpretation of the DC-link tracking bias) It can be
seen from Sec. 6.3.2.2, for QC-DMPC method the development of the power reference to
achieve both the DC-link and grid side active power control requires an accurate system
model and a power-loss conversion assumption. More specifically:

(a) To calculate the reference power through P ∗[k+1] = P ∗g(Rg)[k+1] + P ∗g(dc)[k+1], where

P ∗g(Rg)[k+1] = 2Rg
3A2

{
(P ∗[k+1])

2 + (Q∗[k+1])
2
}

, implies that, a perfect power conversion effi-
ciency of the grid side power converter is assumed;
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Power 

Estimate

Machine Side

Power 

Estimate

Fig. 6.14: Control structure of PI-DMPC and QC-DMPC schemes.

(b) Eq. (6.7), where Î∗m(dc)[k+1] =
P̂m[k+1]+P̂m[k]

V ∗
dc[k+1]

+V ∗
dc[k]

, contains the assumption that the load/ma-

chine side conversion is power loss-less and requires also that the load/machine side
power estimation is accurate and has no time delay.

Therefore, only both conditions (a) and (b) holding true will the calculated power reference
in Eq. (6.11) lead to a bias-less DC-link tracking. However, in practice conditions (a) and
(b) can hardly be guaranteed.

6.3.2.3 The proposed RQC-DMPC

Known from Sec. 6.3.2.2, to generate the active power reference, almost all the system
parameters are involved by the QC-DMPC scheme. Especially, a perfect power converter
efficiency (lossless power conversion) is assumed during the calculation for both the currents
and power references. Therefore, as discussed in last section, the parameter variations and
an imperfect power converter efficiency will lead to biased DC-link voltage tracking. To
conquer this, a revised QC-DMPC method is proposed (named as RQC-DMPC in the
following) in this work. Moreover, to address the heavy calculation efforts required by the
classical DMPC concept, the computational efficient scheme as introduced in Chp. 5 is
incorporated into the proposed RQC-DMPC method. Details are given in the following
sections.
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6.3.3 Revised QC-DMPC without DC-link voltage bias

One of the evident demerits for the PI based scheme is that, when a transient reference with
a big magnitude difference from its previous value is newly given, due to the integration
effect, an (evident) over-/undershoot will be observed. Even there is an anti-windup
scheme. However, the integration term will on the other hand eliminate the infinite (small)
tracking errors. Inspired by these, an extra bias elimination term is added to the power
reference after the magnitude difference between the newly set reference and the real
voltage is getting small, i.e.,

PRQC∗
[k+1] = P ∗n(Rg)[k+1] + P ∗n(d)[k+1] + P ∗comp[k+1], where,

P ∗comp[k+1] =

0 , k ≤ Ns,

λ
∞∑

k=Ns

(V ∗d,∞ − Vd[k]) , k > Ns.
(6.20)

where λ(> 0) is the tuning parameter. Considering the drawbacks of a pure integration in
practice, a Low Pass Filter (LPF) is used and therefore the term P ∗comp[k+1] is calculated as

P ∗comp[k+1] =

{
0 , k ≤ Ns,

λ 1−Z−1

1−αZ−1 (V ∗dc,∞ − Vd[k]) , k > Ns.
(6.21)

Note that, the DC-link voltage regulation term of J(Vd) in (6.19) is used to guarantee
the DC-link voltage reference is gradually tracked; Now that a DC-link compensation term
of P ∗comp[k+1] with the similar function is added into the power reference, to save part of
the calculations and also to reduce the FPGA resource cost, the cost function in this case
is simplified as

Jn,RQC
DMPC(~ug) = γP |PRQC∗

[k+1] − P[k+1](~ug)|︸ ︷︷ ︸
=:J(P)

+ γQ|Q∗[k+1] −Q[k+1](~ug)|︸ ︷︷ ︸
=:J(Q)

+

{
0 , ||S[k+1]|| ≤ Smax,

γSCS , ||S[k+1]|| > Smax.︸ ︷︷ ︸
=:Jn

CS

(6.22)

6.3.3.1 Low computational effort solutions

6.3.3.1.1 Cost function simplification The purpose of the constraint terms inside
the cost functions (6.15) and (6.22) is to limit the current/torque, and power. However,
to this end, based on the classical DMPC concept, 8 extra calculations of the predicted
variables are required, which increases the computational load heavily. Given that the
references are limited, the tracking terms themselves have already contained the limit
constraints. Therefore, an alternative is to set limitations within the references instead of
using those computationally demanding constraint terms. Therefore, the cost functions
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can be simplified as3

Jm,R
DMPC(~um) = ‖T ∗e[k+1] − Te[k+1](~um)‖︸ ︷︷ ︸

=:J(Te)

+ γidm‖i
d
m[k+1](~um)‖︸ ︷︷ ︸
=:J(idm)

(6.23a)

Jn,R
DMPC(~ug) = ‖PRQC∗

[k+1] − P[k+1](~ug)‖︸ ︷︷ ︸
=:J(P)

+ ‖Q∗[k+1] −Q[k+1](~ug)‖︸ ︷︷ ︸
=:J(Q)

(6.23b)

where T ∗e[k+1] ∈ [−Tmax
e ,Tmax

e ], PRQC∗
[k+1] ∈ [−Pmax,Pmax], and Q∗[k+1] ∈ [−Qmax,Qmax]. Tmax

e ,
Pmax and Qmax are the torque, active power and reactive power limits, respectively.

6.3.3.1.2 A combined deadbeat process to reduce computational efforts The
reference voltage to achieve perfect tracking of the control references can be computed

using the system model with a deadbeat concept, i.e., ~idq
m[k+1] :=~idq∗

m[k+1] = [
2T ∗

e[k+1]

3Npψpm
, id∗m[k+1]]

>

is set in (2.42). Re-arranging of (2.42) yields the (predicted) reference voltage vector

~vdq∗
m[k] = B−1

m

[
~idq∗m[k+1] −Am[k]

~idqm[k] −Hm[k]

]
, (6.24)

where Am[k],Bm,Hm[k] are the same as defined in chapter 2. Using the inverse Park

transformation, ~v αβ∗m[k+1] is computed as ~v αβ∗m[k+1] = T−1
P (θe)~v

dq∗
m[k+1].

Similarly, to achieve a deadbeat power control performance for the grid side, recalling
the concept and the realization steps presented in Chp. 3, the reference voltage vector on
grid side becomes:

(
vα∗g[k+1]

vβ∗g[k+1]

)
=

(
eαg[k]

eβg[k]

)
− Lg

Ts‖~eαβg[k]‖2

[
eαg[k] eβg[k]

eβg[k] −eαg[k]

](
P ∗[k+1] − P[k] + TsRg

Lg
P[k] + ωgTsQ[k]

Q∗[k+1] −Q[k] + TsRg

Lg
Q[k] − ωgTsP[k]

)
.

(6.25)

The obtained information of ~vαβ∗x[k+1] (x ∈ {m, g}) is helpful to allocate the optimal switching

state. For instance, if ~vαβ∗x[k+1] is located in the I sector of the plane (See Fig. 6.15), then

instead of all 8 switching vectors, only the 3 green ones (~u1, ~u2, and ~u0/7) are required to
minimize the cost equivalently, thus allowing to reduce the computational efforts to 3/8 of
the classical scheme4.

The controller structure of the proposed RQC-DMPC with lower computational efforts
is depicted in Fig. 6.15.

3 However, for the cases, where, the system is not limited/constrained by certain out-loop controllers with output
limitations, the limitation constraints cannot be eliminated from the cost function in such a manner.

4A deeper analysis will yield that a further computational load reduction can be achieved by an extra comparison: i.e.,

if ‖~vαβ∗
x[k+1]

‖ >
√

3Vd
6

, only ~u1, ~u2 are required to evaluate to minimize the cost.
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Fig. 6.15: Vector plane and control structure of the proposed RQC-DMPC scheme.

Parameters Values

Grid-Side Phase Voltage ~eabc
n [V] (peak) 120

Grid-Side Voltage Frequency ωg [rad/s] 100π

Grid-side Reactor Resistor Rg [Ohm] 1.56e− 3

Grid-side Reactor Inductance Lg [H] 16e− 3

DC-link Capacitor C [uF] 1100

Generator Stator Inductance Ls = [H] 8e-3

Generator Stator Resistor Rs [Ohm] 1.3

Generator Pole Pairs Np [1] 3

Rotor Permanent-Magnet Flux ψpm [Wb] 0.41

Sampling Interval Ts [µs] 50

Weighting Factors γidm
, λ Inm

Tne
, 0.05

Table 6.3: System configurations.

6.3.4 FPGA design and experimental evaluation

6.3.4.1 FPGA design

An FPGA-based platform is employed to implement all the presented control schemes for
an experimental investigation. To omit redundancy, only the FPGA design process of the
proposed RQC-DMPC scheme is introduced in this section.

The underlying RQC-DMPC controller is divided into small sub-routines and imple-
mented using a Single-Cycle-Timed-Loop technique. An overview of the FPGA design
is shown in Fig. 6.16. Notably, owning to the proposed computational efficient concept,
the calculation time and the FPGA resource cost are both seen an remarkable reduction.
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Fig. 6.16: FPGA design overview of the proposed RQC-DMPC scheme.

PI-DMPC QC-DMPC RQC-DMPC

Calculation Time: 88ticks 91ticks 56ticks

Resources: 49% 51% 43%

Table 6.4: FPGA design comparison

Table 6.4 shows the comparison of the three control schemes discussed above5.

6.3.4.2 Evaluation and analysis

Experimental verification of the proposed RQC-DMPC scheme and its DC-link control
performance comparison with PI-DMPC, QC-DMPC are carried out on a lab-constructed
test bench (See Fig. 2.9) introduced in Chp. 2. The differences between the test bench
and the topology depicted in Fig. 6.13 are that, a three-phase variac (F in Fig. 2.9) is
added between the power line and the grid side filter so as to reduce the grid-side phase
voltage for safety concerns; the turbine is emulated using a commercial driven AC-Motor.
The parameters in experiments are collected in Table 6.3. Note that: for all test scenarios
the reactive power reference Q∗ is set to be 0var to obtain a unit power factor operation;
The DC-link voltage is limited below 350 [V] (operating set point maximum 300V) due to
the isolation concerns in the self-constructed test-bench; Therefore, the generator speed is
limited below 1500 [RPM] (operating set-point maximum ±1000 [RPM]).

The generator side control performances of using the proposed RQC-DMPC scheme is

5Only one of the two PI-DMPC schemes, i.e., the PI-DMPC with load power feed-forward, C − II, is compared for
calculation time and FPGA resource usage testing.
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Fig. 6.17: Experimental results: Machine side control performances with the proposed scheme.
From up to down are the speed, torque, stator current and zoomed stator current, respectively.
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Fig. 6.18: Experimental results: generator stator flux.
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Fig. 6.19: Experimental results: Grid side control performances with the proposed scheme. From
up to down are DC-link voltage, active and reactive power, grid side current, and zoomed grid
side current.

shown in Fig. 6.17. To better illustrate both the transient and steady status predictive
control performances, the speed reference (assuming it as the MPPT speed) of the
generator is set as 1000 RPM for the whole period; the load torque changes abruptly
between a negative 10% and the rated value (7.5 [Nm]) of the generator torque value at
t = 2, 6.5 and 14.5 [s], respectively. Clearly, for these whole instants, the torque tracks its
references with nice dynamics and steady status performances; the currents (in αβ frame)
and its zoomed figure (for t ∈ [5.95, 6.55] [s]) are also shown. Smooth and a near-constant
stator flux is also seen (shown in Fig. 6.18).

Fig. 6.19 illustrates the grid side control performances with the same scenarios as in
Fig. 6.17. Noticeably good DC-link control performances are achieved. Also the grid side
power is control with fast dynamics and tracking performances. The zoomed current and
its phase voltage are shown in the last sub-figure of Fig. 6.19. Power factor of one is
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maintained during the whole period.
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(a) DC-link voltage with PI-DMPC.
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(b) DC-link voltage with PI-DMPC, with feedforward control.
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(c) DC-link voltage with QC-DMPC.
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(d) DC-link voltage with the proposed RQC-DMPC.

Fig. 6.20: Experimental results: DC-link control performance with constant load torque.
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Fig. 6.21: Experimental results: Steady status power control performance comparison between
PI-DMPC (with feed-forward) and the proposed RQC-DMPC scheme.
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Fig. 6.22: Experimental results: DC-link control performance comparison: Load abrupt change
situation. From up to down are: load torque change, DC-link voltage control performances with
PI-DMPC, DC-link voltage with PI-DMPC using feed-forward control, and DC-link control
performances with the proposed RQC-DMPC scheme, respectively.

6.3.4.3 Performance Comparison of PI-DMPC, QC-DMPC and the proposed
RQC-DMPC.

DC-link control performance comparison under constant load torque situation (50% load
torque) is illustrated in Fig. 6.20. A DC-link voltage reference change from 250V to 300V
and back to 250V is set for all these four control schemes, namely: PI-DMPC, PI-DMPC
with load side power feed-forward, QC-DMPC and the proposed RQC-DMPC control
schemes. Sub-figures (a) and (b) are showing the two PI control schemes; as expected,
with the feed-forward concept, a faster dynamic performance is seen with slightly bigger
overshoots. In the contrary, no over- or undershoots are seen in (c) and (d), but an obvious
tracking bias is seen in (c) (i.e., with QC-DMPC scheme), while, the DC-link voltage
is tracking with nice dynamics and no tracking errors using the proposed RQC-DMPC
control scheme.

Noticeably, the grid side power ripples are also reduced with the proposed RQC-DMPC
scheme, in comparison with the PI-DMPC scheme. The test result is seen in Fig. 6.21.
Testing scenario is that: the control scheme is changed from the PI-DMPC (with load
power feed-forward) to the proposed RQC-DMPC at t = 3.0 [s], and a full load torque is
set for the whole period.
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Another DC-link control comparison under load abrupt change situation is also carried
out. Since the big DC-link bias, which is not controllable when load is changing abruptly,
will potentially lead to unsafe situation to the self-constructed test-bench, the QC-DMPC
scheme is therefore not compared in this test scenario. The results are shown in Fig. 6.22.
Best control performances are seen with the proposed QC-DMPC scheme. While, PI-
DMPC with load power feed-forward shows smaller ripples than PI-DMPC.
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(b) With 50% of the measured filter inductance.

0 0.03 0.06 0.09

T
o
rq

u
e

[N
m

]

5

10

15
Te

Time [s]

0 0.03 0.06 0.09

C
u
rr

.
[A

]

-5

0

5

i,m i-m

(c) With the measured stator inductance.
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(d) With the measured filter inductance.
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(e) With 150% of the measured stator inductance.
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(f) With 150% of the measured filter inductance.

Fig. 6.23: Experimental results: where (a), (c) (e) are machine side control performance under
parameter variations: for each sub-figure, from up to down are the torque and stator current in
αβ frame, respectively; while (b), (d) and (f) are grid side control performance under parameter
variations: for each sub-figure, from up to down are the active and reactive power and grid side
phase-a current, respectively.
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6.3.4.4 Parameter sensitivity investigation of the proposed scheme

A deep view at Eq. (2.42) and Eq. (2.44) will yield that variations in Ry and Ly will
lead to variations of Ay and By, where y ∈ {s,m, g}, represents the generator stator or
grid filter quantities, respectively. It means the variations of Ry (which is quite small, in

particular for the grid side) cause a (quite) small portion (Ts∆Ry

Ly
, where Ts is 50e−6 [s]) of

the inaccuracy of current system state ~idq
m[k] or ~iαβg[k], while variations of Ly (greatly) impact

the system input effects, which can also be clearly seen from Eq. (6.24) and Eq. (6.25):
big variations of Ly may cause the system to produce an undesired voltage vector even a
wrong selection of the switching state. Hence the inductance variation is of big impacts to
the control performances.

Therefore, the performances of proposed method under generator (stator) and grid side
filter inductance variations are illustrated. The testing scenarios are: both the generator
stator and grid side filter inductance are changed to 50% and 150% of the measured
(accurate) values under 60% of the nominal torque; the stator currents, generator eletro-
magnetic torque, grid side active and reactive powers, and grid side currents are measured
and compared with the situation where measured parameter value is used. The results are
illustrated in Fig. 6.23.

As can be seen from Fig. 6.23, (slight) performance degrading (relatively bigger pow-
er/torque and current ripples) is seen with parameter derivations of a ±50% range, but
(even) such a variation range has not driven the system into instability. Even though, an
effective parameter estimation solution is desirable for an optimal control performance
using model based control methods, which is one of the research interests of the authors
in the near future.

6.4 Summary

In this chapter the DC-link control issues of the back-to-back power converter systems
have been discussed. Two quasi-centralized direct model predictive control methods have
been proposed and experimentally compared with the conventional PI based DC-link
control solutions for both back-to-back power converter with RL load and PMSG using
fully FPGA based solution.

The investigation in Sec. 6.2 would suggest that quasi-centralized direct model predictive
control (QC-DMPC) can be a nice alternative for back-to-back power converter based
systems because of its easier tuning character, fast dynamics and under-/overshoot free
performances. However, based on an entirely model based concept, evident DC-link
tracking bias is seen under different operational scenarios due to imperfect power converter
efficiency and model uncertainty. To further deal with this issue, Sec. 6.3 of this chapter
has proposed a revised quasi-centralized direct model predictive control (QC-DMPC)
scheme taking the voltage source back-to-back power converter driven PMSG wind turbine
systems as an application target. With the proposed control scheme, the DC-link voltage
is directly controlled by the grid side predictive controller using a revised QC-DMPC
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concept without DC-link tracking errors. The computational load and FPGA resource
cost are also reduced evidently with a simplified cost function and the combination of the
deadbeat concept presented in Chp. 5.
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Chapter 7

Grid side voltage sensorless control

This chapter introduces the grid side voltage sensorless control techniques for grid-tied
back-to-back power converters. The virtual flux concept is revisited and formulated in
Sec. 7.2.1; the classical filter based voltage sensorless control methods are summarized
in Sec. 7.2.2. In Sec. 7.2.3 a novel time domain initial bias compensation based method
is proposed and detailed, which estimates the grid side virtual flux/voltage with fast
dynamics with one sampling step and nice accuracy in both transient and steady state.
The proposed technique can be applied both to modulation based control schemes and
also the nonlinear direct control frame without modulators. As a case study, the proposed
method is incorporated into the deadbeat like predictive control technique for grid-tied
two-level back-to-back power converter in Sec. 7.3.

7.1 Introduction

Back-to-back voltage source power converters with Active Front End (AFE) offer many
advantages compared to those with Passive-Front-End (PFE) [15, 125]: (i) controllable
sinusoidal currents on grid side with low harmonic pollution, (ii) controllable DC-link
voltage which allows to reduce the DC-link capacitor size, (iii) a bi-directional power flow,
and (iv) controllable reactive power on grid side.

These properties of a back-to-back converter make it possible to serve as a multi-
functional converter: A back-to-back converter with DC-link can supply the full output
power to its linear or non-linear load while controlling the active and reactive power
drawn from the grid (net). The grid side converter functions as an active power filter
by compensating harmonics and reactive power, whereas the load side converter (LSC)
can act at the same time as supplier of an AC-load (like AC-motor or RL(C)-load).
Moreover, such a fully controllable converter achieves a bi-directional power flow, i.e.,
allows for instant inverse power flow. Therefore it represents a promising solution to
applications where regenerative operation or reactive power and harmonic compensation
are needed [15,17,125,142].

Control of the grid-connected AFE part (i.e. the net/grid side converter) is one of the
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most important tasks for a back-to-back converter. Whether grid side voltage sensors are
needed (or not) and whether active and reactive power are to be controlled, the AFE control
schemes can be classified into four groups [17,47,63]: (i) voltage sensor based Direct Power
Control (DPC), (ii) cascaded (current) control (in the following named “indirect power
control”), (iii) Virtual Flux (VF) based DPC and (iv) VF based indirect power control.
Due to the fast dynamics of DPC and model predictive control schemes [8,93,108], recently
many reports were published dealing with direct power control and model predictive
control concepts: In [47] an improved DMPPC scheme with duty cycle optimization was
used. In [93] a Finite-Control-Set Model Predictive DPC (FCS-MP-DPC) was developed
and in [143] a Sliding-Mode DPC (SM-DPC) is proposed. In [144] a constant-switching-
frequency model predictive DPC was realized utilizing SVM. In [145] a predictive current
controller for grid-tied wind turbine applications with extended state observer was proposed
with fast dynamics and constant switching frequency. Besides, MPC becomes more and
more popular in power electronics and electrical drives due to its promising results (see
e.g. [10, 41,74,146–149]).

All control schemes which rely on a voltage sensor depend on the measurement accuracy
provided by the sensor hardware. Moreover, voltage sensor based schemes are costly
and vulnerable to noise and may complicate the system setup [125]. In [150] a voltage
sensorless method utilizing a switching table in DPC is firstly proposed. By using virtual
flux estimation schemes, several publications extended Voltage Oriented Control (VOC),
DPC (with look-up table) and FCS-MP-DPC methods such that a voltage sensor is not
required anymore (see e.g. [125]). Most of these VF estimation schemes rely either on a
band-pass or high-pass filter to extract the related component(s) of the estimated VF.
However, due to the inevitable transient time (time delay) of the filters, a relatively long
delay occurs at the beginning and during the transient phases of the estimation yielding
inaccurate control during these phases. E.g. a huge overshoot in the estimation error will
be observed and the control system might suffer from limitation problems.

In this chapter a novel VF estimation method with Initial Bias Compensation (IBC-VF)
solution will be presented. The proposed method numerically analyzes the estimated VF
components and eliminates the initial bias due to the converter voltage integration and
due to the initial flux in the filter inductance. The proposed algorithm makes the VF
estimation fast and accurate, achieving a dynamic response within one sampling step.
The proposed IBC-VF estimation method can be applied in both modulator based control
frames and nonlinear direct control frames. As a case study, it is combined with a deadbeat
like predictive control scheme with SVM operating with constant switching frequency for
a back-to-back power converter in Sec. 3.
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GSC

Load/Generator

Fig. 7.1: Simplified electrical circuit of a voltage source back-to-back converter with (R)L-filter
on the net/grid side.

7.2 Virtual flux concept and voltage sensorless con-

trol techniques

7.2.1 Virtual flux concept

The concept of virtual flux (VF) estimation was originally proposed to improve the VOC
schemes (see [151]), and was developed further for AC voltage sensorless instantaneous
active and reactive power estimation. This concept allows to replace AC voltage sensors by
a VF estimator. It has advantages like hardware cost reduction and system simplification.
By treating the net/grid side line choke (RL-filter) and the grid voltage as the stator
circuit of an AC machine (see Fig. 7.1 and (2.43)), one may introduce the virtual flux as
follows

~ψ αβ
eg (t) :=

(
ψ α

eg(t), ψ
β
eg(t)

)>
:=

∫ t

0

~eαβg (τ) dτ +
∫ 0−

−∞
~eαβg (τ) dτ︸ ︷︷ ︸

=0

=
∫ t

0
~v αβg (τ) dτ︸ ︷︷ ︸
=:~ψ αβvg

+

∫ t

0

~v αβf (τ) dτ︸ ︷︷ ︸
=:~ψ αβvf

(2.43)
=

∫ t

0

(
~v αβg (τ) + Lg ·

d~iαβg (τ)

dτ
+~iαβg (τ) ·Rg

)
dτ . (7.1)

Normally, ~v αβg is not measured. However, it can be estimated by invoking the switching

sequence (2.8) or the on-duty time of each phase ~T abc
g and the Clarke transformation TC

as in (2.23), i.e.

~̂v αβg

(2.23)
:= TC~v

abc
g

(2.8)
= TCTSW

~T abc
g , (7.2)

where ~T abc
g := (T a

g , T
b
g , T

c
g )> with T a

g , T
b
g , T

c
g ∈ [0, Ts]. Ts is the switching period. ~T abc

g can
be obtained from the modulator for the indirect control schemes (e.g. VOC or DPC-SVM
and MPC-SVM). Moreover, in most practical applications, the resistance of the choke
(RL-Filter) on the net/grid side is very small, i.e. Rg ≈ 0. Hence, inserting (7.2) and
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Rg = 0 into (7.1), yields

~ψ αβ
eg (t) =

∫ t

0

~eαβg (τ) dτ =

∫ t

0

~̂v αβg (τ) · dτ + Lg ·~iαβg (t)− Lg ·~iαβg (0). (7.3)

For the remainder of this paper, it is assumed that the grid is balanced (ideal) but
unknown. Hence, the grid voltage has the following form

~eαβg = A
(

cos(ωg t+ θ0), sin(ωg t+ θ0)
)>

(7.4)

with constant amplitude A, constant initial phase θ0 and constant angular frequency ωg.
Now the virtual flux may be written as follows

~ψ αβ
eg (t) =

∫ t

0

~eαβg (τ) · dτ =

∫ t

0

A ·

(
cos(ωg τ + θ0)

sin(ωg τ + θ0)

)
· dτ

=
A

ωg

·

(
sin(ωg t+ θ0)

− cos(ωg t+ θ0)

)
︸ ︷︷ ︸
=:~ψαβkey(t)=

(
ψαkey(t), ψβkey(t)

)>
+

A

ωg

·

(
− sin(θ0)

cos(θ0)

)
︸ ︷︷ ︸

=:~ψαβbias=
(
ψαbias, ψ

β
bias

)>
. (7.5)

Equations (7.3) and (7.5) are the key equalities to obtain an estimate of the net/grid
voltage.

7.2.2 Grid voltage estimation with filter based VF techniques

From (7.5), due to constant ~ψαβbias, it is easy to see that ~eαβg can directly be computed with

the knowledge of ~ψαβkey(t), since

~eαβg (t) =
d

dt
~ψ αβ

eg (t)
(7.5)
= ωg

(
−ψβkey(t)

ψαkey(t)

)
. (7.6)

Now, the key question is how to extract ~ψαβkey from ~ψ αβ
eg which can be computed by

evaluating (7.3). Clearly, see (7.5), ~ψαβbias is a constant which depends on the amplitude of
the grid voltage and its initial phase. Moreover, without net/grid side voltage sensor(s),
~ψαβbias is not available at system start. The simplest way, to extract ~ψαβkey, is to use a high-

or band-pass filter to filter out the constant influence of ~ψαβbias in ~ψ αβ
eg .

Hereby, high-pass filters will be not further considered due to their undesirable ampli-
fication of noise (noise sensitivity). Moreover, first-order filters introduce an undesired
phase shift (delay) to the closed-loop system dynamics, which is often not acceptable. So
in recent publications (see e.g. [11, 152,153]), a band-pass filter Fbp(s) has been proposed
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with a cut-off frequency at ωg to filter out the bias term ~ψαβbias in (7.5). The (filtered)

estimate ~̂ψαβkey of the key component ~ψαβkey in (7.5) is given by

~̂ψαβkey(t) := L−1{Fbp(s)} ∗ ~ψ αβ
eg (t). (7.7)

The proposed band-pass filter has the following transfer function (for both α and β
component)

−

−40

−20

0

−

−

K = 0.2

K = 2

Fig. 7.2: Frequency response of band-pass filter (7.8).

Fbp(s) =
ψ̂αkey(s)

ψ α
eg(s)

=
ψ̂βkey(s)

ψ β
eg(s)

=
Kωgs

s2 +Kωgs+ ω2
g

. (7.8)

The frequency response (bode plot) of filter (7.8) is depicted in Fig. 7.2. The time response
of (7.8) for sinusoidal input signals, e.g.

∫ t
0
eαg (τ) dτ =

∫ t
0
A cos(ωgτ + θ0) dτ as in (7.4), is

given by: (i) for K = 2:

ψ̂αkey(t) = −A(cos(θ0) + sin(θ0))ωgt+ sin(θ0)

ωg

e−ωgt +
A

ωg

sin(ωgt+ θ0)︸ ︷︷ ︸
(7.5)
= ψαkey(t)

(7.9)

and (ii) for K 6= 2:

ψ̂αkey(t) =
A

2ωgM
[(e−λ1t − e−λ2t)(2 cos(θ0) +K sin(θ0))

−M(e−λ1t + e−λ2t) sin(θ0)] +
A

ωg

sin(ωgt+ θ0)︸ ︷︷ ︸
(7.5)
= ψαkey(t)

, (7.10)

where M =
√
K2 − 4 and λ1,2 = ωg

2
(K ±

√
K2 − 4). So, since −ωg, −λ1 and −λ2 have

negative real parts, the terms e−ωgt, e−λ1t and e−λ2t in (7.9) and (7.10) tend to zero for
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t → ∞. Hence, in steady state, the filter response gives the desired component ψαkey.

Analogously, for an input signal
∫ t

0
eβg (τ) dτ =

∫ t
0
A sin(ωgτ + θ0) dτ , one obtains the

component ψβkey. However, the initial accuracy of the filtered output depends on the filter
dynamics which correlate with the real parts of the filter poles <{−λ1} and <{−λ2}. More
precisely, the transient response is related to the slowest pole, i.e. max{<{−λ1}, <{−λ2}}.
For K = 2, the fastest transient response is obtained (≈ 5

ωg
= 0.016 s). In conclusion, in

steady state, the band-pass filter (7.8) filters out the initial bias ~ψαβbias without any phase
shift (at ωg) which gives, for t� 5/ωg,

ψ̂αkey(t) = ψαkey(t) and ψ̂βkey(t) = ψβkey(t). (7.11)

However, initial deviations of the estimation are inevitable (i.e. for t � 5/ωg). There
are two ways to utilize the band-pass filter Fbp(s): (i) The use of a Partial Band-Pass
(PBP) filter and (ii) the use of a Full Band-Pass (FBP) filter. In the following sub-
sections, both filter approaches are explained in more detail and the novel Initial Bias
Compensation Virtual Flux (IBC-VF) estimation scheme is introduced and compared with
the conventional approaches.

7.2.2.1 Partial band-pass filter virtual flux (PBP-VF) estimation method (see
e.g. [154,155])

The PBP filter method applies band-pass filter (7.8) only to filter the integration of the

(approximated) converter side voltage ~̂v αβg as in (7.2), i.e.

L−1{Fbp(s)} ∗
∫ t

0

~v αβg (τ) dτ
Rg≈0
= L−1{Fbp(s)} ∗

{∫ t

0

(~eαβg (τ)− Lg

d~iαβg (τ)

dτ
) dτ

}
(7.5)
= L−1{Fbp(s)} ∗

{
~ψ αβ

eg (t)− Lg
~iαβg (t) + Lg

~iαβg (0)︸ ︷︷ ︸
= ~̂ψαβbias

}
. (7.12)

Clearly, ~̂ψαβbias will be filtered out in steady state. So an estimate for ~ψαβkey is obtained by

adding Lg
~iαβg (t) to (7.12), i.e.

~̂ψαβkey(t) = L−1{Fbp(s)} ∗ ~ψ αβ
eg (t)−L−1{Fbp(s)} ∗ {Lg

~iαβg (t)}+ Lg
~iαβg (t)︸ ︷︷ ︸

≈0

, (7.13)

which gives an approximation of the desired filtered estimate as in (7.7).

7.2.2.2 Full band-pass filter virtual flux (FBP-VF) estimation method (see
e.g. [11,156])

The FBP filter method applies band-pass filter (7.8) to filter the integration of the

(approximated) converter side voltage ~̂v αβg as in (7.2) and the current ~iαβg (t) through Lg.
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One obtains the following estimate ~̂ψαβkey(t) of the virtual flux

~̂ψαβkey(t) = L−1{Fbp(s)} ∗ {
∫ t

0

~̂v αβg (τ) dτ + Lg
~iαβg (t)}

Rg≈0
= L−1{Fbp(s)} ∗ {

∫ t

0

(~eαβg (τ)− Lg

d~iαβg (τ)

dτ
) dτ }+ L−1{Fbp(s)} ∗ {Lg

~iαβg (t)}

(7.5)
= L−1{Fbp(s)} ∗ {~ψ αβ

eg (t) + Lg
~iαβg (0)︸ ︷︷ ︸
= ~̂ψαβbias

} ≈ L−1{Fbp(s)} ∗ {~ψ αβ
eg (t)}, (7.14)

which approximates the desired filtered estimate as in (7.7).

Inspection of (7.13) and (7.14) gives the following conclusions:

• Steady state: Since~iαβg (t) in (7.13) is a pure sinusoidal signal with frequency close to

ωg (neglecting measurement and switching noise), Fbp(t) ∗ {Lg
~iαβg (t)}−Lg

~iαβg (t) ≈ 0
holds true and, so, (7.13) equals (7.14).

• Transient phase: The PBP filter method with (7.13) is not accurate. Here the
filter may loose information of Lg

~iαβg (t) being not sinusoidal or having a different
frequency than ωg. In contrast to that, the FBP filter method in (7.14) is not
affected.

• Initial phase: Due to the inevitable transient time of the filter dynamics, for both
filter methods, the estimation is suffering from an initial delay time (> 1/ωg) yielding
initial estimation errors. Any controller, using these delayed estimates, will be
affected and will output non-ideal actuating signals and (large) overshoots are to be
expected e.g. in power output (see Fig. 7.4(c) and 7.5(c)).

7.2.3 Proposed initial bias compensation based VF estimation

Based on (7.3) and (7.5), a novel time-domain Initial Bias Compensation Virtual Flux
(IBC-VF) estimation method is proposed in this paper. The proposed method is analyzed
and implemented in the discrete time-domain by introducing the sampling period Ts and
the period

Tn :=
2π

ωg

(7.15)

of the grid fundamental voltage. For an arbitrary time instant t ≥ 0 and some signal x(t),
the discrete signal is written as x[k] := x(kTs) ≈ x(t). Moreover, it is assumed that Tn is a
multiple of Ts. Hence, Tn = N Ts for some fixed natural number N ≥ 1 (sampling instant).
Now, for any l ≥ 0 and for a symmetrical grid, i.e. (7.4) holds (true in most applications),
the following can be observed:

N−1+l∑
i=0+l

~ψ αβ
eg [i]

(7.5)
=

N−1+l∑
i=0+l

~ψαβkey[i]︸ ︷︷ ︸
=0

+
N−1+l∑
i=0+l

~ψαβbias = N · ~ψαβbias. (7.16)
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So, the constant1 bias term ~ψαβbias can be estimated after one period Tn (i.e. after N
samples) of the grid voltage by

~̂ψαβbias[N − 1] =
1

N
·
N−1∑
i=0

~ψ αβ
eg [i]. (7.17)

So, in the N th sampling interval, the constant bias in (7.5) can be compensated and the
key component is given by

∀ k ≥ N : ~̂ψαβkey[k] = ~ψ αβ
eg [k]− ~̂ψαβbias[N − 1]. (7.18)

Clearly, in practice, measurement noise will deteriorate the estimation. Therefore, to
improve the VF estimate, the bias term is updated for any new sampling instant k > N
by using a shifting-average method as follows

∀ k > N : ~̂ψαβbias[k] =
1

N
·

k∑
i=k−N

~ψ αβ
eg [i] = ~̂ψαβbias[k − 1] +

~ψ αβ
eg [k]− ~ψ αβ

eg [k −N ]

N
. (7.19)

In conclusion, one may estimate the value of the key component of the virtual flux by

∀ k > N : ~̂ψαβkey[k] = ~ψ αβ
eg [k]− ~̂ψαβbias[k]. (7.20)

So far, still a problem remains: The estimated key component ~̂ψαβkey[k] of the virtual
flux lags behind during the initial estimation, i.e. for 0 ≤ k ≤ N . In the following, a
solution which overcomes this drawback for all k ≥ 1 is proposed. Hence, an estimation
with a delay of no more than Ts is achieved. From (7.5) it is known that α and β
component of the virtual flux are given by ψ α

eg(t) = A
ωg
· [sin(ωgt + θ0) − sin θ0] and

ψ β
eg(t) = A

ωg
· [− cos(ωgt + θ0) + cos θ0], respectively. Considering the case ωgt → 0, one

may rewrite the equations above as follows

lim
ωgt→0

(
ψ α

eg(t)

ψ β
eg(t)

)
= lim

ωgt→0

A

ωg

(
sin(ωgt+ θ0)− sin θ0

− cos(ωgt+ θ0) + cos θ0

)
= lim

ωgt→0

Aωgt

ωg

(
sin(ωgt+θ0)−sin θ0

ωgt
− cos(ωgt+θ0)+cos θ0

ωgt

)

= lim
ωgt→0

Aωgt

ωg

(
cos(θ0)

sin(θ0)

)
. (7.21)

Now, for a small sampling time Ts � 1s (Ts = 100µs for the employed setup) and
ωgt→ ωgTs in (7.21), the virtual flux is already estimated after one sampling interval by(

ψ̂ α
eg [1]

ψ̂ β
eg [1]

)
= lim
ωgt→ωgTs

(
ψ̂ α

eg(t)

ψ̂ β
eg(t)

)
(7.21)
≈ ATs

(
cos(θ0)

sin(θ0)

)
. (7.22)

1Note that, ~ψαβbias[0] = ~ψαβbias[l] = ~ψαβbias for all l ≥ 0.
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Hence, for the initial estimation phase, the following estimate of the bias component
can be used:

∀ 1 ≤ k ≤ N : ~̂ψαβbias[k] = ~̂ψαβbias[1]
(7.5),(7.22)

=
(
−
ψ̂ β

eg [1]

Ts · ωg

,
ψ̂ α

eg [1]

Ts · ωg

)>
(7.23)

To clarify and to ease implementation the proposed IBC-VF estimation method, the
necessary steps for the computation/estimation are listed as quasi-code in Algorithm 7.1.

Algorithm 7.1 IBC-VF Estimation

1: function IBC-VF(~iαβg [k], ~̂v αβg [k], k)

2: Record first sampled values as ~iαβg [0] and ~̂v αβg [0];
3: if k < 1 then

4: Set ~ψ αβ
eg [0] = ~0; Set ~̂ψαβbias[0] = ~0;

5: end if
6: if k ≥ 1 then
7: Compute ~ψ αβ

eg [k] with (7.3), i.e.,

8: ~ψ αβ
eg [k] = ~ψ αβ

eg [k − 1] + Ts~̂v
αβ
g [k] + Lg · (~iαβg [k]−~iαβg [k − 1]);

9: if 1 ≤ k ≤ N then

10: Compute ~̂ψαβbias[1] with (7.23), i.e.,

11: ~̂ψαβbias[1] = 1
Ts·ωg

(
−ψ̂ β

eg [1], ψ̂ α
eg [1]

)>
;

12: Set ~̂ψαβbias[k] = ~̂ψαβbias[1];
13: end if
14: if k > N then

15: Compute ~̂ψαβbias[k] with (7.19), i.e.,

16: ~̂ψαβbias[k] = ~̂ψαβbias[k − 1] +
~ψ αβeg [k]−~ψ αβeg [k−N ]

N
;

17: end if
18: end if

19: Compute ~̂ψαβkey[k] with (7.20), i.e.,

20: ~̂ψαβkey[k] = ~ψ αβ
eg [k]− ~̂ψαβbias[k].

21: end function

7.3 Deadbeat control of back-to-back power con-

verter with IBC-VF

7.3.1 Overall control strategy

The overall control strategy is depicted in Fig. 7.3. On net/grid side, a predictive power
controller (PPC) is implemented which is fed by the proposed IBF-VF estimator and the
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output of the DC-link controller. On load side a predictive current controller (PCC) is
implemented. Both predictive controllers are designed as dead-beat controllers and output
reference voltages for net/grid and load side of the back-to-back converter, respectively. The
corresponding switching patterns are generated by the respective SVM and so a constant
switching frequency is assured. In the following the controller designs are explained in
more detail.

VF

Estimator
SVM SVM

Fig. 7.3: Control structure of the deadbeat-like predictive current controller (PCC on load side)
and the deadbeat-like predictive power controller (PPC on grid side) with IBC-VF estimation
for a back-to-back converter with RL-load.

For the discrete implementation of the predictive algorithms, prediction models are
to be derived in discrete time. For sufficiently small sampling periods Ts � 1 (here:
Ts = 100µs), the application of the first-order (forward) Euler discretization method gives
a sufficiently accurate approximation of time-continuous models (see e.g. [93, 138]). If
the sampling interval is large (larger than hundreds of µs in the considered application),
Euler discretization using Euler forward method may not meet the required approximation
accuracy, then more sophisticated discretization methods (like Runge-Kutta or linear
multistage) should be considered.

7.3.1.1 Predictive Current Control (PCC) of the Load Side Converter (LSC)

Applying Euler forward method to the load side dynamics (2.22) yields(
vαl[k]

vβl[k]

)
︸ ︷︷ ︸

=~v αβ
l[k]

= Rl ·

(
iαl[k]

iβl[k]

)
︸ ︷︷ ︸

=~iαβ
l[k]

+
Ll
Ts

·

(
iαl[k+1] − iαl[k]

iβl[k+1] − i
β
l[k]

)
. (7.24)

The load side predictive (dead-beat) current controller has the goal to drive the load side
current to its reference ~i∗l = (iα∗l , i

β∗
l )> in the very next interval, i.e.

~iαβl[k+1] =~iαβ∗l[k+1]. (7.25)
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Inserting (7.25) into (7.24) and solving for the load side voltage gives the reference voltage(
vα∗l[k]

vβ∗l[k]

)
︸ ︷︷ ︸
=:~v αβ∗

l[k]

= (Rl −
Ll
Ts

) ·

(
iαl[k]

iβl[k]

)
+
Ll
Ts

·

(
iα∗l[k+1]

iβ∗l[k+1]

)
, (7.26)

which must then be modulated by the SVM. The future load side reference value is obtained
by applying a second-order extrapolation algorithm (see [138] for more information):

~iαβ∗l[k+1] = 3(~iαβ∗l[k] −~i
αβ∗
l[k−1]) +~iαβ∗l[k−2]. (7.27)

7.3.1.2 DC-link Controller

The objective of a DC-link voltage controller is to regulate the DC-link voltage. For
simplicity, a PI controller with the following transfer function is used

HPI(s) =
I∗n(s)

V ∗dc(s)− Vdc(s)
=
Kp · s+Ki

s
. (7.28)

The output of the PI regulator can be regarded as the net/grid side DC-link current
reference I∗n with which the “PI part”

P ∗PI(t) = Vdc(t) · L−1{HPI(s) · (V ∗dc(s)− Vdc(s))}︸ ︷︷ ︸
=:I∗n(t)

. (7.29)

of the active power reference P ∗ for the grid side controller is computed (see Fig. ??).
Clearly, the DC-link voltage (2.18) also depends on the load side DC-link current Il or the
load side power flow Pl. To improve the DC-link control performance, a rough estimate P̂l
of the load side resistive losses is introduced and added as feed-forward term to the active
power reference as follows

P ∗(t) = Vdc(t) · I∗g (t)︸ ︷︷ ︸
=P ∗PI(t)

+Rl · ||~i∗l (t)||2︸ ︷︷ ︸
=P̂l(t)

. (7.30)

7.3.1.3 Predictive Power Control (PPC) of the Grid Side Converter (GSC)

Invoking the instantaneous power theory [157], and recalling the deadbeat power control
method presented in Chp. 2, yields: Thus the grid side reference voltage vector as(
vα∗g[k]

vβ∗g[k]

)
=

(
eαg[k]

eβg[k]

)
− Lg

Ts‖~eαβg[k]‖2

[
eαg[k] eβg[k]

eβg[k] −e
α
g[k]

](
P ∗[k+1] − P[k] +

TsRg

Lg
P[k] + ωgTsQ[k]

Q∗[k+1] −Q[k] +
TsRg

Lg
Q[k] − ωgTsP[k]

)
. (7.31)

which is to be modulated by the grid side SVM.
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Parameter Simulation Experiment

Grid-side Phase Voltages ea,b,cg [V] (peak) 250 90

Grid-side Voltage Frequency ωg [rad/s] 100π 100π

Grid-side Reactor Resistor Rg [Ohm] 1.56 · e−3 1.56 · e−3

Grid-side Reactor Inductance Lg [H] 16 · e−3 16 · e−3

Load-side Inductance Ll [H] 10e−3 10e−3

Load-side Resistor Rl [Ohm] 10 10

Load Reference Current Frequency fl [Hz] 50 50

Sampling Frequency fs [kHz] 10 10

Table 7.1: System Configuration.

If no grid side voltage information is available (as for the considered sensorless case),

the virtual flux estimation in Algorithm 7.1 must be utilized to derive the estimate ~̂eg for
the grid side voltage by invoking (7.6), i.e. in discrete time:

~̂eg[k] =

(
êαg[k]

êβg[k]

)
= ωg

(
−ψ̂βkey[k]

ψ̂αkey[k]

)
. (7.32)

Therefore, the active and reactive power can be estimated as(
P̂[k]

Q̂[k]

)
= ωg

[
−ψ̂βkey[k] ψ̂αkey[k]

ψ̂αkey[k] ψ̂βkey[k]

]
·

(
iαg[k]

iβg[k]

)
(7.33)

and (since ||~̂eg[k]||2
(7.32)
= ω2

g‖ ~̂ψ
αβ
key[k]‖2)

(
vα∗g[k]

vβ∗g[k]

)
= ωg

(
−ψ̂βkey[k]

ψ̂αkey[k]

)
− Lg

Tsωg|| ~̂ψαβkey[k]||2
·

[
−ψ̂βkey[k] ψ̂αkey[k]

ψ̂αkey[k] ψ̂βkey[k]

]
·

·

(
P ∗[k+1] − P̂[k] + ωgTsQ̂[k] + TsRg

Lg
P̂[k]

Q∗[k+1] − Q̂[k]− ωgTsP̂[k] + TsRg

Lg
Q̂[k]

)
. (7.34)

7.3.2 Simulative verification

To illustrate and compare all three estimation schemes, i.e. PBP-VF (see Sec. 7.2.2.1),
FBP-VF (see Sec. 7.2.2.2) and IBF-VF (see Sec. 7.2.3) are implemented in Mat-
lab/Simulink. To perform the comparison, all three estimation methods feed a deadbeat
like predictive control scheme with modulator as shown in Fig. 7.3. Note that the design
of the predictive control scheme is identical for all three virtual flux estimation methods.
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In the results, the subscript n has the same representation as g, representing the grid side
quantities. The simulation parameters are listed in table 7.1.

The simulation scenario is as follows: Within the interval [0, 0.08]s, the load side current
reference has a frequency of 50Hz and a magnitude of 15A (peak). At t = 0.04s, the
DC-link voltage reference steps up from 600V to 650V, whereas at t = 0.08s, the net/grid
side current reference magnitude changes to 20A. The simulation results for the PBP-VF,
FBP-VF and IBF-VF estimation methods are shown in Fig. 7.4, Fig. 7.5 and Fig. 7.6,
respectively. In Fig. 7.4 and Fig. 7.5, both the PBP-VF and FBP-VF estimation methods
exhibit an initial delay in the estimation response (see interval [0, 0.017]s in Fig. 7.4(c) &
7.5(c)). This delayed estimation leads to large deviations in the estimated power feedback
(see interval [0, 0.017]s in Fig. 7.4(a) & 7.5(a)): System output power and reactive power
show great over- or undershoots, which may become a serious issue (e.g. damaging the
hardware) for real application. In contrast to that, the proposed IBC-VF method estimates
the virtual flux after one sampling instant (see Fig. 7.6(c)). Hence, active and reactive
power control show a very acceptable performance. To compare the transient performance
of active and reactive power control, Fig. 7.4(a), Fig. 7.5(a) and Fig. 7.6(a) at t = 0.04s
and t = 0.08s are inspected: Obviously, the predictive power controller using the FBP-VF
estimation method, shows a better performance than that using the PBP-VF estimation
method. Best performance has the predictive power controller fed by the proposed IBC-VF
estimation method.

7.3.3 Experimental verification

7.3.3.1 FPGA implementation

In this section the FPGA implementation of the proposed control scheme and the experi-
mental results are described and explained in detail. The use of Field Programmable Gate
Arrays (FPGAs) as part of the control platform in power electronics and electrical drive
systems has increased notably both in academic and industrial applications (see e.g. [158]).

In this work, all the algorithms (e.g. (7.19), (7.23), (7.26), (7.27), (7.33) and (7.34)) are
divided into small sub-routines and are implemented using the Single-Cycle-Timed-Loop
(SCTL) structure. The FPGA top level clock is set to 40 MHz. Both the load side predictive
current controller (PCC) and the grid side predictive power controller (PPC) — including
the proposed IBC-VF estimation method — are executed within 2.6 µs (load side controller
cost: 68 ticks = 68

40M
106 µs = 1.7 µs and grid side cost: 101 ticks = 101

40M
· 106 µs = 2.53 µs).

With a sampling frequency of 10 kHz (i.e. Ts = 100 µs), a calculation time compensation
is not necessary. The overall structure of the implementation is shown in Fig. 7.7.

7.3.3.2 Experimental verification of the proposed scheme

A grid-connected back-to-back converter system (power rating 5kVA) with RL-load (power
rating 300VA) and grid side (R)L-filter has been constructed. The laboratory prototype is
depicted in Chp. 2. Its parameters are collected in Tab. 7.1. A Variac is installed between
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Fig. 7.4: Simulation results for predictive control with PBP-VF estimation method for
back-to-back power converter.

- 192 -



7.3. DEADBEAT CONTROL OF BACK-TO-BACK POWER CONVERTER WITH IBC-VF

0   0.02 0.04 0.06 0.08 0.1 0.12

−20

−10

0

10

20
I
α
β

l
[A

]
i
α
l i

β
l

(a) Load side currents

0   0.02 0.04 0.06 0.08 0.1 0.12
550

600

650

700

V
d
c
[V

]

V ∗

dc Vdc

(b) DC-link voltage

0   0.02 0.04 0.06 0.08 0.1 0.12

−5000

0

5000

10000

P
Q

[W
,
V
a
r]

P P̂ Q Q̂

(c) Grid side power

0   0.02 0.04 0.06 0.08 0.1 0.12

−20

0

20

ê
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Fig. 7.5: Simulation results for predictive control with FBP-VF estimation method for
back-to-back power converter.
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Fig. 7.6: Simulation results for predictive control for back-to-back power converter with the
proposed IBC-VF estimation method.
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Fig. 7.7: FPGA implementation of the predictive current and power controller with the proposed
IBC-VF estimation method.

grid and choke (RL-filter) to step down the grid side voltage from 311V (peak) to 90V
(peak) for safety reasons. A NI-cRIO FPGA based reconfigurable real-time system is
used to implement the predictive controllers (PCC & PPC) with the proposed initial bias
compensation virtual flux (IBC-VF) estimation. The measurement results are shown in
Fig. 7.8–7.13 (the subscript n has the same representation as g, representing the grid side
quantities.). Fig. 7.8 shows the estimates obtained by the proposed IBC-VF estimation
method. Estimated virtual flux, estimated grid side voltage and estimated active and
reactive power are almost identical to the real signals, which illustrates the effectiveness of
the proposed IBC-VF method.

Fig. 7.10 shows control and estimation performance of the predictive power controller
(PPC) with IBC-VF estimation scheme during changes in active power (by changing the
load currents). The load side current reference changes from 2A to 4A at around 2.39s and
back to 2A at around 6s. The DC-link voltage reference is kept constant at 200V. The
reactive power reference is set to 0var to perform an operation with unity power factor.

Fig. 7.9(a) shows the zoom of the load side predictive power control performance. Both
the transient and the steady state response of the load side controller are fast. Fig. 7.9(b)
shows the zoom of the a-phase voltage v.s. its current on the grid side. The good
performance of the net/grid side controller – maintaining a unity power factor – is clearly
visible.

Fig. 7.11 shows the control performance of the used DC-link controller and of the net
side power controller. As can be seen in Fig. 7.11(a), the DC-link voltage follows the
reference changes — from 180V to 230V at around 2s and from 230V back to 180V at 7s —
with little overshoot and delay. The settling time is smaller than 0.3s. Fig. 7.11(b) shows
the respective power control performance. The deviations in active power are caused by
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Fig. 7.8: Experimental results for predictive power control with the proposed IBC-VF estima-
tion method: Estimated virtual flux, voltage and active / reactive power.

the step-like changes in the DC-link voltage. In Fig. 7.12, reactive power control and
estimation performance of the proposed IBC-VF scheme are shown. The load side current
reference is kept at 4A (so the active power drawn from the grid is kept at around 280W),
while the reactive power reference is changed from −50var to 100var at around 2s and
then to −100var at 6s. Fig. 7.12(a) illustrates the decoupled dynamic performance of
the proposed predictive power control scheme and the close match of estimated and real
reactive power. Due to the changes in reactive power, the power factor also changes as
illustrated in Fig. 7.12(b).

In Fig. 7.13 (a)–(d), the frequency spectra (with respective zooms) and the total
harmonic distortions (THD) of (a) the load side current ial , (b) the net side current ian,
(c) the estimated grid voltage êan (each for phase a) and (d) the estimated net side active
power P̂ are shown. In addition, Fig. 7.13 (e) illustrates the spectrum of the net side active
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Fig. 7.9: Experimental results for predictive current and power control with the proposed IBC-
VF estimation method: Zooms of load and grid side currents for the results shown in Fig. 7.10
within the interval [2.34, 2.46]s.
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Fig. 7.10: Experimental results for predictive power control with the proposed IBC-VF estima-
tion method: Overall view of the control/estimation performance. Load side current changes
from 2A to 4A and back to 2A. The DC-link voltage reference is set to 200V and reactive power
reference reference to 0var.
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Fig. 7.11: Experimental results for predictive power control with the proposed IBC-VF esti-
mation method: Performance of DC-link voltage control. DC-link voltage reference changes
from 180V to 230V.
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Fig. 7.12: Experimental results for predictive power control with the proposed IBC-VF estima-
tion method: Performance of reactive power control. Load side current is kept at 4A, DC-link
voltage reference is 200V. The reactive power reference is changed from −50var to 100var and
back to −100var at 2s and 6s, respectively.

- 198 -



7.4. SUMMARY

0 0.01 0.02 0.03 0.04 0.05 0.06
−5

0

5

Time [s]

ia l
[A

]

0 5000 10000 15000
0

20

40

60

80

100
i
a

l
= 3.976A (amplitude at 50Hz); THD= 0.77%

Frequency [Hz]

M
ag

(%
o
f
ia l
)

0 5000 10000 15000
0

0.5
1

1.5
2

Zoom

(a) Load side current and its spectrum

0 0.01 0.02 0.03 0.04 0.05 0.06
−3

−1

1

3

Time [s]

i
a n
[A

]

0 5000 10000 15000
0

20

40

60

80

100
i
a

n
= 2.08A (amplitude at 50Hz); THD= 3.01%

Frequency [Hz]

M
ag
.
(%

o
f
i
a n
)

0 5000 10000 15000
0

0.5
1

1.5
2

Zoom

(b) Net side current and its spectrum

0 0.01 0.02 0.03 0.04
−100

−50
0

50
100

Time [s]

ê
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Fig. 7.13: Experimental results (FFT and THD) for predictive current and power control with
the proposed IBC-VF estimation method. (a) load side current, (b) net side current, (c)
estimated net side voltage, and (d) estimated net side active power.

power reference P ∗. The THDs are computed with respect to a fundamental frequency of
50 Hz. All spectra in Fig. 7.13 (a)–(d) exhibit small peaks at 10kHz (see respective zooms
of the spectra) which confirms a fixed (constant) switching frequency of 10 kHz of the
predictive controllers with IBC-VF estimation scheme. The net side current in Fig. 7.13
(b) shows a noisy spectrum with frequencies ranging from 0 to 5kHz; this is due to the
DC-link voltage measurement which induces measurement noise to the net side active
power reference (the output of the DC-link controller, see Fig. 7.3 and Eq. (7.30)) and to
the net side active power estimation (see Fig. 7.13 (d) & (e), resp.).

7.4 Summary

This chapter has closely studied the grid side voltage sensorless control methods of grid-
tied power converters. A novel time domain initial bias compensation based virtual flux
(IBC-VF) estimation technique for grid-tied back-to-back power converters to achieve grid
side voltage sensorless control with nice control dynamics and estimate accuracy has been
proposed and experimentally evaluated. The proposed methods can be also applied to
direct model predictive control without modulators for multilevel power converters, which
can be found in our publication [159]. Also, based on the same virtual flux concept, the
proposed method can be a good base for realizing predictive flux control for grid connected
power converter with and without voltage sensors.
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Chapter 8

Encoderless control of PMSG wind turbine
system

This chapter introduces the generator side encoderless control techniques. After a short
review of the available encoderless control methods (See Sec. 8.1), two model based
encoderless control techniques, namely, Extended Kalman Filter (EKF) based method
(See Sec. 8.2) and Sliding Mode Observer (SMO) based method (See Sec. 8.3) are closely
investigated. The former, due to its nice estimate performances, is implemented also on a
FPGA based real-time controller and evaluated with experimental results (See Sec. 8.2.4.2).

8.1 Introduction

Installations of wind turbine systems with permanent-magnet synchronous generators
(PMSG) have steadily increased over the last years [15,17,125,142]. Usually, rotor speed
and/or position of the generator are required, not only for a safe operation, but also for
torque and power control of the wind energy conversion system. Although it is straight
forward to utilize a speed/position sensor, according to [160], more than 14% of the system
failures are directly related to sensor failures and more than 40% of the system failures
are related to sensor failures in combination with failures of electrical and mechanical
components. Clearly, system failures bring significant losses to the power production. This
motivates the use of reliable and robust encoderless control strategies.

In general, two categories of techniques have been studied to achieve encodorless
control [14, 161], namely, machine model based methods (i.e., to estimate the machine
speed and position based on the system mathematical model) and magnetic saliency
decoding based methods (i.e., to decode the position information from the magnetic flux
saliency) [14, 162]. The latter takes the advantage of the asymmetrical distribution of the
rotor flux, i.e., magnetic saliency, caused by either the asymmetrical physical structure
or stator inductance saturation [162–164]. It is able to operate a motor/generator from
stand-still. However, to achieve a decodable saliency ratio, external excitation signals1

1Mostly high frequency (HF) voltage signals injected in either the stationary (i.e., the so-called rotating HF injection
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or modifying the modulator pulse patterns2 are required, which may cause acoustic and
power-loss problems or require a high performance hardware.

Starting from stand-still for generators in wind turbine systems is not commonly
required because the wind turbine (driven by the flowing wind) may push the generator to
a starting point. On the other side, many machine model based encoderless techniques have
already been developed being able to achieve nice robustness against disturbances and good
accuracy in terms of position and speed estimation above a cut-in speed. More importantly,
they do not produce acoustic pollution and are injection power-lossless. Therefore, this
group can be potentially applied for wind turbine generator encoderless control as a
backup solution. Among this group, encoderless control with Extended Kalman Filter
(EKF) [165–167] and Sliding Mode Observer (SMO) [168,169] are two of the well-known
solutions.

EKF is an extension of Kalman filter, which was firstly introduced by R.E. Kalman [170]
as a recursive solution to the discrete-data linear filter problem. It is characterized by fast
convergence and robustness in most cases. [171, 172]. However, for an AC motor drive
system, due to its complex matrix calculation required by EKF, the heavy computational
efforts make the whole controller calculation time considerably long; this introduces a
delay deteriorating the control (estimation) performances. Therefore, Field Programmable
Gate Array (FPGA) becomes more suitable to realize such schemes thanks to its nice
flexibility and parallel calculation capability. However, only a few implementations of
EKF using FPGA have been reported. Therefore, Sec. 8.2 of this chapter introduces the
application of EKF based encoderless control and its FPGA realization in details.

In section 8.3 the SMO based encoderless control method is presented. By a properly
chosen sliding mode manifold and stabilized by a proper feedback gain of the correction
loop (mostly invoking the Lyapunov function), SMO achieves nice robustness to system
disturbances and less sensitive to parameter deviations due to its inherent variable structure
control nature. In section 8.3, instead of using the commonly used sign-um function for
the feedback correction loop, a sigmoid function is adopted to reduce the chattering ripples
of the estimated variables. The sliding mode observer utilizes a time-varying switching
gain and a time-varying cut-off frequency to estimate rotor position and rotor speed with
reduced chattering. The results which confirm the effectiveness are given.

8.2 Encoderless control with EKF

Nonlinear system state estimation using EKF is revisited and applied to encoderless control
of PMSG for both without and with load estimation. This technique is then incorporated
into the deadbeat control framework (introduced in Chp. 3). The effectiveness are evaluated
and analyzed.

method), or rotational frames (i.e., the so-called pulsating HF injection method); or current signal injections (mostly a low
frequency current signal is injected into the d-axis) of the systems are used to excite the motor hence to obtain a reacting
signal containing the position information with a decodable ratio.

2Hence to use the so-called “indirect flux detection by online inductance measurement”, i.e., INFORM, technique [162–
164]
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8.2.1 Nonlinear system state estimation with EKF

EKF targets to minimize the covariance of the state estimation errors for a nonlinear
system and is an optimum filter when the system uncertainties and measurement noises
exist. To ease the understanding and the algorithm description, the recursive algorithm
including the implementation instruction using EKF to a generalized nonlinear system of

~x[k+1] =

~f(~x[k],~u[k])︷ ︸︸ ︷
~x[k] + Ts~g

(
~x[k], ~u[k]

)
+~ω[k]

~y[k] = ~h
(
~x[k]

)
+ ~v[k], ~x[0] = ~x0

 (8.1)

is listed in Algorithm 8.1, where ~x[k] =
(
x1[k], · · · , xn[k]

)> ∈ Rn, ~u[k] =
(
u1[k], · · · , um[k]

)> ∈
Rm, ~y[k] =

(
y1[k], · · · , ym[k]

)> ∈ Rm, are the system state, actuating and measurement vec-

tors, respectively. n,m ∈ N; N,R are natural, real numbers. ~ω[k] =
(
ω1[k], · · · , ωn[k]

)> ∈ Rn

and ~v[k] =
(
v1[k], · · · , vm[k]

)> ∈ Rm are the system modeling uncertainties and measure-
ment noises, respectively. Both are assumed to be independent (i.e., E{~ω[k]~v[k]} = On×m,
while E{~ω[k]} = On and E{~v[k]} = Om) and with normal probability distributions (i.e.,

P(αi) = 1
δαi
√

2π
exp

(−(E{αi}−αi)2
2δ2α

)
with δ2

α := E
{

(E{αi} − αi)2
}

and αi ∈ {~ω,~v}). E(·) and

P(·) represent the expectation and distribution calculations, respectively. The covariance
matrices of Q and R are assumed to be constant and semi- and positive definite (i.e.,
Q := E

{
~ω[k]~ω

>
[k]

}
≥ On×n,R := E

{
~v[k]~v

>
[k]

}
≥ Om×m).

Algorithm 8.1 EKF state estimation for nonlinear systems of (8.1)

1: function EKF( ~x[k], ~̂u[k], k)
2: if k = 0 then
3: State Initialization: ~̂x[k] = ~0,P(0) = P0;K[k] = P[0]J

>
h[0]

(
Jh[0]P[0]J

>
h[0]

+ R
)−1

;

4: end if
5: if k > 1 then
6: Time Update, i.e., the ‘priori prediction’ step.
7: i) State prediction: ~̂x−[k] = ~f

(
~̂x[k−1], ~u[k−1]

)
;

8: ii) System Jacobian matrix calculation: J~f[k]
= ∂~f(~x(t)~u(t))

∂~x(t) |t=(k−1)·Ts
;

9: iii) Error covariance matrix update: P−[k] = J~f[k]
P[k−1]J

>
~f[k]

+ Q;

10: iv) Measurement Jacobian matrix calculation: J~h[k]
= ∂~h(~x(t))

∂~x(t) |t=(k−1)·Ts
;

11: v) Calculate Kalman Gain K[k]: K[k] = P−[k]J
>
~h[k]

(
J~h[k]

P−[k]J
>
~h[k]

+ R
)−1

;

12: Measurement Update, i.e., the ‘correction’ step.
13: i) State estimation update with correction: ~̂x[k] = ~̂x−[k] + K[k] ·

(
~y[k] − ~h(~x−[k])

)
;

14: ii) Error covariance matrix update with correction: P[k] = P−[k] −K[k]J~h[k]
P−[k].

15: end if
16: k = k + 1; Output ~̂x[k].
17: end function

Applying EKF to PMSG encoderless control requires the system model. The system
models (introduced in Chp. 2) both in dq frame and αβ frames can be used. However, an

- 202 -



8.2. ENCODERLESS CONTROL WITH EKF

extra Park Transformation is required for the model in dq, which increases the calculation
and FPGA realization efforts. Therefore, in this work, the the EKF observer for encoderless
control is realized using the PMSG model in αβ frame3.

In the following sections, both the system state estimations without (Case-I) and
with turbine (Case-II) drive torque are introduced following the EKF frame listed in
Algorithm 8.1.

8.2.2 Case-I: EKF estimation without turbine drive torque

The system state to estimate in this case (functions or quantities for this case are all

marked with superscript of (·)I) is ~̂xI(t) =
(̂
iαm(t), îβm(t), ω̂e(t), θ̂e(t)

)>
. The measurement

and actuating vectors are ~y(t) =
(
iαm(t), iβm(t)

)>
, and ~u(t) =

(
vαm(t), vβm(t)

)>
, respectively.

With the infinite inertia assumption, i.e., dωe

dt
≈ 0, transferring the PMSG model in αβ

frame following the state space description as in (8.1), one obtains the following

~f I
[k]

(
·
)

= ~x[k] + Ts · ~gI
[k]

(
·
)
, with ~gI

[k]

(
·
)

=


vα
m[k]

Ls
− Rs

Ls
iαm[k] +

ψpmωe[k]

Ls
sin(θe[k])

vβ
m[k]

Ls
− Rs

Ls
iβm[k] +

ψpmωe[k]

Ls
cos(θe[k])

0

ωe[k]

 ; (8.2a)

~hI
[k]

(
·
)

=

[
iαm[k] 0 0 0

0 iβm[k] 0 0

]
. (8.2b)

Applying equations in step (ii) and (iv) of Algorithm 8.1 to (8.2a) and (8.2b), the system
and measurement Jacobian matrices are obtained as

JI
~f[k]

=


Ls−RsTs

Ls
0 Ts

ψpm

Ls
sin(θe[k]) Ts

ψpmωe[k]

Ls
cos(θe[k])

0 Ls−RsTs
Ls

−Ts
ψpm

Ls
cos(θe[k]) Ts

ψpmωe[k]

Ls
sin(θe[k])

0 0 1 0

0 0 Ts 1

 ; (8.3a)

JI
~h[k]

=

[
1 0 0 0

0 1 0 0

]
. (8.3b)

Then the targeted system state of ~̂xI can be estimated following the algorithm outline.

3Note that, if the stator currents in αβ frame are the estimation states for using EKF, then two groups of solutions
can both satisfy the following equations, which may make the EKF converge to wrong state (−ωe, θe + π, since vαm =

Rsiαm + L
diαm
dt
− ψpmωe sin(θe); vβm = Rsi

β
m + L

diβm
dt

+ ψpmωe cos(θe);). A nice solution is to choose the stator flux as the
estimation state, for more details please take “A novel sensorless Direct Torque Control for PMSM based Extended Kalman
Filter”by Xiao Xi, Zhang Meng, etc., 2007 as a useful reference.
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8.2.3 Case-II: EKF estimation with turbine drive torque

The system state to be estimated in this case (functions or quantities are marked with

superscript of (·)II) is ~̂xII(t) =
(̂
iαm(t), îβm(t), ω̂e(t), θ̂e(t), T̂t(t)

)>4. The measurement and
actuating vectors remain the same as case-I. Assuming the load torque is unknown but
changes slow enough, i.e., dTt(t)

dt
≈ 0 and comparing with equation (8.1), yields the following

~f II
[k]

(
·
)

= ~x[k] + Ts · ~g[k]
II
(
·
)
, with ~gII

[k]

(
·
)

=



vα
m[k]

Ls
− Rs

Ls
iαm[k] +

ψpmωe[k]

Ls
sin(θe[k])

vβ
m[k]

Ls
− Rs

Ls
iβm[k] +

ψpmωe[k]

Ls
cos(θe[k])

T̂e[k]−NpTt[k]
Θm

ωe[k]

0


,

(8.4a)

~hII
[k]

(
·
)

=

[
iαm[k] 0 0 0 0

0 iβm[k] 0 0 0

]
, (8.4b)

where T̂e[k] = Np · ψpm

(
iβm[k] cos(θe[k])− iαm[k] sin(θe[k])

)
. Applying equations in step (ii) and

(iv) of Algorithm 8.1 to (8.4a) and (8.4b), the system and measurement Jacobian matrices
in this case are obtained as follows

JII
~f[k]

=



Ls−RsTs
Ls

0 Ts
ψpm

Ls
sin(θe[k]) Ts

ψpmωm[k]

Ls
cos(θe[k]) 0

0 Ls−RsTs
Ls

−Ts
ψpm

Ls
cos(θe[k]) Ts

ψpmωm[k]

Ls
sin(θe[k]) 0

−Npψpm

Θm
sin(θe[k])

−Npψpm

Θm
cos(θe[k]) 1 F3,4

−Np

Θm

0 0 Ts 0 0

0 0 0 0 0

 ,
(8.5a)

JII
~h[k]

=

[
1 0 0 0 0

0 1 0 0 0

]
, (8.5b)

where F3,4 = −Npψpm

Θm
·
(
iαm[k] · cos(θe[k]) + iβm[k] · sin(θe[k])

)
.

Remark 18 (Parameter matrices determination [165,173]) The choice of the ma-
trices P0, Q and R affects the EKF performance and even the convergence; therefore it is
a crucial step.

1. P0 presents the covariance, i.e., mean-squared errors, starting from the initial conditions.
It determines the initial amplitude of the transient behavior. The coupling effects between
the system states are usually neglected and therefore P0 is often chosen as a diagonal
matrix.

4The motivation of an extra torque estimation is that feeding forward the load torque information provides multiple
benefits for the speed control loop resulting in a performance-enhanced generator side controller.
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2. Q and R represent the model accuracy (or model confidence) and measurement noise
characters, respectively. Larger values in Q represent the heavier uncertainties of the
model parameters, and will lead to larger Kalman gain, i.e., a faster filter dynamics.
On the other hand, small values in Q indicate a high confidence in the system model
and may therefore lead to a slow measurement update, i.e., slow but smooth filter
dynamics. Similarly, enlarging the value in R only when the measurements are heavily
affected by noises.

3. Explicit calculation of Q and R shows that both are composed a diagonal, time-invariant
matrix plus a time-varying matrices, and the elements of the latter are (at least two)
orders smaller than the smallest element of the former [167, 173]. Therefore, an
acceptable solution for realization is to choose a constant diagonal, time-invariant
matrix for both Q and R.

4. Some general guidelines are given in [166, 167, 173] to choose proper parameters for
EKF. In this work these parameters were chosen partially following these guideline and
partially through the trial and error manner.

5. The estimated states (here currents) obtained from the EKF can be used as the feedback
information for the controller. Better performances are therefore expected when the
measurement channel is heavily noised because the estimated values will be corrected
against measurement noises (See Algorithm 8.1).

8.2.3.1 Incorporating EKF to deadbeat control scheme

Both cases of using EKF (Case-I in sec.8.2.2 and Case-II in sec.8.2.3) for state estimation
have been incorporated into a deadbeat control scheme (i.e., deadbeat torque control for
the generator side and deadbeat power control for the grid side as introduced in Chp. 3) for
the finial encoderless control evaluations. The overall control scheme is shown in Fig. 8.1.

     
    

SVM SVM

EKF

DBC DBC

FPGA Real-Time Controller

Wind

MSC GSC

Fig. 8.1: Bock diagram of the proposed EKF-DBC control scheme.
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8.2.4 FPGA design and experimental evaluations

In this section the FPGA implementation of the proposed control scheme is described
and explained in detail. Note that, due to the limited FPGA resources available in the
test-bench and also the costly but redundancy implementation efforts, only the EKF for
currents, speed and position estimation, i.e., Case-I in sec.8.2.2, is implemented with the
presented deadbeat like predictive controller.

SVM

SVM

EKF

DC-Link

Controller

Communic.

DBC

Torque

DBC

Power

Fig. 8.2: Bock diagram of the FPGA design for the proposed EKF-DBC control scheme.

All the algorithms are divided into small sub-routines and are implemented using the
Single-Cycle-Timed-Loop (SCTL) structure. The FPGA top level clock is set to 40 MHz.
Both the generator side model predictive torque controller and the grid side predictive
power controller — including the EKF observer — are executed within 7.2 µs (generator
side controller cost: 288 ticks = 288

40M
106 µs = 7.2 µs and grid side cost: 101 ticks =

101
40M
· 106 µs = 2.53 µs). The overall structure of the implementation is shown in Fig. 8.2.

Notably, the color in Fig. 8.2 represents different duration time of T1, T2..T5, Tsleep. With
a sampling frequency of 10 kHz (i.e. Ts = 100 µs), the calculation time, including both
the EKF and predictive controller parts (around 7 µs) in comparison to the whole control
interval of 100 µs this value is very small, which makes the calculation time compensation
not necessary.

Remark 19 (FPGA design tips [8, 10]) An important issue for FPGA design of a
given complicated algorithm is the trade-off between execution speed (parallelism) and
resource usage (registers, Look-up Tables (LUTs), Memories and DSP slices, etc.). For
the case that the FPGA chip under consideration is big enough, i.e., resources unlimited,
which is very rare in practice, the best way to achieve the shortest calculation time is to
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program all (if possible) the sub-routines in parallel. Otherwise, the most recommenced
tips when running into FPGA short-resource are:

i) Rearrange the equations (algorithms) to a more costing- and computing efficient format
before coding, e.g. in stead of coding “ab + ac” (two multipliers and one adder are
required) coding as “a(b+ c)” (reduced to one multiplier and one multiplication step);

ii) Use shortest fixed point data type (without losing too much accuracy). A practical
procedure is: firstly use floating point data type to verified the functionality of the
algorithm, and then change it fixed point data type and tune the word and integer
lengths until a satisfying approximation accuracy appears;

iii) Only parallel the subroutines when timing requirement is not met (i.e., the calculation
time is too long); and during the implementation use shifting in stead of using dividing
(or multiplying) if possible.

Parameter Simulation Experiment

Grid-side Phase Voltages ea,b,cg [V] (peak) 250 120

Grid-side Voltage Frequency ωg [rad/s] 100π 100π

Grid-side Reactor Resistor Rg [Ohm] 1.56 · e−3 1.56 · e−3

Grid-side Reactor Inductance Lg [H] 16 · e−3 16 · e−3

Generator Stator Inductance Ls = [H] 19e-3 8e-3

Generator Stator Resistor Rs [Ohm] 2.1 1.3

Generator Pole Pairs Np [1] 3 3

Rotor Permanent-Magnet Flux ψpm [Wb] 0.42 0.41

Sampling Interval Ts [µs] 100 100

Table 8.1: System parameters.

8.2.4.1 Simulation verification

As described in the Sec. 8.2, the proposed encoderless deadbeat control with EKF for
Case-II, i.e., with load estimation, is not realized on the real-time platform due to the
limited resources available on the FPGA chip. Therefore, the verification for this part is
done through simulation. And the results are shown in Fig.8.3. The parameters of the
system are collected in Table 8.1.

As can be seen from Fig. 8.3, no matter during low speed range (See for t ∈ [0, 0.15]s),
high speed range (See for t ∈ [0.22, 0.3]s), or transient phases (See for t ∈ [0.3, 0.5]s), the
currents, speed, flux position, and load are estimated with nice accuracy, and system is
stably under control.
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Fig. 8.3: [Simulation results:] of the proposed encoderless predictive control with EKF for Case-II,

i.e, with load estimation. From up to down are: real and estimated generator currents of ~iαβm ;
real and estimated generator speed of n [RPM], (n = 30·ωe

Np·π ); speed estimated error of Errn in

percentage of the upper operating speed; real and estimated flux position of θe [rad]; real and
estimated load of Tt [Nm].

8.2.4.2 Experimental verification

All the other parts, i.e., grid side converter control, generator side power converter and
EKF with Case-I, are verified on the self-construed grid-tied back-to-back PMSG wind
turbine system with a FPGA based real time controller (as introduced in Chp. 2).

The overall speed control performances with the proposed encoderless deadbeat control
performance are shown in Fig. 8.4a (Note that the torque tracking bias is due to the same
reason as introduced in Chp. 3). Its steady state performance during 200 [RPM] is given
in Fig. 8.4b. Test scenarios are: a constant load torque is set during the whole time, while
the speed (reference) changes with a slop, the DC-link voltage is set to 300 [V], reactive
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Fig. 8.4: [Experimental results:] of the proposed deadbeat like predictive control with EKF. (a)
Overall control performances with constant load while changing speed (reference), from up to
down are generator reference, real and estimated speed, real and estimated stator current in αβ
frame; (estimated) and real torque, DC-link voltage, grid side phase current; grid side active
and reactive power. (b) Zoomed control performances of generator reference, real and estimated
speed, real and estimated stator current in αβ frame, and real- and estimated- position.
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Fig. 8.5: [Experimental results] of the proposed encoderless deadbeat control with EKF with
constant speed reference while changing load torque: generator side control performances at high
and low speed.
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Fig. 8.6: [Experimental results]: DC-link and grid side control performances in accordance with
Figure 8.5a: the system is working among generator-to-motor-generator mode at difference power
levels, while the reactive power reference is kept at 0 [Var], the DC-link reference, 250 [V] for all
the time.
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power reference is set to be 0 [Var] for a unit power factor control.

The robustness to torque change at both high and low speed range are shown in Fig. 8.5.
The testing scenarios are: constant speed reference is set (1000 [RPM] for Fig. 8.5a, and
100 [RPM] for Fig. 8.5b), while the load changes abruptly, the DC-link voltage is set to
250 [V], reactive power reference is set to be 0 [Var]. The grid side control performances
in according to Fig. 8.5a are shown in Fig. 8.6.

8.3 Encoderless control with sliding mode observer

8.3.1 Sliding mode observer

Sliding mode observers (SMO) have the attractive features of robustness to disturbances,
parameter deviations and system noise [168,169,174]. But for classical SMO techniques, to
ensure general stability of the system, a high switching gain is required in the high speed
range leading to a large amount of ripples in the back-EMF and, also, to large chattering
in the estimated speed/position [14, 175]. Due to the use of a low pass filter with fixed
cut-off frequency, phase compensation will vary according to the operating speed [14].
This needs to be considered and increases implementation effort [169,174]. Therefore in
this section a sliding mode observer with time-varying switching gain and time-varying
cut-off frequency of the low-pass filter to achieve rotor speed/position estimation (almost)
with constant phase compensation is presented.

8.3.2 Design of the time-varying sliding mode observer

Since estimating (electrical) speed ωe = Npωm and (electrical) position θe = Npθm are
interested, the PMSG model in αβ reference frame can be used. The dynamics in the
current can be expressed in the following nonlinear model (See Chp. 2 for more details)

d~iαβm (t)

dt
=
−Rs

Ls

I︸ ︷︷ ︸
Aαβ

m

~iαβm (t) +
1

Ls

I︸︷︷︸
Bαβ

m

(
~v αβm (t)−

(
−ψpmωe(t) sin θe(t)

ψpmωe(t) cos θe(t)

)
︸ ︷︷ ︸

=:~eαβm (t)

)
,~iαβm (0) =~iαβ0

m ∈ R2,

(8.6)
where ~eαβm = (eαm, e

β
m)>V is the back-EMF voltage vector and ~v αβm is the output voltage

vector of the machine side converter in αβ frame. The other symbols are with the same
meaning as introduced in Chp. 2. Based on such model, and following the idea in [176] [177],
we introduce a sliding mode observer for indirect speed estimation from current observation.
But similar to [175], we do not utilize a discontinuous “switching function” (such as sign(·))
but rather a sigmoid “switching function” to reduce chattering in the estimate(s). For this
work, we utilize the following smooth “switching function”

fsig : R2 → [−1, 1]× [−1, 1], ε 7→ fsig(ε) :=
2

1 + e−aε
−1 with tuning parameter a > 0.

(8.7)
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Moreover, for the current estimation error

~εαβm (t) =
(
εαm(t), εβm(t)

)>
:= ~̂iαβm (t)−~iαβm (t) where ~̂iαβm (t) :=

(
îαm(t), îβm(t)

)>
, (8.8)

we will reduce the noise sensitivity of our observer, by implementing a time-varying
(adaptive) low pass filter of the following form

d~xf(t)

dt
= −kcω∗m(t)

(
~xf(t)− fsig

(
~εαβm (t)

))
, ~xf(0) =

(
xαf (0), xβf (0)

)>
= ~x0

f ∈ R2, (8.9)

where kc > 0 is a tuning parameter. The filter in (8.9) has a time-varying cut-off frequency

kcω
∗
m(t) and changes with speed reference ω∗m(t). Note that, in steady state (i.e. d~xf(t)

dt
= 0),

we have ~xf(t) = fsig
(
~εαβm (t)

)
. Combining altogether, we introduce the following time-

varying sliding mode observer (estimates indicated by )̂

d~̂iαβm (t)

dt
= Aαβ

m
~̂iαβm (t) + Bαβ

m

(
~v αβm (t)− kf~xf(t)− ksω∗m(t)fsig

(
~εαβm (t)

))
,~̂iαβm (0) = ~̂iαβ0

m ∈ R2,

(8.10)
with tuning parameters kf , ks > 0. Substraction of (8.10) and (8.6) yields the sliding mode
dynamics

d~εαβm (t)

dt
= Aαβ

m ~εαβm (t) + Bαβ
m

(
~eαβg (t)− kf~xf(t)− ksω∗m(t)fsig

(
~εαβm (t)

))
,

~εαβm (0) = ~̂iαβ0
m −~iαβ0

m ∈ R2. (8.11)

In [178] it is shown that, for a → ∞ in (8.7) (i.e. fsig → sign), kf = 0 and ks � 1

(with ω∗m = 1), “sliding mode” (i.e. d~εαβm (t)
dt

= 0) exists for (8.11) and the following holds

~̂eαβm (t) := ks sign(~εαβm (t)). Clearly, due to the sign-function the estimate is subject to
chattering and highly noise sensitive. Our simulative analysis showed that for a sufficiently
large value of ks � 1 and −1 < kf < 0 in (8.11), “sliding mode” still exists and so we
have the following equivalent signal which allows to estimate speed and position

~̂eαβm (t)
(8.11)
:= (1 + kf )~xf(t)

(8.6)
=⇒ ω̂e(t)

= − tan−1
( êαm(t)

êαm(t)

)
= − tan−1

(xαf (t)

xβf (r)

)
=⇒ θ̂e(t) =

∫ t

0

ω̂e(τ) dτ . (8.12)

Remark 20 (Some remarks on the tuning parameters kc and kf) kc: Due to the
low-pass filter, as described in [175], we need to introduce a position compensation θcom =

tan−1
(

ω̂e

kcω∗m

)
= tan−1

(
1

kcNp

)
otherwise we would have a lag in the position estimate. In

our case we achieve that by a constant compensation term, which highly simplifies the
hardware implementation.

kf : From (8.11), it is evident that, ~xf = ~̂eαβm
1+kf

can be increased for 0 > kf > −1. Hence,

even for small values of ‖~eαβg ‖, the filter output ~xf can be made large, increasing the

estimation accuracy (even in the low speed range when Rs
~iαβm is not small and, so, not

negligible).
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Fig. 8.7: Proposed time-varying sliding mode observer (SMO)
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Fig. 8.8: Proposed model predictive control (MPC) scheme with time-varying sliding mode
observer (SMO)

8.3.3 Evaluation

The proposed control strategy is also incorporated into the aforementioned deadbeat like
predictive control framework (deadbeat torque control for the machine side and deadbeat
power control for the grid side). To avoid the redundancy, it will not be repeated here.
The overall control structure is illustrated in Fig. 8.8 and its effectiveness is verified by
simulations using Matlab/Simulink as a first proof of concept. All simulation and controller
parameters are collected in Tab. 8.2.

Testing scenarios are: Wind speed vw is changing with a huge slop of 2000m/s2 from
11.9m/s to 18.9m/s at 0.07s, which means that the wind power Pw changes from 1kW to
5kW at 0.07s. So, also the optimal reference speed 30

π
ω∗m changes from around 1200rpm
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Para. Values Unit Para. Values Unit Para. Values Unit

PN 6.3 kW ρ 1.225 kg/m3 Ts 60 10−6s
30
π
ωN 2600 rpm Rt 0.8 m TSVM 200 10−6s

TN 23 Nm β 0 rad w1 = w2 1 1

IN 11.6 A λopt 8.4 1 w3 5000 1

Ls 20.4 mH Lf 20 mH ks 80 1

Rs 0.138 Ohm Rg 0.16 Ohm kf -0.5 1

J 0.006 kg m2 ‖~v αβg ‖ 250 V a 0.045 1

Np 3 1 fn 50 Hz kc 19.9 1

Table 8.2: Simulation and wind turbine parameters

to around 1900rpm at 0.07s. The reactive power reference Q∗n changes from 0Var to
−4KVar at 0.12s. The DC-link reference voltage is set to V ∗d = 600V. The general control
performances of using deadbeat control techniques have been illustrated both at the afore-
discussed section and also Chp. 3. Therefore, here only the encoderless control performances
are illustrated (for those who are interested in the overall control performances using
SMO and deadbeat control method, please refer to [14] for more details). The encoderless
control performances both under accurate and deviated parameter situations are given in
Fig. 8.9. Fig. 8.9 (a) shows the performance of the proposed encoderless model predictive
control scheme assuming perfect parameter match. In comparison to that, Fig. 8.9 (b)
shows the performance with parameter deviations, i.e. Rg = 150%R̂g and Rs = 150%R̂s.
The proposed sliding mode observer is still capable of estimating speed and position
quite accurately, showing high robustness to resistance deviations. Moreover, Fig. 8.9
(b) highlights the effect of the use of the time-varying low pass filter. Without filter
(i.e. kf = 0) the estimate is more noisy than with filter (i.e. kf = −0.5).
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Fig. 8.9: Performance of the proposed encoderless model predictive control scheme.
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8.4 Summary

This chapter has introduced the encoderless control techniques for PMSG wind turbine
systems. Two observer based solutions, namely, Extended Kalman Filter (EKF) and
Sliding Mode Observer (SMO) incorporated into the deadbeat control framework for
back-to-back power converter PMSG wind turbine systems have been closely investigated
and verified. The EKF based solution is also verified with experimental data. In the near
future, the experimental verification of the SMO based solution will be experimentally
evaluated.
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Chapter 9

FPGA HiL technique and low voltage ride
through control

This chapter introduces the hardware-in-the-loop (HiL) technique, in particular the FPGA
based signal level HiL method for electrical control unit (ECU) real-time evaluations (See
Sec. 9.1). The refreshing rate effects of the emulator implemented on a digital hardware
are evaluated and theoretically interpreted (See Sec. 9.2). After a survey of the state-of-
the-art low-voltage-ride-through (LVRT) control techniques, a LVRT method combining
the inertia energy storage and an active crowbar circuit incorporated within the direct
model predictive current control framework has been verified using the proposed FPGA
Signal-level HiL simulation solution (See Sec. 9.3).

9.1 Introduction

For most industrial products, before their commercialization and massive production a
sound testing via certain qualified solutions are required. Safety, efficiency (cost), and
fidelity (See [46] and the references therein) are the main concerns for such testing. Safety
means no man power or instruments are allowed to be injured or destroyed, efficiency
requires less time and money investigations, while fidelity means the testing results should
be as effective and reliable as the on-site evaluations. Different from the off-line simulation
based testing, the real-time HiL techniques provide chances to evaluate the unit under
test (UUT) with nice efficiency and great flexibility, and more importantly, in a “real-time”
manner.

For power electronics and electrical drive areas, the relevant testing includes the power
circuit loop testing and the ECU testing. Accordingly, there are two branches of HiL
techniques [46, 179–181] considering the communicating power level (See Fig. 9.1) in
between the UUT and emulator, namely, (i) Power-level HiL (P-HiL) simulation systems,
where high power flow (kW or higher) communicates between the emulator and the UUT,
the emulator is usually constructed with power converter units, this group is mainly
used for testing power sources or electrical drives [46, 179]; (ii) Real-time signal-level HiL
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Mathematical Model (Emulator)High-Power Circuits (Emulator)

Real-Time & Close Loop Real-Time & Close Loop

Real-Time & Close Loop

Hardware Emulator

Unit Under Test

Feedback

Actuating

Feedback Actuating Actuating

Feedback

Fig. 9.1: Hardware-in-the-Loop techniques.

(S-HiL) simulation system, where, instead of high power-flow, only signal level closed loop
communication is interacting between the emulator and UUT. The emulator is usually
realized by implementing a high-fidelity system model within a digital processors. S-HiL
systems are mainly used to test ECUs [179,181].

P-HiL techniques have many interesting properties (e.g., it makes the true power level
testing of the UUT achievable and offers even more freedom than the on-site evaluations).
However, considerable investigations (cost) for the power level emulator construction are
inevitable. In particular for a MW wind turbine system, due to safety and efficiency reasons,
it is difficult for most institutions to construct a real MW level P-HiL set-up [182, 183].
In most cases, the ECU requires many testing processes before deployed to an expensive
power level set-up. For instance, for a real MW hardware test-bench, the on-site operation
of the controllers in certain scenarios (unbalanced grid, or low voltage ride through ability)
is under great risks if the effectiveness of the ECUs cannot be 100% assured. A sound
testing of the ECU in real-time against a S-HiL emulator in all the possible situations will
help to prevent many damaging and costly potentials. Such requirements make the S-HiL
techniques for testing the ECUs with real-time feedback signals highly desirable [179–181].

9.2 FPGA based S-HiL technique for wind turbine

ECU evaluations

In S-HiL systems, in order to produce results of nice fidelity, the refreshing interval of the
emulator shall be much smaller than the control (or sampling) interval of the ECU [46].
Otherwise, inaccurate instant of the gate-signal edges captured by the emulator may lead
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Wind

MSC GSC

Fig. 9.2: Simplified structure of two-level back-to-back power converter PMSG wind turbine
system.

to undesired results for the ECU closed loop verifications. Emulator short refreshing
interval (or high refreshing rate) requirement makes the field-programmable-gate-array
(FPGA) based solution an ideal choice, due to its parallel processing ability.

9.2.1 FPGA S-HiL realization for PMSG wind turbine systems

To realize a FPGA S-HiL based PMSG wind turbine system two separate parts are
required: the FPGA realization of the system model as an emulator and the realization
of the ECU. As a case study the well known FOC-VOC control scheme is used for the
ECU development, which has already been introduced in Chp. 3 of this dissertation. The
per-unit (P.U.)1 system models of a two-level back-to-back power converter PMSG wind
turbine system (depicted in Fig. 9.2) are used for the realization for the emulator. Detail
information of the P.U. system models can be found in Appendix C. The above introduced
emulator and the ECU are implemented on two separate commercial-off-the-shelf FPGA
based platforms2 programmed using Labview-FPGA. Fig. 9.3 and Fig. 9.4 illustrate the
overview of the back-to-back PMSG wind turbine system emulator and the ECU with
FOC-VOC control scheme. A detailed realization process for each is introduced as follows.

9.2.1.1 Hardware realization of the emulator

For the emulator design (See Fig. 9.3), the system engineering unit parameters are given
by the user interface running on a Personal Computer (named as PC in Fig. 9.3), and via

1There are two ways to develop the system models: engineering unit (E.U.) models and Per-Unit (P.U.) system models.
The general system model of a back-to-back power converter PMSG wind turbine system is developed in the E.U. format.
However, in the E.U. mode, to describe mega-watt level wind turbine system quantities (vary in a wide range) using an
FPGA hardware requires long word lengths which costs considerably much resources; While by choosing proper base values,
the current, voltage, speed, etc. are scaled to 1 at their nominal operating condition for using P.U. models. This greatly
eases the word length selection for the digital implementation process. Another benefit is that similar types of apparatus
have the impedance lying within a narrow numerical range when expressed as a P.U. fraction of the equipment rating, even
if the power rating varies widely. This may greatly ease the controller parameter tuning for testing systems with different
power ratings.

2Codes in FPGA are allowed to work parallel and in different time domains, therefore, both the ECU and emulator can
be realized with the same FPGA chip if the hardware resources (e.g., multipliers, memories, flip-flops, etc.) are enough
without affecting the ECU’s functionality.
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Fig. 9.3: FPGA realization of the back-to-back 2L-PMSG wind turbine system emulator.

Fig. 9.4: FPGA design of the electrical control unit with FOC-VOC control scheme.

Ethernet bus the parameters are sent to a real time floating point processor (named as RT,
see Fig. 9.3) of the real time hardware. Because many dividing operations are required
and high speed real-time updating is unnecessary, the per-unit parameters (R′s, L

′
s, ψ

′
M

and so on) are calculated within the RT at the system start to make the best use of the
floating point data processing ability of it. The RT and the FPGA communicate via a PCI
bus and the per-unit parameters and logging data (system state variables and parameters)
are transferred in between (See Fig. 9.3).

In the FPGA, related to the emulator, mainly three aspects are designed: (i) the
interface parts, including the digital input interface for obtaining the gate triggering signals
(~Gg, ~Gm) from the ECU and analog output interface for outputting the feedback signals.
(ii) The emulator discrete models. Per-unit back-to-back PMSG wind turbine system is
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implemented by using a Single-Cycle-Timed-Loop technique with a controllable refreshing
loop rate. (iii) Timing control and synchronous mechanism, which is implemented by
using sequence frame and occurrence scheme of Labview-FPGA techniques to achieve
synchronized in- and output data, also to make the refreshing rate controllable for the
evaluations (introduced in 9.2.2).

9.2.1.2 Hardware configurations of the ECU

For the ECU design (See Fig. 9.4), a user interface running on the PC is designed to set
the tuning parameters (mainly PI controller parameters) and observe the system running
status. The RT is used in between the FPGA and PC for communication (transferring
the tuning parameters to the ECU (which runs in the FPGA), and logging system state
variables back to the PC. See Fig. 9.4). The FPGA design of the ECU requires also three
parts: (i) Interface, including an analog inputting interface (for obtaining the feedback
signals from an analog input card) and a digital output interface (for sending out the gate
triggering signals to the Emulator via a digital output card) (See Fig. 9.4). (ii) Controller
part, including the park transformation, PLL, DC-link, VOC-FOC controllers and space
vector modulator. (iii) Timing control and synchronous mechanism, for which, a sequence
frame and occurrence scheme are used similarly.

The system hardware configuration is given by Fig. 2.11 (in Chp. 2), where the left side
(A) is the platform on which the ECU based on FOC-VOC scheme is implemented as
introduced in Sec. 9.2.1.2; and the right side (B) is the emulator described in Sec. 9.2.1.1.

From the ECU’s point of view, the operating and parameter tuning process are similar to
the “on-site” or power level evaluation process, since the ECU obtains real-time feedback
signals and produces the gate signals in the same way as controlling the real power level
system. However, the updating frequency, i.e., the refreshing rate, of the emulator (which
differs depending on the chosen hardware) affects the testing results. Therefore, in the
following the refreshing rate effects of the emulator are illustrated and analyzed using
real-time testing data.

9.2.2 Emulator refreshing rate effects and analysis

In Fig. 9.5 three different refreshing rates of the emulator with a same ECU controller
setting are illustrated. These results confirm that, with an increased refreshing rate the
currents (here the generator stator currents are given) shows clearly smaller ripples and
accurate waveforms.

Remark 21 (Interpretation of the emulator refreshing rate effect) Ideally when
neglecting the dead-time of the switches, the on-time Ton of a switching period Ts captured
by the emulator will be the output time T ∗on of the ECU (See Fig. 9.6). However, due to
the existence of the refreshing-period Th of the emulator, time errors will happen at both
the rising and dropping edges of a switching action (named as T rEr and T dEr in Fig. 9.6,
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(c) Emulator refreshing rate of 250kHz.

Fig. 9.5: FPGA S-HiL verification of the emulator refreshing rate effect: generator stator current
with the same ECU setting but different emulator refreshing rates.
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Fig. 9.6: Analysis of the refreshing rate effects.

respectively). Those time errors make the real on-time (Ton in Fig. 9.6) turn out to be

Ton = T ∗on − T rEr + T dEr,∈ [T ∗on − Th, T ∗on + Th]. (9.1)

In other words, the existence of the emulator refreshing-period of Th is like an extra
chattering component added to the fundamental voltages of the converter output, whose
amplitude is related to the value of Th. Clearly, the results shown in Fig. 9.5 confirm
this analysis (See Fig. 9.5: as the refreshing rate increases, i.e. when Th decreases, the
amplitudes of harmonic ripples go consequently down).

Besides the refreshing rate of the emulator, the model accuracy and certain hardware
limitations (e.g., conversion rate and resolutions of the hardware analog-to-digital and

- 221 -



CHAPTER 9. FPGA HIL TECHNIQUE AND LOW VOLTAGE RIDE THROUGH
CONTROL

digital-to-analog cards) will also effect the fidelity of the results, which remains to be further
investigated in this dissertation.

9.3 LVRT and its FPGA based S-HiL evaluation

Distributed energy generations (DEGs) (such as wind, solar and biomass energy generations)
are drawing increasingly much attention and are expected to take an even larger portion in
the future grid driven by the limitations of conventional energy resources and increasingly
severe environmental issues [3, 17, 22,184–186].

As the capacity of DEG continues to increase globally, more stricter requirements
regarding grid connection of DEG are introduced by system operators to ensure the
stability of the general grid. Particularly for variable speed wind energy generations3,
for which the energy fed to the grid is not smooth in general and the capacity is getting
more and more bigger. To protect the grid (and also the DEG unit) from running into
instability, grid codes (which defines the requirements at the point of common coupling
(PCC)) for connection between DEGs and grid were developed by transmission system
operators. Low voltage ride through (LVRT) [187,188] ability is one of the requirements
for grid-tied wind energy generations, which describes the desired behaviors of the specific
wind generation unit to behave during the period of grid voltage dips. Mostly a specific
staying-connected time depending on the voltage dip levels is required. Meanwhile, to
support the grid recovery, specific amount of reactive power output is desired (often defined
as reactive current of the grid fundamental positive sequence). These requirements differ
from region to region.

Fig. 9.7 shows the LVRT requirements in Germany, China, Spain and the USA. The
wind turbine should remain connected (on-line) to the grid up to 150 [ms] during the
voltage dips even if the voltage drops to 0% of the nominal value for Germany (See
Fig. 9.7a). When the grid voltage dip occurs, above limit line 1, three-phase short circuit
and faulted symmetrical voltage dip must not lead to instability or disconnection from the
grid. Between lines 1 and 2, a brief disconnection is allowed in certain cases and under
specified conditions. While for China, it is required to stay connected for up to 625 [ms]
even when the grid voltage is dipping to 20% of the nominal value (See Fig. 9.7b). (c) and
(d) of Fig. 9.7 show the different grid code requirements in Spain and USA, respectively.
So, the requirements differ from region to region but all require a specific connection time
during the grid dips.

In order to support the local grid voltage recovery, a specific amount of reactive pow-
er/current is required to be injected into the grid. The quantity of reactive power/current
to be injected into the grid depends on the percentage of grid voltage reduction during
the dip, the system rated current, and the reactive current given to the grid before the dip
appearance. An example of the voltage/reactive power (current) control requirement is
given in Fig. 9.8. The voltage/reactive power (current) control must be activated once a

3No requirements from general grids for LVRT of wind turbine generator systems existed before 2003. E.ON-Netz
(Germany) was the first to put such need into their grid code [187]
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Fig. 9.7: Grid code requirement of Germany, China, Spain and the USA.

voltage dip of more than 10% of the nominal value within 20 [ms] after fault recognition
by providing a reactive current on the grid side [15,145,189].
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In rated current
IB0 reactive current before the fault
IB reactive current
ΔIB = IB - IB0

-100%

Un rated volate
U0 volatage before the fault
U voltage during fault
ΔU = U - U0

Fig. 9.8: Reactive output current during voltage dip according to the E. ON code [4].

All of these requirements described above make sufficient LVRT control strategy necessary.
In the literature many solutions have been proposed (see e.g., [23,130,131,190–192]) which
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include: i) blade pitch angle control based solution, ii) DC-Link capacitor sizing based
solutions, iii) crowbar circuit based solution, iv) extra DC-link energy storage based
solution, and v) rotor inertia kinetic energy storage based solution, etc. The merits and
demerits of these solutions are discussed in Sec. 9.3.1 of this work. In Sec. 9.3.2 a solution
which combines rotor inertia kinetic energy storage and active crowbar circuit based
techniques is presented and incorporated into the direct model predictive control frame of
a grid-tied back-to-back PMSG based wind turbine system.

Verification of LVRT control strategies for a grid-tied wind turbine system is often
through off-line (non-real-time software based) simulations or power-in-the-loop solutions.
However, for off-line simulation based solutions, besides inevitably much longer simulation
time, the real-time (hardware) controller verification is still required before finally deploying
the controller into practice. While for power-in-the-loop experimental verification based
solutions, although processes of the real-time (hardware) controller verification are already
included, costly power sources (to emulate a fault grid) are required and the testing
procedures are of great risks but less flexibility. Therefore, the FPGA S-HiL solution
introduced in Sec. 9.2 is a nice alternative and is used in this work to verify the proposed
LVRT control scheme.

9.3.1 State-of-the-art LVRT control techniques

Enhancing the operation of wind turbines in front of grid faults (especially grid voltage
dips) is an important target for any grid-tied wind farms. Principally, during grid voltage
dips, the power to feed into the grid is reduced instantaneously due to the grid voltage
drop. However, the power extracted through the turbine and generator cannot be reduced
without proper control, which generates a power (and energy) mismatch between the
generator and grid sides. To fulfill the LVRT requirement, this power (or energy) mismatch
is supposed to be governed properly through sufficient regulation techniques. Otherwise
both the generator and the power converters will be damaged by over-current. In this
section the state-of-the-art LVRT techniques shown in Fig. 9.9 are revisited and their
merits and demerits are summarized.

MethodskforkLVRT

CapacitorkSizingPitchkAnglekControl ActivekCrowbar
DC-Linkk
EnergykStorage

RotorkInertia
EnergykStoragy

.etc

Fig. 9.9: State-of-the-art LVRT techniques for grid-tied wind turbine systems.

9.3.1.1 Blade pitch angle control based solution

Active pitch control is one of the (partial) solutions for variable speed wind turbines with
controllable pitch angle (i.e., case-II introduced in Chp. 2) to realize LVRT control. The
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mechanical power extracted by the wind turbine (the superscript of (·)II in Eq. (9.2)
represents the format of power coefficient with pitch control capability as introduced in
Chp. 2) from the wind in discrete format is

∀ k ≥ 0: Pt(k) = 0.5ρACII
p

(
λ(k), β(k)

)( Rt

λ(k)

)3 × ω3
m(k) ≥ 0, (9.2)

where CII
p is the power coefficient and its relationship with regarding to the pitch angle

β (and tip-speed ratio λ) is shown in Fig. 9.10 (more details have been given in Chp. 2).
Clearly, through increasing the pitch angle β, one can reduce the power coefficient thereby

Fig. 9.10: Relationship between C2
p , β and λ.

reducing the power of Pt, which is what LVRT control is supposed to achieve during grid
voltage dip.

However, due to mechanical delay (time constant), the requested pitch angle change can
not be delivered immediately. Therefore, significant response limitations are expected in
practice. As a result, the DC link voltage rising problem is reduced but not satisfactorily
eliminated with this solution. Typically active crowbar circuit based techniques (See
Sec. 9.3.1.3) are combined with pitch control technique to realize LVRT control [187]: the
captured wind power can be reduced at first with increasing the pitch angle (so to reduce
the primary input wind power), and then if the power surplus is still seen in the DC-link,
the crowbar circuit will be activated to eliminate the energy imbalance.

9.3.1.2 DC-Link capacitor sizing based solution [187] [193] [194]

DC-link capacitor sizing is another way to deal with the power (energy) mismatch during
the grid voltage dip period [194] [187]. The theoretical background is given as follows:

Assuming the voltage dip happens from t0 to t1, then the energy which can be stored in
capacitor can be expressed as [190] [187]∫ t1

to

Pd(t)dt =
1

2
C · (V 2

d|t1 − V
2
d|t0) = Em|(t1−t0) − En|(t1−t0) = δE(t1) (9.3)
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where Pd(t) is the power flow at the DC-link, δE(t1) is the total mismatch energy during
the voltage dip period (i.e., t1 − t0), Em|(t1−t0) and En|(t1−t0) are the energy produced
from the generator side and the energy delivered to the grid from the grid side converter,
respectively. Vd|t1 and Vd|t0 are the DC-link voltages at time t1 and t0, respectively. Note
that, Vd|t1 is supposed not to increase beyond the permitted limit V max

d of the DC-link
capacitor for safety concerns. Therefore the required capacitor size (minimum) is

Cmin =
2δE(t1)

(V max
d )2 − V 2

d|t0
(9.4)

In practice, especially for large power rating wind mills, the mismatch energy δE(t1) during
the voltage dip period can be huge. Therefore, huge capacitor (expensive and with short
life span) is expected to absorb this energy mismatch hence to maintain the DC-link
voltage not to exceed the limitation, which may make it expensively impractical [187].

9.3.1.3 Active crowbar circuit (ACb) based solution

PMSG Grid

MSC GSC

C

R

S

Active Crowbar

Fig. 9.11: Active crowbar technique.

An energy dissipating resistor can be inserted into the DC-link to dissipate the excess
energy caused by the energy mismatch during grid voltage dips. This technique is mostly
used in doubly-fed induction generator based configuration [191]. While for PMSG based
configuration the crowbar circuit is suggested to be connected at the generator side [187].
The resistor is usually controlled using a power switch such as GTO or IGBT as shown in
Fig. 9.11, where R is braking resistor and S is the switch. Through this circuit, simple
bang-bang (or hysteresis) controller can be employed: compare Vd(t) with the reference
value of V ∗d (t), if Vd(t) is greater than V ∗d (t), the switch is switched to on-mode, otherwise
the switch is off.

Shortcoming is that the mismatched energy is dissipated (wasted) in terms of undesired
heat energy.

9.3.1.4 DC-Link energy storage system based solution

A wind turbine system with DC-Link energy storage system (ESS) is shown in Fig. 9.12.
Compared with active crowbar circuit based solution, this solution improves the LVRT
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capacity, which stores the surplus energy in the ESS instead of dissipating the energy
through a resistor during the grid faults. The ESS smooths the voltage/power fluctuations
and can maximize the reliability of power to the loads. Moreover, the energy utilization
can also be improved since the mismatch energy in this case is (afterward voltage recovery)
fed to the grid.

L
ESS

PMSG Grid

MSC GSC

C

Fig. 9.12: DC-Link Energy Storage System.

However, an additional bi-directional DC/DC converter and big energy storage device
are required for this solution. Batteries such as lead-acid battery (LAB) and vanadium
redox flow battery (VRB) are usually used as ESS because of their high scalability, long life
span, low material price and relatively fast response. However, due to the fact that battery
absorbs and dissipates energy by transforming between chemical energy and electrical
energy, if the energy to be stored is too much, a longer response time is expected to
finish this energy transferring procedure. Therefore similar problem as in the pitch angle
control based method introduced in Sec. 9.3.1.1 will be seen. Looking to the future,
the superconducting magnetic energy storage (SMES) [187] [130], which has a large
superconducting coil capability for storing electric energy in the magnetic field generated
by DC current flowing through it, can be used to replace the battery based ESS.

9.3.1.5 SVG and STATCOM based solutions

Solutions using reactive power/current compensation devices can also be used during LVRT
process to stabilize the (PCC) grid side voltage to certain level. Static VAR compensator
(SVC) [195] [192] is one of the shunt connected reactive power compensators. It usually
consists of a thyristor to control capacitors or reactors. Using phase angle modulation
control of the thyristor, the capacitors or reactors can provide/absorb reactive power
to/from the electrical network.

Static synchronous compensator (STATCOM) [192] is new generation of the shunt
compensation. It is based on a voltage source converter with a resistor and an inductor.
The most common use of STATCOM is to compensate reactive power and to keep voltage
stability. Because the voltage source STATCOM usually uses IGBTs, the response time of
a STATCOM is shorter than SVC and provides better reactive power support at voltage
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dips, and is therefore attractive. However, since for back-to-back full power rating based
PMSG wind turbine systems, active and reactive power can be directly controlled by the
grid side converter [8, 10]. Thus, STATCOM is just an enhancement for LVRT ability, but
is not required to operate solely.

9.3.1.6 LVRT solution with kinetic energy storage through total inertia

Almost all the techniques discussed above require additional devices to support LVRT.
However, considering the (huge) total rotor inertia for big wind mills, small rotating speed
increase will lead to huge kinetic energy storage. Therefore, in [193] [129] [131] a LVRT
technique storing kinetic energy through the total rotor inertia Θ during grid voltage dips
was proposed. The technical essence and operation process is: when a grid voltage dip
occurs, the d-axis current reference id∗g (equivalent as active power, assuming the grid side
voltage vector is aligned with d-axis) and q-axis current reference iq∗g (equivalent as reactive
power) shall be commanded by the LVRT strategy to fulfill the requirement as shown in
Fig. 9.8, i.e., id∗g (used to control the DC-link voltage in normal mode as introduced in
Chp. 3) will be reduced essentially, and iq∗g will be set to certain values according to the
voltage dip depth.

The generator continues providing active power during the voltage dip. As a result, if the
DC-link voltage is still controlled by the grid side power converter, the capacitor voltage
may increase fast to a damaging level. Therefore, the DC-link voltage shall be controlled
by the generator side, i.e., the DC-link controller output shall now be the reference value
for the active power/torque relevant quantities, e.g., iq∗m or T ∗e (See Fig. 9.13), which is
used to force the generator to reduce its output active power/torque. The mechanical
power will not change in short. Hence, the turbine will speed up due to the mismatch of
mechanical and electrical torques. Therefore, the surplus energy will be stored in the rotor
inertia. This utilizes the big-inertia character of a big turbine system, and does not require
extra devises. However, it can only apply when the voltage dip lasts not long otherwise
the wind turbine may run to a damaging speed level.

9.3.2 Proposed LVRT within DMPC scheme

Clearly from the analysis in Sec. 9.3.1, the most economical solution is 9.3.1.6, i.e., LVRT
solution with kinetic energy storage through total rotor inertia. However, a backup or
enhancement shall be considered due to the operation limitation of presented in Sec. 9.3.1.6.
The solution presented in Sec 9.3.1.3, i.e., active crowbar circuit (ACb) based solution, is
simple to install and control.

Therefore, this work utilizes a LVRT technique which combines both method presented
in Sec. 9.3.1.3 and Sec. 9.3.1.6 based on a DMPC scheme. Main idea is: for a short period
of grid voltage dip, the generated mismatch energy, which is not much due to short fault
time, is regulated to store in the total rotor inertia by speeding the rotor up within its
limitation. While when the voltage dip is lasting for a relatively long period or the wind
speed is outside the nominal range (stage-III) (See Chp. 2 for details), the active crowbar

- 228 -



9.3. LVRT AND ITS FPGA BASED S-HIL EVALUATION

Fig. 9.13: Proposed LVRT method with DMPC control scheme.

circuit will be activated to enhance the LVRT ability.

For the generator and grid sides predictive torque and current control schemes are
used. The cost functions which describe the generator and grid side control objectives are
designed by (4.7a) and (4.9), respectively as introduced in Chp. 4. An overview of the
proposed method is shown in Fig. 9.13.

9.3.3 LVRT evaluations with FPGA S-HiL solution

FPGA realization processes for both the controller and emulator are similar as introduced
in Sec. 9.2.1, except that the emulator was modeled and implemented in the same chassis
(cRIO-9082) of the ECU in engineering unit to ease the compilation and also future power
level evaluations. Due to the limited scope and the available FPGA resources, the relevant
PLL part was not implemented in the FPGA. The grid voltage vector angle is assumed to
be known to substitute the PLL function.

9.3.3.1 Results of the proposed LVRT control strategy

The grid voltage drops at {0.51, 1.4, 2.4} [s] to 0.4 [p.u.] for around 100 [ms] respectively
in the experiment. Fig. 9.14 illustrates the overall control performances. While Fig. 9.15a
and Fig. 9.15b depict the zoomed experimental results for the first dip period. As can
be seen from Fig. 9.14, the whole system has the same expected response during these
three dips. A close look into Fig. 9.15a and Fig. 9.15b yields the following: after the
voltage dip occurs, iqg changes from 0 to -0.443 [p.u.] to compensate the required reactive
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Fig. 9.14: [FPGA HiL simulation results]: Overall performances of the proposed low-voltage-
ride-through control with FPGA S-HiL simulation solution. From up to down are the grid side
voltages, generator stator current, generator speed, estimated generator output power, DC-link
voltage, grid side current and grid side power, respectively.
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Fig. 9.15: Zoomed control performances of (a) the grid side, DC-link and (b) machine side control
performances.

current/power; while the active power fed into the grid reduces from 0.667 [p.u.] to 0 [p.u.]
due to this deep voltage dip. The DC-link voltage started to be governed by the generator
side which produces reduced torque references and makes the rotor speed increase during
the dip as shown in Fig. 9.15b. For safety reasons, the crowbar circuit begins to work to
dissipate the surplus energy coming from wind turbine when the generator speed reaches
its operation limit (1 [p.u.]). Therefore, the PMSG rotor speed remains at such value till
grid voltage recovers to a nominal value. After the voltage recovers, the optimal speed of
the generator is assumed to be the same as the previous one, therefore, iqm increases to
reduce the rotor speed to its previous value. As a result, the active power produced by the
generator is larger than its previous value (See P̂m in Fig. 9.15b)4. The DC-link voltage
experiences three main processes accordingly, namely, i) keeps as a “constant” value due
to input energy reduction through speeding up the generator, ii) slightly increases, when
the craw bar is activated and rotor speed reaches its limit, iii) (fast) recovery after the grid
voltage recovers and DC-link control is re-governed by the grid side converter control. Note
that, in our experiments, a low power level PMSG with small inertia is used. Therefore,
the rotor speed increases significantly within a very short time (40 ms). However, it can
be expected that the speed increment is rather small with high power level (MW) PMSG
with higher inertia in practice.

Concluding from the experimental results: the proposed scheme works (nicely) as
expected and the FPGA HiL method greatly eases the verification process.

4A physical explanation which may ease the understanding is that: after the voltage recovery, rotor speed returns to its
previous reference value, thus the energy stored in the inertia and extracted from wind will both be delivered into the grid.
It is the same reason why iqm is larger than its previous value before voltage dip. Similarly, since more energy is delivered
to the grid, the idg raises in order to balance energy flow in both side.
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9.4 Summary

This chapter has presented the FPGA based HiL simulation solution for the electrical
control unit (ECU) verification. The effects of the emulator refreshing rate to the HiL
simulation results has been illustrated and theoretically interpreted with real-time evalu-
ation results. Afterward, the general requirement for low voltage ride through (LVRT)
has been introduced and the state-of-the-art LVRT techniques for grid-tied wind turbine
systems have been reviewed and summarized. A LVRT method combining rotor inertia
kinetic energy storage and active crowbar circuit based solution incorporated into the
direct model predictive control frame have been presented. The presented LVRT method
has been verified using the fully FPGA based S-HiL solution, with great flexibility, lower
cost and risks.
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Conclusions and future prospects

In this work, both classical and modern (model based) control techniques for grid-tied
two- and three-level neutral-point-clamped back-to-back power converters and permanent
magnet synchronous generator (PMSG) wind turbine systems have been closely investigated.
The as-investigated control techniques can be classified into: (i) “framework” level control
techniques with the “general control objectives” e.g., to achieve generator side torque
(current), DC-link voltage and grid side power (current) control targets, and (ii) dedicated
control techniques to achieve encoderless control for the generator side, advanced DC-link
control for the DC-link control part, voltage sensorless control for the grid connected
converter part and low-voltage ride through control for grid fault situations, etc. The
“framework” level control techniques investigated in this dissertation include cascaded
control schemes with modulators, i.e., field and voltage oriented control (FOC-VOC) with
modulator, direct torque and power control with switching table (ST-DTC-DPC), direct
torque and power control with modulator (DTC-DPC with modulator) and predictive
controller for both the grid and machine sides. Emphasized efforts have been put into the
predictive control class, in particular, the direct model predictive control group, due to
its good properties (e.g., straight-forward concept and fast control dynamics, etc.) and
promising potentials. More specifically:

In Chp. 2, the mathematical basics with regard to power electronics and drives, in
particular, the two- and three-level neutral-point-clamped power back-to-back power
converters and permanent magnet synchronous generator wind turbine systems, etc.,
have been introduced. The underlying back-to-back power converter systems have been
explicitly modeled in both continuous and discrete formats to ease the system analysis and
controller design process presented in the chapters after. The self-designed test benches
for experimentally verifying the control algorithms have been described as well.

In Chp. 3, the classical control methods, including the FOC-VOC, DTC-DPC with
switching table/modulators and deadbeat control, are systemically classified and formulated.
Their physical/mathematical fundamentals, control principles and realization steps have
been clearly discussed and explicitly presented. Their control performances were evaluated
using the test-benches presented in Chp. 2, all with an FPGA based solution. These
classical control schemes (which are the dominating techniques in the industry applications),
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although not the main focus of this dissertation, may serve as a profound survey and
assessment for the field of grid-tied back-to-back power converter systems.

The presented experimental results and the realization steps may suggest that the
deadbeat control outperforms the other solutions presented in this chapter, in terms of
both the required realization efforts and control performances. Its drawbacks of the steady
state tracking errors (mainly caused by the model uncertainty) shall be dealt with by
certain parameter robust techniques, which can be an interesting research direction.

In Chp. 4, the newly emerged model predictive control techniques for both the grid
and machine side control have been comprehensively investigated. In particular, the
applications of direct model predictive current, power and torque control methods for the
grid-tied two- and three-level neutral-point-clamped back-to-back power converter PMSG
wind turbine systems have been formulated and experimentally assessed using an FPGA
based digital controller.

In comparison with the classical control techniques presented in Chp. 3, model predictive
control has provided a more proper solution when considering system with multiple control
objectives and constraints. Its straight-forward concept and very fast control dynamics are
favorable. However, in comparison with the conventional modulator based solutions (e.g.,
FOC-VOC, DTC-DPC with modulator, deadbeat control, etc.), relatively big steady state
control variable ripples (at a similar sampling interval), unfixed switching frequency, etc.,
are some of its drawbacks. High computational cost is also one of the major concerns for
such control technique, particularly for multi-level/multi-phase power converter systems.

In Chp. 5, two major drawbacks of the classical direct model predictive control methods
have been formulated, namely high computational burden for multilevel power converters
(due to the great amount of the available switching vectors) and big control variable ripples
for two-level power converters (because of the very few freedoms caused by the fixed and
very limited switching vectors).

To conquer the heavy computational efforts, required by the classical direct model
predictive control concept for multilevel power converter systems, two computationally
efficient solutions based on an offline section of the switching sequence groups, for the
three-level neutral-point-clamped power back-to-back power converter PMSG wind tur-
bine systems, have been developed and evaluated on an FPGA, in a real-time manner.
Realization steps and results have validated that the computational time was reduced
evidently with the proposed solutions.

To conquer the drawback of its big control variable ripples of the conventional direct
model predictive control solution, multiple switching-vector direct model predictive control
concepts have been developed and applied for both the grid and machine side control of
the back-to-back power converter PMSG wind turbine systems. Their control performance
improvements have been validated via both simulation and experimental data. The results
confirm that with the proposed solutions (considerably) enhanced steady state control
performances have been achieved, at even reduced sampling frequency. However, the
achievements are at the sacrifice of a higher computational burden. The reduced sampling
frequency (or increased allowable calculation time) will compensate this drawback easily.
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Considering the power rating of power converter systems, for very big power rating
(>MW) electrical drives or renewable energy systems, a very desired property is to operate
the system at (very) low switching frequency with an acceptable current/power/torque
distortions. To achieve this, multilevel (≥ 3 levels) power converter topologies, using
predictive control with long prediction horizons (allowing for longer optimization scopes of
the control problems) are viable solutions, for which, computationally efficient predictive
control techniques are an important research direction to guarantee a viable real-time
implementation. While for the low power rating electrical drive systems (some kWs level),
for which switching at 5 to 10 kHz (even higher) is permissible, control techniques achieving
good steady state control performances (as the conventional modulator base solutions),
meanwhile, very good control dynamics (as the direct model predictive control techniques),
are interesting research directions. Due to the limited total hardware cost, the increase
in the sampling frequency (which imposes higher hardware cost) is undesired. Hence,
the proposed multiple switching vector direct model predictive control technique (which
reduces control variable ripples, and maintains good control dynamics, but does not rely on
a higher sampling frequency) will be a good alternative. Moreover, when considering the
future trend in the revolution of the power electronic devices, higher switching frequency,
even for high power rating applications, is not a problem any longer, using the already
available wide band-gap devices (e.g., the SiC and GaN material based devices). Therefore,
the proposed multiple switching vector direct model predictive control solution might also
be an interesting alternative for very high power applications.

However, for both the high and low power rating categories, to further booster the
system performances hence to ease the hardware requirement (e.g., filter design), optimal
pulse pattern design with online fire-angle optimizations can be a very attractive research
direction.

In Chp. 6, the DC-link control issues for back-to-back power converter driven systems
have been deeply investigated. Based on a so-called “dynamic reference generation”
concept, quasi-centralized direct model predictive control methods for back-to-back power
converter systems have been introduced and experimentally evaluated for both back-
to-back power systems with RL load and PMSG. The performance improvements and
also the potential drawbacks have been illustrated via comparison with the conventional
proportional integration controller based methods.

The results and realization steps suggest the proposed quasi-centralized direct model
predictive control method might be a good alternative to the conventional proportional
integration controller based method, because of its good properties in the reduced tuning
efforts, improved controllable control dynamics and also the existing non-minimum phase
feature of the underlying system (when the current flows from the grid to the load side).
The proposed methods have, in essence, taken the reference design/generation into the
controller, which greatly eases the tuning process. To further enhance performances of
the proposed method, disturbance estimation techniques, with good accuracy and fast
estimation dynamics, will be a good research direction, which can be helpful to realize a
purely “centralized model predictive control” solution for back-to-back power converter
systems, without invoking cascaded structures.
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In Chp. 7, voltage sensorless control techniques using the virtual flux concept have
been investigated. The problems with the conventional solutions have been formulated.
Also, a newly proposed method using a time-domain initial bias compensation concept
has been proposed and experimentally validated. The proposed method achieves accurate
estimations at both transient and steady states, requiring very few implementable efforts.
Noticeably, the proposed method achieved a one sampling interval estimation dynamic,
which is theoretically the physical limit of any digital control and online estimation system.

Different from the classical filter based virtual-flux voltage sensorless control solutions,
which are mostly in the frequency domain, the proposed method is purely in the time
domain and does not rely on the harmonic theory. It is therefore fast in estimation and
easy to realize. However, the proposed method greatly relies on these two factors, (i) a
(relatively) fixed fundamental frequency (which holds true for the grid side system); (ii) in
steady state, the “areas” in the positive semi-period and the negative semi-period of the
signal to be estimated (e.g., the grid side voltage) shall be equal.

Incorporating certain sequence decoupling methods (i.e., the methods to decouple the
unbalanced grid voltages into positive, negative and zero sequences), the proposed initial
bias compensation based virtual flux voltage sensorless control solution is expected to be
capable of dealing with grid-connected systems under grid unbalances. Due to the inherent
“integration” relationship between the virtual flux and the grid side voltage, potentially,
predictive (virtual) flux control can be a very nice alternative to predictive current or
power control of grid connected systems, when facing distorted or harmonic polluted grid,
which, therefore, can be a very interesting research direction.

In Chp. 8 the encoderless control techniques for the generator side control have been
studied. Encoderless control, i.e., to operate a motor or generator without a rotational
position encoder, is an interesting technique to reduce the hardware cost, system complexity
and to improve the system robustness against certain hardware (e.g., encoder and cable)
failures. Particularly for big wind turbine systems, the improvement in terms of system
robustness against hardware failures is very attractive also very important to reduce the
total operation cost of the system. Acoustic pollution and energy losses, coming with the
signal injection based solutions, are undesirable. Meanwhile, to start the system from
the stand-still is not a key requirement for wind turbine systems. Therefore, in this work
the fundamental model based solutions, which are injection power loss-less and do not
produce extra acoustic pollution, have been the research focus. More specifically, two
dominating observer based techniques, namely, extended Kalman filter and sliding mode
observer based methods have been closely investigated and assessed. A time-varying
gain based sliding mode observer solution, achieving good estimation and easy position
compensation, was proposed and the extended Kalman filter based method was used to
estimate both the load and rotor speed/position. The latter was realized on an FPGA
with very little calculation time. In general with these two methods, good estimation
accuracy at the middle and high speed ranges can be achieved. The entire capabilities of
these methods were not fully explored and certain performance further-enhanced features,
such as, encoderless control with parameter online estimation/correction with the Kalman
filter based method, chattering-free encoderless control using higher order sliding mode
observers, can be interesting research directions.
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In Chp. 9, the FPGA based signal level hardware-in-the-loop technique has been studied
and the emulator refreshing rate effects have been experimentally assessed and theoretically
interpreted. In this same chapter, after reviewing the actual low voltage ride through
(LVRT) control techniques, an LVRT method, via both the inertia energy storage solution
and active crow-bar circuit, has been combined into the direct model predictive control
framework. Its effectiveness has been validated via the aforementioned FPGA based signal
level hardware-in-the-loop technique. In the power electronics and drive fields, solutions
to test the“unit-under-test” (e.g., electric control unit for signal level test, or power
sources/drives for power level test) in a real-time manner, with good safety, efficiency and
fidelity, are very desirable. The FPGA based signal level hardware-in-the-loop techniques
have provided a viable solution. In this field, the high-fidelity system models of the
plant (to describe the properties of the system more precisely), fast and real-time design
structures (to have a very high refreshing rate of an emulator) and the flexibility for certain
add-on functionality (to be more efficient and flexible in the testing process), in my eyes,
are very interesting research directions. Such techniques might be more widely applied to
the electrical drives (e.g., E-mobility), renewable energy generation system (e.g., wind or
solar energy systems), electrical energy transmission systems (e.g., high-voltage DC/AC
transmissions), etc.

In this work, all the experimental assessments are done with FPGA based digital
realizations. The FPGA digital realization solution via the Labview-FPGA technique for
power electronics and drive control has been extensively investigated and comprehensively
applied, which provided good flexibility and efficiency. Looking into the near future, fast
switching devices, even for high power rating system, are going to be used more widely.
The allowed high switching frequency of the power switches will, on one hand, help to
reduce the variable ripple magnitudes and total distortions, on the other hand, impose
much higher computational power requirements upon the central control unit (to assure
that the control variables, or control output can be refreshed fast enough). To meet this
high computational power requirement, hence to better utilize the advantages of these fast
switching devices, FPGAs, working as the underlying central control unit, might be more
widely employed, thanks to its parallel computational capability.

Apart from the afore-summarized techniques, some other investigation outputs during
my Ph.D. research period, e.g., control techniques for induction asynchronous machines,
control techniques for dual-fly capacitor active-neutral-point-clamped five-level power
converters (DFC-ANPC-5L), disturbance estimation based predictive control solutions
(dedicated to improve the outer control speed and DC-link loop performances), long pre-
diction horizon predictive control, robust predictive control solutions for power electronics
and drives, etc., have not been presented in this thesis due to the limited scopes. Long
prediction predictive control techniques via both the classical direct model predictive
control concept and the branch-and-bound techniques (e.g., modified sphere decoding
method) for multi-level converters (for both the machine and grid sides) were carried
out via simulation. Its real-time realization via FPGA was not done due to that the
available resource volume in the FPGA is too small for a back-to-back converter system.
Therefore, this research was not presented either. Real-time, experimental verification of
the long horizon predictive control techniques (particularly for multilevel power converter
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systems), however, will be an interesting and necessary step. Many other interesting
control techniques, including continuous model predictive control with constraint optimiza-
tions, fixed-switching frequency direct model predictive control techniques, low sampling
frequency high performance direct model predictive control with online pulse pattern
design, predictive (virtual) flux control of grid side power converters, voltage sensorless
control at unsymmetrical grids, full speed range encoderless control within the direct
model predictive control framework, etc., will be some of my research focuses in the near
future.
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Appendix A

Symbols and abbreviations

N,R,C: natural, real, and complex numbers. N0 := N ∪ 0: natural number with zero.
~x ∈ Rn: column vector, n ∈ N. A ∈ Rn×m: matrix with n-row, m-columns. A−1,>:
inverse and transpose of A. diag{a1, · · · , an}: diagonal matrix in Rn×n with entries
a1, · · · , an ∈ R. In ∈ Rn×n := diag{1, · · · , 1}: identity matrix. General electrical variables
and abbreviations are given in Table A.1 and Table A.2. Abbreviations

ia,b,cm,g Phase currents of machine side m, and grid side g.

iα,βm,g Phase currents in stationary reference frame

id,qm,g Phase currents in synchronous reference frame

Θ Moment of inertia of the mechanical shaft

Np Pair of poles

~ua,b,c
m,g , ~vm,g Switching states and voltage vectors of machine/grid side converters

Te,l Electromagnetic and Load torque

vα,βm,g Converter voltage in stationary (αβ) reference frame

vd,q
m,g Converter voltage in rotational (dq) reference frame

Vd, Id DC link voltage, current
~S, P,Q Apparent, active, and reactive powers;

~um,g, ~Gm,g Machine and grid side switching states and gate signal vectors;
~ψαβs,r Stator flux vector in stator reference frame
~ψdqs,r Rotorr flux vector in dq reference frame

ωe,m Electrical and Mechanical rotor speed

φe,g Electrical position of voltage or flux vectors

Rs, Rg, Ls, Lg Generator stator and grid side filter resistor and inductance

ψpm Flux magnitude of rotor permanent magnet

Table A.1: General electrical variables
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AC Alternating current

AFE Active front end power converter

C-DMPC Classical direct model predictive control

DC Direct current

DTC Direct torque control

DPC Direct power control

DBC Deadbeat control

DMPC Direct model predictive control

DMPTC Direct model predictive torque control

DMPCC Direct model predictive current control

DMPPC Direct model predictive power control

EKF Extended Kalman filter

FCS-PTC Finite control state-predictive torque control

FOC Field oriented control

FPGA Field programmable gate array

GPC Generalized predictive control

GSC Grid side converter

HiL Hardware-in-the-loop

IPMSM Interior permanent magnet synchronous machine

MSC Machine side converter

MPC Model predictive control

MRAS Model reference adaptive system

MTPA Maximum torque per ampere

NP/NPC Neutral point/Neutral point clamped

PCC Predictive current control

PI Proportional-integral

PMSM Permanent-magnet synchronous motor

PMSG Permanent-magnet synchronous generator

PWM Pulse width modulation

RPM Revolution per minute

SMO Sliding mode observer

SVM Space vector modulation

THD Total harmonic distortion

VOC Voltage oriented control

V2,3-DMPC Two- and three-vector based direct model predictive control

V2,3-DMPPC Two- and three vector based direct model predictive power control

V2,3-DMPTC Two- and three-vector based direct model predictive torque control

Table A.2: Abbreviations
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Appendix B

Switching matrix

Note that, all the symbols used in the following part are of the same representations as
introduced in Chp. 2, and therefore are not repetitively defined.

B.1 Switching matrix for two level power converter

O

Fig. B.1: Simplified two level voltage source power converter.

A close investigation on Fig. B.1 will yield the following conclusion

vxo = Vd · ux; (B.1)

vxo + von = vxn; (B.2)

van + vbn + vcn = 0; (B.3)

and,

vao + vbo + vco + 3von = van + vbn + vcn = 0; (B.4)

i.e., von = −1
3
Vd(ua + ub + uc)

1; where ux, as is indicated in Fig. B.1, is the switching state;

1The common mode voltge in this case tuns to be vcm = von − Vd
2

.
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x ∈ {a, b, c} is the phase symbol.

Therefore, the phase-to-neutral voltage vector

[van, vbn, vcn]> =
Vd
3

 2 −1 −1

−1 2 −1

−1 −1 2


︸ ︷︷ ︸

=:T SW

~uabc.

Note that, for simplicity, in this thesis, phase voltage (vector) is simplified as
[van, vbn, vcn]> = [va, vb, vc]

>.

The line-to-line voltages are therefore:

~vltl
[k](~ux) :=

va − vbvb − vc
vc − va

 = Vd

 1 −1 0

0 1 −1

−1 0 1

~uabc. (B.5)

B.2 Switching matrix for three level power converter

O

Fig. B.2: Simplified three level NPC power converter.

From the circuit shown in Fig. B.2, it is easy to find:

vxo =
1

2
(Vc1 + Vc2) · ux +

1

2
(Vc1 − Vc2) · |ux|; (B.6)

vxo + von = vxn; (B.7)

van + vbn + vcn = 0; (B.8)
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Therefore2, von = −1
3

(Vc1+Vc2)
2

(ua + ub + uc)− 1
3

(Vc1−Vc2)
2

(|ua|+ |ub|+ |uc|). Therefore,vanvbn
vcn

 =
1

2
· (Vc1 + Vc2)

3

 2 −1 −1

−1 2 −1

−1 −1 2


︸ ︷︷ ︸

:=T SW

~uabc +
1

2
· (Vc1 − Vc2)

3

 2 −1 −1

−1 2 −1

−1 −1 2


︸ ︷︷ ︸

:=T SW

|~uabc|

(B.9)

where ~u abc = [ua, ub, uc]
> and |~u abc| =

[
|ua|, |ub|, |uc|

]>
.

The line-to-line voltages are therefore:

~vltl
[k](~ux) :=va − vbvb − vc
vc − va

 =
1

2
· (Vc1 + Vc2)

 1 −1 0

0 1 −1

−1 0 1

 ~uabc +
1

2
· (Vc1 − Vc2)

 1 −1 0

0 1 −1

−1 0 1

 |~uabc|

= Vc1

 1 −1 0

0 1 −1

−1 0 1

 |~uabc[k]|+~uabc[k]2
− Vc2

 1 −1 0

0 1 −1

−1 0 1

 |~uabc[k]|−~uabc[k]2
(B.10)

Remark 22 It can also be drawn that, for any neutral-point-clamped n-level (n ≥ 3) power
converter, assuming the switches are ideal and DC-link capacitor voltages are balanced,
then its phase voltage vector can be modeled in the following:vanvbn

vcn

 =
1

n− 1
· Vd

3

 2 −1 −1

−1 2 −1

−1 −1 2


︸ ︷︷ ︸

:=T SW

~uabc. (B.11)

Remark 23 Another more direct modeling solution is to take the gate signal as the input,
then the x phase to o point voltage, vxo = Vc1G

1
x − Vc2(G2

x − 1), where G1,2
x ∈ [0, 1] can be

switching signal or the duty ratio. This concept in modeling will ease the design process
for using continuous model predictive control of power converters.

2von is also the common mode voltage, i.e., vcm = von
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System per-unit model

Note that, x′ represents the per-unit of quantity x; except this, all the symbols used in
the following part are of the same representations as introduced in Chp. 2, and therefore
are not repetitively defined.

System per-unit (P.U.) modeling can be realized with three steps: (i) fundamental base
value determination; (ii) induced based value calculation; (iii) transferring engineering
unit (E.U.) models into P.U.

The fundamental base values for such a system include: nominal power of the grid and
machine sides P n

g , P
n
n , i.e. PB

g = P n
g , P

B
m = P n

m; rated machine speed and grid voltage
frequency, i.e. ΩB

m = Ωn
m (in RPM) and ωB

g = ωn
g ; machine and grid side rated voltage

(RMS phase value), i.e. vB
m = vn

m and vB
g = vn

g . The DC-link voltage base value in this

work is chosen as V B
d = Ksc ·

√
6vB

g (which is the natural rectified DC-link voltage value1).
The induced base values, i.e., for step (ii), include, machine and grid side current iBm, iBg ;
resisters RB

m, RB
g ; inductance LB

s , LB
g ; machine side mechanical and electrical speed ωB

m and
ωB

e ([rad/s]), flux ψB
m, initial JB, torque TB, and friction BB, which are calculated by [46]

iBm =
PB

m

3vB
m

, iBg =
PB

g

3vB
g

, RB
m =

vB
m

iBm
, RB

g =
vB

g

iBg
, ωB

m =
ΩB

m

30
π, ωB

e =
ΩB

m

30
πNp, (C.1a)

LB
s =

RB
m

ωB
e

, LB
g =

RB
g

ωB
g

, ψB
m =

vB
m

ωB
e

, JB = J
(ωB

m)2

PB
m

, TB =
PB

m

ωB
m

, BB =
ωB

m

TB
. (C.1b)

The principle for performing step (iii) is the equation x′ = x
xB

, where x, x′, xB are the
E.U., P.U., and base value representations of x, respectively. Invoking the E.U. models
developed in Chapter 2, yields the P.U. form of the system model:

vd′

m(t) =R′si
d′

m(t) +
Ld′

s

ωB
e

did
′

m(t)

dt
− ω′e(t)Lq′

s i
q′

m(t), (C.2a)

vq′

m(t) =R′si
q′

m(t) +
Lq′

s

ωB
e

diq
′

m(t)

dt
+ ω

′

e(t)L
d′

s i
d′

m(t) + ω
′

e(t)ψ
′
M, (C.2b)

T ′e(t) =ψ′Mi
q′

m(t) + (Lq′

s − Lq′

s )iq
′

m(t)id
′

m(t); (C.2c)

1A scaling of Ksc = 1.2 is used for the DC-link voltage reference to have more freedom to the grid side control.
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dω
′
m(t)

dt
=

1

JB

[
T ′m(t)− T ′e(t) +B′ · ωm(t)′

]
, (C.3a)

dθm(t)

dt
=ω

′

m(t)ωB
m(t), (C.3b)

vα
′

g (t) =R′gi
α′

g (t) +
L′g
ωB

g

diα
′

g (t)

dt
− eα′g (t), (C.3c)

vβ
′

g (t) =R′gi
β′

g (t) +
L′g
ωB

g

diβ
′

g (t)

dt
− eβ′g (t). (C.3d)

~vabc′

m =
1

vB
m

·TSW · ~uabc
m , (C.3e)

~vabc′

g =
1

vB
g

·TSW · ~uabc
g , (C.3f)

After transferring into discrete format invoking the Euler forward equation taking Tr as
the time-step (emulator refreshing interval), yields the discrete equations as2

id
′

m[k+1] =
ωB

e Tr

Ld′
s

vd′

m[k] +
(

1− R′sω
B
e Tr

Ld′
s

)
id
′

m[k] +
ωB

e L
q′
s Tr

Ld′
s

iq
′

m[k]ω
′

e[k], (C.4a)

iq
′

m[k+1] =
ωB

e Tr

Lq′
s

vq′

m[k] +
(

1− R′sω
B
e Tr

Lq′
s

)
iq
′

m[k] −
ωB

e L
d′
s Tr

Lq′
s

ω
′

e[k]i
d′

m[k] −
ωB

e Trψ
′
M

Lq′
s

ω
′

e[k], (C.4b)

T ′e[k+1] =ψ′Mi
q′

m[k+1] +
(
Lq′

s − Ld′

s

)
iq
′

m[k+1]i
d′

m[k+1], (C.4c)

ω
′

m[k+1] =
Tr

JB

(
T ′e[k] − T ′m[k] −B′ω

′

m[k]

)
+ ω

′

m[k], (C.4d)

θm[k+1] =ω
′

m[k]ω
B
mTr + θm[k], (C.4e)

iα
′

g[k+1] =
Trω

′
g

L′g
(eα

′

g[k] − vα
′

g[k]) +
(

1−
TrR

′
gω
′
g

L′g

)
iα
′

g[k], (C.4f)

iβ
′

g[k+1] =
Trω

′
g

L′g

(
eβ
′

g[k] − v
β′

g[k]

)
+
(

1−
TrR

′
gω
′
g

L′g

)
iβ
′

g[k], (C.4g)

V ′d[k+1] =
Tr

CV B
d

(
I ′m[k]i

B
m − I ′g[k]i

B
g

)
+ V ′d[k] (C.4h)

~vabc′

m[k] =
1

vB
m

·TSW · ~uabc
m[k], (C.4i)

~vabc′

g[k] =
1

vB
g

·TSW · ~uabc
g[k]. (C.4j)

Note all symbols are of the same meaning as defined in the former chapters.

2Note that, the harmonics of the current and toque are neglected in these equations, which also suggests the emulator
we developed is only capable for a system level evaluation of the controller.
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Appendix D

Switching table for three-level NPC power
converter

D.1 Vector definition

Fig. D.1 depicts the vector definitions and numbering of a three-level NPC power converter
switching vectors. The switching tables bellow are following these definitions and vector
numbering. Note that, all the “V” is eliminated for the simplicity in the table expression
(e.g., V 1 is marked simply as 1, and V 7′ is simply as 7′ in the tables).

Fig. D.1: Vector definition and numbering of a three level NPC power converter.

D.2 Switching table for 3L NPC power converter us-

ing direct torque control
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D.2. SWITCHING TABLE FOR 3L NPC POWER CONVERTER USING DIRECT TORQUE
CONTROL

H~ψs
HTe HVo

Sector

1 2 3 4 5 6 7 8 9 10 11 12

+1

+2
-1 3 5 6 8 9 11 12 14 15 17 18 2

1 3 5 6 8 9 11 12 14 15 17 18 2

+1
-1 3 4’ 6 7’ 9 10’ 12 13’ 15 16’ 18 1’

1 3 4 6 7 9 10 12 13 15 16 18 1

0
-1

zero vector
1

-1
-1 18 1’ 3 4’ 6 7’ 9 10’ 12 13’ 15 16’

1 18 1 3 4 6 7 9 10 12 13 15 16

-2
-1 18 2 3 5 6 8 9 11 12 14 15 17

1 18 2 3 5 6 8 9 11 12 14 15 17

-1

+2
-1 8 9 11 12 14 15 17 18 2 3 5 6

1 8 9 11 12 14 15 17 18 2 3 5 6

+1
-1 7’ 9 10’ 12 13’ 15 16’ 18 1’ 3 4’ 6

1 7 9 10 12 13 15 16 18 1 3 4 6

0
-1

zero vector
1

-1
-1 13’ 15 16’ 18 1’ 3 4’ 6 7’ 9 10’ 12

1 13 15 16 18 1 3 4 6 7 9 10 12

-2
-1 14 15 17 18 2 3 5 6 8 9 11 12

1 14 15 17 18 2 3 5 6 8 9 11 12

0

+2
-1 6 20 9 11 12 14 15 17 18 2 3 5

1 6 20 9 11 12 14 15 17 18 2 3 5

+1
-1 6 7’ 9 10’ 12 13’ 15 16’ 18 1’ 3 4’

1 6 7 9 10 12 13 15 16 18 1 3 4

0
-1

zero vector
1

-1
-1 15 16’ 18 1’ 3 4’ 6 7’ 9 10’ 12 13’

1 15 16 18 1 3 4 6 7 9 10 12 13

-2
-1 15 17 18 2 3 5 6 8 9 11 12 14

1 15 17 18 2 3 5 6 8 9 11 12 14

Table D.1: Switching table for three-level DTC
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D.3 Switching table for 3L NPC power converter us-

ing direct power control

HP HQ HVo

Sector

1 2 3 4 5 6 7 8 9 10 11 12

1

2
-1 7’ 9 10’ 12 13’ 15 16’ 18 1’ 3 4’ 6

1 7 9 10 12 13 15 16 18 1 3 4 6

1
-1 10’ 10’ 13’ 13’ 16’ 16’ 1’ 1’ 4’ 4’ 7’ 7’

1 10 10 13 13 16 16 1 1 4 4 7 7

-1
-1 13’ 16’ 16’ 1’ 1’ 4’ 4’ 7’ 7’ 10’ 10’ 13’

1 13 16 16 1 1 4 4 7 7 10 10 13

-2
-1 14 17 17 2 2 5 5 8 8 11 11 14

1 14 17 17 2 2 5 5 8 8 11 11 14

0

2
-1 6 8 9 11 12 14 15 17 18 2 3 5

1 6 8 9 11 12 14 15 17 18 2 3 5

1
-1 4’ 4’ 7’ 7’ 10’ 10’ 13’ 13’ 16’ 16’ 1’ 1’

1 4 4 7 7 10 10 13 13 16 16 1 1

-1
-1 1’ 1’ 4’ 4’ 7’ 7’ 10’ 10’ 13’ 13’ 16’ 16’

1 1 1 4 4 7 7 10 10 13 13 16 16

-2
-1 17 17 2 2 5 5 8 8 11 11 14 14

1 17 17 2 2 5 5 8 8 11 11 14 14

-1

2
-1 3 5 6 8 9 11 12 14 15 17 18 2

1 3 5 6 8 9 11 12 14 15 17 18 2

1
-1 3 5 6 8 9 11 12 14 15 17 18 2

1 3 5 6 8 9 11 12 14 15 17 18 2

-1
-1 2 3 5 6 8 9 11 12 14 15 17 18

1 2 3 5 6 8 9 11 12 14 15 17 18

-2
-1 2 3 5 6 8 9 11 12 14 15 17 18

1 2 3 5 6 8 9 11 12 14 15 17 18

Table D.2: Proposed switching table for three-level DPC
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(3) Zhenbin Zhang, T. Sun, F. Wang, José Rodŕıguez, R. Kennel, “A Computationally-Efficient
Quasi-Centralized DMPC for Back-to-Back Converter PMSG Wind Turbine Systems Without
DC-link Tracking Errors”, IEEE transactions on Industrial Electronics, 2016. (published)

(4) Zhenbin Zhang, C. Hackl, R. Kennel, “Computationally Efficient DMPC for Three-level
NPC Back-to-Back Converters in Wind Turbine Systems with PMSG”, IEEE transactions
on Power Electronics, 2015. (revision)
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