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Abstract

Over the last couple of decades the application of lightweight design con-
cepts in combination with high performance textiles has become very com-
mon in various fields of engineering (aeronautic/aerospace, automotive,
civil, biomedical). In general, lightweight structures are characterized by
a geometrically driven load bearing behavior. This leads to complex and
double-curved surfaces and geometries, whose feasibility is directly linked
to the high shear flexibility of the material. However, in almost all cases
the wrought materials (textile fabrics or foils) are delivered in a plane
way contradicting the non-developable characteristics of the target struc-
ture. Within the scope of this thesis, an innovative numerical methodology
for the generation of optimized cutting patterns for lightweight structures
made of highly nonlinear orthotropic/anisotropic materials (e.g. CFRPs,
textile fabrics) is developed, implemented and evaluated. In addition, a
novel approach for modeling the structural response of textile fabrics on a
macroscopic level is elaborated.

A novel approach for the generation of optimized cutting patterns includ-
ing nonlinear anisotropic material behavior is presented. The developed
Variation of Reference Strategy (VaReS) is based on an unconstrained
optimization problem which minimizes the total elastic potential energy
within the target structure. The core concept of VaReS is the definition of
the design variables: the global nodal position in the material configura-
tion. This guarantees a stress-free state in the (optimized) cutting pattern.
Two numerical approaches (variational principle and method of steepest
descent) for solving the stated optimization problem are presented. Both
approaches are based on an isoparametric finite element approach resulting
in a novel 3-parameter membrane VaReS element. Finally, both numeri-
cal approaches are benchmarked by means of a ruled surface (cylindrical
shell) and applied to both synclastic and anticlasitc surfaces (spherical
shell and generic rib) in combination with isotropic as well as orthotropic
strain-energy functions.

The mathematical description of textile fabrics on a mesoscopic scale proves
to be quite complex. The presented novel nonlinear surrogate (material)
model is based on a hyperelastic approach capturing the nonlinear struc-
tural response of the textile fabric on a macroscopic level. Therefore,
the fabric’s strain-energy function is represented in terms of Bézier sur-
faces/curves. The required sample points of the Bézier surfaces/curves are
based on experimental data gained by velocity driven biaxial tensile tests
(raw data). The full workflow, i.e. generating the response surface based
strain-energy functions out of the raw data, is established and applied to
three different types of textile fabrics.

The presented industrial applications (parts of a textile car seat cover and
a complete CFRP roof crossrail for a car) underline the generality and
potential of both the Variation of Reference Strategy and the response
surface based material model.
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Zusammenfassung

Die Entwicklung und Umsetzung von Leichtbaustrategien gewinnt über die
letzten Jahrzehnte hinweg stetig an Bedeutung. Hierbei spielt der Einsatz
von textilen Hochleistungswerkstoffen eine zentrale Rolle. Ihre Anwendun-
gen sind vielschichtig und reichen von Strukturbauteilen in der Luft- und
Raumfahrt und im Automobilbau bis hin zu medizintechnischen Produk-
ten und Membrantragwerken. Charakteristisch für derartige Strukturen ist
ihr Lastabtragungsverhalten. Dieses ist durch die geometrische Steifigkeit
dominiert und führt zu komplexen und meist doppelt gekrümmten (an-
tiklastisch und synklastisch) Formen. Die Realisierbarkeit dieser Formen
hängt stark von der Schubsteifigkeit des verwendeten Materials ab. In
den meisten Fällen, steht der Rohstoff als ebenes Halbzeug zur Verfügung
und wird mittels eines Tiefziehverfahrens in Form gebracht. Diese Prozess-
kette zeigt deutlich die Notwendigkeit geeigneter Zuschnittsmuster, da es
aus mathematischer Sicht nicht möglich ist doppelt gekrümmte Flächen
eindeutig zu Verebnen. Im Rahmen dieser Dissertation wird eine neuar-
tige und leistungsfähige numerisches Methode zur Ermittlung von opti-
malen Zuschnittsmustern unter Berücksichtigung des nichtlinearen und
anisotropen/orthotropen Materialverhaltens textiler Werkstoffe entwick-
elt, umgesetzt und bewertet. Des Weiteren wird eine neuartige Methode
zur Modellierung des nichtlinearen Materialverhaltens textiler Werkstoffe
auf Makroebenen vorgestellt.

Der erarbeitete Ansatz zur Ermittlung optimaler Zuschnittsmuster (Vari-
ation of Reference Strategy) basiert auf der Lösung eines unbeschränk-
ten Optimierungsproblems. Die durch den Umformprozess entstehende
elastische potentielle Energie innerhalb der Zielstruktur wird hierbei min-
imiert. Der gewählte Ansatz ermöglicht die Berücksichtigung des nicht-
linearen und anisotropen Materialverhaltens bei der Zuschnittsermittlung.
Die zentrale Idee hierbei ist die Wahl der Optimierungsvariablen, welche
die globalen Knotenpositionen bezüglich der Ausgangsgeometrie darstellen,
und somit die Spannungsfreiheit innerhalb des (optimierten) Zuschnitts-
musters sicherstellt. Zur Lösung des Optimierungsproblems werden zwei
unterschiedliche Lösungsstrategien, ein Variationsprinzip und ein gradien-
tenbasiertes Verfahren (Method of steepest descent), verfolgt. Ein im Zuge
dessen neuartig entwickeltes Membran-Element liefert hierfür die Grund-
lage. Beide Lösungsstrategien werden anschließend mittels geeigneter Bei-
spiele (Zylinderschale, Kugelschale und Segment einer generischen Rippe)
getestet.

Da sich aus mathematischer Sicht die mesoskopische Beschreibung des
Materialverhaltens textiler Werkstoffe als äußerst aufwendig und komplex
darstellt, wird im Rahmen dieser Dissertation ein makroskopisches Meta-
Model basierend auf der Theorie der Hyperelastizität gewählt. Die zu-
grunde liegenden Dehnungsenergiefunktionen werden hierbei mit Hilfe von
Bézier Flächen/Kurven (Antwortflächen) beschrieben. Eine Reihe von
geschwindigkeitsgesteuerten Biaxial-Zugversuchen liefern die Rohdaten für
die hierfür benötigten Stützstellen. Im Rahmen dieser Dissertation wird
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der gesamte Workflow, d.h. die Ermittlung der Antwortflächen aus den
Rohdaten, vorgestellt und wird anschließend für drei unterschiedliche Arten
von Textilien exemplarisch eingesetzt.

Abschließend werden die entwickelten Methoden auf Fragestellungen aus
der Industrie (Teile eines textilen Autositzbezuges und ein vollständiger
Carbon-Dachspriegel) angewandt. Die hierbei erzielten Ergebnisse bele-
gen die Robustheit, Leistungsfähigkeit und unterstreichen das breite An-
wendungsspektrum der entwickelten Variation of Reference Strategy und
des antwortflächenbasierten Materialmodels.
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1

Introduction

“I never saw a wild thing sorry for itself. A small bird will
drop frozen dead from a bough without ever having felt sorry

for itself.”

— David Herbert Lawrence, 1885 - 1930
English novelist



2 Chapter: 1

1.1 Motivation

Over the last couple of decades the application of lightweight design con-
cepts in combination with high performance textiles has become very com-
mon in various fields of engineering, e.g. aeronautics/aerospace engineer-
ing (stringer and ribs), automotive engineering (frame components and
car body panels), civil engineering (pneumatic structures and architec-
tural membranes), etc. Reasons for this evolution are on the one hand
the development/manufacturing of advanced high-tensile materials (car-
bon/glass/aramid fibers) and on the other hand the availability of better
and better numerical simulation techniques (better especially in speed and
accuracy).

Figure 1.1: Widespread applications: A350 CFRP fuselage segment
[111] (upper left), BMW i3 CFRP passenger cell [94] (up-
per right), foldable solar array and sunshild of the GAIA
satellite [38] (lower left), foldable umbrella in unfolded
state [91] (lower right)

Despite their widespread applications (cf. Figure 1.1) all these structures
follow the basic rule of lightweight design: the load carrying behavior is
dominated by the geometrical stiffness (i.e. loads are mostly carried by
normal forces). A special type of lightweight structures are the so-called
tensile or membrane structures. Due to the missing bending stiffness of
the applied materials (textile fabrics or foils), the load transfer within
these structures is done exclusively through in-plane tensile forces. The two
most effective ways manipulating the geometrical stiffness of membrane-like
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structures are either increasing the curvature or incorporating a predefined
stress state (so-called prestress). This leads to double-curved surfaces and
geometries whose feasibility is directly linked to the high shear flexibility
of the material.

In almost all cases, the wrought materials are delivered as either plane tex-
tile1 fabrics or plane foils. In case of textile fabrics, the wrought material is
either dry or resin coated. Hence, in order to realize a spatial structure the
wrought material has to undergo some forming process, regardless of the
application (e.g. car seat cover, car body panel, architectural membrane,
etc.). The forming or manufacturing process bringing a tailored patch of
plane wrought material into the desired shape of the spatial structure (tar-
get) is known as drape process or short draping. The tailored patch itself is
called cutting pattern or blank. However, the fact that the cutting pattern
is plane highly contradicts with the non-developable characteristic of the
final structure. Thus, it is not possible to drape the textile fabric or foil
without generating residual stresses within the target structure. In case of
a free-standing structure (architectural membranes) such residual stresses
directly effect its shape, i.e. a change of its curvature or the occurrence of
wrinkles can be observed. Similar problems are well-known in the apparel
industry. But in contrast, here the design of the cloth is of importance,
not the load carrying behavior. In case of a curred structure (CFRPs or
GFRPs) such residual stresses result in a reorientation or an additional
marcelling of the fibers. Furthermore, wrinkles or gaps might occur. In
case of supported structures (car seat) a combination of all described de-
fects can be observed. Bottom line, such residual stresses have a more or
less significant effect on the load carrying behavior and/or manufacturing
quality depending on the chosen textile fabric or foil. Hence, a design
engineer is faced with the following questions:

Õ How should the cutting pattern of the textile fabric be such that the
final draped shape has minimal deviation from the desired product?

Õ What are the residual stresses and how do they affect the structural
behavior?

REMARK I: Due to similar questions regarding optimized cutting pat-
terns for lightweight designs, the need for innovative numerical methods
and adequate material models is not only apparent in the sector of gar-
ment production technology anymore but has spread to various fields of
engineering, e.g. automotive, aeronautic, civil engineering, etc.

1.2 Terminology and Classification

The intention of this section is to introduce a common wording as well as
a classification of the most common used textile fabrics with respect to

1 braided/knitted/woven fabrics made of synthetic (carbon/glass/aramid/etc.) or nat-
ural fibers (cotton/etc.)
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their production process. For a more detailed classification and for further
information on draping/manufacturing related topics the author refers to
Cherif et al. [33], Flemming et al. [42] and Gutowski [54].

1.2.1 Terminology

Within the scope of this dissertation the following terms are stated as fol-
lows2:

Fiber: A one-dimensional flexible structure exhibiting only tensile stiff-
ness. Depending on the material they are grouped in either natural fibers
(cotton, hemp, wood, etc.) or synthetic fibers (carbon, fiberglass, polymer,
etc.). Fibers are further classified with respect to their length: filaments
(endless or > 1000[mm]), staple fibers (finite but processable), flock fibers
(too short for further processing).

Yarn: A one-dimensional textile structure made of either filaments (fila-
ment yarn) or staple fibers (spun yarn). The single filaments/staple fibers
are joint together in either a form-fit or a bonded connection.

Roving: A bundle of several filaments made of high performance materi-
als (e.g. carbon, fiber-glass, aramid, etc.). The single filaments are either
aligned in a parallel way (single-end roving) or an assembly of multiple
fiber bundles (multi-end roving). Their cross-section areas are either rect-
angular or elliptical. A roving can be seen as a filament yarn used for
textile lightweight structures.

Textile fabric: A plane (2D) structure which is generated due to a tex-
tile manufacturing process (sewing, knitting, braiding, weaving, etc.) using
either yarns or rovings. A more detailed classification of textile fabrics is
provided in Section 1.2.2.

3D textiles: A spatial (3D) structure which is generated due to a textile
manufacturing process (sewing, knitting, braiding, weaving, etc.) using
either yarns or rovings. It is important to note that 3D textiles are differ-
ent to draped textile fabrics. 3D textiles are not further discussed in this
dissertation.

Fiber direction: The direction of the yarns, rovings, wales, stitches, i.e.
the direction of the ansiotropy within the fabric. For woven, knitted or
braided fabrics the two orthogonal fiber directions are called warp direc-
tion and weft direction. More details are given in Section 1.2.2.

Fiber orientation: The orientation of the textile fabric within the struc-
ture of investigation.

Cutting pattern or blank: A tailored patch of plane wrought material.
The term blank is mostly used within the context of sheet-metal forming.

Drape process or draping: The forming or manufacturing process bring-

2 this summary does not claim to be complete
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ing a tailored patch of plane wrought material into its final shape. In gen-
eral, this is done by means of a deep-drawing tool where the mold defines
the target shape of the spatial structure.

Drape simulation: The numerical simulation of the draping process con-
sidering all aspects of the chosen manufacturing technology, e.g. friction
between mold and cutting pattern, restraining beadings, closing pressure,
etc. State of the art commercial explicit FE-Codes for drape simulation:
LS-DYNA [44], PAM-FORM [49], ABAQUS [104].

Cutting pattern analysis: The generation of the developed view of
the target structure. In general, no unique solution exists (only in case
of ruled surfaces, cf. Figure 2.3). Hence, some sort of iterative scheme or
optimization technique is required which is either based on a geometric or
an energetic problem formulation. Up to now, the common approaches for
cutting pattern analysis do not consider any aspects of the chosen manu-
facturing technique.

1.2.2 Classification of textile fabrics

Due to the fact that the production process primarily dictates the struc-
tural response of a textile fabric on a macroscopic scale, textile fabrics can
be generally subdivided in three different groups:

Õ nonwoven materials (not covered)

Õ non-stich-forming materials

Õ stitch-forming materials

The focus of this thesis lies on the non-stich-forming materials (non-crimp
fabrics, woven fabrics, braided fabrics) and stitch-forming materials (knit-
ted fabrics). Therefore, the mentioned textile fabrics are discussed in more
detail in Section 1.2.2.1 - Section 1.2.2.4. For further information on these
textile fabrics applied to lightweight design concepts, the author refers to
Cherif et al. [33], Flemming et al. [42] and Gutowski [54].

1.2.2.1 Non-crimp fabrics

Non-crimp fabrics (NCFs) are patches of parallel aligned rovings. For a
better handling, the rovings are either glued together by means of a special
fleece or sewed together by means of synthetic yarns. The simplest non-
crimp fabric is the so-called unidirectional ply (UD-ply) where the single
rovings are aligned in only one direction (cf. left picture in Figure 1.2). Sev-
eral UD-plies may be combined to so-called multi-axial non-crimp fabrics
(cf. right picture in Figure 1.2). In case of two orthogonal fiber directions
they are called biaxial plies. In order to increase their manageability dur-
ing manufacturing, the single plies are either glued or sewed together by
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means of a special flees or synthetic yarns, respectively. With an increas-
ing number of UD-plies, multi-axial non-crimped fabrics might already be
considered as 3D textiles.

unidirectional ply multi-axial ply

Figure 1.2: Non-crimp fabric: single UD-ply (left), multi-axial non-
crimp fabric (right)

The major advantage of non-crimp fabrics is the fact that they are the only
type of textile fabric where the yarns/rovings are not undulated and/or
bent during their production process. This results in an optimum utiliza-
tion of the material’s tensile strength due to the spatial straight alignment
of the rovings.

1.2.2.2 Woven fabrics

Woven fabrics consist of at least two orthogonal and intersecting rovings
(yarns) leading to a bi-directional plane fabric. The rovings (yarns) which
are aligned with the axis of the loom are called warp or warp rovings
(yarns). The rovings (yarns) aligned in the perpendicular direction are
called weft or weft rovings (yarns). Due to lifting and lowering of individual
warp rowings (yarns) during the weft insertion, different weave construc-
tions can be realized. The most common used weave types for lightweight
structures are the plain weave, twill weave, satin weave and Scheindreher
weave. Their different weave constructions are shown in Figure 1.3.

In contrast to non-crimp fabrics, the material’s tensile and shear strength
as well as the drape property of woven fabrics strongly depend on the
underlying weave construction. The reasons for this are on the one hand
the introduced undulations of the yarns/rovings and on the other hand the
arising contact pressure at the intersection points, cf. Figure 1.3.

REMARK I: For woven fabrics the following naming convention for the
fiber directions is used: The warp direction and weft direction are aligned
with the warp rovings (yarns) and weft rovings (yarns), respectively.
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satin weave Scheindreher weave

plain weave twill weave

Figure 1.3: Woven fabrics: plain weave (upper left), twill weave (up-
per right), satin weave (lower left), Scheindreher weave
(lower right) [source: Figure 4.3.6 in Flemming et al.
[42]]

1.2.2.3 Knitted fabrics

Knitted fabrics are bi-directional textile fabrics based on a network of
stitches3. In contrast to woven fabrics, the roving (yarns) are formed to
interlacing stitches (cf. Figure 1.4). This leads to two distinct material di-
rections: the row of stitches called stitch course and the vertical alignment
of the stitches called wales course (cf. Figure 1.4).

There are two perspectives of the single stitches along the wales course
which directly depend on the production process (i.e. if the vertical neigh-
boring stitches are connected to each other either from below or above4).
A stitch is called knit stitch if its legs are in the front (cf. Figure 1.4). It is
called purl if its head and foot is in the front (cf. Figure 1.4). Depending
on the combination of knit stitch and purl within the fabric the following
four basic types of knitted fabrics can be identified: single jersey, double
jersey, interlock jersey and purl stitch. Their different weave constructions
are shown in Figure 1.5.

3 stitches are not the only but the most dominant interlacing elements for knitted
fabrics, see Cherif et al. [33]

4 for a fixed perspective, e.g. the top view of a knitter
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Figure 1.4: Knitted fabric: knit stitch vs. purl (left), definition of
stitch and wales course (right) [source: Figure 6.3 and
Figure 6.8 in Cherif et al. [33]]

interlock jersey purl stitch

single jersey double jersey

Figure 1.5: Knitted fabrics: single jersey (upper left), double jer-
sey (upper right), interlock jersey (lower left), purl stitch
(lower right) [source: Figure 6.11 - 6.14 in Cherif et al.
[33]]
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In general, knitted fabrics exhibit good drape properties due to their net-
work of stitches. In contrast to non-crimp and woven fabrics, in knitted
fabrics the rovings are highly bent leading to a significant drop in their
tensile stiffness. Therefore, additional yarns for reinforcement may be in-
troduced.

REMARK II: For knitted fabrics the following naming convention for
the fiber directions is used: The warp direction is aligned with the wales
course and the weft direction is aligned with the stitch course.

1.2.2.4 Braided fabrics

Braided fabrics consist of at least 3 different rovings (yarns) which are
interlaced with each other in a regular but not orthogonal way. Additional
rovings (yarns) for reinforcement may be introduced. Depending on the
production process (cf. Figure 1.6), braided fabrics can be grouped in
band-shaped and tube-shaped fabrics.

path of individual thread carriers

Figure 1.6: Braided fabrics: schematics of a band-shaped fabric (left),
radial braiding machine (center), schematics of a tube-
shaped fabric (right) [source: Figure 8.4 in Cherif et al.
[33], Figure 4.4.1 - 4.4.2 in Flemming et al. [42], [43]]

In general, braided fabrics exhibit good drape properties due to their
skew-angled alignment of the rovings. The major advantage of braided
fabrics is the possibility of incorporating either an out-of-plane contour
(band-shaped) or an in shape and/or diameter varying cross-section (tube-
shaped). This reduces the need of further forming steps since the semi-
finished patches already show a higher contour accuracy.

1.3 State of the art

The method of finite elements (FEM) or finite element analysis (FEA)
has become a state of the art simulation tool providing deep insight in
the static or dynamic (nonlinear) response of elastic structures subjected
to external loads and/or body forces, e.g. pressure loads, displacements,
temperature, gravitation etc. Material or constitutive models play an im-
portant role since they establish the link between the mathematical model



10 Chapter: 1

(kinematics and strains) on the one hand and the structure’s physical re-
sponse (stress) on the other. Over the past decades, a lot of research has
been done for isotropic or anisotropic but homogeneous materials such as
metallic material (cold-rolled steels, high resistance steels, non-iron alloys,
etc.) and technical plastics or rubber-like materials (elastomer materi-
als, thermoplastics, thermoset materials). These activities have resulted in
substantial and highly detailed data bases as well as in powerful and ac-
curate mechanical models capturing various aspects of material behavior,
e.g. elasticity, plasticity, visco-elasticity, etc.

Carbon fiber reinforced plastics (CFRPs) are more and more utilized for
series components of modern cars and aircrafts, e.g. BMW i3, BMW i8,
Boing 787, A350 XWB, etc. High performance textile fabrics made of
natural or plastic fibers are not only used for functional clothes such as
waterproof jackets or bandages, but also for architectural membranes such
as membrane rooftops or pneumatic structures. All these materials are
characterized by a highly anisotropic behavior on a macroscopic level, i.e.
a very high tensional fiber/yarn stiffness in combination with a comparably
low shear stiffness. It is important to mention that due to their manufac-
turing process (braiding, knitting, weaving, etc.) textile fabrics cannot be
seen as homogeneously distributed materials as it is the case for metals,
technical plastics and rubber-like materials. In addition, their production
process is primarily responsible for their structural response. In more de-
tail, the fiber/yarn or roving itself might show a linear elastic behavior
(mesoscopic scale) but on a macroscopic scale the fabric does not auto-
matically behave linear elastically5. The reason for this is the load-induced
kinematic of the underlying micro-structure which might lead to a sudden
increase in inter-fiber friction or collisions between the single fiber/yarns
or rovings. The characteristics of the inter-fiber friction is mainly depend-
ing on the material and type of the fibers/yarns or rovings as well as their
additional thermal treatment or coating. A similar effect can be observed
for biological tissues. Despite their increasing prominence in various fields
of engineering (e.g. aeronautic and automotive, civil, clothing, biomedical
etc.), when it comes to numerical simulations the availability of detailed
data bases characterizing high performance textiles is very limited. The
development of adequate material models is still in its infancy. An overview
of the current available material models and ongoing research activities is
given in Chapter 1.3.1.

With the invention of high performance textile fabrics a new level of re-
alizing complex shaped geometries was reached. A lot of research has
been conducted on the development of efficient finite element formulations
for the static and dynamic analysis of membrane-type (e.g. architectural
membranes) and shell-type (e.g. car body panels) structures. However, the
available simulation/optimization tools focusing on manufacturing are only
a few. Especially for series components made of carbon fibers, the high

5 e.g. a single carbon roving is considered as linear elastic but a bi-directional plane
weave does not show a linear elastic behavior
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material costs have to be taken into account. The use of optimized cutting
patterns does not only influence the quality and the structural behavior
but also reduces the overall costs of the part and is therefore of considerable
interest. Another aspect for reducing the costs is a reliable prediction of
the draping process. The number of production trails can be tremendously
decreased by means of numerical drape simulations. Consequently, the
raising popularity of lightweight design concepts in combination with tex-
tile fabrics leads to an increasing demand on more sophisticated simulation
tools dealing with manufacturing and production issues. An overview of
the current available numerical methods for generating optimized cutting
patterns and ongoing research activities is given in Chapter 1.3.2.

1.3.1 Fundamental work: Anisotropic material models
(textile fabrics)

Over the past decades various research groups have worked on the devel-
opment of mathematical models for anisotropic inhomogeneous materials.
Their broad range of applications reaches from simple linear homogenized
models for basket weaves up to complex multi-scale approaches for 3D
knitted fabrics. A summary of the milestones is given below.

Karwarth et al. [63] and Münsch and Reinhardt [86] focused on or-
thotropic materials for architectural membranes such as PVC coated woven
polyester-fabrics or PTFE coated woven glass-fabrics. Their published ma-
terial models are based on a linear strain-stress relation.

A more mechanically motivated approach for modeling plain weaves focuses
on the forces acting on the rovings/yarns at their crossover points. Due to
the geometry of the crossover points such models are also-called ”Dreiecks-
Modelle”. Kawabata et al. [64] presented such a mechanically motivated
model for describing the structural response of plain weaves under biaxial
tensile loads. Their model is based on a nonlinear elastic behavior of the
yarns/rovings. The effect of the undulated roving/yarns (i.e. the arising
compressive forces acting on the yarns/rovings due to tensile forces acting
on the fabric) is also incorporated into their model. In Kawabata et al.
[65] [66] their model is extended to uniaxial load cases and shear load cases,
respectively. Blum and Bidmon [18] introduced a hyperelastic model for
coated plain weaves, whereat a truncated power series defines the under-
lying strain-energy function (cf. Blum [17]). A set of ”Dreiecks-Modelle”,
which represents the kinematics of a characteristic cell6 of nonlinear but
incompressible yarns/rovings, is used for evaluating the required elasticity
constants. In the work of Bögner [21] an extension to Blum is presented
accounting for the compressibility of the yarns/rovings. More information
on the evaluation of the required material parameters and the correspond-
ing biaxial tensile tests is given in Blum et al. [19] and Blum et al.
[20]. Parsons et al. [90] enhanced the model presented by Kawabata
et al. towards the application within an explicit FE framework.

6 i.e. a representative volume element (RVE) or unit cell
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Due to the fact that computation power is less of an issue these days,
fully FE-modeled RVEs for woven or knitted fabrics are nowadays more
feasible. Ballhause [7] and Ballhause et al. [8] developed a meso-scale
model which is based on discrete elements (DE). Their model is primarily
designed for capturing the failure behavior of fabric reinforced membranes.
Over the past couple of years various research groups have worked on the
development of powerful and reliable finite element based RVEs for knitted
fabrics (e.g. Fillep et al. [39] [40]), non-crimp or woven fabrics (e.g.
Bednarcyk et al. [10], Charmetant [31], Gatouillat [45], Simon et
al. [102]) and 3D fabrics (e.g. Sonon and Massart [103]).

Instead of considering highly abstracted models (beams, trusses, springs)
or very detailed models (FE, DE) on a meso-level, Raible et al. [95] and
Reese et al. [97] published a hyperelastic material model for fiber rein-
forced pneumatic membranes considering them as a three dimensional con-
tinuum. Therefore, the elongations of the yarns/rovings are described by
means of structural invariants embedded in an isotropically acting matrix
described by means of the principal invariants. A complete list of possi-
ble polyconvex strain-energy functions for modeling hyperelastic transverse
isotropy is presented in Schröder and Neff [100]. Based on this work,
Balzani et al. [9] and Schröder et al. [99] presented a polyconvex
strain-energy function for architectural membranes made of textile fabrics.
Aimène et al. [1] and Vidal-Sallé et al. [107] came up with a hypere-
lastic model for uncoated non-crimp and woven fabrics. The corresponding
strain-energy function is only formulated in terms of the structural invari-
ants, i.e. an energy contribution due to an isotropically acting matrix is
neglected.

In contrast, Ruiz and Gonzáles [98] tested several isotropic strain-energy
functions and compared their applicability to textile fabrics.

Less specialized orthotropic and transversely isotropic hyperelastic mate-
rial models are published by Bonet and Burton [22] and Lürdig et al.
[82]. Holzapfel and Ogden [59] discussed the possibilities and limits of
plane biaxial tests within the context of anisotropic hyperelastic material
models.

Instead of considering a hyperelastic material behavior, Badel et al.
[5] presented a model for non-crimp and woven fabrics based on a rate
constitutive equation.

A completely different approach for modeling the structural response of
textile fabrics was chosen by Gosling and Bridgens [50] and Bridgens
and Gosling [24], [25], [26], [27]. They presented a meta model (response
surface model) which represents the nonlinear stress-strain relations by
means of either polynomial based surfaces or NURBS surfaces. In more
detail, two surfaces are established describing the stresses in warp and weft
direction subjected to a strain pair (warp and weft strains). The required
sample points are achieved by means of biaxial tensile tests (Gosling and
Bridgens [23], [28]). Hirokazu [58] came up with a similar approach
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which is also based on biaxial tensile tests. But instead of interpolating
all sample points by means of surfaces, he used spatial curves. The space
between each curve is then interpolated in a linear fashion. Coelho et
al. [34] used NURBS based response surfaces in order to describe the
stress-strain relations of isotropic materials. Their response surfaces are
spanned within a principal strain-stress space.

1.3.2 Fundamental work: Cutting patterns and Inverse
approaches

A well-known example for lightweight design concepts in civil engineering
is the roof of the Olympic stadium in Munich (1972). Frei Otto (consulting
architect) designed that pioneering tensile structure based on a cable-net
covered with patches made of acrylic glass. In order to realize Frei Ottos’
ideas Linkwitz and his co-workers developed numerical methods for both
the form finding of cable-net structures (Force Density Method) and the
generation of corresponding cutting patterns based on geodesic lines, e.g.
Linkwitz [77], Linkwitz [78], Linkwitz and Preuss [79], Linkwitz and
Schek [80] and Linkwitz et al. [81].

Gründig et al. [53] came up with the idea of using an affine map between
the plane configuration (2D) and the spatial configuration (3D) defining the
element edges as design variables. Other kinematically based approaches
are summarized in Topping and Iványi [105]. The major drawback of
these approaches is the disregard of the material behavior. In order to
circumvent this, Maurin and Motro [83] developed the so-called Stress
Compensation Method. In a first step, an orthogonal projection of the spa-
tial configuration (3D) into a plane leads to a non stress-free intermediate
configuration (2D). Followed by the second step, a least squares approach
minimizes the sum of the differences between these residual stresses and a
predefined stress state by varying the contour of the intermediate configu-
ration. The approach published by Kim and Lee [68] is based on the stress
compensation method. But in contrast to Maurin and Motro [83], not
only the displacements of the contour of the intermediate configuration,
but also the internal displacements are defined as design variables.

The methodology for optimized cutting patterns published by Haug et
al. [55], [56] is based on solving a standard problem in structural me-
chanics. In a first step, the desired material characteristics are assigned to
a not necessarily pre-stressed structure by means of the so-called metric
retrieval method. In a second step, the structure is divided into different
subdomains defined by geodesic boundaries, also called geodesic gores. In a
next step, each gore is separately forced into an appropriate plane. Finally,
the optimized cutting patterns are found by finding the equilibrium state
of the statically determinant supported flat gores allowing only in-plane
motions of the nodes.

Within the context of Computer Aided Design (CAD) and visualization
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strategies, this problem7 is known as texture mapping. A purely geomet-
rical but well-established method is the so-called angle based flattening
strategy published by Sheffer and de Sturler [101]. McCartney et
al. [85] presented a flattening algorithm which is based on the elastic de-
formation of the element edges. With a strong focus on garment design, an
extension to orthotropic materials is presented in McCartney et al. [84].
Wang et al. [108] came up with the idea of introducing a spring-mass
system for considering the elastic effects of the underlying material.

A more general approach for finding the stress-free (unloaded) configura-
tion of a target structure subjected to a given set of boundary conditions
(displacements and tractions) was published by Govindee and Mihalic
[51] [52]. According to the theory of finite deformations, the mapping of a
point in the material configuration to the corresponding point in the spatial
configuration is defined by a so-called motion. Govindee and Mihalic
came up with the idea of defining the inverse motion of a point as pri-
mary unknown. Their work was extended to anisotropy by Germain [48].
Similar questions are arising in biomechanical applications. Gee et al.
[46] and Vaillant and Glaunés [106] addressed the problem of finding
the unloaded configuration when patient-specific geometries are directly
reconstructed out of in vivo imaging data.

Linhard et al. [74], [75] introduced two also mechanically motivated
approaches8 for solving the optimization problem. In accordance to Mau-
rin and Motro, Linhard et al. minimize the differences between a
predefined stress state and the residual stresses in an integral sense choos-
ing either a least squares or a Galerkin approach. But instead of using
an intermediate configuration, Linhard et al. directly used the spatial
configuration for computing the residual and predefined stresses. Addi-
tionally, Bletzinger and Linhard [15] and Bletzinger et al. [16]
incorporated their approaches into an overall design strategy for archi-
tectural membranes. Further enhancements on the design of membrane
structures considering cutting patterns has been published by Dieringer
et al. [36] and Dieringer [37].

1.4 Objectives

The analysis of the currently available material models for textile fabrics
and their manufacturing related numerical simulation techniques clearly
shows room for improvement. Quite a lot of research has been conducted
on material models for woven fabrics and UD-plies. But when it comes to
knitted or braided fabrics powerful models are less available. Furthermore,
the arrival of fiber reinforced materials in the series production leads to an
increased demand on powerful simulation tools dealing with issues related
to manufacturing, e.g. cutting pattern generation, draping, infiltration,
etc.

7 i.e. the generation of optimized cutting patterns
8 Least Squares Optimization and Minimization of the stress difference energy
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Figure 1.7: Well-known challenge → plane shape (cutting pattern -
left) of a double-curved surface (target structure -right)
for a mechanically driven problem (e.g. Cauchy stresses
σ‖ in warp direction)

The objective of this dissertation is the development of innovative numer-
ical methods for the generation of optimized cutting patterns while taking
into consideration the highly nonlinear material behavior of the underlying
textile fabric (cf. Figure 1.7). Within that framework, the following two
milestones are defined:

Õ The development of a novel nonlinear elastic anisotropic mate-
rial model for textile fabrics which is independent of their produc-
tion process, i.e. a common model for woven, knitted and braided
fabrics. Its range of application is primarily the generation of cutting
patterns.

Õ The development of a robust numerical method for the gener-
ation of optimized cutting patterns where the occurring large
deformations (nonlinear kinematics) as well as the finite strains (non-
linear material models) are consistently taken into account.

1.5 Concept

This thesis is organized as follows:

Chapter 2 introduces a set of mathematical operators, concepts and prin-
ciples providing the mathematical framework for solving partial differential
equations and nonlinear optimization problems. Furthermore, the concept
of differential geometry is introduced providing a powerful mathematical
tool box for describing an arbitrary structure (solid, surface, line) in a 3
dimensional space.
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Chapter 3 introduces the concept of nonlinear continuum mechanics which
provides a powerful theoretical framework for modeling continuous bodies
on a macroscopic scale. Within the scope of this chapter all important
aspects (strains, stresses and equilibrium) are addressed and their mathe-
matical descriptions are provided.

Chapter 4 shows a novel approach for modeling the structural response
of either knitted, braided or woven fabrics based on a nonlinear (hypere-
lastic) surrogate model. The required strain-energy function is represented
in terms of Bézier surfaces/curves. The sampling points of the Bézier sur-
faces/curves are based on a set of experimental data which is achieved due
to a series of velocity-driven biaxial tensile tension tests. Besides the the-
oretical framework, this chapter introduces strategies for data processing
and data fitting. Finally, the response surfaces for three different textile
fabrics are presented.

Chapter 5 shows a novel approach for the generation of optimized cut-
ting patterns. The so-called Variation of Reference Strategy (VaReS) is
based on a variational energy principle (Minimum of total elastic potential
energy) in combination with a nonlinear Lagrangian description of motion.
But in contrast to a Total Lagrangian Formulation, the global positions
of the nodes in the undeformed configuration are the design variables for
the unconstrained optimization problem. Several numerical examples are
presented, showing the power, robustness and stability of the Variation of
Reference Strategy.

Chapter 6 presents two different industrial applications of the presented
method and material model. The first example deals with the generation
of optimized cutting patterns for selected parts of a textile car seat cover.
The second example deals with the generation of optimized cutting pat-
terns for structures made of CFRP (roof crossrail for cars).

Chapter 7 concludes this dissertation with a summary of the introduced
response surface material model and the developed Variation of Reference
Strategy. Based on the achieved results and identified drawbacks further
applications and ideas for future research projects are discussed.



2

Fundamentals

“Since the fabric of the universe is most perfect and the
work of a most wise Creator, nothing at all takes place in the

universe in which some rule of maximum or minimum does
not appear.”

— Leonhard Euler, 1707 - 1783
Swiss Mathematician and Physicist



18 Chapter: 2

2.1 Mathematics

In general, problems within the field of structural mechanics are mathemat-
ically described in terms of partial differential equations (PDE) based on
unknown scalar, vector or tensor fields (primary variables), e.g. displace-
ment field, temperature field. In case of a so-called conservative system
there exists a potential functional1 or short potential describing the inter-
nal stress state and the external loading of the system. More details on
conservative systems are given in Belytschko et al. [11] or Holzapfel
[60]. Since in nature all systems tend to a state where their energy is on
a minimum level, the equilibrium state is described by the system’s sta-
tionary point of the underlying potential functional (extremum principle).
In a more mathematical fashion, such problems are called natural varia-
tional principles (NVP) (Zienkiewicz [113]). A more general approach for
such problems is based on the boundary value problem describing the bal-
ance of momentum (dynamics) or the static equilibrium (statics). A very
common strategy for obtaining an approximate solution for the bound-
ary value problem (BVP) is based on the method of weighted residuals
(Galerkin method).

This chapter provides and discusses the basic mathematical concepts for
handling and solving problems described in terms of either a natural vari-
ational principle or a boundary value problem (i.e. strong forms and weak
forms of PDEs). Additionally, the concept of differential geometry provid-
ing a powerful tool for describing spatial surfaces will be introduced. For
comprehensive information on these topics, the author refers to a broad
variety of literature: Başar and Krätzig [4], Gekeler [47], Holzapfel
[60], Kielhöfer [67], Wriggers [112], Zienkiewicz [113].

2.1.1 Nabla operator

In the following, two fundamental concepts are discussed describing the
change of arbitrary scalar, vector or tensor-valued fields2. But before doing
this, the so-called Nabla operator ∇(•) defining a column vector of partial
derivatives w.r.t. all components of an arbitrary vector (•) needs to be
introduced:

∇(•) =


∂

∂ (•)1
...
∂

∂ (•)n

 with (•) =


(•)1

...
(•)n

 (2.1)

1 according to Bronstein et al. [29], a function is called functional if it assigns a scalar,
vector or tensor-valued field a (x) to a scalar function Π (a), e.g. Π (a) =

∫
Ω
a (x) dΩ

2 e.g. level set field, displacement or velocity field, strain or stress field
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In case of a n-dimensional Euclidean space Rn, Equation (2.1) can be
redefined as follows:

∇ = ∇x =
∂

∂xi
ei =

∂

∂x1
e1 + . . . +

∂

∂xn
en (2.2)

2.1.2 Gradient and Directional derivative

Consider an arbitrary domain Ω embedded within an Euclidean space R3.
A scalar, vector or tensor-valued quantity depending on the position x
inside the domain Ω is called a scalar field α (x), vector field a (x) or tensor-
valued field A (x), respectively. A very important characteristic of such a
field is its change in the direction of each Euclidean basis ei. Therefore,
the so-called gradient is defined as follows:

gradα = ∇α =
∂α

∂xi
ei (2.3a)

grada = ∇⊗ a =
∂ai
∂xj

ei ⊗ ej (2.3b)

gradA = ∇⊗A =
∂Aij
∂xk

ei ⊗ ej ⊗ ek (2.3c)

REMARK I: In addition to the gradient of scalar, vector or tensor-valued
fields, especially in fluid mechanics their divergence3 and curl may be of in-
terest. For further information the author refers to Chaves [32], Gekeler
[47] and Holzapfel [60].

The concept of the directional derivative or Gâteaux derivative is a power-
ful tool obtaining information on the change of a scalar, vector or tensor-
valued field w.r.t. an arbitrary direction (•) at a fixed position x. There-
fore, consider a scalar field α (x). By means of a local parameter ε, the
increase/decrease of the scalar field along a straight line L : x̄ = x + ε (•)
can be measured. Looking at ε = 0 leads to the increase/decrease of the
scalar field at the point x in the direction of (•):

D(•)α (x) =
d

dε

(
α
(
x + ε (•)

))∣∣∣∣
ε=0

(2.4)

with D(•) being the so-called Gâteaux operator. A closer look at Equa-
tion (2.4) reveals that the directional derivative is equivalent to the orthog-
onal projection of the gradient of the scalar field in the specified direction.
Finally, the Gâteaux derivative does not only apply to scalar fields but also

3 see Equation (A.42) in Appendix A
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to vector and tensor-valued fields as well:

D(•)α (x) =
∂α (x)

∂x
· (•) = gradα · (•) (2.5a)

D(•)a (x) =
∂a (x)

∂x
· (•) = grada · (•) (2.5b)

D(•)A (x) =
∂A (x)

∂x
· (•) = gradA · (•) (2.5c)

2.1.3 Natural variational principles

Let F (a) be an arbitrary potential functional over a domain Ω where its
input argument is again an arbitrary function of an underlying vector field
f (a) = f

(
a (x)

)
:

min −→ F (a) =

∫
Ω

f (a) dΩ (2.6)

The goal is now to find that vector field a (x), which minimizes the func-
tional F (a), i.e. which leads to a stationary point. Therefore, an in-
finitesimal (ε→ 0) small and virtual vector field δa is introduced yielding
a slightly modified vector field ā:

δa = ā− a (2.7)

where ã is an arbitrary and independent vector field vanishing at the por-
tions of the boundary ∂Ω where a is prescribed (essential boundary con-
ditions). Applying the Gâteaux derivative (2.4) in the direction of the
virtual vector field leads to the so-called 1st Variation of the functional:

δF (a, δa) = DδaF (a, δa) =
d

dε

(
F (a + ε δa)

)∣∣∣∣
ε=0

(2.8)

According to the rules of Variational Calculus, a stationary point of a
functional is reached when its first variation vanishes4, i.e. δF (a, δa) = 0.
By means of the permutability property (A.18), this leads to:

δF (a, δa) = δ

∫
Ω

f (a, δa) dΩ =

∫
Ω

δf (a, δa) dΩ

=

∫
Ω

d

dε

(
f (a + ε δa)

)∣∣∣∣
ε=0

dΩ

=

∫
Ω

∂f (a)

∂a
· δa dΩ = δa

∫
Ω

∂f (a)

∂a
dΩ = 0

(2.9)

According to the 1st Fundamental Lemma of Variational Calculus (i.e.
δa 6= 0), Equation (2.9) is only fulfilled if the integral vanishes. Finally,

4 this is analog to the definition of a stationary point in Calculus
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the following in general nonlinear system of equations (SoE) for the opti-
mization problem stated in Equation (2.6) can be established:

R (a) =

∫
Ω

∂f (a)

∂a
dΩ = 0 (2.10)

REMARK II: The intent of this section is to introduce the basic tools for
this type of problem. For further information on the topic of Variational
Calculus the author refers to Başar and Krätzig [4], Gekeler [47],
Holzapfel [60] and Kielhofer [67].

2.1.4 Method of weighted residuals: Galerkin approach

Consider the following arbitrary boundary value problem:

f
(
a,x (x) ,a (x)

)
+ g (x) = 0 on Ω (2.11a)

a (x) = ā (x) on ∂ΩDir (2.11b)

a,x (x) = ā,x (x) on ∂ΩNeu (2.11c)

with Equation (2.11b) and (2.11c) representing the Dirichlet boundary
conditions and Neumann boundary conditions, respectively.

∂Ω = ∂ΩDir ∪ ∂ΩNeu and ∂ΩDir ∩ ∂ΩNeu = ∅ (2.12)

Equation (2.11a) is also known as strong form. In general, there exists no
closed form solution for such boundary value problems. In order to find
that vector field a (x) which satisfies Equation (2.11a), an approximation
technique called method of weighted residual is applied. Therefore, the
vector field a (x) is approximated by a so-called trail field. A very common
choice for the trail field is stated below:

a (x) ≈ ã (x) =

n∑
i=1

Ni (x) · ai (2.13)

with Ni (x) representing the so-called trail functions5. Inserting Equa-
tion (2.13) in (2.11a) leads to the following residual equation:

R
(
ã (x)

)
= f

(
ã,x (x) , ã (x)

)
+ g (x) 6= 0 (2.14)

The strategy is now to minimize the inner product of the residual equation
and a test field η (x) in an integral sense:

R (a) =< η (x) , R
(
ã (x)

)
>=

∫
Ω

η (x) ·R
(
ã (x)

)
d Ω = 0 (2.15)

5 within the scope of finite elements the trail functions are the shape function
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The test field η (x) can be chosen arbitrarily but has to meet the Dirichlet
BCs defined in Equation (2.11b). In case of the Galerkin method the test
and trial functions are identical, i.e.

η (x) =

n∑
j=1

Nj (x) · ηj (2.16)

Finally, Equation (2.15) results in a system of n independent (nonlinear)
equations with the goal of finding the unknown coefficients ai. Equa-
tion (2.15) is also called the weak form of the stated boundary value prob-
lem (2.11a).

REMARK III: For further information on the method of weighted residu-
als and the Galerkin approach the author refers to Gekeler [47], Hughes
[61], Kielhofer [67] and Zienkiewicz [113].

2.1.5 Linearization

The concept of linearization is similar to the variational concept introduced
in the previous Section 2.1.3. But instead of considering a virtual vector
field, a finite vector field called increment ∆a is used. Again, applying the
Gâteaux derivative (2.4) in the direction of the increment vector field ∆a
yields the linearization of R (a):

∆R (a,∆a) = D∆aR (a,∆a) =
d

dε

(
R (a + ε ∆a)

)∣∣∣∣
ε=0

(2.17)

with ∆ (•) being the so-called Linearization operator.

2.2 Iterative schemes: nonlinear (optimization)
problems

2.2.1 Newton-Raphson scheme

Consider the following nonlinear system of equations:

R (a) =

∫
Ω

∂f (a)

∂a
dΩ = 0 (2.18)

where the vector field a represents the field of primary variables. A com-
mon approach for solving such a nonlinear system is the so-called Newton-
Raphson scheme. It is an iterative procedure for finding the roots of a
nonlinear problem based on its consistent linearization.

Considering an arbitrary point ai of R (a), the vicinity of the point ai can
be approximated in a linear fashion by means of a truncated sum (Taylor-
Series - see Bronstein et al. [29]):

R
(
ai+1

)
= R

(
ai
)

+ ∆R
(
ai,∆a

)
+O

(
∆a2

)
(2.19)



2.2. Iterative schemes: nonlinear (optimization) problems 23

with ∆R
(
ai,∆a

)
being the directional derivative of R (a) at ai pointing

towards ai+1. According to Equation (2.17), the directional derivative can
be expressed as follows:

D∆aR
(
ai,∆a

)
=

∂R (a)

∂a

∣∣∣∣
ai
·∆a =

∂R (a)

∂a

∣∣∣∣
ai
·
(
ai+1 − ai

)
(2.20)

Keeping in mind that the function value has to vanish, for each iteration
step the following statement holds:

R
(
ai+1

)
= R

(
ai
)

+ ∆R
(
ai,∆a

)
= 0 (2.21)

More precisely, the new vector ai+1 is assumed to represent the root,
whereat ∆a represents the update of the unknown vector field a from
the i to the i+1 iteration step. Consequently, applying Equation (2.20) to
Equation (2.21) leads to the governing equation of the Newton-Raphson
scheme:

ai+1 = ai −

[
∂R (a)

∂a

∣∣∣∣
ai

]−1

·R
(
ai
)

(2.22)

REMARK I: Over the past decades various variations of the Newton-
Raphson scheme have been developed dealing with problems arising due
to the linearization. For further information on the so-called Newton type
iterations schemes, the author refers to Deuflhard [35].

2.2.2 Method of steepest descent

Consider the following arbitrary but unconstrained minimization problem:

min
a∈Rn

−→ f (a) (2.23)

with a being the vector of n design variables. In contrast to a natural vari-
ational principle (see Section 2.1.3), the method of steepest decent directly
works on the objective function itself. Considering an arbitrary iteration
step i, the negative gradient information of the objective function f (a) at
a given point ai

si = −∇af
(
ai
)

(2.24)

is used for the design update

ai+1 = ai + α si (2.25)

with α being the step-size and si being the search direction. In case of a
non-fixed step-size, a line search technique needs to be applied additionally,
e.g. Armijo step-size rule or polynomial approximation. In general, the
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gradient does not point towards the optimum. This effect is reflected in a
zig-zagging characteristic.

REMARK II: For further information on the method of steepest descent
the author refers to Baldick [6].

2.3 The concept of differential geometry

The mathematical description of a structure in space provides the basis for
investigating its structural response. Depending on their overall dimensions
(l1, l2, l3), spatial structures can be categorized in three different groups,
namely trusses/beams (1D), shells/membranes (2D) and solids (3D), cf.
Figure 2.1.

l1

l 2l3

l1

l 2

l3 l1

l 2l3

3D → solid 2D → surface 1D → line

l1 � l2, l3l1, l2 � l3

Figure 2.1: Categories of structures in space: solid (left), surface (cen-
ter), line (right)

All structures investigated in this thesis are characterized by their in-plane
dimensions being significantly larger than their out-of-plane dimension, i.e.
l1, l2 � l3. Hence, they are considered as 2D surfaces, see Figure 2.1. Fur-
thermore, in case of a constant thickness (l3 = const.), the corresponding
volume integral can be reduced to a product of thickness and an integral
over a 2D surface representing the structure’s mid-plane. The mathemati-
cal description, i.e. the geometry and properties, can therefore be reduced
to their mid-plane. Hence, two independent in-plane parameters, the so-
called surface parameters, are sufficient. This leads to a dimensional re-
duction by 1, i.e. 3D → 2D. All required mathematical tools for this task
are provided by the theory of differential geometry and will be presented
in the following. For a comprehensive and circumstantial compendium on
these topics the author refers to various literature: Başar and Krätzig
[4], Chapelle and Bathe [30], Krätzig and Başar [72].

2.3.1 Surfaces: Description of Geometry

Consider a body B representing a thin structure within a 3-dimensional
Euclidean space R3, as illustrated in Figure 2.2. If l1, l2 � l3 holds, the
body B can be reduced to a surface S. The goal is now to describe the
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e1

e2

e3

θ2

θ1

θ2

θ1

R
(
θ1, θ2

)
g1

g2
g3

P

P

parametric space Euclidean space

B
S

Figure 2.2: Description of a thin structure in space

position of an arbitrary point located on this surface P ∈ S in terms of the
two independent surface parameters θ1 and θ2. Therefore, a two dimen-
sional coordinate frame spanned by an orthonormal basis θi (i = 1 . . . 2) is
introduced. The resulting coordinate space R2 is also referred to as para-
metric space, see Figure 2.2. The orthonormal surface parameters within
the parametric space are then mapped onto the surface S defined within
the Euclidean space R3:

S :
(
θ1, θ2

)
∈ R2 → R3 ,(

θ1, θ2
)
→ R

(
θ1, θ2

)
= xj

(
θ1, θ2

)
ej with j = 1 . . . 3

(2.26)

This leads to a unique parametric description of each point P ∈ S due to
its position vector R. A closer look on the corresponding map reveals the
structure of its linear operator, the Jacobian matrix J:dx1

dx2

dx3

 =

[
∂ (x1, x2, x3)

∂ (θ1, θ2)

]
·
[
dθ1

dθ2

]
with J =

[
∂ (x1, x2, x3)

∂ (θ1, θ2)

]
(2.27)

With the parametric description (2.26) on hand, for each point P ∈ S
a convective coordinate frame spanned by its covariant base vectors gi
(i = 1 . . . 3) can be established as follows:

g1 =
∂R

(
θ1, θ2

)
∂θ1

, g2 =
∂R

(
θ1, θ2

)
∂θ2

, g3 =
g1 × g2

‖g1 × g2‖
(2.28)

In addition to the general basis defined by Equation (2.28) the dual basis
of the convective coordinate frame can be introduced. The corresponding
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contra-variant base vectors gi (i = 1 . . . 3) are defined as follows:

g1 = g2 × g3 , g2 = g3 × g1 , g3 = g3 (2.29)

A second glance on Equation (2.29) clearly shows the relation between the
covariant and contra-variant base vectors. Each of the two in-plane base
vectors of one basis is orthogonal to the other in-plane base vector and the
out-of-plane base vector of the dual basis, see equation (2.29)1 and (2.29)2.
The out-of-plane base vectors coincide, see equation (2.29)3.

REMARK I: Due to their definition, the out-of-plane base vectors g3

and g3 only capture the orientation of the surface in space but exhibit no
information on the inner geometry of the surface in space w.r.t. its normal
direction. If the kinematics of a shell-type body is described by means of
its mid-surface6, this effect has to be taken into account (see Section 3.1.1).

REMARK II: Throughout this thesis scalars, vectors and tensor-valued
quantities with subscripts or superscripts are called covariant or contra-
variant, respectively.

The determinant of the Jacobian matrix (2.27) or short Jacobian plays an
important role. This is due to the fact that it provides detailed informa-
tion on the behavior of the map in the nearby neighborhood. Consider
the map defined by Equation (2.26). A closer look on the absolute value
of the Jacobian detJ = |det J| reveals that it exhibits a measure for the
shrinkage or dilatation of the area in the vicinity of P ∈ S. Looking at
Equation (2.27), the evaluation of the determinant is not straightforward.
Due to the rectangular structure of J the so-called Gram determinant or
short Gramian7 has to be established. By means of the in-plane covariant
base vectors (2.28)1 and (2.28)2 the Gramian results in:

Gram (J) = det
(
JTJ

)
=

[
< g1 , g1 > < g1 , g2 >
< g2 , g1 > < g2 , g2 >

]
= ‖g1 × g2‖

2

(2.30)

Thus, the Gramian represents the square of the area of the parallelogram
spanned by the in-plane covariant base vectors. This leads to

detJ =
√

Gram (J) = ‖g1 × g2‖ (2.31)

Applying the substitution rule of calculus, a differential surface element in
the parametric space dθ1 dθ2 is mapped into a differential surface element
da in the Euclidean space as follows:

da = detJ dθ1 dθ2 (2.32)

6 3-, 5-, 6-parameter formulation, see page 36f
7 for additional information the author refers to Beutelspacher [12]
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Finally, by means of Equation (2.32) the area of a spatial surface can now
be established in terms of its surface parameters:∫

a

(•) da =

∫
θ1

∫
θ2

(•) detJ dθ1 dθ2 (2.33)

REMARK III: Within the scope of finite elements, Equation (2.33) ap-
pears to be very useful for evaluating the system matrices within the ele-
ment’s parametric space.

2.3.2 Surfaces: 1st and 2nd fundamental form

The convective coordinate frames defined by Equation (2.28) and (2.29)
prove to be very useful for evaluating the properties of a surface in the
vicinity of a point P ∈ S. Therefore, the following two so-called fundamen-
tal forms will be introduced.

2.3.2.1 1st fundamental form

The 1st fundamental form provides detailed information on the inner ge-
ometry of a surface at a point P ∈ S. In terms of mathematics, all this
information is achieved due to the so-called metric-tensor I:

I = gij gi ⊗ gj = gij gi ⊗ gj with i, j = 1 . . . 3 (2.34)

where the coefficients are either the inner products of the covariant base
vectors (2.35a) or contra-variant base vectors (2.35b).

gij =< gi , gj >= gi · gj (2.35a)

gij =< gi , gj >= gi · gj (2.35b)

Due to the definition of the third base vector (2.28)3 or (2.29)3, the cor-
responding inner products posses no additional geometric information, i.e.
g33 = g33 = 1 and gi3 = g3j = 0 or gi3 = g3j = 0, respectively. The
remaining coefficients of the metric-tensor (i, j = 1 . . . 2) exhibit a measure
for the length of the basis vectors (diagonal terms), the angle between two
basis vector (off-diagonal terms) and the area of the parallelogram spanned
by two base vectors (square root of the determinant).

Since the covariant and contra-variant metric tensors are defined at the
same point P ∈ S, they describe the same inner geometry. Hence, the
following relation holds:

gij =
[
gij
]−1

(2.36)

Additionally, the covariant and contra-variant coefficients of the metric
tensor provide the possibility to switch between the dual basis:

gi = gij gj (2.37a)

gi = gij gj (2.37b)
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Finally, by means of Equation (2.37) and the Kronecker delta defined in
Equation (A.8) the metric tensor can be expressed as the dyadic product
of the covariant and contra-variant base vectors:

I = gi ⊗ gi = gj ⊗ gj with i, j = 1 . . . 3 (2.38)

2.3.2.2 2nd fundamental form

The 2nd fundamental form provides detailed information on the shape of a
surface. Introducing the so-called curvature-tensor K leads to a measure
for the curvature and twist of a surface at a point P ∈ S:

K = − ∂x

∂θi
· ∂g3

∂θj
gi ⊗ gj with i, j = 1 . . . 2 (2.39)

The inverse of the diagonal terms K11 and K22 represent the radii of the
circles of curvature within the planes spanned by the corresponding in-
plane contra-variant base vectors g1 and g2 and the surface outward normal
vector n = g3, respectively. The sign of the respective coefficient shows
the location of its center of curvature. If the sign is positive/negative the
center of curvature is said to be outside/inside8 the surface. Furthermore,
the off-diagonal coefficients K12 and K21 exhibit a measure for the twist
of the surface. Solving the eigenvalue problem of Equation (2.39) leads to
the so-called principal curvatures:

K = Ki n̂i ⊗ n̂i with i = 1 . . . 2 (2.40)

with Ki being the i-th eigenvalue and n̂i being the i-th eigenvector. The
inverse of Ki are called principal radii of curvature Ri.

The product of the principal curvatures Ki leads to the so-called Gaussian
curvature κ:

κ = K1 ·K2 =
1

R1
· 1

R2
= det (K) (2.41)

The Gaussian curvature allows a categorization of the surface at each point
P ∈ S within the following three groups (cf. Figure 2.3):

Õ κ < 0: anticlastic or hyperbolic

Õ κ = 0: parabolic or ruled

Õ κ > 0: synclastic or elliptic

REMARK IV: If and only if a surface consists exclusively of parabolic
points (∀P ∈ S : κ = 0), the surface is said to be developable. Hence, there
exists a stress-free coextensive planar configuration of the surface, e.g. a
coextensive rectangle for a cylindrical surface.

8 this is defined by the so-called outward normal vector n
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GAUSSIAN curvature: κ

κ = 0

ruled

κ > 0

synclastic

κ < 0

anticlastic

Figure 2.3: Categories of surfaces: anticlastic/hyperbolic (left),
ruled/parabolic (center), synclastic/elliptic (right)
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Nonlinear continuum mechanics

“Fest gemauert in der Erden steht die Form, aus Lehm
gebrannt. Heute muß die Glocke werden. Frisch Gesellen, seid

zur Hand.”

— Friedrich Schiller, 1759 - 1805
German poet, philosopher and historian

Consider an arbitrary structure (body) made of either steel, concrete,
CFRP, textile fabric or any other material. Several millions of individual
particles composed of a set of different molecules are combined, forming
its physical shape and being responsible for its physical behavior. In con-
trast to a physicist or a chemist, for a structural engineer results gained
on an atomistic level are quite time consuming and in the most cases of
little interest. Considering a bridge for example, a design engineer is more
interested in the overall physical behavior, the so-called macroscopic scale,
instead of the single motion of each concrete particle, the so-called mi-
croscopic scale. On a macroscopic level, the structure to investigate is
considered as a continuous body or continua approximating its internal
microscopic structure. As a result of this assumption, every single point
within the continuous body is not directly related to a specific particle
or molecule anymore. The theory of nonlinear continuum mechanics pro-
vides a powerful theoretical framework for modeling a continuous body on
a macroscopic scale. This chapter introduces the mathematical descrip-
tions for the kinematic (strains), structural response (stresses) and state
(equilibrium) of a body based on a continuum mechanical approach.
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3.1 Nonlinear kinematics of a continuum

Starting from a macroscopic1 point of view, a continuous body or simple
continuum B is defined as a body where the mass and the volume is con-
tinuously distributed over itself. For the following considerations such a
continuous body B is located within an Euclidean space R3 spanned by an
orthonormal basis ei (i = 1, 2, 3). The geometrical domain Ω engaged by
the continuous body B is defined as configuration.

This section will introduce the basic concepts of describing the motion of a
point inside a continuum (see Section 3.1.2) followed by some strategies de-
scribing the deformation state of a continua (see Section 3.1.3). The intent
of this section is to provide the reader with all necessary definitions and
equations regarding nonlinear kinematics within the scope of this thesis.
For comprehensive information on these topics, the author refers to a broad
variety of literature: Altenbach [2], Belytschko et al. [11], Chaves
[32], Haupt [57], Holzapfel [60], Itskov [62], Ogden [88], Parisch [89],
Wriggers [112].

3.1.1 Degenerated solids: shell-like bodies

Consider a thin continuous body B (cf. Figure 2.1). As already discussed
in Section 2.3, the description of its geometry can be reduced to a surface
(in general either the lower/upper surface or mid-surface). Unfortunately,
when it comes to energy related questions this reduction is not applicable
in most of the cases. The reason for this is the fact that information dis-
tributed over the whole volume of the body needs to be taken into account
for capturing the entire strain and stress state of the thin continuous body
B.

P

parametric space

θ3

θ2
P

θ1

θ3

θ1

a1

a2
D

B

S

e1

e2

e3

θ2

euclidean space

g1

g2

g3

R

Rmid

Figure 3.1: Degenerated solid approach

1 a more detailed definition of the different scales is given in Chaves [32]
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Therefore, the so-called degenerated solid approach is introduced. A point
within a thin continuous body B is described by its mid-surface Rmid and
a so-called director D pointing towards this point (cf. Figure 3.1).

B :
(
θ1, θ2, θ3

)
∈ R3 → R3 ,(

θ1, θ2, θ3
)
→ R

(
θ1, θ2, θ3

)
= Rmid

(
θ1, θ2

)
+ θ3 ·D

(
θ1, θ2

) (3.1)

Due to the fact that the degenerated solid approach is a mixture between
the description of a solid and a surface, the concepts of differential ge-
ometry2 can directly be applied. Consequently, the set of covariant base
vectors can be established by means of Equation (2.28):

g1 =
∂R

(
θ1, θ2, θ3

)
∂θ1

= a1 + θ3 · ∂a3

∂θ1
for − l3

2
≤ θ3 ≤ l3

2
(3.2a)

g2 =
∂R

(
θ1, θ2, θ3

)
∂θ2

= a2 + θ3 · ∂a3

∂θ2
for − l3

2
≤ θ3 ≤ l3

2
(3.2b)

g3 =
∂R

(
θ1, θ2, θ3

)
∂θ3

= a3 for − l3
2
≤ θ3 ≤ l3

2
(3.2c)

with ai (i = 1 . . . 2) being the covariant in-plane base vectors of the mid-
surface:

a1 =
∂Rmid

(
θ1, θ2

)
∂θ1

and a2 =
∂Rmid

(
θ1, θ2

)
∂θ2

(3.3)

and D
(
θ1, θ2

)
being the scaled orthonormal covariant out-of-plane base

vector a3 of the mid-surface:

D
(
θ1, θ2

)
= a3 =

a1 × a2

‖a1 × a2‖
for − l3

2
≤ θ3 ≤ l3

2
(3.4)

Furthermore, the dual basis (i.e. the set of contra-variant base vectors) is
defined as follows:

g1 = g2 × g3 , g2 = g3 × g1 , g3 = g3 (3.5)

Analogously to Equation (2.32), the determinant of the Jacobian is used for
mapping a differential volume element dθ1 dθ2 dθ3 within the parametric
space into a differential volume element dv within an Euclidean space:

dv = detJ dθ1 dθ2 dθ3 (3.6)

2 i.e. co- and contra-variant base vectors, 1st and 2nd fundamental forms, etc.
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where detJ is defined as follows:

detJ = det

([
∂ (x1, x2, x3)

∂ (θ1, θ2, θ3)

])
= (g1 × g2) · g3 (3.7)

REMARK I: For further information on degenerated solids the author
refers to Bischoff [13] and Bischoff et al. [14].

3.1.2 Description of motion

In order to describe the motion of a continuous body B, two different frames
need to be introduced. These frames can then be used for capturing the
so-called configurations of the body B at different times, see Figure 3.2.
The first frame is called material configuration3 and refers to an initial
time t = 0 where the body B is considered as undeformed. Within the
material configuration each point P ∈ B is described by its position vector
X = X (t = 0) = Xiei and X ∈ Ω0. The second frame is called spatial
configuration4 and refers to a subsequent time t > 0 where the body B has
moved and deformed. Within the spatial configuration each point P ∈ B
is described by its position vector x = x (t) = xiei and x ∈ Ω.

material configuration
spatial configuration

Ω0

Ω

e1

e2

e3

X

χ (X, t)

x (t)

dX

dx (t)

U (X, t) = u (x, t)

Figure 3.2: Motion of a continuum body

With these two configurations at hand, the motion of a point P ∈ B at a
time t > 0 is defined as follows (cf. Figure 3.2):

X
χ−→ x : x = χ (X, t) (3.8)

3 also called reference or initial configuration
4 also called deformed or current configuration
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As stated in Equation (3.8), the set of independent variables are the so-
called material coordinates X and the time t. Hence, all observed scalars,
vectors and tensor-valued quantities are described w.r.t. the material
frame, i.e. all dependent variables are functions of the material coordi-
nate X and time. This approach is also known as Lagrangian description
of motion.

For every point P ∈ B Equation (3.8) implies a unique relation between
its material and spatial configuration at all times t > 0. Therefore, the
inverse of Equation (3.8) straightforwardly leads to the inverse motion of
a point P ∈ B at time t > 0:

x
χ−1

−−−→ X : X = χ−1 (x, t) (3.9)

As stated in Equation (3.9), the set of independent variables are the so-
called spatial coordinates x and the time t. Hence, all observed scalars,
vectors and tensor-valued quantities are described w.r.t. the spatial frame,
i.e. all dependent variables are functions of the spatial coordinate x and
time. This approach is also known as Eulerian description of motion.

The material position X and spatial position x of a point P ∈ B are linked
by the so-called displacement field. Depending on the point of view, the
displacement field can either be defined in the Lagrangian (3.10a) or in the
Eulerian (3.10b) form:

U (X, t) = x (X, t)−X = χ (X, t)−X (3.10a)

u (x, t) = x−X (x, t) = x− χ−1 (x, t) (3.10b)

Since both equations in (Equation (3.10)) describe the same displacement
field, Equation (3.10a) is linked to Equation (3.10b) due to the inverse
motion (3.9):

U (X, t) = U
[
χ−1 (x, t) , t

]
= u (x, t) (3.11)

The derivative of the displacement field (3.10) w.r.t. the time leads to the
velocity field. Again, depending on the point of view, the velocity field
can be established either in the Lagrangian (3.12a) or the Eulerian (3.12b)
form:

V (X, t) =
∂U (X, t)

∂t
=
∂χ (X, t)

∂t
(3.12a)

v (x, t) =
∂u (x, t)

∂t
= −∂χ

−1 (x, t)

∂t
(3.12b)

Again, both equations in (3.12) describe the same velocity field:

V (X, t) = V
[
χ−1 (x, t) , t

]
= v (x, t) (3.13)

Consider an infinitesimal line element dX = dX (t = 0) defined within the
material frame at t > 0. By means of a linear operator, the so-called de-
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formation gradient5 F (X, t), this infinitesimal line element dX is mapped
to its corresponding spatial configuration dx = dx (t) as follows:

dx = F (X, t) dX (3.14)

Inserting the motion defined in Equation (3.8) into Equation (3.14) leads
to the definition of the deformation gradient F:

F (X, t) =
∂χ (X, t)

∂X
= Grad x (X, t) (3.15)

In case of a degenerated solid approach (see Section 3.1.1) the material
and spatial position vector of a point P ∈ B are anchored within the same
parameter space:

R = Rmid
(
θ1, θ2

)
+ θ3 ·D

(
θ1, θ2

)
= Xi

(
θ1, θ2, θ3

)
ei (3.16a)

r = rmid
(
θ1, θ2

)
+ θ3 · d

(
θ1, θ2

)
= xi

(
θ1, θ2, θ3

)
ei (3.16b)

Applying Equation (3.2) to (3.16a) and (3.16b) leads to the set of covariant
material base vectors

G1 = A1 + θ3 · ∂A3

∂θ1
, G2 = A2 + θ3 · ∂A3

∂θ2
, G3 = A3 (3.17)

and the set of covariant spatial base vectors:

g1 = a1 + θ3 · ∂a3

∂θ1
, g2 = a2 + θ3 · ∂a3

∂θ2
, g3 = a3 (3.18)

Considering the spatial director d, its definition is crucial when it comes
to describing the out-of-plane shear deformations of the degenerated solid.
Furthermore, it directly dictates the link between the stress state of a 3D
continuum and the kinematics of a degenerated solid, i.e. if the change in
thickness direction l3 is directly captured by the director (extensible direc-
tor) or has to be treated separately (inextensible director)6. Depending on
the number of parameters, i.e. the dimension of the underlying displace-
ment field u (X, t) of the mid-surface, the following director formulations
are presented and discussed in numerous scientific publications and text-
books (e.g. Bischoff et al. [14]):

Õ 3 parameter : The spatial director remains orthonormal to the spatial
in-plane base vectors. Consequently, neither the change in thickness
(inextensible) nor the out-of-plane shear deformations can be cap-
tured by this formulation.

d = a3 =
a1 × a2

‖a1 × a2‖
and u (X, t) = [u1 u2 u3]T (3.19)

5 in some textbooks F (X, t) and F−1 (x, t) are called material and spatial deformation
gradient, respectively (e.g. Chaves [32])

6 i.e. plane stress or plane strain
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Õ 5 parameter : The spatial director is still inextensible but is able to
rotate. Hence, the out-of-plane shear deformations can be captured.
The rotation of the director is controlled by means of additional de-
grees of freedom acting on the displacement field u (X, t) of the mid-
surface:

u (X, t) =
[
u1 + θ3udir

1 u2 + θ3udir
2 u3

]T
(3.20)

Õ 6 parameter : The spatial director is completely controlled by means
of additional degrees of freedom acting on the displacement field
u (X, t) of the mid-surface. Consequently, the out-of-plane shear de-
formations as well as the change in thickness direction can be cap-
tured.

u (X, t) =
[
u1 + θ3udir

1 u2 + θ3udir
2 u3 + θ3udir

3

]T
(3.21)

REMARK II: It is quite obvious that the choice of the director formula-
tion has to fit the physics of the underlying structural problem. Through-
out this thesis a 3-parameter formulation is sufficient and adequate, see
Section 4.1.2 and Section 5.2.

REMARK III: It is important to mention that the 5-parameter formu-
lation as well as the 6-parameter formulation lead to the so-called poisson
thickness locking. For further information the author refers to Bischoff
[13] and Bischoff et al. [14] and Koschnick [71].

Applying (3.16) to (3.15), the deformation gradient can be rearranged to
a dyadic product of the convective base vectors (3.2) and (3.5):

F (X, t) =
∂xi
∂θr

∂θr

∂Xj
ei ⊗ ej = gk ⊗Gk (3.22)

Consequently, the inverse of that linear operator (3.15) defines the map-
ping of an infinitesimal line element in the spatial configuration dx to its
corresponding material configuration dX at time t > 0. Hence, inserting
the inverse motion defined in Equation (3.9) into Equation (3.14) leads to
the inverse of the deformation gradient F−1 (x, t):

F−1 (x, t) =
∂χ−1 (x, t)

∂x
= grad X (x, t) (3.23)

Analogously to Equation (3.22), the inverse of the deformation gradient
can be expressed in terms of the convective base vectors (3.2) and (3.5):

F−1 (x, t) =
∂Xi
∂θr

∂θr

∂xj
ei ⊗ ej = Gk ⊗ gk (3.24)

REMARK IV: Throughout this thesis scalars, vectors and tensor-valued
quantities depending on material coordinates are called material quantities
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and are described by capital letters. Scalars, vectors and tensor-valued
quantities depending on spatial coordinates are called spatial quantities
and are described by lower-case letters.

The linear operators introduced by Equation (3.15) and (3.23) do not only
apply to an infinitesimal line element but also to vectors and tensor-valued
quantities defined in a material or spatial convective coordinate frame (in-
troduced by Equation (3.17) and (3.18)). Hence, a vector or tensor-valued
quantity anchored in one configuration is transfered to the other by means
of either a so-called push-forward operation χ∗ (•) or a pull-back operation
χ−1
∗ (•):

♦ (x, t) = χ∗
(
� (X, t)

)
(3.25a)

� (X, t) = χ−1
∗
(
♦ (x, t)

)
(3.25b)

In more detail, the push-forward operation (3.25a) maps a material vec-
tor or tensor-valued quantity � (X, t) to the corresponding spatial vector
or tensor-value quantity ♦ (x, t). Consequently, the pull-back operation
(3.25b) maps a spatial vector or tensor-valued quantity ♦ (x, t) to the cor-
responding material vector or tensor-valued quantity � (X, t).

REMARK V: The structure of χ∗ (•) and χ−1
∗ (•) strongly depends on

the structure of (•). For the most common cases, the push-forward and
pull-back operators are listed in Appendix A.5.

However, the operators defined in Equation (3.25a) and (3.25b) are not
suitable for the mapping of infinitesimal volume and surface elements.
Starting with an infinitesimal material volume element

dV = (dX1 × dX2) · dX3 = εijk dX1i dX2j dX3k (3.26)

with εijk being the so-called Levi-Civita symbol. By means of the equations
(3.14), (3.23) and (A.39), the following relations can be established:

dv = det F (X, t) dV (3.27a)

dV = det F−1 (x, t) dv (3.27b)

According to Equation (3.27), the volume ratio J (X, t) = det F (X, t) and
its inverse J−1 (x, t) = det F−1 (x, t) provide a measure for the change in
volume occurring during the motion χ and χ−1, respectively. In analogy
with Equation (3.26), an infinitesimal material surface element dS can be
defined as:

dS = dX1 × dX2 with dSi = εijk dX1j dX2k (3.28)

By means of Equation (3.14) and (3.23), the following relations, the so-
called Nanson’s formula7, can be established:

ds = J (X, t) F−T (x, t) dS (3.29a)

dS = J−1 (x, t) FT (X, t) ds (3.29b)

7 for further information the author refers to: Holzapfel [60] and Chaves [32]
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If, however, a vector or tensor-valued quantity is directly related to the vol-
ume, the volume ratio J (X, t) has to be incorporated in the push-forward
or pull-back operation, respectively. Hence, combining Equation (3.27b)
with Equation (3.25a) and Equation (3.27a) with Equation (3.25b) leads
to the so-called Piola transformations:

♦ (x, t) = J−1 (x, t)χ∗
(
� (X, t)

)
(3.30a)

� (X, t) = J (X, t)χ−1
∗
(
♦ (x, t)

)
(3.30b)

The total derivative of fields is an important concept of differential calculus,
since it describes their overall change w.r.t. all independent variables.
In case of a time-dependent field, the total derivative is also known as
material time derivative or total time derivative. Of course, the material
time derivative applies to both material and spatial fields of some scalar,
vector or tensor-valued quantity. Considering a material field F (X, t) of
some scalar, vector or tensor-valued quantity � (X, t), its total material
time derivative at a fixed position X is defined as:

DF (X, t)

Dt
=

∂F (X, t)

∂t

∣∣∣∣
X

(3.31)

By means of Equation (3.9), Equation (3.12) and the chain rule, the ma-
terial time derivative of a material quantity � (X, t) at a fixed postion X
can be expressed as the directional derivative towards the corresponding
velocity vector v (x, t):

D� (X, t)

Dt
= Grad� (X, t) · v (x, t) = Dv� (X, t) (3.32)

According to Equation (2.8) and Equation (2.17), replacing the velocity
vector field either with a virtual field δ (•) or an increment of a vector field
∆ (•) straightforwardly leads to the variation (3.33a) or the linearization
(3.33b) of the material quantity � (X, t) at a fixed position X:

δ� (X, t) = Dδ(•)� (X, t) (3.33a)

∆� (X, t) = D∆(•)� (X, t) (3.33b)

Next, a spatial field f (x, t) of some scalar, vector or tensor-valued quantity
♦ (x, t) will be considered. For a fixed position X, the total material time
derivative of a spatial field f (x, t) is defined as:

Df (x, t)

Dt
= χ∗

[
D

Dt
χ−1
∗
(
f (x, t)

)]
=

∂f
(
χ (X, t) , t

)
∂t

∣∣∣∣∣
χ−1(x,t)

(3.34)

In more detail, Equation (3.34) shows that the material time derivative of a
spatial field is defined as the material time derivative of the corresponding
material field in combination with a push-forward operation (defined by
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Equation (3.25a)). By means of Equation (3.12) and the chain rule, the
material time derivative of a spatial field can be expressed in terms of the
spatial gradient grad♦ (x, t) and the corresponding velocity vector v (x, t):

D♦ (x, t)

Dt
=
∂♦ (x, t)

∂t
+ grad♦ (x, t) · v (x, t) (3.35)

As already shown in Equation (3.32), the material time derivative of a ma-
terial field is equivalent to its directional derivative towards the correspond-
ing velocity vector. Instead of considering the velocity vector v (x, t), in
various cases the total derivative of a spatial field f (x, t) directing towards
an arbitrary vector (•) is of interest. Following the strategy introduced by
Equation (3.34) leads to:

£(•)f (x, t) = χ∗
[
D(•)χ

−1
∗
(
f (x, t)

)]
= χ∗

(
D(•)F (X, t)

)
(3.36)

with £(•) being the so-called Lie-operator. Hence, applying either a virtual
field δ (•) or an increment of a vector field ∆ (•) leads to the variation
(3.37a) or the linearization (3.37b) of a spatial quantity ♦ (x, t):

δ♦ (x, t) = £(δ•)♦ (x, t) = χ∗
[
D(δ•)� (X, t)

]
(3.37a)

∆♦ (x, t) = £(∆•)♦ (x, t) = χ∗
[
D(∆•)� (X, t)

]
(3.37b)

REMARK VI: If a velocity vector v (x, t) is chosen, Equation (3.36) is
equivalent to the material time derivative for spatial fields. Thus, Equa-
tion (3.38) is also called Lie Time Derivative

£v♦ (x, t) = χ∗
[
Dv� (X, t)

]
=

D♦ (x, t)

Dt
(3.38)

REMARK VII: For the sake of simplicity and if not stated otherwise,
these arguments will not be explicitly mentioned: x = x (X, t), χ =
χ (X, t), F = F (X, t), J = J (X, t) and χ−1 = χ−1 (x, t), F−1 = F−1 (x, t),
J−1 = J−1 (x, t).

3.1.3 Finite strain theory

Consider the deformation of an infinitesimal line element at a point P ∈ B
introduced in the previous section. A closer look reveals that the intro-
duced deformation process is basically a combination of a rigid body rota-
tion and a pure stretch / shrinkage of the line element, shown in Figure 3.3.
This leads to a fundamental theorem called Polar decomposition. It states
that the deformation gradient F can be separated into the so-called rota-
tion tensor R and the right (material) stretch tensor U or left (spatial)
stretch tensor v:

F = R U = v R (3.39)
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where U and v describe the stretch / shrinkage either from a material or
a spatial point of view. Due to the orthogonal property of the rotation
tensor8, the dot-product of the transpose of the deformation gradient with
itself acts like a filter returning the so-called right Cauchy-Green tensor C:

C = FTF = UTRTR U = UT I U = U2 (3.40)

Applying Equation (3.22) leads to the right Cauchy-Green tensor C in
terms of the 1st fundamental form (see Section 2.3.2):

C =
(
gi ⊗Gi

)T (
gj ⊗Gj

)
= gi · gj Gi ⊗Gj = gij Gi ⊗Gj (3.41)

Hence, the right Cauchy-Green tensor C measures the inner geometry in
the vicinity of P ∈ B at its spatial position x from a material point of view
X.

X x

R v

U R

F

Ω0 Ω

material configuration

spatial configuration

dX

dx (t)

Figure 3.3: Deformation of an infinitesimal line element at P ∈ B:
polar decomposition

REMARK VIII: Consider the left stretch tensor v. The dot product
FTF yields an alternative formulation of the right Cauchy-Green tensor:

C = FTF = RTvT v R = RTv2 R = RTb R (3.42)

with b = v2 being the so-called left Cauchy-Green tensor. Hence, the
following relation can be derived:

b = F FT = R C RT (3.43)

A common approach for measuring the strain state of a body is the com-
parison between the material inner geometry and spatial inner geometry

8 i.e. RT R = I and detR = 1
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in the vicinity of a point P ∈ B. Depending on the point of view, different
strain measures can be defined. The so-called Green-Lagrange strain ten-
sor E only considers information anchored in the material configuration,
i.e information provided by the material metric tensor (2.34) and the right
Cauchy-Green tensor (3.41):

E =
1

2
(C− I) =

1

2
(gij −Gij) Gi ⊗Gj (3.44)

The so-called Euler-Almansi strain tensor e is exclusively based on infor-
mation provided by the spatial metric tensor (2.34) and the left Cauchy-
Green tensor (3.42):

e =
1

2
(b− I) =

1

2
(gij −Gij) gi ⊗ gj (3.45)

REMARK IX: An alternative approach to Equation (3.44) and Equa-
tion (3.45) are the so-called Logarithmic strain measures. Instead of using
the right or left Cauchy-Green tensor, these measures are based on either
the right or left stretch tensor depending on the point of view:

E0 = ln U and e0 = ln v (3.46)

REMARK X: A more general definition for both the material and spatial
strain measures is stated in Holzapfel [60] and Wriggers [112]:

Eα =
1

α

(
Uα − I

)
and eα =

1

α

(
vα − I

)
for α 6= 0, α ∈ R (3.47)

3.2 The concept of stress

Consider a simple but deformable continuum body B undergoing a certain
motion χ (X, t). On a macroscopic level, every point P ∈ B is subjected to
a resistance force (also called internal force) caused by the interaction of
particles within the underlying microscopic structure. In order to quantify
these resistance forces a so-called stress tensor field will be introduced in
following. Since these resistance forces strongly depend on the underlying
microscopic structure, the stress tensor is directly linked to the applied
material model (see Section 3.3). In the following, the most commonly used
stress tensors, namely the Cauchy stress tensor, the 1st Piola-Kirchhoff
stress tensor and the 2nd Piola-Kirchhoff stress tensor, are discussed in
more detail.

The so-called Cauchy stress tensor field σ (x, t) measures the stresses within
the spatial configuration, i.e. the internal forces are measured w.r.t. the
deformed area. Therefore, for every single point P ∈ B at x (t) a symmet-
ric tensor is provided measuring the so-called true stresses. The Cauchy
stress tensor is fully anchored in the spatial configuration.
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The so-called 1st Piola-Kirchhoff stress tensor field P (X, t) measures the
stresses within the material configuration, i.e. the internal forces are mea-
sured w.r.t. the undeformed area. For every single point P ∈ B at X a
non-symmetric tensor is provided measuring the so-called nominal stresses.
Since the forces are only occurring in the spatial configuration, the 1st

Piola-Kirchhoff stress tensor is anchored in both the spatial and the mate-
rial configuration.

By means of Nanson’s formula (3.29) the following relations between both
stress tensors can be established:

P = J σ F−T and σ = J−1 P FT (3.48)

A further tensor field which is fully anchored in the material configuration
is the so-called 2nd Piola-Kirchhoff stress tensor field S (X). It describes
the Cauchy stresses σ (x, t) from a material point of view. Therefore,
applying the Piola transformation (3.30) leads to the following symmetric
second-order tensor:

S = J (X, t)χ−1
∗
(
σ (x, t)

)
= J F−1 σ F−T (3.49)

REMARK I: It is important to mention that due to its definition the 2nd

Piola-Kirchhoff stress tensor exhibits no explicit physical meaning. Nev-
ertheless, due to its symmetry the 2nd Piola-Kirchhoff stress tensor is an
important quantity within the context of computational mechanics and the
theory of hyperelasticity (see Section 3.3.2).

Following a standard approach in elastostatics, the body is cut by a plane
running through a given point P ∈ B (dashed line in Figure 3.4). This
leads to the corresponding stress resultants df:

df = t (x, t,n) da = T (X, t,N) dA (3.50)

where t (x, t,n) and T (X, t,N) represent the so-called surface traction vec-
tors. Depending on the point of view, the Cauchy traction vector t (x, t,n)
and 1st Piola-Kirchhoff traction vector T (X, t,N) describe the stresses
within the spatial configuration and material configuration, respectively.
Therefore, they are also called true traction vector and nominal traction
vector, respectively. According to Cauchy’s stress theorem, the traction
vectors are directly linked to the Cauchy stress tensor or 1st Piola-Kirchhoff
stress tensor by means of the corresponding cutting plane’s normal vector
n (x) or N (X), respectively:

t (x, t,n) = tn = σ (x, t) n (x) (3.51a)

T (X, t,N) = TN = P (X, t) N (X) (3.51b)

Finally, the Cauchy traction vector tn = t (x, t,n) is additively split into

its in-plane t
‖
n and out-of-plane components t⊥n

tn = t‖n + t⊥n = σ n + τ m (3.52)
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where σ and τ represents the well-known normal and shear stresses acting
on a differential surface da (cf. Figure 3.4):

σ = n · σ n and τ = m · σ n with m · n = 0 (3.53)

material configuration

spatial configuration

Ω0

Ω

e1

e2

e3

X

χ (X, t)

x (t)

N

TN n

tn

m

dA
da

Figure 3.4: The concept of stress: traction vectors

REMARK II: For further information on the introduced concept of stress
and additional stress tensors the author refers to Altenbach [2], Be-
lytschko et al. [11], Chaves [32], Haupt [57], Holzapfel [60], Ogden
[88], Parisch [89], Wriggers [112].

3.3 The concept of hyperelasticity

Up to now, in the previous Sections (3.1) and (3.2) the kinematic and en-
ergetic quantities (strains and stresses) were addressed independently. In
contrast to the kinematics, the energetic quantities are not unique for differ-
ent materials, i.e. a certain motion will not lead to the same stresses (e.g.
steel, rubber, CFRP, textiles, etc.). Hence, an additional mathematical
relation, the so-called constitutive relation, has to be considered. It estab-
lishes the link between the kinematic and energetic quantities. Over the
past decades various research groups focused on the modeling of different
materials dealing with all kind of aspects such as nonlinearity, anisotropy,
time-dependency, inelasticity, incompressibility, etc. All these specific ma-
terial models are derived from one of the four basic theories: elasticity,
plasticity, visco-elasticity, visco-plasticity. A general overview on the math-
ematical treatment of these categories is given by Haupt [57].

In case of the so-called phenomenological models, the underlying mathe-
matical function represents the macroscopic material response. Therefore,
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the characteristics and the corresponding material parameters are identi-
fied by means of appropriate experiments.

The materials throughout this thesis are assumed to be homogeneously
distributed over a continuous body B. Therefore, the material response
only depends on the strain state9 acting on the continuous body B and is
independent of the position within the continuous body B (further details
in Chaves [32] or Holzapfel [60]).

isotropic transversely isotropic anisotropic

B

Φ ΦB

isotropic
plane

BB

ΦA

Figure 3.5: Material response: isotropic (left), transversely isotropic
(center), anistropic (right)

A Cauchy-elastic material behavior is characterized by a reversible mate-
rial response which is independent of the load history and load velocity.
In general, the stress-strain response during loading may differs from the
stress-strain response during unloading. However, both (i.e. loading and
unloading) must lead to the same stress-free and strain-free state.

The focus of this thesis is on the so-called hyperelastic material behavior.
Constitutive models of this type are more restrictive w.r.t. the loading and
unloading. In contrast to Cauchy-elastic materials, in case of a hyperelastic
behavior the stress-strain response during loading coincides with the stress-
strain response during unloading. This additional requirement leads to a
scalar potential functional Ψ (C), the so-called strain-energy function or
stored-energy function, describing the elastic potential energy Π (C):

Π (C) =

∫
Ω0

Ψ (C) dΩ0 (3.54)

In the most simple case Equation (3.54) describes an isotropic material
response, e.g. steel, rubber, etc. (Holzapfel [60] or Ogden [88]). Con-
sidering composite materials, textile fabrics or biological tissues, at least
one material direction is reinforced by a single fiber or a bundle of fibers.
Therefore, the so-called anisotropic material response strongly depends on
the fiber direction within a homogeneously distributed matrix. A special
group of anisotropic materials are the so-called transversely isotropic mate-
rials. Materials belonging to this group only consist of one fiber direction

9 from a material point of view the strain state is described by the right Cauchy-Green
tensor (3.40)
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for reinforcement in combination with an isotropic behavior within the
plane perpendicular to that (see Figure 3.5 (center)). A detailed list of
suitable polyconvex10 strain-energy functions is given by Schröder and
Neff [100].

The intent of this section is to provide the reader with all necessary equa-
tions regarding the modeling of anisotropic and isotropic nonlinear elastic
materials based on a strain-energy function. For a comprehensive and cir-
cumstantial compendium on these topics the author refers to a broad va-
riety of literature: Belytschko et al. [11], Chaves [32], Haupt [57],
Holzapfel [60], Ogden [88], Schröder and Neff [100], Wriggers
[112].

3.3.1 Theory of Invariants

As already mentioned in the introduction of this chapter, the response of
a homogeneously distributed hyperelastic material solely depends on the
strain state. By means of the representation theorem for invariants 11,
the strain-energy function w.r.t. a material point of view can then be
reformulated in terms of invariants of the right Cauchy-Green tensor.

In case of an isotropic material behavior, the so-called three principal in-
variants provide all required information, i.e. the normal stretches I1 (C),
the shear deformation I2 (C) and the change in volume I3 (C).

I1 (C) = trC (3.55a)

I2 (C) =
1

2

(
(trC)2 − trC2

)
(3.55b)

I3 (C) = det C (3.55c)

Hence, for an isotropic material the elastic potential energy defined by
Equation (3.54) can be reformulated as follows:

Π (C) =

∫
Ω0

Ψ
(
I1 (C) , I2 (C) , I3 (C)

)
dΩ0 (3.56)

REMARK I: In order to describe the stress-free state Π (C) = 0, Equa-
tion (3.56) has to vanish under the following conditions: I1 (C) = 3,
I2 (C) = 3 and I3 (C) = 1.

REMARK II: In case of an incompressible material such as rubber, the
following condition has to be enforced: I3 (C) = 1 (Ogden [88]).

10the concept of polyconvexity is very important for strain-energy functions since it
guarantees the existence of a global minimum, see Balzani et al. [9] or Schröder
and Neff [100]

11a scalar-valued tensor function may be expressed in terms of invariants of its argu-
ments, if it is invariant under rotation (Holzapfel [60], Ogden [88])



3.3. The concept of hyperelasticity 47

In case of an anisotropic or transversely isotropic material behavior, addi-
tional structural invariants have to be introduced providing a supplemen-
tary measure for the strains related to the i-th fiber direction Φi:

I4+2(i−1) (C,Mi) = Φi ·C Φi = tr (C Mi) (3.57a)

I5+2(i−1) (C,Mi) = Φi ·C2 Φi = tr
(
C2 Mi

)
(3.57b)

These new invariants are based on the concept of the so-called structural
tensors Mi

Mi = Φi ⊗ Φi (3.58)

with Φi being the i-th fiber direction. A closer look on the introduced
structural tensor reveals that it acts like a filter on the right Cauchy-Green
tensor C: it isolates the deformations w.r.t. the i-th fiber direction Φi.

Finally, the elastic potential energy defined by Equation (3.55) can be
extended to a general anisotropic formulation:

Π (C,Mi) =

∫
Ω0

Ψ
(
I1, I2, I3, I4+2(i−1), I5+2(i−1)

)
dΩ0 (3.59)

with i = 1 . . . n and n defining the total number of fiber directions Φ. For
the sake of clarity the arguments of Ii are skipped, if not stated otherwise
Ii = Ii (C) holds.

REMARK III: In order to describe the stress-free state, Equation (3.59)
has to vanish under the following conditions: I1 = 3, I2 = 3, I3 = 1,
I4+2(i−1) = 1 and I5+2(i−1) = 1.

3.3.2 Constitutive relations

In general, the constitutive equation serves as a link between the kinematic
and energetic quantities, whereby the combination of these quantities is
restricted to the so-called work conjugate pairs. These pairs guarantee a
consistent formulation of the internal work meaning that the considered
strains and stresses are sharing the same point of view. A list of the most
commonly used work conjugate pairs is given in Table 3.1.

strain measure stress measure point of view

Deformation Gradient 1st Piola-Kirchhoff material/spatial

Green-Lagrange 2nd Piola-Kirchhoff material

Euler-Almansi Cauchy spatial

Table 3.1: Selected work conjugate pairs

Within the context of the theory of hyperelasticity, the 2nd Piola-Kirchhoff
stress tensor introduced in Section 3.2 is directly correlated to the under-
lying strain-energy function. In more detail, the 2nd Piola-Kirchhoff stress
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tensor S (E) is defined as the first derivative of the strain-energy function
Ψ (C) w.r.t. the Green-Lagrange strain tensor E (C):

S (E) =
∂Ψ (C)

∂E (C)
=

∂Ψ (C)

∂C
· ∂C

∂E
= 2

∂Ψ (C)

∂C
(3.60)

with C = 2E+I. Finally, incorporating the principal (3.55) and structural
(3.57) invariants into Equation (3.60) leads to the 2nd Piola-Kirchhoff stress
tensor S (E) for a general anisotropic material:

S (E) = 2

3+2i∑
k=1

Ψ (I1 . . . Ik)

∂Ik

∂Ik
∂C

(3.61)

with the first derivatives of the principal invariants (3.55):

∂I1
∂C

= I and
∂I2
∂C

= I1I−C and
∂I3
∂C

= I3C
−1 (3.62)

and the first derivatives of the structural invariants (3.57):

∂I4+2(i−1)

∂C
= Mi and

∂I5+2(i−1)

∂C
= C Mi + Mi C (3.63)

In case of a gradient based solution technique like the Newton-Raphson
scheme, the linearization of the constitutive equation is of importance
(more details on this topic are given in Section 3.4.2). Applying the
Gâteaux derivative (2.17) to Equation (3.60) leads to:

D(•)S (E) =
∂S (E)

∂E
: D(•)E = D : D(•)E (3.64)

with D being a fourth-order tensor called elasticity tensor. A closer look
at the elasticity tensor shows that in case of a hyperelastic material the
elasticity tensor D is exactly the second derivative of the strain-energy
function Ψ (C) w.r.t. the right Cauchy-Green tensor C:

D =
∂S (E)

∂E
=

∂

∂E

(
∂Ψ (C)

∂E

)
= 4

∂2Ψ (C)

∂C ∂C
(3.65)

Again, incorporating the principal (3.55) and structural (3.57) invariants
into (3.65) leads to the elasticity tensor D for a general anisotropic material:

D = 4

3+2i∑
k=1

∂Ik
∂C
⊗ ∂2Ψ (I1 . . . Ik)

∂C ∂Ik
+
∂Ψ (I1 . . . Ik)

∂Ik

∂2Ik
∂C ∂C

(3.66)
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with the second derivatives of the principal invariants (3.55):

∂2I1
∂C∂C

= 0 (3.67a)

∂2I2
∂C∂C

= I⊗ I− I� I (3.67b)

∂2I3
∂C∂C

= I3
(
C−1 ⊗C−1 −C−1 �C−1

)
(3.67c)

and the second derivatives of the structural invariants (3.57):

∂2I4+2(i−1)

∂C∂C
= 0 (3.68a)

∂2I5+2(i−1)

∂C∂C
= I�Mi + Mi � I (3.68b)

REMARK IV: Due to the symmetry of the right Cauchy-Green tensor
C, the first derivative of the strain-energy function Ψ (C) results again
in a symmetric second order tensor. This correlates with the symmetry
requirement for the 2nd Piola-Kirchhoff stress tensor S stated in Section
3.2: Sij = Sji

REMARK V: Due to its properties of a potential function, the elasticity
tensor possesses both the minor symmetry (3.69)1 and the major symmetry
(3.69)2:

Dijkl = Djikl = Dijlk and Dijkl = Dklij (3.69)

3.3.3 Plane stress problem in hyperelasticity

Consider an inextensible director kinematic (i.e. 3 parameter and 5 para-
meter formulation - see page 36f) for describing the motion of a shell-like
body (see Section 3.1.1). A closer view reveals that due to the definition of
the material and spatial director a change in thickness direction cannot be
captured. In terms of Green-Lagrange strains this results in the following
intrinsic kinematic constraints:

3 parameter: E13 = E23 = E31 = E32 = E33 = 0 (3.70a)

5 parameter: E33 = 0 (3.70b)

In order to circumvent this lack of information and incorporate lateral
shrinkage, the strains related to the thickness direction have to be treated
independently of the in-plane kinematics. Therefore, additional assump-
tions on the stresses acting in thickness direction have to be made - called
plane stress assumptions. In case of a Total Lagrangian Formulation the
plane stress assumptions result in the following requirements on the contra-
variant 2nd Piola-Krichhoff stresses:

3 parameter: S13 = S23 = S31 = S32 = S33 = 0 (3.71a)

5 parameter: S33 = 0 (3.71b)
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In general, strain-energy functions based on the 3 principal invariants (3.55)
describe the behavior of a 3D continuum, i.e. due to the Poisson effect
(Poisson’s ratio: −1 < ν < 0.5) in-plane deformations also result in out-
of-plane strains (lateral shrinkage). Assigning such a material to an inex-
tensible director kinematic (i.e. 3-parameter and 5-parameter formulation
- see p. 36) leads to unrealistic stress results due to the intrinsic kine-
matic constraints. In more detail, due to the definition of the material
and spatial directors only the rigid body rotations but not the changes in
thickness direction are captured by the deformation gradient F. Keeping
in mind that the deformation gradient is indirectly linked to the principal
invariants via the right Cauchy-Green tensor C, the strain-energy function
does not account for the lateral shrinkage (i.e. the thin body is forced to a
constant thickness). Hence, the resulting stress tensor does not fulfill the
plane stress conditions.

In order to circumvent this effect additional information regarding the di-
rector rotation (3 parameter) and extension (3 and 5 parameter) are re-
quired. Balzani et al. [9], Klinkel and Govindjee [69] and Klinkel
et al. [70] came up with an iterative scheme for updating the correspond-
ing out-of-plane strains. Depending on the underlying director kinematic
(3 or 5 parameter), the corresponding coefficients of the strain tensor are
modified in a way that the respective plane stress assumptions (3.71) are
met (3 parameter: normal and shear strains such that (3.71a) - 5 parame-
ter: normal strain such that (3.71b)).

Consider the 3 parameter formulation. Instead of enforcing the plane stress
state on strain level, the presented approach directly updates the 3rd covari-
ant spatial base vector g3. Thus, the three coefficients of the 3rd covariant
spatial base vector are defined as unknowns ζb, b = 1 . . . 3:

g3 = g3
i ei = ζb eb (3.72)

According to Equation (3.60) and taking into account the symmetry of
the 2nd Piola-Kirchhoff stress tensor (i.e. Sij = Sji), the following three
residual equations for a fixed displacement field u (X, t) can be established:

Rps1 = S13 = 2
∂Ψ
(
C (ζ)

)
∂C13

∣∣∣∣∣
u(X,t)

= 0 (3.73a)

Rps2 = S23 = 2
∂Ψ
(
C (ζ)

)
∂C23

∣∣∣∣∣
u(X,t)

= 0 (3.73b)

Rps3 = S33 = 2
∂Ψ
(
C (ζ)

)
∂C33

∣∣∣∣∣
u(X,t)

= 0 (3.73c)

with S = Sij Gi ⊗ Gj and C = gi · gj Gi ⊗ Gj . In general, Equa-
tion (3.73) results in a nonlinear system of equations which requires an
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iterative solution scheme. The method of choice is the Newton-Raphson
scheme introduced in Section 2.2.1. Applying Equation (2.21) to (3.73)
leads to the linearized system of equations:

Rps
(
ζi+1

)
= Rps

(
ζi
)

+D∆ζRps
(
ζi,∆ζ

)
= 0 (3.74)

with
ζi+1 = ζi + ∆ζ (3.75)

A closer view on the linearization operator (2.20) reveals the structure of
the required partial derivatives for a fixed displacement field u (X, t):

∂Rpsa
∂ζb

=
∂Sa

∂ζb
= 4

∂2Ψ
(
C (ζ)

)
∂Ca∂Ca

∂Ca
∂ζb

∣∣∣∣∣
u(X,t)

= Daa ∂Ca
∂ζb

(3.76)

with the indexes a = 13, 23, 33 and b = 1 . . . 3.

REMARK VI: If a Gaussian quadrature12 is applied for numerical inte-
gration, the presented procedure directly acts on Gauss point level. There-
fore, it has to be performed at each Gauss point while the required integrals
(i.e. residual force vector and tangential stiffness matrix) are established.

REMARK VII: The presented procedure shows its major advantage
when information on the strain-energy function under plane stress con-
ditions is required. This issue will be addressed in Section 5.

Finally, the effect of the updated out-of-plane strains needs to be incor-
porated in the elasticity tensor. More precisely, the link between the in-
plain strains and out-of-plane stress via Poisson’s ratio has to be corrected.
Therefore, the linearized 2nd Piola-Krichhoff stress tensor (3.64) is sepa-
rated into its in-plane (k = 11, 22, 12) and out-of-plane (o = 33, 13, 23)
proportions:

D(∆u)S
V
k = DV

kk ·D(∆u)E
V
k + DV

ko ·D(∆u)E
V
o (3.77a)

D(∆u)S
V
o = DV

ok ·D(∆u)E
V
k + DV

oo ·D(∆u)E
V
o = 0 (3.77b)

with EV = EV (u), SV = SV (E) and DV = DV (E) are the vector/matrix
representations13 of the strain, stess and elasticity tensor, respectively14.
By means of Equation (3.77b) the out-of-plane strains EV

o can be elimi-
nated in Equation (3.77a):

D(∆u)S̃
V

= D̃V ·D(∆u)Ẽ
V

(3.78)

12for further information the author refers to Belytschko et al. [11], Hughes [61],
Zienkiewicz [113], etc.

13also known in the literature as Voigt notation, see Belytschko et al. [11]
14all vectors/matrices are explained in more detail in Appendix B
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with D̃V being the modified elasticity tensor:

D̃V = DV
kk − DV

ko

[
DV
oo

]−1

DV
ok (3.79)

as well as Ẽ
V

= EV
k and S̃

V
= SV

k being the in-plane strains and stresses.

REMARK VIII: The presented procedure directly incorporates the di-
rector strains into the stress and elasticity tensor. Thus, the dimension
of the modified stress tensor S̃ and modified elasticity tensor D̃ can be
reduced (i, j, k, l = 1 . . . 2):

S̃ = S̃ij Gi ⊗Gj and D̃ = D̃ijkl Gi ⊗Gj ⊗Gk ⊗Gl

REMARK IX: The procedure represented by Equation (3.79) is known
in the literature as static condensation. For further information the author
refers to Hughes [61].

3.3.4 Plane strain problem in hyperelasticity

In case of plane strain conditions (E33 = 0 and E3i = Ei3 = 0 with i =
1 . . . 2) the mentioned constraints are directly enforced by the inextensible
director. Therefore, no further treatment regarding the Poisson effect is
required.

3.4 Variational principles in elastostatics

material configuration spatial configuration

Ω0

Ω

χ (X, t)

Γu0

Γσ0

T̄N t̄n

Γσ

Γu

BB

Figure 3.6: The boundary value problem (BVP): elastostatics

This section will focus on the principle of Minimum Total Potential Energy
as well as on the general boundary value problem of elastostatics. Therefore,
consider a continuum body B subjected to a set of prescribed conditions
acting on the boundary of the body ∂B. As depicted in Figure 3.6, there
exist two different types of boundary conditions (BCs) prescribing either
the displacements Ū = ū (Dirichlet BCs) or the surface tractions T̄N and
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t̄n (Neumann BCs), respectively. Finally, depending on the point of view
the boundary of the body B can be decomposed as follows:

∂B = ∂Bu ∪ ∂Bσ and ∂Bu ∩ ∂Bσ = ∅ (3.80)

where ∂Bu and ∂Bσ describe either the material boundary Γu0 and Γσ0 or
the spatial boundary Γu and Γσ, respectively.

REMARK I: For the sake of simplicity and if not stated otherwise the
arguments of the material and spatial fields are omitted, e.g.:

U = U (X, t) and u = u (x, t)

3.4.1 Principle of Virtual Work

Consider a general non-conservative static mechanical system, e.g. hy-
poelastic material behavior, follower loads etc. According to Cauchy’s first
equation of motion15, the so-called strong from of the boundary value prob-
lem of elastostatics (i.e. neglecting all time-dependent terms) can be stated
as follows (cf. Figure 3.6):

div σ + b = 0 (3.81a)

u = ū on Γu (3.81b)

t = σ n = t̄ on Γσ (3.81c)

with b being a body force acting inside the spatial domain Ω. Furthermore,
(3.81b) and (3.81c) represent the Dirichlet BCs and Neumann BCs w.r.t.
the spatial configuration, respectively. The structure of Equation (3.81a)
does not only require information on the boundary provided by Equa-
tion (3.81b) and (3.81c) but also information on the interior of the body.
In general, this information is not available for arbitrary structures. In
order to circumvent the mentioned lack of information, Equation (3.81a)
needs to be transformed to its weak form. The major advantage of the
weak form is the fact that it only requires information which is provided
by the set of Dirichlet BCs and Neumann BCs. Depending on the chosen
trail and test fields, only an approximate solution of the balance equation
Equation (3.81a) may be provided.

The weak form of the static equilibrium (3.81a) is achieved by means of
the Galerkin approach, see Section 2.1.4. Therefore, an infinitesimal small
and virtual displacement field δu is introduced leading to a virtual spatial
configuration (cf. Figure 3.7):

δu = ε ũ = ū− u with δu = 0 on Γu (3.82)

According to the requirements of a virtual field (see page 20), the virtual
displacement field δu vanishes on the Dirichlet boundary Γu. Recalling

15for further information the author refers to Holzapfel [60]
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material configuration

spatial configuration

Ω

Ω0

X
u (X, t)

x (t)

δu (X, t)
u (X, t) + δu (X, t)

Figure 3.7: Virtual displacement field δu

Equation (2.15), the integral form of the static equilibrium (3.81a) can be
established as the domain integral over the inner product between (3.81a)
and (3.82) whereat the introduced virtual displacement field δu serves as
the test field η. ∫

Ω

(div σ + b) · δu dΩ = 0 (3.83)

By means of the identity stated in Equation (A.43) and the symmetry of
the Cauchy stress tensor σ = σ

(
e (u)

)
div (σ δu) = div σ · δu + σ : δe (3.84)

and applying the divergence theorem16 (A.44)∫
Ω

div (σ δu) dΩ =

∫
Γ

σ n · δu dΓ (3.85)

Equation (3.83) can be rearranged to∫
Γ

σ n · δu dΓ−
∫
Ω

σ : δe dΩ +

∫
Ω

b · δu dΩ = 0 (3.86)

with δe = δe (u) being the 1st Variation of the Euler-Almansi strain ten-
sor17:

δe (u) =
1

2
(δu⊗∇+∇⊗ δu) = sym (∇⊗ δu) (3.87)

Due to the fact that from a physical perspective each integral represents a
work term, Equation (3.86) is called the Principle of Virtual Work :

δW (u, δu) ≡ δWint (u, δu)− δWext (u, δu) = 0 (3.88)

16also known in literature as Gauss’s theorem - see Bronstein et al. [29]
17a detailed derivation is given in Holzalpfel [60]
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with the internal virtual work δWint in spatial description

δWint (u, δu) =

∫
Ω

σ
(
e (u)

)
: δe (u) dΩ (3.89)

and the external virtual work δWext in spatial description

δWext (u, δu) =

∫
Γσ

t̄ · δu dΓσ +

∫
Ω

b · δu dΩ (3.90)

Since the virtual displacement field vanishes on the Dirichlet boundary
(3.82), only the traction vector (3.51a) acting on the Neumann boundary
has to be taken into account in the external virtual work.

REMARK II: Inserting Equation (3.89) and (3.90) into (3.88) leads to
the updated Lagrangian formulation of the Principle of Virtual Work.

By means of the Lie Time derivative (3.37a), the 1st Variation of the Euler-
Almansi strain tensor can be expressed in terms of the Green-Lagrange
strain tensor:

δe (u) = £δue (u) = χ∗
[
DδuE (u)

]
(3.91)

Additionally, applying Equation (3.27a) to the spatial differential volume
dΩ leads to the internal virtual work δWint in material description:

δWint (u, δu) =

∫
Ω0

σ
(
e (u)

)
: F−T δE (u) F−1 J dΩ0

=

∫
Ω0

S
(
E (u)

)
: δE (u) dΩ0

(3.92)

According to Holzapfel [60], the spatial body force b is mapped into the
material space as follows:

b = J−1 B (3.93)

By means of the identity stated in Equation (3.50) and (3.93), the external
virtual work δWext in material description can be established:

δWext (u, δu) =

∫
Γσ0

T̄ · δu dΓσ0 +

∫
Ω0

B · δu dΩ0 (3.94)

REMARK III: Inserting Equation (3.92) and (3.94) into (3.88) leads to
the Lagrangian formulation of the Principle of Virtual Work.
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3.4.2 Principle of Minimum Total Potential Energy

Consider a conservative static mechanical system, i.e. there exists a poten-
tial function for both the internal potential energy Πint (u) and external
potential energy Πext (u). From a Lagrangian perspective, the internal and
external potential energies can be stated as follows:

Πint (u) =

∫
Ω0

Ψ
(
E (u)

)
dΩ0 (3.95a)

Πext (u) = −
∫
Ω0

B · u dΩ0 −
∫
Γσ0

T̄ · u dΓσ0 (3.95b)

with B being a body force acting inside the material domain Ω0 and T̄
being a prescribed traction acting on the material boundary Γσ0 of the
continuum body B (cf. Figure 3.6). The goal is now to find the static
equilibrium, i.e. that point where the sum of the internal and external
potential energy is at its minimum. In terms of mathematics, the static
equilibrium can be stated as the following optimization problem - known
as Minimum Total Potential Energy:

min
u∈Ω0

→ Π (u) = Πint (u) + Πext (u) (3.96a)

U = Ū on ∂Γu0 (3.96b)

T = P N = T̄N on ∂Γσ0 (3.96c)

where (3.96b) and (3.96c) represent the Dirichlet BCs and Neumann BCs
w.r.t. the material configuration, respectively. Recalling the concept of
natural variational principles introduced in Section 2.1.3, the static equi-
librium is reached, if the 1st Variation of the total potential energy func-
tional vanishes (i.e. in its stationary point). Applying Equation (2.8) in
combination with the virtual displacement field (3.82) to (3.96a) leads to
the stationary point of the total potential energy functional:

δΠ (u, δu) = δΠint (u, δu) + δΠext (u, δu) = 0 (3.97)

Consider the 1st Variation of the internal potential energy. Applying the
Gâteaux derivative (2.4) in the direction of the virtual displacement field
to Equation (3.95a) leads to the internal virtual work δWint:

δWint (u, δu) = δΠint (u, δu) = DδuΠint (u)

=

∫
Ω0

S
(
E (u)

)
: δE (u) dΩ0

(3.98)

In more detail, by means of the chain rule and Equation (3.60) the 1st

Variation of the strain-energy can be established:

δΨ
(
E (u)

)
=
∂Ψ
(
E (u)

)
∂E (u)

: δE (u) = S
(
E (u)

)
: δE (u) (3.99)
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Consider the 1st Variation of the external potential energy. Applying the
Gâteaux derivative (2.4) in the direction of the virtual displacement field
to Equation (3.95b) leads to the external virtual work −δWext:

−δWext (u, δu) = δΠext (u, δu) = DδuΠext (u)

= −
∫
Ω0

B · δu dΩ0 −
∫
Γσ0

T̄ · δu dΓσ0 (3.100)

Finally, Equation (3.97) can be reformulated to the well-known Principle
of Virtual Work (3.88):∫

Ω0

S
(
E (u)

)
: δE (u) dΩ0 −

∫
Ω0

B · δu dΩ0 −
∫
Γσ0

T̄ · δu dΓσ0 = 0 (3.101)

REMARK IV: It is important to mention that both the Principle of
Virtual Work in material description and the principle of Minimum To-
tal Potential Energy lead to the same governing equation for hyperelastic
materials.

3.4.3 Linearization of the Principle of Virtual Work

In general Equation (3.88) exhibits a nonlinear characteristic. In order to
find the unknown displacement field u = u (X, t) that meets the static
equilibrium under a given set of Dirichlet and Neumann BCs, an iterative
scheme is required. The most common technique in structural mechanics
is the Newton-Raphson scheme introduced in Section 2.2.1.

Applying Equation (2.21) to Equation (3.88) leads to the linearized Prin-
ciple of Virtual Work :

δW
(
ui+1, δu

)
= δW

(
ui, δu

)
+ ∆δW

(
ui, δu,∆u

)
= 0 (3.102)

with the displacement increment ∆u

ui+1 = ui + ∆u (3.103)

Consider the Principle of Virtual Work in material description. According
to Equation (2.17), the second term in Equation (3.102) ∆δW (u, δu,∆u)
can be expressed as a sum of Gâteaux derivatives in direction of the dis-
placement increment ∆u (3.103):

∆δW (u, δu,∆u) = D∆uδWint (u, δu)−D∆uδWext (u, δu) (3.104)
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By means of the product rule the linearized internal virtual work in mate-
rial description can be established as follows:

D∆uδWint (u, δu) =

∫
Ω0

(
D
(
E (u)

)
: D∆uE (u)

)
: δE (u) dΩ0

+

∫
Ω0

S
(
E (u)

)
: D∆uδE (u) dΩ0

(3.105)

with D∆uS
(
E (u)

)
being the linearization of the 2nd Piola-Krichhoff stress

tensor (3.64):

D∆uS
(
E (u)

)
=
∂S
(
E (u)

)
∂E (u)

: D∆uE (u) = D
(
E (u)

)
: D∆uE (u) (3.106)

The linearized external virtual work in material description can be estab-
lished as follows:

D∆uδWext (u, δu) = −
∫
Ω0

D∆uB · δu dΩ0 −
∫
Γσ0

D∆uT̄ · δu dΓσ0 (3.107)

REMARK V: In case of a conservative system, the external virtual work
does not depend on the displacement field u (X, t). Hence, the linearization
of the external virtual work vanishes:

D∆uδWext (u, δu) = 0 with D∆uT̄ = D∆uB = 0 (3.108)
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A novel hyperelastic material model for textile
fabrics

“Du kannst! So wolle nur!”

— Johann Wolfgang von Goethe, 1749 - 1832
German poet and politician

The mathematical description of textile fabrics (such as canvas, velvet,
curtain, knitted fabrics, etc.) proves to be quite complex. Their structural
response is composed of the rovings’/yarn’s elongation, friction between
their single rovings/yarns and some intrinsic rigid body motions of the mi-
cro structure. This chapter will show a novel approach for modeling the
structural response of a textile fabric based on a nonlinear surrogate model.
Therefore, Bézier surfaces/curves are introduced representing the fabric’s
strain-energy function. In more detail, several campaigns of velocity-driven
biaxial tensile tests lead to a set of experimental (raw) data. In a second
step, the gained set of data is transformed into adequate continuum me-
chanical quantities. Finally, the processed data are approximated by means
of either a surface or curve depending on the experimental set-up (i.e. if
the specimens are either mounted in fiber direction or under 45◦). Within
the scope of this thesis, three different fabrics have been tested. The cor-
responding response surfaces are presented at the end of this chapter.



60 Chapter: 4

4.1 Response surface based strain-energy functions

For textile fabrics1, the level of complexity of their structure on a meso-
scopic scale strongly depends on their manufacturing process. This may
lead to quite complicated load transfer mechanisms, which are responsi-
ble for their structural response on a macroscopic level. In general, these
mechanisms are always a combination of the rovings’s/yarn’s elongation,
friction between the single rovings/yarns and intrinsic rigid body motions
of the meso-structure. Thus, a nonlinear relation between the strains and
the stresses on a macroscopic level is generally observed. This chapter
presents a novel approach for modeling textile fabrics within the frame-
work of hyperelasticity (two families of fibers: warp and weft). In more
detail, it introduces a representation of the strain-energy function which
is based on a combination of so-called Bézier surfaces and Bézier curves.
The data sets for these response surfaces/curves are directly generated out
of experimental data obtained by velocity-driven biaxial tensile test.

material configuration

spatial configuration

χ (X, t)

Ω0

Φwarp

Φweft
φ

λ‖ · Φwarp

λ⊥ · Φweft

Ω

Figure 4.1: Schematic nonlinear orthotropic material composed of two
families of fibers: Φwarp and Φweft

As already mentioned in Section 3.3, the concept of hyperelasticty proves
to be very powerful for modeling nonlinear elastic materials on a macro-
scopic level. In order to describe the structural response in terms of a
strain-energy function some assumptions for the presented material model
have to be made. First of all, the material is assumed to behave ideal elas-
tically. Secondly, the material consists of two preferred directions Φwarp

and Φweft which are initially perpendicular2 to each other, cf. Figure 4.1.
The deformation behavior on a macroscopic level is reduced to three char-
acteristic load transfer mechanisms, namely the fiber stretches λ‖ and λ⊥

1 either non-crimp, woven, knitted or braided fabrics
2 i.e. the material behavior is assumed to be orthotropic leading to a decoupling of

normal strains and shear strains
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and the fiber twist cosφ (cf. Figure 4.1). According to Equation (3.57a),
the fiber stretches in warp (‖: i = 1) and weft (⊥: i = 2) direction are
expressed in terms of the fourth and sixth structural invariant I‖ and I⊥:

I‖ = I4
(
C,M‖

)
= tr

(
C M‖

)
= λ2

‖ (4.1a)

I⊥ = I6 (C,M⊥) = tr (C M⊥) = λ2
⊥ (4.1b)

with M‖ and M⊥ being the corresponding structural tensors:

M‖ = Φwarp ⊗ Φwarp and M⊥ = Φweft ⊗ Φweft (4.2)

The fiber twist is expressed in terms of a mixed invariant I]:

I] = I]
(
C,M‖,M⊥

)
=

tr
(
C M‖ C M⊥

)
tr
(
C M‖

)
tr (C M⊥)

= cos2 φ (4.3)

The first and second derivative of the mixed invariant I] w.r.t. the right
Cauchy-Green tensor C are as follows:

∂I]
∂C

= − I]
I‖

M‖ −
I]
I⊥

M⊥ +

√
I]

I‖ I⊥

(
M‖⊥ + M⊥‖

)
(4.4)

∂2I]
∂C ∂C

= 2
I]
I2
‖

M‖ ⊗M‖ +
I]

I‖ I⊥
M‖ ⊗M⊥

+
I]

I‖ I⊥
M⊥ ⊗M‖ + 2

I]
I2
⊥

M⊥ ⊗M⊥

− 1

I‖

√
I]

I‖ I⊥
M‖ ⊗

(
M‖⊥ + M⊥‖

)
− 1

I⊥

√
I]

I‖ I⊥
M⊥ ⊗

(
M‖⊥ + M⊥‖

)
− 1

I‖

√
I]

I‖ I⊥

(
M‖⊥ + M⊥‖

)
⊗M‖

− 1

I⊥

√
I]

I‖ I⊥

(
M‖⊥ + M⊥‖

)
⊗M⊥

+
1

2 I‖ I⊥

(
M‖⊥ + M⊥‖

)
⊗
(
M‖⊥ + M⊥‖

)

(4.5)

with M‖⊥ and M⊥‖ being the mixed structural tensors:

M‖⊥ = Φwarp ⊗ Φweft and M⊥‖ = Φweft ⊗ Φwarp (4.6)
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Finally, the material shows an orthotropic behavior. This allows for a
decoupling of normal strains and shear strains. Hence, the strain-energy
function Ψ

(
I‖, I⊥, I]

)
can be separated as follows:

Ψ
(
I‖, I⊥, I]

)
= Ψnorm

(
I‖, I⊥

)
+ Ψshear (I]) (4.7)

According to Equation (3.61), the 2nd Piola-Kirchhoff stress tensor S can
be established by means of the first derivative of Equation (4.7) w.r.t. the
right Cauchy-Green tensor C:

S = 2
∂Ψ
(
I‖, I⊥

)
∂I‖

∂I‖
∂C

+ 2
∂Ψ
(
I‖, I⊥

)
∂I⊥

∂I⊥
∂C

+ 2
∂Ψ (I])

∂I]

∂I]
∂C

(4.8)

According to Equation (3.66), the second derivative of Equation (4.7) w.r.t.
the right Cauchy-Green tensor C leads to the elasticity tensor D:

D = 4
∂I‖
∂C
⊗
∂2Ψ

(
I‖, I⊥

)
∂I‖ ∂I‖

∂I‖
∂C

+ 4
∂I‖
∂C
⊗
∂2Ψ

(
I‖, I⊥

)
∂I‖ ∂I⊥

∂I⊥
∂C

+ 4
∂I⊥
∂C
⊗
∂2Ψ

(
I‖, I⊥

)
∂I⊥ ∂I‖

∂I‖
∂C

+ 4
∂I⊥
∂C
⊗
∂2Ψ

(
I‖, I⊥

)
∂I⊥ ∂I⊥

∂I⊥
∂C

+ 4
∂Ψ
(
I‖, I⊥

)
∂I‖

∂2I‖
∂C ∂C

+ 4
∂Ψ
(
I‖, I⊥

)
∂I⊥

∂2I⊥
∂C ∂C

+ 4
∂I]
∂C
⊗ ∂2Ψ (I])

∂I] ∂I]
+ 4

∂Ψ (I])

∂I]

∂2I]
∂C ∂C

(4.9)

REMARK I: Due to the experimental set-up, the plane stress conditions
(see Section 3.3.3) are automatically full-filled.

REMARK II: For further information on the mixed invariants (4.3) the
author refers to Aimène et al. [1], Schröder and Neff [100], Vidal-
Sallé et. al [107].

REMARK III: Due to the sum rule in differentiation, the decoupling be-
tween normal and shear strains is still maintained in the 2nd Piola-Kirchhoff
stress tensor (4.8) as well as in the elasticity tensor (4.9).

4.1.1 The concept behind: Bézier surfaces/curves

Consider an arbitrary curve C in parametric form embedded in an Eu-
clidean space R3:

C : ξ ∈ [0, 1]→ R3 , ξ → x (ξ) = xi (ξ) ei (4.10)

In case of a Bézier representation, any point x (ξ) located on the curve C
is defined as follows:

x (ξ) =

p∑
i=0

Bi,p (ξ) Pi for 0 ≤ ξ ≤ 1 (4.11)
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where Pi are the so-called control points and Bi,p (ξ) are the p-th degree
Bernstein polynomials for the i-th control point:

Bi,p (ξ) =
p!

i! (p− i)! ξ
i (1− ξ)p−i (4.12)

A closer look on the control points Pi reveals that the required number of
control points n is directly linked to the polynomial degree p of the chosen
Bernstein functions, i.e. n = p + 1. The polygon formed by the control
points {P0 . . .Pp} is called the control polygon of the curve, see Figure 4.2.
Furthermore, the control points forms a convex hull, i.e. the Bézier curve
is bounded by its control points (dotted gray box in Figure 4.2).

ξ

P0

P1

P2

P4

P3

P5

0.2 0.4 0.6 0.8 1.00

1.0

0.5

0

B0,5

B1,5
B2,5 B3,5

B4,5

B5,5

Figure 4.2: Bézier curve (p = 5): Curve (blue solid) and control poly-
gon (dashed black) within R3 (left) and corresponding
Bernstein functions (right)

Based on the exemplary Bézier curve shown in Figure 4.2, the following
properties can be derived. The list may not be complete, only the proper-
ties relevant for this thesis are addressed:

Õ The Bernstein polynomials form a partition of unity :

p∑
i=0

Bi,p (ξ) = 1 ∀ 0 ≤ ξ ≤ 1 (4.13)

Õ Only the first and last control point show an interpolating character:

P0 = x (ξ = 0) and Pp = x (ξ = 1) (4.14)

Õ The derivative of a p-th degree Bézier curve will again result in a
Bézier curve but of degree p− 1:

dx (ξ)

dξ
=

p∑
i=0

d

dξ

(
Bi,p (ξ)

)
Pi = p

p−1∑
i=0

Bi,p−1 (ξ) (Pi+1 −Pi) (4.15)
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Õ At ξ = 0 and ξ = 1 the Bézier curves are tangent to their control
polygon

Consider an arbitrary surface S in parametric form embedded in an Eu-
clidean space R3:

S : (ξ, η) ∈ [0, 1]× [0, 1]→ R3 , (ξ, η)→ x (ξ, η) = xi (ξ, η) ei (4.16)

Applying the concept of tensor product surfaces, a Bézier surface is con-
structed by means of two independent Bernstein polynomials (4.12) Bi,p (ξ)
and Bj,q (η) of degree p and q, respectively:

x (ξ, η) =

p∑
i=0

q∑
j=0

Bi,p (ξ) Bj,q (η) Pi,j for 0 ≤ ξ, η ≤ 1 (4.17)

with Pi,j being a (p+ 1)×(q + 1) bidirectional net of control points, called
control mesh, which in turn forms a convex hull. The overall number of
control points is directly linked to the polynomial degree of the Bernstein
polynomials. Due to the tensor product character of Bézier surfaces, the
major properties are analog to those of Bézier curves. Again, only the
relevant properties are listed:

Õ The product of the Bernstein polynomials forms a partition of unity :

p∑
i=0

q∑
j=0

Bi,p (ξ) Bj,p (η) = 1 ∀ 0 ≤ ξ, η ≤ 1 (4.18)

Õ Only the vertexes of the control mesh show an interpolating charac-
ter:

P0,0 = x (ξ = 0, η = 0) and Pp,0 = x (ξ = 1, η = 0) (4.19a)

P1,0 = x (ξ = 1, η = 0) and Pp,q = x (ξ = 1, η = 1) (4.19b)

Õ The partial derivatives of a Bézier surface of polynomial degree p× q
w.r.t. either ξ or η will again result in a Bézier surface but of reduced
polynomial degree, i.e. p− 1 or q − 1, respectively:

∂x (ξ, η)

∂ξ
= p

p−1∑
i=0

q∑
j=0

Bi,p−1 (ξ) Bj,q (η) (Pi+1,j −Pi,j) (4.20a)

∂x (ξ, η)

∂η
= q

p∑
i=0

q−1∑
j=0

Bi,p (ξ) Bj,q−1 (η) (Pi,j+1 −Pi,j) (4.20b)
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Õ The mixed partial derivative of a Bézier surface of polynomial degree
p×q result in a Bézier surface of polynomial degree (p− 1)× (q − 1):

∂2x (ξ, η)

∂ξ ∂η
= p q

p−1∑
i=0

q−1∑
j=0

Bi,p−1 (ξ) Bj,q−1 (η) (Pi+1,j+1 + Pi,j)

− p q
p−1∑
i=0

q−1∑
j=0

Bi,p−1 (ξ) Bj,q−1 (η) (Pi+1,j + Pi,j+1)

(4.21)

Õ The tangent planes at the vertexes of the control mesh are spanned
by the tangent vectors of corresponding Bézier curves

REMARK IV: For further information on parameterized surfaces/curves
based on either Bernstein polynomials or B-Spline/NURBS basis functions
the author refers to Piegl and Tiller [92].

4.1.1.1 Strain-energy function: Ψnorm

(
I‖, I⊥

)
The goal is now to express the strain-energy function Ψnorm

(
I‖, I⊥

)
in

terms of a Bézier surface. Therefore, let Vnorm ⊂ R3 be an Euclidean
vector space over the body K3:

K3 → Vnorm ,
(
I‖, I⊥,Ψnorm

)
→ I‖e1 + I⊥e2 + Ψnorme3 (4.22)

with K3 = {
(
I‖, I⊥,Ψnorm

)∣∣∣ I‖, I⊥,Ψnorm ∈ R}, and let S (ξ, η) be an

arbitrary parameterized surface embedded in Vnorm:

S : (ξ, η) ∈ [0, 1]× [0, 1]→ Vnorm ,

(ξ, η)→
[
I‖ (ξ, η) , I⊥ (ξ, η) ,Ψnorm (ξ, η)

] (4.23)

Applying the concept of tensor product surfaces (4.17) to (4.23), the desired
Bézier surface is defined as follows: I‖ (ξ, η)

I⊥ (ξ, η)
Ψnorm (ξ, η)

 =

p∑
i=0

q∑
j=0

Bi,p (ξ) Bj,q (η)

 Î‖ (ξ, η)

Î⊥ (ξ, η)

Ψ̂norm (ξ, η)


i,j

(4.24)

Considering Equation (4.8), the first partial derivatives of the strain-energy
function Ψnorm w.r.t. to the structural invariants I‖ and I⊥ are required

for establishing the 2nd Piola-Kirchhoff stress tensor. For the sake of clar-
ity, the arguments are skipped. Applying the chain rule of calculus to
Equation (4.24) yields:

∂Ψnorm

∂I‖
=
∂Ψnorm

∂ξ

∂ξ

∂I‖
+
∂Ψnorm

∂η

∂η

∂I‖
(4.25a)

∂Ψnorm

∂I⊥
=
∂Ψnorm

∂ξ

∂ξ

∂I⊥
+
∂Ψnorm

∂η

∂η

∂I⊥
(4.25b)
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with the inverse Jacobian J−1:
∂ξ

∂I‖

∂ξ

∂I⊥

∂η

∂I‖

∂η

∂I⊥

 =
1

∂I‖
∂ξ

∂I⊥
∂η
− ∂I⊥

∂ξ

∂I‖
∂η


∂I⊥
∂η

−∂I⊥
∂ξ

−
∂I‖
∂η

∂I‖
∂ξ

 (4.26)

The same strategy applies to the second partial derivatives of the strain-
energy function Ψnorm w.r.t. the structural invariants I‖ and I⊥. These
derivatives are required for establishing the elasticity tensor defined by
Equation (4.9). Therefore, applying the chain rule of calculus to Equa-
tion (4.25) yields:

∂2Ψnorm

∂I‖ ∂I‖
=
∂2Ψnorm

∂I‖ ∂ξ

∂ξ

∂I‖
+
∂2Ψnorm

∂I‖ ∂η

∂η

∂I‖
(4.27a)

∂2Ψnorm

∂I⊥ ∂I⊥
=
∂2Ψnorm

∂I⊥ ∂ξ

∂ξ

∂I⊥
+
∂2Ψnorm

∂I⊥ ∂η

∂η

∂I⊥
(4.27b)

∂2Ψnorm

∂I‖ ∂I⊥
=
∂2Ψnorm

∂I‖ ∂ξ

∂ξ

∂I⊥
+
∂2Ψnorm

∂I‖ ∂η

∂η

∂I⊥
(4.27c)

by means of the following relations:

∂2Ψnorm

∂I(?) ∂ (•) =
∂2Ψnorm

∂ξ ∂ (•)
∂ξ

∂I(?)
+
∂Ψnorm

∂ξ

∂2ξ

∂I(?)∂ (•)

+
∂2Ψnorm

∂η ∂ (•)
∂η

∂I(?)
+
∂Ψnorm

∂η

∂2η

∂I(?)∂ (•)

(4.28)

where I(?) ∈
[
I‖ I⊥

]
and (•) ∈ [ξ η]. Applying Equation (A.19) to

(4.26) leads to the second partial derivatives of the surface parameter (•)
w.r.t. the structural invariant I(?) and the surface parameter (•):

∂J−1

∂ (•) =
−1

det J2

∂ det J

∂ (•) adjJ +
1

det J

∂ adjJ

∂ (•) (4.29)

REMARK V: The presented strain-energy function (response surface)
is based on sample points gained due to biaxial tensile tests where the
specimen is mounted in a fiber parallel way - see Section 4.1.2.1.

4.1.1.2 Strain-energy function: Ψshear (I])

By analogy with the previous Section 4.1.1.1, the strain-energy function
Ψshear (I]) is also based on a Bézier representation but in terms of a curve.
Therefore, let Vshear ⊂ R3 be an Euclidean vector space over the body K2:

K2 → Vshear , (I],Ψshear)→ I]e1 + Ψsheare2 (4.30)
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with K2 = { (I],Ψshear)
∣∣ I],Ψshear ∈ R}, and let C (ξ) be an arbitrary

parameterized curve embedded in Vshear:

C : ξ ∈ [0, 1]→ R2 , ξ →
[
I] (ξ) ,Ψshear (ξ)

]
(4.31)

By means of Equation (4.11), the desired Bézier curve can be defined:[
I] (ξ)

Ψshear (ξ)

]
=

p∑
i=0

Bi,p (ξ)

[
Î] (ξ)

Ψ̂shear (ξ)

]
i

(4.32)

Considering Equation (4.8), the first partial derivative of the strain-energy
function Ψshear w.r.t. to the structural invariant I] is required for establish-
ing the 2nd Piola-Kirchhoff stress tensor. For the sake of clarity, the argu-
ments are skipped. Applying the chain rule of calculus to Equation (4.32)
yields:

∂Ψshear

∂I]
=
∂Ψshear

∂ξ

∂ξ

∂I]
=
∂Ψshear

∂ξ

[
∂I]
∂ξ

]−1

(4.33)

The same strategy applies to the second partial derivative of the strain-
energy function Ψshear w.r.t. to the structural invariant I]. This derivative
is required for establishing the elasticity tensor defined by Equation (4.9).
Therefore, applying the chain rule of calculus to Equation (4.33) yields:

∂2Ψshear

∂I] ∂I]
=
∂2Ψshear

∂ξ ∂ξ

[
∂I]
∂ξ

]−2

+
∂Ψshear

∂ξ

[
∂2I]
∂ξ ∂ξ

]−1

(4.34)

REMARK VI: The presented response curve method is based on sample
points gained due to biaxial tensile tests where the specimen is mounted
under 45◦ - see Section 4.1.2.2.

4.1.2 Data processing

As already mentioned in the introduction of this chapter, the presented
material model is based on experimental data gathered during velocity-
driven biaxial tensile tests. In general, biaxial tensile tests are capable
of capturing the load-displacement relation for a specimen subjected to a
biaxial stress state. Within the scope of this thesis, the displacements are
measured by means of a video extensiometer. Thereby, each path of the
four reference marks M1 . . .M4 is traced separately. The arising forces are
measured by means of four load cells K1 . . .K4 located at each clamp of
the biaxial testing machines. Figure 4.4 shows a schematic description of
the used specimen. In addition, an artificial mark CM for calculating the
corresponding right Cauchy-Green tensors (3.41) is introduced.

In order to provide an adequate set of data for the presented material
response surfaces/curves (see 4.1.1.1 and 4.1.1.2), a velocity-driven3 exper-
imental set-up has to be chosen. This ensures a unique strain state for each

3 i.e. each axis of the biaxial testing machine is driven with an individually preset
velocity
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sample point4 and for each speed ratio (see Section 4.2). Hence, a unique
biaxial stress state at each sample point is consistently captured5. There-
fore, at each instant of time ti the following quadruple (4-tuple), called
sample, is achieved:

ti −→ {uM13 , uM24 , fK13 , fK24}i for i ∈ [0, nexp] (4.35)

with nexp being the total number of samples per experiment, uM13 and
uM24 being the arithmetic mean of the displacements and fK13 and fK24

being the arithmetic mean of the forces (cf. Figure 4.4):

uM13 =
uM1 + uM3

2
and uM24 =

uM2 + uM4

2
(4.36a)

fK13 =
fK1 + fK3

2
and fK24 =

fK2 + fK4

2
(4.36b)

K3
CM

K2

K4

M2

M1 M3

M4

K1
uM3

fK3

uM1

fK1

uM2 fK2

uM4 fK4

Figure 4.3: Schematic description: fabric specimen with reference
marks (M1 . . .M4), load cells (K1 . . .K4) and artificial
mark (CM)

REMARK VII: A detailed description of the experimental set-up is given
in Wendt and Krzywinski [109], [110].

REMARK VIII: Depending on the experimental set-up, i.e. the fiber

4 i.e. a set of displacements and forces captured at an instant of time ti
5 this will not be the case for a displacement-driven (i.e. each axis of the biaxial testing

machine is driven with a constant velocity) experimental set-up where a biaxial stress
state can only be captured at different instants of time
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orientation within the specimen, the achieved sample points will either be
called normal-sample (fiber-parallel) or shear-sample (under 45◦).

REMARK IX: The set of normal-samples or shear-samples (4.35) col-
lected within one experiment will either be called normal-campaign Vnorm

or shear-campaign Vshear.

The sample points introduced by Equation (4.35) cannot be used directly
for establishing the material response surfaces/curves. But each sam-
ple point provides the required information for computing the introduced
structural invariants (I‖, I⊥ or I]) and strain-energies (Ψnorm or Ψshear)
at the corresponding instant of time ti and depending on the experimental
set-up. This leads to the following triple (4.37a) and double (4.37b) based
on either a normal-sample or a shear-sample:

ti −→
{
I‖, I⊥,Ψnorm

}
i

for i ∈ [0, nexp] (4.37a)

ti −→ {I],Ψshear}i for i ∈ [0, nexp] (4.37b)

REMARK X: For the remainder of this thesis, the set of all triples defined
by Equation (4.37a) is called normal-set Unorm and the set of all doubles
defined by Equation (4.37b) is called shear-set Ushear.

F (X, ti)

material configuration
spatial configuration

m4

m1 m3

m2

CMCM

M2

M1 M3

M4

Figure 4.4: Description of motion: reference marks

According to Equation (4.1) and (4.3), the structural invariants (I‖, I⊥
and I]) only depend on the structural or mixed structural tensors and the
right Cauchy-Green tensor. Since the structural tensors M‖ and M⊥ (4.2)
and the mixed structural tensors M‖⊥ and M⊥‖ (4.6) only depend on the
fiber direction within the material configuration, they are constant for each
instant of time ti. Thus, their computation is straightforward and has to
be done only once per test campaign. The challenge is now to compute
the right Cauchy-Green tensor C based on the measured displacements.
Therefore, the motion of the specimen at the point CM is described in
terms of material and spatial positions of the reference marks (M1 . . .M4),
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see Figure 4.4. By means of a bi-linear interpolation scheme, the material
and spatial position of CM , XCM and xCM = xCM (ti), is defined as follows:

XCM =

4∑
i=1

Ni
(
θ1, θ2

)∣∣∣∣
(0,0)

XMi (4.38a)

xCM =

4∑
i=1

Ni
(
θ1, θ2

)∣∣∣∣
(0,0)

xmi (4.38b)

with mi being the averaged spatial reference mark positions at an instant
of time ti:

m1 = M1 − uM13 and m3 = M3 + uM13 (4.39a)

m2 = M2 − uM24 and m4 = M4 + uM24 (4.39b)

and N1

(
θ1, θ2

)
. . . N4

(
θ1, θ2

)
being the standard bi-linear Lagrangian

shape functions:

N1

(
θ1, θ2

)
=

1

4

(
1− θ1

)(
1− θ2

)
for − 1 ≤ θ1, θ2 ≤ 1 (4.40a)

N2

(
θ1, θ2

)
=

1

4

(
1 + θ1

)(
1− θ2

)
for − 1 ≤ θ1, θ2 ≤ 1 (4.40b)

N3

(
θ1, θ2

)
=

1

4

(
1 + θ1

)(
1 + θ2

)
for − 1 ≤ θ1, θ2 ≤ 1 (4.40c)

N4

(
θ1, θ2

)
=

1

4

(
1− θ1

)(
1 + θ2

)
for − 1 ≤ θ1, θ2 ≤ 1 (4.40d)

Applying Equation (2.28) to the parameterized material and spatial po-
sitions of CM (4.38) leads to the corresponding convective coordinate
frames:

GCM
i =

∂XCM

∂θi
i = 1 . . . 2 and GCM

3 =
GCM

1 ×GCM
2∥∥∥GCM

1 ×GCM
2

∥∥∥ (4.41a)

gCM
i =

∂xCM

∂θi
i = 1 . . . 2 and gCM

3 =
gCM

1 × gCM
2∥∥gCM

1 × gCM
2

∥∥ (4.41b)

Equation (4.41a) and Equation (4.41b) serve the basis for the calculation
of the deformation gradient F (XCM, ti) (3.22) and the corresponding right
Cauchy-Green tensor C (XCM, ti) (3.40) at each instant of time ti.

Finally, for each instant of time ti all required information is provided for
computing the structural invariants I‖ and I⊥ (4.1) or I] (4.3) based on ei-
ther the corresponding normal-sample or the corresponding shear-sample.

REMARK XI: Due to the experimental set-up, the in-plane normal
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and shear stresses are constantly distributed over the specimen’s thick-
ness. Hence, for the calculation of the deformation gradient and the
right Cauchy-Green tensor the mid-surface of the specimen is chosen (i.e.
θ3 = 0). Furthermore, the director is assumed to be inextensible (see
3-parameter formulation on page 36f).

CM

Φwarp

fK2Φweft

fK3

fK4

fK1

ΦwarpΦweft

uM4

uM2

uM3uM1

CM

αx̃mi

fshear

fshear

lshear

αxmi

Figure 4.5: Schematic description: normal-sample (left) and shear-
sample (right)

According to Equation (3.54), the strain-energy function describes the elas-
tic potential energy of a continuum per unit volume6, i.e. the specific elastic
potential energy. By analogy with a simple spring, the specific elastic po-
tential energy is directly linked to the specific work done by an external
force. Thus, the strain-energy function can be interpreted as the area un-
der a load-displacement curve per unit volume, i.e. the primitive of the
load-displacement relation. The challenge is now to establish the men-
tioned integrals based on the discrete samples either belonging to a normal
or shear campaign (a schematic description for both experimental set-ups
is shown in Figure 4.5). For this purpose, the continuous parameter θ1 is
introduced representing the time span between two instants of time ti−1

and ti. Applying a linear interpolation scheme leads to:

{•}ti
(
θ1
)

= N1

(
θ1
)
{•}i−1 +N2

(
θ1
)
{•}i for i ∈ [1, nexp] (4.42)

with

N1

(
θ1
)

=
1

2

(
1− θ1

)
for − 1 ≤ θ1 ≤ 1 (4.43a)

N2

(
θ1
)

=
1

2

(
1 + θ1

)
for − 1 ≤ θ1 ≤ 1 (4.43b)

6 for further information the author refers to Holzapfel [60] and Ogden [88].
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being the the standard linear Lagrangian shape functions and {•}i−1, {•}i
being either a normal or a shear sample defined by Equation (4.35). Finally,
the primitive Ψ(•) of the load-displacement relation at an instant of time
ti can be established as a sum over integrals of the corresponding linearly

interpolated segments {•}k
(
θ1
)

:

Ψ(•)
∣∣
ti

=
1

V

ti∑
k=t1

1∫
−1

{•}k
(
θ1
)

dθ1 =
1

V

i∑
k=1

{•}k−1 + {•}k (4.44)

with V being the representative volume defined as the product of the con-
sidered surface area A (indicated by the yellowish area in Figure 4.3) and

the specimen’s thickness thk, i.e. V = thk ·A. The structure of {•}k
(
θ1
)

depends on the underlying campaign (•), see Section 4.1.2.1 and 4.1.2.2.

4.1.2.1 Strain-energy function: Ψnorm

Consider data only arising out of a normal-campaign. By means of Equa-
tion (4.42) and (4.44) the specific elastic potential energy at each instant of
time ti can be established in terms of the specific work done by the biaxial
tensioning:

Ψnorm|ti =
1

V

ti∑
k=t1

2

1∫
−1

fk
(
θ1
)

duk
(
θ1
)

for ti ∈
[
t1, tnexp

]
(4.45)

Due to the experimental set-up shown in Figure 4.4 (left), the measured
forces and displacements are already representing the proper quantities.
Therefore, the samples (4.35) can directly be used for establishing the

force vector fk
(
θ1
)

and the differential displacement vector duk
(
θ1
)

:

fk
(
θ1
)

= N1

(
θ1
)[
fK13

fK24

]
i−1

+N2

(
θ1
)[
fK13

fK24

]
i

(4.46)

and

duk
(
θ1
)

=
∂

∂θ1

(
N1

(
θ1
)[
uM13

uM24

]
i−1

+N2

(
θ1
)[
uM13

uM24

]
i

)
dθ1 (4.47)

with

{uM13 , uM24 , fK13 , fK24}i ∈ Vnorm for i ∈ [0, nexp] (4.48)

REMARK XII: According to Equation (4.36), each sample (4.48) rep-
resents the arithmetic mean of the measured data (i.e. displacements and
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forces). Due to the symmetry of the experimental set-up the following
relations hold:

2

∫
fK13 · duM13 =

∫
fK1 · duM1 +

∫
fK3 · duM3 (4.49a)

2

∫
fK24 · duM24 =

∫
fK2 · duM2 +

∫
fK4 · duM4 (4.49b)

4.1.2.2 Strain-energy function: Ψshear

Consider data only arising out of a shear-campaign. By means of Equa-
tion (4.42) and (4.44) the specific elastic potential energy at each instant
of time ti can be establish in terms of the specific work done by the applied
biaxial tensile loading:

Ψshear|ti =
1

V

ti∑
k=t1

1∫
−1

Mk

(
θ1
)

dαk
(
θ1
)

for ti ∈
[
t1, tnexp

]
(4.50)

with Mk

(
θ1
)

being the shear moment and αk
(
θ1
)

being the shear angle

resulting from the experimental set-up, shown in Figure 4.5 (right). In
more detail, in case of the specimen for a shear campaign, the warp and
weft directions are not aligned with the axis of the biaxial testing machine
but under 45◦ to it. Based on the fact that such an experimental set-
up only generates shear loads, the corresponding shear forces fshear at an
instant of time ti can be established by means of Mohr’s analogy :

fshear =
fK13i − fK24i

2
(4.51)

Unfortunately, the lever arms of the acting shear forces and the shear
angles cannot directly be established by means of the measured marker
positions m1 . . .m4. This is due to the description of the motion based
on the convective coordinate frames (4.41) and the resulting deformation
gradient. In contrast to the normal-campaign (see Section 4.1.2.1), only the
shape-altering portions of the motion are responsible for the specific work
representing the specific elastic potential Ψshear. By means of the so-called
multiplicative decomposition, the deformation gradient can be rearranged
in terms of an isochoric (volume-preserving or distortional) motion Fiso

and a volumetric (volume-changing or dilational) motion Fvol:

F = Fiso · Fvol (4.52)

with
Fiso = J−

1
3 F and Fvol = J

1
3 I (4.53)

Applying (4.53)2 to the material positions of the reference marks XM(•)i

leads to their hydrostatic positions x̃m(•)i

x̃m(•)i = Fvol ·XM(•)i with (•) = 1 . . . 4 (4.54)
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The resulting so-called hydrostatic configuration is represented by the red
dashed square in Figure 4.5. Eventually, the arising shear moment Mi at
an instant of time ti can be interpreted as a force couple acting on the
hydrostatic configuration (cf. Figure 4.5):

Mi = fshear · lshear (4.55)

with lshear being the arithmetic mean of the descriptive square:

lshear =
‖x̃m4i − x̃m1i‖+ ‖x̃m3i − x̃m2i‖

2
(4.56)

At last, the shear angle αi at an instant of time ti can be established as
the difference between the interior angles (cf. Figure 4.5):

αi =
∣∣∣αx̃mi

− αxmi

∣∣∣ (4.57)

with

αx̃mi
= arccos

(
(x̃m1i − x̃m2i) · (x̃m3i − x̃m2i)

‖x̃m1i − x̃m2i‖ · ‖x̃m3i − x̃m2i‖

)
(4.58a)

αxmi
= arccos

(
(xm1i − xm2i) · (xm3i − xm2i)

‖xm1i − xm2i‖ · ‖xm3i − xm2i‖

)
(4.58b)

Finally, considering Equation (4.50) the required shear moment Mk

(
θ1
)

and the differential shear angle dαk
(
θ1
)

within a time span k result in:

Mk

(
θ1
)

= N1

(
θ1
)

Mi−1 +N2

(
θ1
)

Mi (4.59)

and

dαk
(
θ1
)

=
∂

∂θ1

(
N1

(
θ1
)
αi−1 +N2

(
θ1
)
αi

)
dθ1 (4.60)

with

{uM13 , uM24 , fK13 , fK24}i ∈ Vshear for i ∈ [0, nexp] (4.61)

4.1.3 Data fitting

Consider the Bézier surface (4.24) and Bézier curve (4.32) introduced in
Section 4.1.1. The goal is now to find that surface or curve such that
the test data represented by either a normal-set Unorm or shear-set Ushear

are approximated in the best way. For stability reasons only the control
points P(•) are defined as design variables, i.e. for a given polynomial de-
gree the shape of the control polygon is of interest. Applying the concept
of least squares leads to a scalar vector-valued function O

(
P(•)

)
which

minimizes the sum of the error squares between the surface/curve and the
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corresponding normal-samples (4.37a) or shear-samples (4.37b). Therefore,
each normal-sample or shear-sample has to be assigned to a correspond-
ing set of surface parameters (ξk, ηk) or curve parameter ξk, respectively.
Several strategies for this task are given in Piegl and Tiller [92].

Furthermore, it is important to mention that the stress-free state7 has to
be preserved by the surface/curve. Therefore, additional so-called equal-
ity constraints Ci

(
P(•)

)
regarding the value of the surface/curve and the

derivatives of the surface/curve at specific configurations have to be taken
into account. Hence, according to the theory of convex optimization the
following Lagrangian function L

(
P(•), λi

)
representing the constrained op-

timization problem can be stated as follows:

min
P(•),λi

→ L
(
P(•), λi

)
= O

(
P(•)

)
+

nC∑
i=1

λi · Ci
(
P(•)

)
(4.62)

with Ci being the i-th constraint equation, λi being the corresponding i-th
Lagrangian multiplier and nC being the total number of constraint equa-
tions. By means of Equation (2.1) the well-known stationary conditions
can be established:

∇P(•)L
(
P(•), λi

)
= 0 (4.63a)

∇λiL
(
P(•), λi

)
= 0 (4.63b)

REMARK XIII: For further information on the method of least squares
for curve/surface approximation and the method of Lagrange multipliers
the author refers to Arora [3], Belytschko et al. [11], Gekeler [47],
Myers and Montgomery [87], Piegl and Tiller [92].

4.1.3.1 Strain-energy function: Ψnorm

(
I‖, I⊥

)
Consider the samples (4.37a) belonging to the normal-set Unorm. Due to
the chosen experimental set-up (normal campaigns), only data represent-
ing the material response under tensile loading are available. In case of
an iterative solution strategy8, the corresponding predictor might point
towards a compressive strain state. In order to increase the numerical sta-
bility, assumptions for the compressive region have to be made. Within
the scope of this thesis the material behavior is assumed to be symmetric.
Therefore, the same material response as for the tensile regime is assumed
for the compressive regime:

Ψnorm

(
I‖, I⊥

)
= Ψnorm

(
I‖ − 1, I⊥ − 1

)
(4.64)

7 i.e. for I‖ = 1, I⊥ = 1 and I] = 0 the specific elastic potential energy Ψ and the 2nd

Piola-Kirchhoff stresses S have to vanish
8 e.g. Newton-Raphson, Method of steepest descent
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Consequently, the normal-samples defined by Equation (4.37a) need to be
extended as follows:

ti −→
{
I‖, I⊥,Ψnorm

}
i
∈ Unorm for i ∈ [0, nexp] (4.65a)

ti −→
{
I‖ − 1, I⊥ − 1,Ψnorm

}
nexp+i

∈ Usym for i ∈ [1, nexp] (4.65b)

and

Ũnorm = Unorm ∪ Usym (4.66)

REMARK XIV: The assumption made in Equation (4.64) evidently con-
tradicts with the underlying physics, i.e. the structural response of textile
fabrics under compression. The reason for this is the fact that membrane-
like structures in general are only capable of carrying tensile loads. How-
ever, the unphysical strain states are feasible during an analysis, since these
are purely artificial and will show no influence on the converged solution.

Finally, the constrained optimization problem (4.62) can be stated as fol-
lows:

O (Pi,j) =

|Ũnorm|∑
k=1

∥∥∥∥∥∥∥
 I‖

I⊥
Ψnorm


k

−
p∑
i=0

q∑
j=0

Bi,p (ξk) Bj,q (ηk) Pi,j

∥∥∥∥∥∥∥ (4.67)

such that

C1 (Pi,j) =

p∑
i=0

q∑
j=0

Bi,p (ξSF) Bj,q (ηSF) Pi,j = 0 (4.68a)

C2 (Pi,j) =

p∑
i=0

q∑
j=0

∂Bi,p (ξ)

∂ξ

∣∣∣∣
ξSF

Bj,q (ηSF) Ψ̂norm i,j = 0 (4.68b)

C3 (Pi,j) =

p∑
i=0

q∑
j=0

Bi,p (ξ)
∂Bj,q (ηSF)

∂η

∣∣∣∣
ηSF

Ψ̂norm i,j = 0 (4.68c)

with the design variables Pi,j and the stress-free state (ξSF, ηSF):

Pi,j =
[
Î‖ Î⊥ Ψ̂norm

]T
i,j

and (ξSF, ηSF) = (0.5, 0.5) (4.69)

The stress-free state specified by equation (4.69)2 is the result of the sym-
metry assumptions defined by Equation (4.65) in combination with the
domain of the local parameters (4.18). In case of the undeformed state,
Equation (4.68a) enforces that no work will be done. Furthermore, Equa-
tion (4.68b) and Equation (4.68c) enforce a horizontal tangential plane at
the undeformed state which results in vanishing normal components of the
2nd Piola-Kirchhoff stress tensor.
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4.1.3.2 Strain-energy function: Ψshear (I])

Consider the samples (4.37b) belonging to the shear-set Ushear. In case of
the shear campaigns, the full range is achieved by just switching the speed
ratios9. Thus, the constrained optimization problem (4.62) can be stated
as follows:

O (Pi) =

|Ushear|∑
k=1

∥∥∥∥∥∥
[

I]
Ψshear

]
k

−
p∑
i=0

Bi,p (ξk) Pi

∥∥∥∥∥∥ (4.70)

such that

C1 (Pi) =

p∑
i=0

Bi,p (ξSF) Pi = 0 (4.71a)

C2 (Pi) =

p∑
i=0

∂Bi,p (ξ)

∂ξ

∣∣∣∣
ξSF

Ψ̂shear i = 0 (4.71b)

with the design variables Pi and the stress-free state ξSF:

Pi =
[
Î] Ψ̂shear

]T
i

and ξSF = 0 (4.72)

The derivation of the specified stress-free state (4.72)2 is quite trivial since
it simply represents the starting point of the material response curve. In
case of the undeformed state, Equation (4.71a) enforces that no work will
be done. Furthermore, Equation (4.71b) enforces a horizontal tangent at
the undeformed state which again results in a vanishing shear component
of the 2nd Piola-Kirchhoff stress tensor.

4.2 Test campaign

The presented test campaign (i.e. the experiments and the subsequent
material modeling) was part of the DFG founded project: Experimentelle
Analyse und numerische Modellierung der Deformation dehnfähiger Tex-
tilien und deren Wechselwirkung auf Tragkörper [73]. Within the course of
this project 3 different types of textile fabrics (sample I - III) were char-
acterized by means of velocity-driven biaxial tension tests. The chosen
materials are listed in Table 4.1. The experiments were carried out by
the research group of Prof. Dr.-Ing. habil. S. Krzywinski10. These data
were then used as a basis for the material model (Section 4.1.1) and pro-
cessing workflow (Section 4.1.2 - 4.1.3) developed within the scope of this
thesis. It is important to note that the chosen Bézier surfaces and curves
act as filter smoothing the test data containing errors and noise due to the
experimental setup.

9 e.g. exchanging 10 : 1 with 1 : 10, see Table 4.2
10Institute of Textile Machinery and High Performance Material Technology (ITM) at

the Dresden University of Technology
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material fabric type Section

sample I interlock jersey 4.2.1

sample II twill weave 4.2.2

sample III reinforced (stitch course) interlock jersey 4.2.3

Table 4.1: Test matrix: Materials

speed ratio
[
mm/min

]
campaign M1 −M3 M2 −M4

1 10 1
2 10 2.5
3 10 5
4 10 7.5
5 10 10
6 7.5 10
7 5 10
8 2.5 10
9 1 10

Table 4.2: Test matrix: Campaigns’ speed ratios
[
mm/min

]

Each textile fabric (sample I - III) has been tested under 9 different speed
ratios between the M1−M3 and M2−M4 axis, see Figure 4.3. Furthermore
2 different fiber orientations namely the warp/weft direction aligned with
the M1 −M3 and M2 −M4 axis and the warp/weft direction under 45◦

were applied. Hence, the raw data for each material consists of 9 normal-
campaigns V1

norm . . .V9
norm and 9 shear-campaigns V1

shear . . .V9
shear. The

chosen speed ratios are listed in Table 4.2.

The gathered experimental data were processed as explained in Section
4.1.2 and led to the corresponding normal-sets Ũnorm and shear-sets Ushear

for each textile fabric (sample I - III). Finally, the data fitting strategy
introduced in Section 4.1.3 was applied. For each textile fabric (sample I -
III), the chosen polynomial degrees of the corresponding material response
surface/curve are listed in Table 4.3.

In the following Sections 4.2.1 - 4.2.3 the established material response
surfaces and curves for each textile fabric (sample I - III) are presented,
see Figure 4.7, Figure 4.10 and Figure 4.13, respectively. Additionally, the
underlying normal-sets Ũnorm and shear-sets Ushear are shown in Figure 4.6,
Figure 4.9 and Figure 4.12. Figure 4.8, Figure 4.11 and Figure 4.14 show
a comparison between the normal-sets Ũnorm and shear-sets Ushear and the
corresponding material response surfaces (sample I - III).
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Response surface Response Curve

Material p-th degree q-th degree p-th degree

sample I 2 2 6
sample II 2 2 4
sample III 2 2 4

Table 4.3: Test matrix: Polynomial degrees for surface/curve fitting

REMARK I: The set of polynomial degrees for each material response
surface (p, q) and curve (p) has been determined in an empirical way. In
more detail, a parameter study varying the polynomial degrees has been
carried for each material response surface and curve.

REMARK II: For further information on the experimental set-up and
the test data the author refers to Wendt and Krzywinski [109], [110].
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4.2.1 Material: interlock jersey

The description of the tested material, the experimental procedures (fiber
orientations and speed ratios) and the chosen polynomial degrees can be
found on page 77ff.
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Figure 4.6: Sample I: normal-set Ũnorm vs. shear-set Ushear
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Figure 4.7: Sample I: Bézier surface and curve with control points
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Figure 4.8: Sample I: Accordance of the established Bézier surface
and curve to the processed sample points (red squares)
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4.2.2 Material: twill weave

The description of the tested material, the experimental procedures (fiber
orientations and speed ratios) and the chosen polynomial degrees can be
found on page 77ff.
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Figure 4.9: Sample II: normal-set Ũnorm vs. shear-set Ushear
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Figure 4.10: Sample II: Bézier surface and curve with control points
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Figure 4.11: Sample II: Accordance of the established Bézier surface
and curve to the processed sample points (red squares)



82 Chapter: 4

4.2.3 Material: reinforced (stitch course) interlock jersey

The description of the tested material, the experimental procedures (fiber
orientations and speed ratios) and the chosen polynomial degrees can be
found on page 77ff.
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Figure 4.12: Sample III: normal-set Ũnorm vs. shear-set Ushear
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Figure 4.13: Sample III: Bézier surface and curve with control points
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Figure 4.14: Sample III: Accordance of the established Bézier surface
and curve to the processed sample points (red squares)
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The Variation of Reference Strategy

“Sein Blick ist vom Vorübergehn der Stäbe so müd
geworden, dass er nichts mehr hält. Ihm ist, als ob es tausend

Stäbe gäbe und hinter tausend Stäben keine Welt.”

— Rainer Maria Rilke, 1875 - 1926
Bohemian-Austrian poet and novelist

Each design engineer working in the field of lightweight design has to deal
with this well-known issue: ”How should the cutting pattern of the textile
fabric be such that the final draped shape has minimal deviation from the
desired product?” This chapter will show a novel approach for generat-
ing optimized cutting patterns taking into account the underlying material
properties. The so-called Variation of Reference Strategy (VaReS) is based
on a variational energy principle in combination with nonlinear kinematics
from a Lagrangian perspective. But in contrast to a Total Lagrangian For-
mulation, the global positions of the nodes in the undeformed configuration
are the design variables for the unconstrained optimization problem. This
chapter presents two different strategies for solving the described uncon-
strained optimization problem, namely a second-order (Newton-Raphson)
and a first-order (steepest descent) numerical scheme. Additionally, sev-
eral numerical experiments are presented showing the power, robustness
and stability of the developed Variation of Reference Strategy.
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5.1 The concept behind: Varying reference

As already described in Section 1.1, modern lightweight designs are charac-
terized due to a close interplay of complex surfaces1 and high performance
materials2. Keeping in mind that the wrought material is delivered in a
plane fashion, one of the major challenges is to find that plane cutting
pattern (i.e. κ = 0, see page 28) of such a non-developable (i.e. κ 6= 0,
see page 28) surface which possesses the best compromise of all its design
criteria3, see Figure 5.1. In order to end up with an innovative numeri-
cal method for the generation of optimized cutting patterns especially the
nonlinear and complex structural response of the chosen material has to
be incorporated in the underlying mathematical model. Considering the
least squares optimization approach and minimization of stress difference
energy method published by Linhard [74] and Linhard et al. [75] [76],
these numerical approaches work well for isotropic materials within the
linear and moderately nonlinear regime. But they show severe deficien-
cies when it comes to anisotropic and/or highly nonlinear material models.
The reasons for these deficiencies are the following: On the one hand, the
chosen linearization of the Euler-Almansi strain measure within the least-
squares approach. And on the other hand the chosen test function for the
Galerkin approach within the stress difference energy method. Both lead
to a violation of the frame-indifference requirement in nonlinear continuum
mechanics. As a consequence, severe convergence problems may occur, if
an anisotropic and/or highly nonlinear material model is applied.

It is obvious that the shape of the cutting pattern has a great influence
on the draping process, i.e. on the residual stress field and in case of
anisotropic materials on the final fiber orientation. In the following, a
novel approach for generating optimized cutting patterns will be intro-
duced. The so-called Variation of Reference Strategy (VaReS) circumvents
the described drawbacks when it comes to nonlinearities induced by the
constitutive relation. In more detail, VaReS can be seen as a reinterpreta-
tion of the stress compensation method published by Maurin and Motro
[83]. The key idea of their approach was the minimization of the differ-
ences between the resulting residual stresses and a predefined stress state.
But instead of directly working with stress states, VaReS is based on the
elastic potential energies arising due to the mentioned stresses. Hence, the
key idea of VaRes is the following:

Find the cutting pattern such that the total (elastic) potential energy of the
final draped textile fabric is minimized.

In terms of mechanics, this approach leads to a shift of unknowns. Instead
of computing the unknown displacements of a known (unloaded) structure
exposed to a set of external loads, the unloaded structure itself is not known

1 i.e. synclastic or anticlastic shapes, see Figure 2.3
2 e.g. high-strength alloys, plastic films or textile fabrics (either non-crimp, knitted,

woven or braided)
3 e.g. predefined stress state, fiber orientation, etc. within the target structure
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Cutting patterns: WHICH FITS THE BEST???

a.) b.) c.) d.) e.)

Figure 5.1: No unique (analytical) solution: a.) rectangular, b.) pro-
jected, c.) - e.) optimized (stress criteria)

but its deformed shape. Thus, instead of computing the unknown spatial
configuration of a continuous body B for a given set of boundary conditions
its material configuration is of interest. This so-called concept of inverse
mechanics is exemplary applied to a simple cantilever beam pointing out
the major differences compared to the well-known standard mechanics, see
Figure 5.2.

standard mechanics inverse mechanics

material configuration

spatial configuration

material configuration

spatial configuration

???

???

Figure 5.2: Standard mechanics (left) vs. inverse mechanics (right) -
unknown (dashed) vs. known (solid) configuration

REMARK I: For further information on the concept of objectivity the
author refers to Holzapfel [60].
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REMARK II: For the remainder of this thesis only thin membrane-like
structures, i.e. surfaces and trusses, are under investigation.

5.1.1 The (shape-) optimization problem

Consider a parameterized surface S embedded in an Euclidean space R3

representing the mid-plane of a continuous body B (i.e. θ3 = 0). According
to Equation (3.16b), each point P ∈ S is described by its spatial position
vector x. The geometrical region occupied by all points P ∈ S within the
spatial configuration is called Ω. Since the shape of Ω represents the final
draped (non-developable) structure, it is held fixed in space:

∀ x = r
(
θ1, θ2, θ3 = 0

)
∈ Ω : κ 6= 0 Y κ = 0 (5.1)

Consequently, for each P ∈ S a unique material position vector X can be
defined as well (3.16a). The geometrical region occupied by all points P ∈
S within the material configuration is called Ω0 representing the unknown
plane cutting pattern:

∀X = R
(
θ1, θ2, θ3 = 0

)
∈ Ω0 : K1 = K2 = 0 (5.2)

Due to the non-developable characteristics of S within its fixed spatial
configuration, every motion χ (X, t) will result in a residual stress field
being non-zero. As already mentioned in the introduction of this section
(see Figure 5.1), the residual stress field strongly depends on the chosen
set of material position vectors X ∈ Ω0 (i.e. the distribution of all points
P ∈ S within Ω0). Speaking in terms of energies, the total potential energy
Πχ (X) at each point P ∈ S generated by the motion χ (X, t) is exclusively
depending on its material position X ∈ Ω0. Hence, the aim is now to find
that set of material position vectors X ∈ Ω0 such that the total potential
energy Πχ (X) is minimized:

min
X∈Ω0

→ Πtotal (X) = Πχ (X)−Πpre (5.3)

with Πpre being the total elastic potential energy arising due to a pre-
defined stress state4. It is important to note that the material position
vectors X ∈ Ω0 of all P ∈ S are the design variables of the stated opti-
mization problem.

REMARK III: Compared to the principle of Minimum Total Potential
Energy, Equation (5.3) describes exactly the inverse problem. Instead of
seeking for the unknown spatial configuration of a given material configura-
tion, the unknown material configuration for a given spatial configuration
is now of interest.

REMARK IV: In case of a tensile structure, the stress state within the
membrane is directly linked to its spatial shape. Thus, the predefined
stress state is a powerful set-screw for each design engineer.

4 defined by the design engineer
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5.1.2 The variational principle

Consider the unconstrained optimization problem stated in Equation (5.3).
Within the scope of this section, the natural variational principle intro-
duced in Section 2.1.3 is applied to Equation (5.3) leading to its stationary
point, i.e. δΠtotal = 0. This approach is similar to the principle of Min-
imum Total Potential Energy introduced in Section 3.4.2. But instead of
considering a virtual displacement field δu (t), a field of virtual material
position vectors δX = δX (t = 0) is introduced (cf. Figure 5.3).

material configuration

spatial configuration

Ω
Ω0

X
u (X, t)

x (t)
δX

u (X + δX, t)

Figure 5.3: Variation of reference: virtual material position δX

According to the laws of variational calculus, the minimum of a functional
is located in its stationary point. Hence, the 1st Variation of Equation (5.3)
has to vanish:

δΠtotal (X) = DδXΠtotal (X) =
d

dε

[
Πtotal (X + εδX)

]∣∣∣
ε=0

!
= 0 (5.4)

Assuming hyperelastic material behavior, the total elastic potential energy
can be expressed in terms of a material dependent strain-energy function.
In contrast to Equation (3.54), the strain-energy function can be alter-
natively expressed in terms of the Green-Lagrange strain tensor E (see
Holzapfel [60]):

Πtotal (X) =

∫
Ω0

Ψ
(
E (X)

)
dΩ0 −

∫
Ω0

Ψ (Epre) dΩ0 (5.5)

with E (X) = E
(
C (X)

)
being the Green-Lagrange strains arising due to

the motion χ (X, t) and Epre = E (Cpre) being a physically meaningful
Green-Lagrange strain tensor effectuating the desired stress state. Finally,
inserting Equation (5.5) into (5.4) and applying the chain rule leads to the
governing equation of VaReS :

δΠtotal (X) =

∫
Ω0

[
S
(
E (X)

)
− S (Epre)

]
: δE (X) dΩ0

+

∫
Ω0

[
Ψ
(
E (X)

)
−Ψ (Epre)

]
δ dΩ0

!
= 0

(5.6)
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with the 1st Variation of the Green-Lagrange strain tensor δE (X)

δE (X) = DδXE (X) =
d

dε

[
E (X + εδX)

]∣∣∣
ε=0

(5.7)

the strain-energy functions δΨ
(
E (X)

)
and δΨ (Epre)

δΨ
(
E (X)

)
= S

(
E (X)

)
: δE (X) (5.8a)

δΨ (Epre) = S (Epre) : δE (X) (5.8b)

and the differential domain δ dΩ0

δ dΩ0 = DδX dΩ0 (X) =
d

dε

[
dΩ0 (X + εδX)

]∣∣∣
ε=0

(5.9)

REMARK V: Equation (5.6) explicitly shows the major difference of
VaReS compared to Linhard’s minimization of stress difference method.
In the later, all stresses and strains are defined w.r.t. the spatial con-
figuration, i.e. Cauchy stresses and Euler-Almansi strains are used. In
case of a nonlinear material model, the Lie-time derivative (3.36) of the
Euler-Almansi strain tensor may become quite cumbersome. The reason
therefore is the choice of an adequate stress rate5. VaReS elegantly cir-
cumvents this problem by formulating the governing equations w.r.t. the
material configuration, i.e. in terms of Green-Lagrange strains and 2nd

Piola-Kirchhoff stresses.

5.1.3 Solution strategies

The nonlinear characteristics of the governing equation of VaReS (5.6) re-
quires an iterative solution strategy. In the following sections, two different
numerical approaches are introduced taking into account either the curva-
ture (second-order approach - Section 5.1.3.1) or the gradient (first-order
approach - Section 5.1.3.2) of the underlying unconstrained optimization
problem (5.3).

5.1.3.1 Second-order approach: Linearization of the
variational principle

The first solution strategy is based on a consistent linearization of the
variational principle, introduced in Section 2.2.1. Applying a truncated
Taylor-Series (2.19) to the governing equation of VaReS (5.6) leads to the
linearized governing equation of VaReS :

δΠtotal

(
Xi+1

)
= δΠtotal

(
Xi
)

+ ∆δΠtotal

(
Xi,∆X

)
+O

(
∆X2

)
(5.10)

5 e.g. Badel et al. [5], Belytschko [11], Holzapfel [60], Ogden [88]
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with ∆δΠtotal

(
Xi,∆X

)
being the Gâteaux derivatives in the direction of

the design variables (2.17):

∆δΠtotal

(
Xi,∆X

)
= D∆X δΠtotal

(
Xi
)

=
d

dε

[
δΠtotal

(
Xi + ε∆X

)]∣∣∣∣∣
ε=0

(5.11)

with
∆X = Xi+1 −Xi (5.12)

Considering the fact that Equation (5.6) stems from a hyperelastic poten-
tial, the linearization of the 2nd Piola-Kirchhoff stress tensor (3.64) can
be expressed in terms of the elasticity tensor and the linearized Green-
Lagrange strain tensor:

∆S
(
E (X)

)
= D∆XS

(
E (X)

)
= D

(
E (X)

)
: ∆E (X) (5.13)

with the linearization of the Green-Lagrange strain tensor ∆E (X)

∆E (X) = D∆XE (X) =
d

dε

[
E (X + ε∆X)

]∣∣∣
ε=0

(5.14)

Finally, the linearized governing equation of VaReS can be stated as fol-
lows:

∆δΠtotal (X,∆X) =

∫
Ω0

[
S
(
E (X)

)
− S (Epre)

]
: ∆δE (X) dΩ0

+

∫
Ω0

[
D
(
E (X)

)
− D (Epre)

]
: ∆E (X) : δE (X) dΩ0

+

∫
Ω0

[
S
(
E (X)

)
− S (Epre)

]
: ∆δE (X) dΩ0

+

∫
Ω0

[
S
(
E (X)

)
− S (Epre)

]
: δE (X) ∆ dΩ0

+

∫
Ω0

[
S
(
E (X)

)
− S (Epre)

]
: ∆E (X) δ dΩ0

+

∫
Ω0

[
Ψ
(
E (X)

)
−Ψ (Epre)

]
∆δ dΩ0

(5.15)

REMARK VI: More detailed information on the linearized governing
equation of VaReS is given Section 5.2.3.
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5.1.3.2 First-order approach: The method of steepest descent

An alternative solution strategy is based on the method of steepest descent,
introduced in Section 2.2.2. Hence, applying Equation (2.24) and (2.25) to
the objective function stated by Equation (5.3) leads to the update of the
material position vector Xi+1 ∈ Ω0:

Xi+1 = Xi − αi · ∇XΠtotal

(
Xi
)

(5.16)

Assuming a hyperelastic material behavior, the total potential energy can
be expressed in terms of a strain-energy function (5.5). Hence, by means
of the chain rule the gradient of the total elastic potential (search direction
si) can then be expressed in terms of strains and stresses:

∇XΠtotal

(
Xi
)

=

∫
Ω0

[
S

(
E
(
Xi
))
− S (Epre)

]
: ∇XE

(
Xi
)

dΩi0

+

∫
Ω0

[
Ψ

(
E
(
Xi
))
−Ψ (Epre)

]
∇X dΩi0

(5.17)

with

∇XΨ
(
E (X)

)
= S

(
E (X)

)
: ∇XE (X) (5.18a)

∇XΨ (Epre) = S (Epre) : ∇XE (X) (5.18b)

and ∇XE (X) and ∇X dΩ0 being the gradients of the Green-Lagrange
strains and the differential material domain, respectively.

5.2 Finite element formulation: 3 parameter
membrane

Since there exists no closed form solution for the stated nonlinear optimiza-
tion problem, a numerical approximation procedure has to be applied. This
section presents a finite element based strategy for solving the governing
equation of VaReS (5.6) (second-order scheme) as well as for establishing
the gradient of the objective function (5.17) (first-order scheme). There-
fore, a nonlinear finite element is presented in the following. Prior to that,
the following assumptions have to be introduced:

All structures of investigation are considered as thin, see Figure 2.1, i.e.
their geometrical description and kinematics can be reduced to the ele-
ment’s mid-surface Ω0 assuming a constant thickness l3 over the element
(degenerated solid - see Section 3.1.1). According to Bischoff et al.
[14], the Green-Lagrange strain tensor E (3.44) can be reduced to the ele-
ment’s mid-surface (θ3 = 0) by means of the curvature tensor K (2.39) in
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combination with the sets of material and spatial base vectors defined in
Equation (3.17) and (3.18):

E = Ē + θ3K + 2Ẽ

= Ekl Ak ⊗Al + θ3Kkl Ak ⊗Al + 2Ek3 Ak ⊗A3
(5.19)

with k, l = 1 . . . 2. The normal strain in thickness direction is assumed to
be zero, i.e. E33 = 0.

A nonlinear 3-parameter formulation (see page 36f) is chosen for describ-
ing the geometry and the kinematics of the element’s mid-surface. Thus,
depending on the underlying strain-energy function, an additional treat-
ment of the inextensible spatial director may be required (see plane stress
conditions - chapter 3.3.3). Finally, only the so-called membrane actions
will be considered. This leads to the following simplifications:

Õ Only the normal and shear strains arising due to in-plane deforma-
tions are considered within the energy balance, i.e. the bending con-
tributions are neglected: θ3K = 0.

Õ The cross-sections stay plane and perpendicular to the mid-surface,
i.e. all out-of-plane shear contributions are neglected: 2Ẽ = 0.

Õ The in-plane stress resultants are assumed to be constantly distributed
over the thickness l3. Therefore, the corresponding integrals can be

reduced to the mid-surface: Ω0

(
θ3 = 0

)
= ΩS0 · l3.

Incorporating the first two simplifications into Equation (5.19), the Green-
Lagrange strain tensor E (X) can be reformulated in terms of the covariant
(3.2) and contra-variant (3.5) base vectors as follows:

E (X) =
1

2
(gkl −Gkl) Gk ⊗Gl for k, l = 1 . . . 3 (5.20)

whereat the covariant in-plane (i = 1 . . . 2) material (5.21a) and spatial
(5.21b) base vectors are reduced to the mid-surface:

Gi =
∂R

(
θ1, θ2, θ3 = 0

)
∂θi

=
∂Rmid

(
θ1, θ2

)
∂θi

= Ai (5.21a)

gi =
∂r
(
θ1, θ2, θ3 = 0

)
∂θi

=
∂rmid

(
θ1, θ2

)
∂θi

= ai (5.21b)

and the covariant out-of-plane material and spatial base vectors are equiv-
alent to the material (3.4) and spatial (3.19) directors:

G3 = D
(
θ1, θ2

)
= A3 and g3 = d

(
θ1, θ2

)
= a3 (5.22)
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Finally, incorporating the third simplification and the plane stress require-
ment into both the governing equation of VaReS (5.6) as well as into the
gradient of the objective function (5.17), leads to the so-called residual force
equation of the developed membrane element (second-order approach):

δΠtotal (X) = l3

∫
ΩS0

(Sχ − Spre) : δE (X) dΩS0

+ l3

∫
ΩS0

(Ψχ −Ψpre) δ dΩS0
!
= 0

(5.23)

as well as to the search direction (first-order approach):

∇XΠtotal (X) = l3

∫
ΩS0

(Sχ − Spre) : ∇XE (X) dΩS0

+ l3

∫
ΩS0

(Ψχ −Ψpre) ∇X dΩS0

(5.24)

For the sake of clarity the indexes (•)χ and (•)pre are introduced: Sχ =

Sps

(
E (X)

)
, Ψχ = Ψps

(
E (X)

)
, Spre = Sps (Epre) and Ψpre = Ψps (Epre).

The subscript (•)ps and (•)pre indicates the enforced plane stress condi-
tions and the predefined state, respectively.

REMARK I: Due to the 3-parameter formulation, the requirements made
on the out-of-plane normal and shear strains are automatically full-filled
(i.e. E13 = E23 = E31 = E32 = E33 = 0).

REMARK II: It is important to note that the out-of-plane base vectors
are not required for computing the 1st Variation of the total potential en-
ergy (5.23), but they have to be taken into account for establishing realistic
stress and elasticity tensors as well as for computing the 1st Variation of
the strain tensor δE.

REMARK III: The introduced membrane theory may be extended to
the so-called Kirchhoff-Love theory by simply adding the bending contri-
bution to the membrane contribution. Furthermore, if both the bending
and shear contributions are added, the membrane may be extended to a
Reissner-Mindlin shell.

5.2.1 3 parameter formulation: isoparametric concept

Consider an arbitrary point P ∈ S located on the mid-surface (θ3 = 0) of
a thin continuous body B (cf. Figure 3.1). In order to describe the motion
χ (X, t) of the point P ∈ S a 3-node triangular shaped finite element
is introduced (cf. Figure 5.4). Following the isoparametric concept, the
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material position vector RLTE and spatial position vector rLTE of P ∈ S
are interpolated between the material vertexes X̂k and spatial vertexes x̂k
of the linear triangular element (LTE), respectively:

RLTE = R
(
θ1, θ2, θ3 = 0

)
=

3∑
k=1

Nk
(
θ1, θ2

)
· X̂k (5.25a)

rLTE = r
(
θ1, θ2, θ3 = 0

)
=

3∑
k=1

Nk
(
θ1, θ2

)
· x̂k (5.25b)

with N1

(
θ1, θ2

)
. . . N3

(
θ1, θ2

)
being the linear triangular shape functions:

N1

(
θ1, θ2

)
= 1− θ1 − θ2 for 0 ≤ θ1, θ2 ≤ 1 (5.26a)

N2

(
θ1, θ2

)
= θ1 for 0 ≤ θ1, θ2 ≤ 1 (5.26b)

N3

(
θ1, θ2

)
= θ2 for 0 ≤ θ1, θ2 ≤ 1 (5.26c)

material configuration

spatial configuration

e3
e2

e1

χ (X, t)

RLTE

G3 G2

G1

X̂1
X̂2

X̂3

rLTE
g1

g2

g3

x̂2

x̂1

x̂3

Figure 5.4: 3 parameter nonlinear membrane finite element

Applying the concept of a 3-parameter formulation (5.25), the covariant
in-plane as well as the out-of-plane material (5.27a) and spatial (5.27b)
base vectors are then defined as follows:

Gi =

3∑
k=1

∂Nk
(
θ1, θ2

)
∂θi

· X̂k and G3 =
G1 ×G2

‖G1 ×G2‖
(5.27a)

gi =

3∑
k=1

∂Nk
(
θ1, θ2

)
∂θi

· x̂k and g3 =
g1 × g2

‖g1 × g2‖
(5.27b)
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Furthermore, recalling Equation (2.33), the determinant of the Jacobian
detJ defining the mapping between the triangular parametric space and
the material mid-surface ΩS0 can be established as follows:

detJ (X) =
1

2
‖G1 ×G2‖ (5.28)

REMARK IV: Throughout this thesis only triangular elements are con-
sidered. The proposed method can easily be applied to other types of 2D
finite elements, e.g. a bi-linear quadrilateral element.

5.2.2 Discrete residual force equation

Applying the discrete geometry (5.25) to the stated shape optimization
problem (5.3) leads to a finite set of design variables. Thus, based on
the concept of VaReS each component Xa (DOF) of the material vertex

X̂k = Xa ea is defined as design variable. More precisely, if the discrete
mid-surface of the thin structure is embedded in an Euclidean space R3

each node consists of 3 DOFs which in turn results in a maximum amount
of 3 design variables.

From a numerical perspective, the dependency of the material base vectors
on the chosen design variables constitutes the major difference compared to
the Total Lagrangian Formulation. In more detail, the partial derivatives
of the covariant in-plane material base vectors (5.27a) w.r.t. the a-th DOF
do not vanish:

∂G1

∂Xa
=

3∑
k=1

∂Nk
(
θ1, θ2

)
∂θ1

· ∂X̂k

∂Xa
(5.29)

∂G2

∂Xa
=

3∑
k=1

∂Nk
(
θ1, θ2

)
∂θ2

· ∂X̂k

∂Xa
(5.30)

Hence, the first derivative of the covariant out-of-plane base vector (5.27a)2
w.r.t. to the a-th DOF results in:

∂G3

∂Xa
=
‖G1 ×G2‖

∂ (G1 ×G2)

∂Xa
− ∂ ‖G1 ×G2‖

∂Xa
(G1 ×G2)

‖G1 ×G2‖ ‖G1 ×G2‖
(5.31)

with

∂ (G1 ×G2)

∂Xa
=
∂G1

∂Xa
×G2 + G1 ×

∂G2

∂Xa
(5.32a)

∂ ‖G1 ×G2‖
∂Xa

=

(G1 ×G2) ·
(
∂G1

∂Xa
×G2 + G1 ×

∂G2

∂Xa

)
‖G1 ×G2‖

(5.32b)
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Consider the modified Green-Lagrange strain tensor E (X) defined in Equa-
tion (5.20). In case of a discrete geometry description, its 1st Variation
w.r.t. the a-th DOF can be established by applying Equation (5.25) and
(5.20) to Equation (5.7):

δE (X) = DδXaE (X) =
d

dε

[
E (X + εδXa)

]∣∣∣
ε=0

=
∂E (X)

∂Xa
δXa (5.33)

In more detail, the last term of (5.33) can be expressed in terms of the set
of in-plane base vectors:

∂E (X)

∂Xa
δXa =

[(
Ekl,a − ErlΓrka − EksΓsla

)
Gk ⊗Gl

]
δXa (5.34)

with Ekl,a being the first derivative of the covariant modified Green-Lagrange
strain tensor w.r.t. the a-th DOF:

Ekl,a = −1

2

(
∂Gk

∂Xa
·Gl + Gk ·

∂Gl

∂Xa

)
with k, l = 1 . . . 3 (5.35)

and Γrka and Γsla being the so-called Christoffel symbols associated with the
a-th DOF:

Γrka =
∂Gk

∂Xa
·Gr = −∂Gr

∂Xa
·Gk with r = 1 . . . 3 (5.36a)

Γsla =
∂Gl

∂Xa
·Gs = −∂Gs

∂Xa
·Gl with s = 1 . . . 3 (5.36b)

Consider the differential material domain dΩS0 . The occurring integrals are
evaluated by means of the so-called Gaussian quadrature6. Therefore, a
mapping of the differential domain from the material space to the triangular
parametric space is required. Applying Equation (5.28) to (2.32) yields:

dΩS0 = detJ (X) dθ1 dθ2 =
1

2
‖G1 ×G2‖ dθ1 dθ2 (5.37)

Due to the dependency of the determinant of the Jacobian detJ (X) on
the chosen design variables, the 1st Variation of the differential material
domain w.r.t. the a-th DOF does not vanish:

δ dΩS0 = DδXadetJ (X) dθ1 dθ2 (5.38)

with

DδXadetJ (X) =
d

dε

[
detJ (X + εδXa)

]∣∣∣
ε=0

=
∂detJ (X)

∂Xa
δXa (5.39)

6 for further information the author refers to Belytschko et al. [11], Hughes [61],
Zienkiewicz [113], etc.
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In more detail, the last term of (5.39) can be expressed in terms of the
covariant in-plane base vectors:

∂detJ

∂Xa
δXa =

(G1 ×G2) ·
(
∂G1

∂Xa
×G2 + G1 ×

∂G2

∂Xa

)
2 ‖G1 ×G2‖

δXa (5.40)

Finally, inserting Equation (5.33), (5.38) and (5.39) into Equation (5.23)
leads to the discrete residual force equation:

δΠtotal (X) = R · δX (5.41)

By means of the 1st Fundamental Lemma of Variational Calculus (i.e.
δXa 6= 0) the a-th coefficient of the residual vector Ra can be established
as follows:

Ra = l3

1∫
0

1∫
0

detJ (Sχ − Spre) :
∂E (X)

∂Xa
dθ1 dθ2

+ l3

1∫
0

1∫
0

∂detJ

∂Xa
(Ψχ −Ψpre) dθ1 dθ2 = 0

(5.42)

5.2.3 Linearized discrete residual force equation:
Tangential stiffness matrix

The nonlinear characteristics of the residual force Equation (5.42) requires
an iterative solution scheme. The method of choice is the Newton-Raphson
scheme, introduced in Section 2.1.5. By means of a truncated Taylor-Series
(2.19), the required linearized residual force equation can be established as
follows:

R
(
Xi+1

)
= R

(
Xi
)

+ ∆R
(
Xi,∆X

)
+O

(
∆X2

)
(5.43)

with ∆R (X,∆X) being the Gâteaux derivatives in the direction of the
design variables, i.e. the linearized governing equation of VaReS stated in
Equation (5.15). A closer look reveals that the Gâteaux derivatives of the
a-th residual force w.r.t. the b-th DOF directly yield the coefficients of the
well-known consistent tangential stiffness matrix K:

∆Ra (X,∆Xb) = D∆XbRa (X) =
d

dε

(
Ra (X + ε ∆Xb)

)∣∣∣∣
ε=0

=
∂Ra (X)

∂Xb
∆Xb = Kab ∆Xb

(5.44)

Consider the differential material domain dΩS0 . Due to the concept of the
directional derivative, the linearization of the differential material domain
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w.r.t. the b-th DOF is similar to its 1st Variation (5.38), i.e.:

∆ dΩS0 = DδXbdetJ (X) dθ1 dθ2 (5.45)

with

DδXbdetJ (X) =
d

dε

[
detJ (X + εδXb)

]∣∣∣
ε=0

=
∂detJ (X)

∂Xb
∆Xb (5.46)

Furthermore, the linearization of the 1st Variation of the differential ma-
terial domain δ dΩS0 is required:

∆ δ dΩS0 = D∆Xb

∂detJ (X)

∂Xa
δXa dθ1 dθ2 (5.47)

with

D∆Xb

∂detJ (X)

∂Xa
=

d

dε

[
∂detJ (X + ε∆Xb)

∂Xa

]∣∣∣∣∣
ε=0

=
∂2detJ (X)

∂Xa∂Xb
∆Xb

(5.48)
Finally, the second derivative of detJ w.r.t. the a-th DOF and b-th DOF
can be expressed in terms of the covariant in-plane base vectors:

∂2detJ (X)

∂Xa∂Xb
= −

[
∂ (G1 ×G2)

∂Xa
· (G1 ×G2)

] [
∂ (G1 ×G2)

∂Xb
· (G1 ×G2)

]
2 ‖G1 ×G2‖3

+

∂ (G1 ×G2)

∂Xa
· ∂ (G1 ×G2)

∂Xb
2 ‖G1 ×G2‖

(5.49)

Consider the modified Green-Lagrange strain tensor E (X). Again, due to
the concept of the directional derivative, the linearization of the Green-
Lagrange strain tensor w.r.t the b-th DOF is similar to its 1st Variation
(5.33), i.e.:

∆E (X) = D∆XbE (X) =
d

dε

[
E (X + ε∆Xb)

]∣∣∣
ε=0

=
∂E (X)

∂Xb
∆Xb (5.50)

In more detail, the last term of (5.50) can be expressed in terms of the
covariant in-plane base vectors:

∂E (X)

∂Xb
∆Xb =

[(
Ekl,b − ErlΓrkb − EksΓslb

)
Gk ⊗Gl

]
∆Xb (5.51)

with Ekl,b being the first derivatives of the covariant modified Green-
Lagrange strain tensor w.r.t. the b-th DOF:

Ekl,b = −1

2

(
∂Gk

∂Xb
·Gl + Gk ·

∂Gl

∂Xb

)
with k, l = 1 . . . 3 (5.52)
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and Γrkb and Γslb being the Christoffel symbols associated with the b-th
DOF:

Γrkb =
∂Gk

∂Xb
·Gr = −∂Gr

∂Xb
·Gk with r = 1 . . . 3 (5.53a)

Γslb =
∂Gl

∂Xb
·Gs = −∂Gs

∂Xb
·Gl with s = 1 . . . 3 (5.53b)

Furthermore, the linearization of the 1st Variation of the modified Green-
Lagrange strain tensor δE (X) is required:

∆ δE (X) = D∆Xb

∂E (X)

∂Xa
δXa =

d

dε

[
∂E (X + ε∆Xb)

∂Xa

]∣∣∣∣∣
ε=0

δXa

=
∂2E (X)

∂Xa ∂Xb
δXa ∆Xb

(5.54)

Finally, the second derivative of the modified Green-Lagrange strain tensor
E (X) w.r.t. the a-th DOF and b-th DOF can be expressed in terms of the
covariant in-plane base vectors:

∂2E (X)

∂Xa∂Xb
= Ekl,a,b Gk ⊗Gl

−
(
Erl,bΓ

r
ka + ErlΓ

r
ka,b

)
Gk ⊗Gl

−
(
Eks,bΓ

s
la + EksΓ

s
la,b

)
Gk ⊗Gl

−
(
Eml,a − ErlΓrma − EmsΓsla

)
Γmkb Gk ⊗Gl

−
(
Ekn,a − ErnΓrka − EksΓsna

)
Γnlb Gk ⊗Gl

(5.55)

with Ekl,a,b being the second derivative of the modified covariant Green-
Lagrange strain tensor w.r.t. the a-th and b-th DOF:

Ekl,a,b = −1

2

(
∂Gk

∂Xa
· ∂Gl

∂Xb
+
∂Gk

∂Xb
· ∂Gl

∂Xa

)
with k, l = 1 . . . 3 (5.56)

The Christoffel symbols Γrka = Γrma, Γsla = Γsna, Γrkb, Γslb have already
been defined in Equation (5.36) and (5.53), respectively. Furthermore, the
Christoffel symbols Γmkb and Γnlb are associated with the partial derivatives
of the 1st Variation of the Green-Lagrange strain tensor δE (X) w.r.t. the
b-th DOF:

Γmkb =
∂Gk

∂Xb
·Gm = −∂Gm

∂Xb
·Gk with m = 1 . . . 3 (5.57a)

Γnlb =
∂Gl

∂Xb
·Gn = −∂Gn

∂Xb
·Gl with n = 1 . . . 3 (5.57b)
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Additionally, the first derivatives of the Christoffel symbols associated with
the a-th DOF w.r.t. the b-th DOF Γrka,b and Γsla,b are defined as:

Γrka,b =
∂Gk

∂Xa
· ∂Gr

∂Xb
= −∂Gr

∂Xa
· ∂Gk

∂Xb
with r = 1 . . . 3 (5.58a)

Γsla,b =
∂Gl

∂Xa
· ∂Gs

∂Xb
= −∂Gs

∂Xa
· ∂Gl

∂Xb
with s = 1 . . . 3 (5.58b)

Finally, inserting Equation (5.13), (5.45), (5.47), (5.50) and (5.54) into
Equation (5.44) leads to the a-th b-th coefficients Kab of the consistent
tangential stiffness matrix:

Kab ∆Xb = [Kχ]ab ∆Xb + [Kpre]ab ∆Xb (5.59)

with

[Kχ]ab = l3

∫ 1

0

∫ 1

0

detJ Sχ :
∂2E (X)

∂Xa∂Xb
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

detJ Dχ :
∂E (X)

∂Xb
:
∂E (X)

∂Xa
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂detJ

∂Xb
Sχ :

∂E (X)

∂Xa
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂detJ

∂Xa
Sχ :

∂E (X)

∂Xb
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂2detJ

∂Xa∂Xb
Ψχ dθ1 dθ2

(5.60)

and

[Kpre]ab = l3

∫ 1

0

∫ 1

0

detJ Spre :
∂2E (X)

∂Xa∂Xb
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

detJ D|Spre
:
∂E (X)

∂Xb
:
∂E (X)

∂Xa
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂detJ

∂Xb
Spre :

∂E (X)

∂Xa
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂detJ

∂Xa
Spre :

∂E (X)

∂Xb
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂2detJ

∂Xa∂Xb
Ψpre dθ1 dθ2

(5.61)

REMARK V: A closer look on Equation (5.60) and (5.61) reveals that
the resulting consistent tangential stiffness matrix K is symmetric. This
property is essential for choosing an adequate numerical solver for the
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established linear system of equation (5.43).

REMARK VI: In various literature for standard finite elements (e.g.
Parisch [89], Ramm[96]) the tangential stiffness matrix is split into an
elastic part Kelast and geometric part Kgeo. In analogy, the developed
consistent tangential stiffness matrix K can be split as follows:

K = Kelast + Kgeo + KVaReS (5.62)

with the elastic part Kelast

[Kelast]ab = l3

∫ 1

0

∫ 1

0

detJ Dχ :
∂E (X)

∂Xb
:
∂E (X)

∂Xa
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

detJ D|Spre
:
∂E (X)

∂Xb
:
∂E (X)

∂Xa
dθ1 dθ2

(5.63)

the geometric part Kgeo

[Kgeo]ab = l3

∫ 1

0

∫ 1

0

detJ Sχ :
∂2E (X)

∂Xa∂Xb
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

detJ Spre :
∂2E (X)

∂Xa∂Xb
dθ1 dθ2

(5.64)

and the additional terms resulting from the presented Variation of Refer-
ence Strategy KVaReS

[KVaReS]ab = l3

∫ 1

0

∫ 1

0

∂detJ

∂Xb
Sχ :

∂E (X)

∂Xa
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂detJ

∂Xb
Spre :

∂E (X)

∂Xa
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂detJ

∂Xa
Sχ :

∂E (X)

∂Xb
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂detJ

∂Xa
Spre :

∂E (X)

∂Xb
dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂2detJ

∂Xa∂Xb
Ψχ dθ1 dθ2

+ l3

∫ 1

0

∫ 1

0

∂2detJ

∂Xa∂Xb
Ψpre dθ1 dθ2

(5.65)

REMARK VII: In order to validate the resulting consistent tangential
stiffness matrix K (5.59), a quadratic convergence rate within the so-called
convergence radius has to be shown. The following single truss problem is
designed for investigating its characteristics and behavior until convergence
is achieved. For the sake of clarity, the concept of VaReS is applied to a
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e2

e1

material configuration

spatial configuration

χ (X, t)

ltruss

x̂1

x̂2

LtrussX̂1 X̂2

DOF 1

Figure 5.5: Single truss problem: set-up

truss element embedded in a 2 dimensional Euclidean space R2. Thus, the
truss element consists of 2 nodes and 4 DOFs.

The concept of the numerical experiment is the following. Consider a
single VaReS formulated truss element undergoing a motion χ (X, t) (cf.
Figure 5.5). As initial material configuration (i.e. at iteration step n = 0),
a horizontal alignment of the truss with Ln=0

truss = 1.00 is chosen. Addition-
ally, a set of Dirichlet BCs is applied restraining the horizontal and vertical

motion of X̂1 and the vertical motion of X̂2. Thus, the problem consists of

only one DOF, namely the horizontal component of X̂2 (indicated as DOF

1 in Figure 5.5). The goal is now to find that material nodal position X̂2

which results in a stress-free mapping. More precisely, in case of conver-
gence (n = conv) the truss element is exclusively subjected to a rigid body
motion, i.e. Ln=con

truss = ltruss = 1.4142. The convergence behavior of the
Newton-Raphson scheme is shown in Figure 5.6. A solution was achieved
within 7 iteration steps (errorabs = 1.133E−12). Furthermore, a quadratic
decay of the dynamic residual ‖R‖ can be observed after the fourth iter-
ation step (n = 4), i.e. the quadratic convergence rate requirement of a
second-order Newton-method is met.

The outcome of the presented convergence study raises the following ques-
tion: What is the reason for the poor convergence behavior in the begin-
ning? In order to understand this effect, a closer look on the evolution
of the Eigenvalues of the unconstrained tangential stiffness matrix Ktruss

needs to be taken (cf. Figure 5.7):

[Ktruss]ab =
E A

16
·

(
L2

truss + l2truss

)2

− 4 l4truss

L4
truss

· ∂
2Ltruss

∂Xa∂Xb

+
E A

4
·

(
3 l2truss − L2

truss

)
· l2truss

L5
truss

· ∂Ltruss

∂Xa
· ∂Ltruss

∂Xb

(5.66)
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with a, b = 1 . . . 4, i.e.

X̂1 =
[
X1 X2

]T
and X̂2 =

[
X3 X4

]T
(5.67)

and the well-known Eigenvalue problem:(
Ktruss − λeig

i I
)
· ueig

i = 0 with i = 1 . . . 4 (5.68)

Considering the last iteration step (n = 7), the 1st, 2nd and 3rd Eigen-

value λeig
i are vanishing. In terms of structural mechanics, all three rigid

body modes (2 translations and 1 rotation) are preserved by Kn=7
truss. A

comparison between the convergence speed (see Figure 5.6) and the cor-

responding Eigenvalues λeig
i (see Figure 5.7) reveals an interesting corre-

lation. Up to the fourth iteration (n < 4), not even a linear convergence
rate is achieved. Instead of three only two rigid body modes are preserved,
which is indicated by only two of the four corresponding Eigenvalues being
zero (λeig

2 = λeig
3 = 0). After that (n ≥ 4), the behavior changes com-

pletely. All three rigid body modes (λeig
1 = λeig

2 = λeig
3 = 0) are activated

and the expected quadratic convergence rate can be observed. The missing
rigid body mode in the beginning of the iterative scheme indicates a lack
in the underlying physics. In more detail, the arbitrarily chosen initial
material configuration was purely based on geometric facets which in turn
results in a physically meaningless stress field 7. After a certain iteration
(in this case n = 4), the deformation field is eventually able to produce
a sensible material response resulting in a correct rank deficiency of the
unconstrained consistent tangential stiffness matrix.

CONCLUSION: The presented numerical experiment underlines the sen-
sitivity of the convergence behavior w.r.t. the chosen initial material con-
figuration.

5.2.4 Discrete gradient of the objective function

As already mentioned in Section 5.2.2, applying the discrete geometry
(5.25) to the stated shape optimization problem (5.3) leads to a finite set
of design variables. Hence, the gradient of the objective function is defined
as the vector of partial derivatives w.r.t. the components of the material

vertexes X̂k = Xa ea:[
∇XΠtotal (X)

]
a

= l3

∫
ΩS0

(Sχ − Spre) :
∂E (X)

∂Xa
dΩS0

+ l3

∫
ΩS0

(Ψχ −Ψpre)
∂

∂Xa
dΩS0

(5.69)

7 due to either unrealistic strain states or non-suitable material models
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Consider the partial derivatives of the modified Green-Lagrange strain ten-
sor E (X) defined in Equation (5.20). By means of the partial derivatives of
the covariant material base vectors (5.29) - (5.31), they can be established
as follows:

∂E (X)

∂Xa
=
(
Ekl,a − ErlΓrka − EksΓsla

)
Gk ⊗Gl (5.70)

with Ekl,a being the first derivatives of the covariant modified Green-
Lagrange strain tensor w.r.t. the a-th DOF:

Ekl,a = −1

2

(
∂Gk

∂Xa
·Gl + Gk ·

∂Gl

∂Xa

)
with k, l = 1 . . . 3 (5.71)

and Γrka and Γsla being the Christoffel symbols associated with the a-th
DOF:

Γrka =
∂Gk

∂Xa
·Gr = −∂Gr

∂Xa
·Gk with r = 1 . . . 3 (5.72a)

Γsla =
∂Gl

∂Xa
·Gs = −∂Gs

∂Xa
·Gl with s = 1 . . . 3 (5.72b)

Consider the partial derivatives of the differential material domain. Re-
calling Equation (5.37), they can be expressed in terms of the covariant
in-plane material base vectors:

∂

∂Xa
dΩ0 =

(G1 ×G2) ·
(
∂G1

∂Xa
×G2 + G1 ×

∂G2

∂Xa

)
2 ‖G1 ×G2‖

dθ1 dθ2 (5.73)

5.3 Assessment of the convergence and robustness

Consider the unconstrained optimization problem stated in Equation (5.5).
Upon closer investigations, a strong link between the underlying strain-
energy function and convergence behavior of the stated optimization prob-
lem can be observed. This section will discuss several numerical aspects
regarding the robustness and convergence behavior of VaReS subjected to
three different types of material models (see test matrix Table 5.1).

Therefore, a numerical experiment is designed, investigating the behavior
of a single triangular finite element embedded in 3 dimensional Euclidean

space R3. Both the material X̂i and spatial x̂i coordinates of the i-th nodes
are listed in Table 5.2.

The concept of the numerical experiment is the following. Consider the

material nodal position X̂3 = Xa ea. Its vertical component XDOF1 is var-
ied within the range 0.35 ≤ XDOF1 ≤ 3.5, leading to a prescribed motion
χ (X, t) mapping the material configuration to its fixed spatial configura-
tion (cf. Figure 5.8). Additionally, no prescribed stresses are considered
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divergence
overshooting

predictor
relative fiber
orientation

ΨStVenKir x x
ΨNeoHook x x
Ψwoven x x x

Table 5.1: Test matrix: Investigated numerical aspects vs. strain-
energy functions Ψ

node X̂i x̂i
X1 X2 X3 x1 x2 x3

1 0.00 0.00 0.00 0.00 0.00 5.00
2 2.00 0.00 0.00 2.00 0.00 5.00
1 1.00 XDOF1 0.00 1.00 1.00 5.00

Table 5.2: Experimental set-up: material X̂i and spatial x̂i coordi-
nates of the i-th node

(i.e. Πpre = 0). It is important to note that no system of equation needs
to be solved here. For each prescribed motion χ (X, t) the corresponding
total potential energy Π (Cχ) and the residual force RXDOF1 is calculated.
This leads to the solution space (potential energy curve and residual force
curve) of the numerical experiment. The experiment is designed in a way
that for XDOF1 = 1.0 the corresponding motion χ (X, t) results in a pure
rigid body motion (cf. Table 5.2), i.e. a stress-free mapping is preserved
leading to RXDOF1 = 0.00.

e2

e1

e3
e2

e1

x̂1

x̂2

x̂3
χ (X, t)

spatial configurationmaterial configuration

X̂1 X̂2

X̂3

DOF 1

Figure 5.8: Single triangle problem: set-up
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The goal is now to investigate the influence of different strain-energy func-
tions on the solution space. The following three strain-energy functions
namely a Neo-Hookean (5.74), a St. Venant-Kirchhoff (5.75) and a mate-
rial model describing an orthoropic woven fabric8 (5.76) exhibiting a low
shear resistance are chosen for the presented study:

ΨNeoHook =
1

2
λ ln(

√
I3)2 − µ ln(

√
I3) +

1

2
µ (I1 − 3) (5.74)

ΨStVenKir =
1

2
λ (tr(E))2 + µ tr(E2) (5.75)

Ψwoven (C) =

r∑
i=0

1

i+ 1
Ai
(
Ii+1
4 − 1

)
+

s∑
j=0

1

j + 1
Bj
(
Ij+1
6 − 1

)

+

t∑
k=1

1

k
Ck

(
1

I4 I6
tr
(
CM1CM2

))k (5.76)

In case of the orthotropic9 woven fabric, two different fiber orientations
(0◦/90◦ and −45◦/45◦) are investigated. The resulting potential energy
curves and residual force curves are shown in Figure 5.9 and Figure 5.10,
respectively. It is important to note that all curves meet the stress-free
mapping at XDOF1 = 1.0, i.e. for all cases the pure rigid body motion is
preserved in both the potential energies and the residual forces (see black
arrows).

Despite the fact, that the solution of the optimization problem is quite
trivial10, the chosen set-up allows a deep insight in the characteristics of
the presented solution strategies (second-order and first-order approach).
In the following, the presented curves are discussed in more detail - see
test matrix Table 5.1.

REMARK I: The choice of the strain-energy functions is not arbitrary.
Each strain-energy function represents a specific group of hyperelastic mod-
els, namely material models based on polyconvex strain-energy functions
(5.74), material models based on general strain-energy functions (5.75) and
transversely isotropic/orthotropic materials exhibiting low shear resistance
based on general strain-energy functions (5.76).

5.3.1 Divergence

Consider the regime of tensile strains, i.e. XDOF1 > 1.0. After passing cer-
tain points (dashed circles in Figure 5.11), the residual force curves repre-
senting the St. Venant-Kirchhoff strain-energy function (red dashed/dotted

8 the applied material model and material data (plain weave) have been published by
Aimène et al. [1]

9 i.e. the material fiber directions (warp/weft) are orthotropic
10i.e. there exists a unique analytical solution which results in a stress-free mapping

into the respective fixed spatial configuration
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line in Figure 5.11) and the strain-energy function for the woven fabric un-
der 0◦/90◦ (green dashed line in Figure 5.11) start to decline again. This
declining behavior may lead to additional roots, i.e. points where the
residual force vanishes. Such artificial roots exhibit absolutely no physical
meaning, since they result exclusively from the lack of polyconvexity11 of
the underlying strain-energy function.

material nodal position: XDOF1

R
X

D
O

F
1

0.00

predictor

predictor

0.5 1.0 2.0 2.51.5 3.0 3.50.0

Neo-Hookean

St. Venant-Kirchhoff

woven fabric - 0◦/90◦

woven fabric - −45◦/45◦

Figure 5.11: Divergence: residual force RXDOF1
vs. material nodal

position XDOF1

If such a critical point is passed towards the wrong direction, the corre-
sponding director of the applied Newton-Raphson scheme (second-order
approach) may get distracted (indicated by solid black arrows in Fig-
ure 5.11). In such a case, the Newton-Raphson scheme will result in an
artificial root. This numerical effect is called divergence.

In order to circumvent the diverging behavior, a strategy based on so-called
time steps is proposed. The key idea behind the introduced time-stepping
strategy is analogous to the well-known load-stepping strategy in standard
statics (structural mechanics). However, instead of modifying the right-
hand side of the equilibrium equation12, several homotopic intermediate
geometries (time steps) between a plane initial guess and the target struc-
ture are generated (cf. Figure 5.12). In more detail, instead of directly

11see Schröder and Neff [100]
12i.e. external virtual work δWext (3.100) or (3.107), respectively
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solving for the target structure (time step n), several intermediate geome-
tries (0 < i < n) are generated a priori to the analysis (cutting pattern
generation). Thus, the converged solution (intermediate cutting pattern)
of the time step i is then used as the initialization of time step i+ 1. It is
important to mention that the quadratic convergence rate of the Newton-
Raphson scheme is preserved within each subproblem.

0 < time step < n

plane initial guess: time step 0

target structure: time step n

intermediate geometries:

Figure 5.12: Time-stepping strategy: homotopic intermediate geome-
tries

CONCLUSION: In case of a second-order approach, non-polyconvex
strain-energy functions may suffer from severe convergence problems af-
ter passing a critical strain state within the tensile regime. These critical
points strongly depend on both the applied material model itself and on
the fiber orientation. Such critical strain states can be circumvented by
applying a certain number of time steps.

5.3.2 Overshooting predictor

In case of certain tensile deformation states (dashed circles in Figure 5.13),
another numerical effect called overshooting of the predictor can be ob-
served. More precisely, an overshooting predictor points towards either
a singular or a physically meaningless point within the solution space.
The reason for this effect is the local convergence of the Newton-Raphson
scheme. Hence, the initialization of the underlying nonlinear system of
equations has to meet the corresponding convergence radius, i.e. that re-
gion of the solution space, for which convergence is guaranteed. Figure 5.13
clearly shows the influence of the chosen strain-energy function Ψ on the
convergence radius of the presented second-order approach (see Section
5.1.3.1).

In order to circumvent the overshooting behavior (solid black line in Fig-
ure 5.13), a strategy directly working on the predictor is proposed. In
more detail, the update of the iterative scheme is modified by means of a
damping factor:

R
(
Xi+1

)
= R

(
Xi
)

+ α ·∆R
(
Xi,∆X

)
+O

(
∆X2

)
(5.77)

This additional parameter (0.0 ≤ α ≤ 1.0) shortens the predictor and
thereby avoids an overshooting. The choice of an appropriate damping
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Figure 5.13: Overshooting predictor: residual force RXDOF1
vs. ma-

terial nodal position XDOF1

factor that is either constant or adaptive strongly depends on the charac-
teristics of the problem which is to be solved. This strategy is also known
as damped Newton-Raphson scheme, see Deuflhard [35]. Its major draw-
back is the loss of the quadratic convergence rate of the Newton-Raphson
scheme.

CONCLUSION: Depending on the underlying strain-energy function,
certain deformation states result in an overshooting of the predictors.
These critical deformation states can be circumvented by either modifying
the length of the predictor or introducing a certain number of time steps
(see Section 5.3.1). A combination of both strategies is also possible, i.e.
using a damped predictor within each time step.

5.3.3 Relative fiber orientation

In contrast to a Total Lagrangian Formulation, the angle, called relative
fiber orientation, between the warp/weft direction and an element edge
does not stay constant during the solution process. The reason for that
is the choice of design variables. In more detail, each design update leads
to a new material mesh, whereas the global fiber orientation within the
cutting pattern does not change. In order to investigate the effect of the
relative fiber orientation on the solution space, the numerical experiment
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described above needs to be extended. Therefore, two more fiber orienta-
tions (−75◦/15◦ and −60◦/30◦) are examined. The residual force curves
representing the orthotropic woven fabric are shown in Figure 5.14.
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woven fabric - −75◦/15◦

woven fabric - −60◦/30◦

woven fabric - −45◦/45◦

Figure 5.14: Relative fiber orientations: residual force RXDOF1
vs.

material nodal position XDOF1

Consider the regime of tensile strains (XDOF1 > 1.0). A significant relation
between the relative fiber orientation and the curvature of the residual force
curve can be observed. In more detail, the point of inflection is significantly
shifted in each case. In case of a Newton-Raphson scheme (second-order
approach), such an inflection point results in a singular tangential stiffness
matrix which in turn leads to an unsolvable system of equation. Hence,
the convergence radius of the Newton-Raphson scheme is not only effected
by the initialization of the optimization problem but also by the relative
fiber orientation.

Consider the corresponding potential energy curves shown in Figure 5.15.
The influence of the relative fiber orientation is still observable but less
prominent. In order to overcome the described drawback of the second-oder
approach, an alternative solution strategy namely the method of steepest
descent (first-order approach) is preferred. Due to the fact that the method
of steepest descent directly acts on the energy level, its convergence radius
is less effected by the relative fiber orientation (cf. Figure 5.15).

CONCLUSION: The characteristics of the residual forces strongly de-
pend on the relative fiber orientation. The method of steepest descent
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Figure 5.15: Relative fiber orientations: total potential energy
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)
vs. material nodal position XDOF1

(first-order approach) circumvents this somewhat awkward behavior by di-
rectly acting on the potential energies. In order to enhance its performance,
the evaluation of the step size αi by means of an adaptive scheme (3-point
rule) is proposed. Thereby, the total potential energy is approximated in
terms of a quadratic function between a specified range:

Πi+1
total (α) = A α2 +B α+ C for αmin ≤ α ≤ αmax (5.78)

The corresponding coefficients (A,B,C) are determined by solving the fol-
lowing linear system of equation:

α2
min αmin 1.00

α2
0.5 α0.5 1.00

α2
max αmax 1.00

 ·

A

B

C

 =


Πtotal

(
Xi+1, αmin

)
Πtotal

(
Xi+1, α0.5

)
Πtotal

(
Xi+1, αmax

)
 (5.79)

whith α0.5 being the arithmetic mean of the specified range

α0.5 = αmin +
αmax − αmin

2
(5.80)

The optimal step size αopt is located at the extreme value of Equation (5.78):

dΠi+1
total (α)

dα
= 2A α+B

!
= 0 =⇒ αopt = − A

2B
(5.81)
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Finally, the step size αi is established as follows:

αi =
1∥∥∥∥∇XΠtotal

(
Xi
)∥∥∥∥
∞

·


αmin for αopt < αmin

αopt for αmin ≤ α ≤ αmax

αmax for αopt > αmax

(5.82)

For further information on alternative line search techniques (e.g. fixed
step size, Armijo step-size rule, etc.) the author refers to Baldick [6] or
Gekeler [47].

5.3.4 Summary

The outcome of the presented numerical experiment (single triangle prob-
lem) is summarized in Table 5.3.

approach line search
time

stepping
damping

Group 1 NR x x
Group 2 NR /SD x x x
Group 3 SD x x

Table 5.3: Single triangle problem: summary (NR: Newton-Raphson
scheme - SD: method of steepest descent)

Based on the identified issues (divergence - overshooting predictor - rel-
ative fiber orientation), Table 5.3 correlates the examined strain-energy
functions (Group 1: material models based on polyconvex strain-energy
functions - Group 2: material models based on general strain-energy func-
tions - Group 3: transversely isotropic/orthotropic materials exhibiting low
shear resistance based on general strain-energy functions) to an adequate
solution strategy (NR: Newton-Raphson scheme - SD: method of steep-
est descent). Therefore, this table serves as a guideline for all upcoming
problems/examples within the scope of this thesis.
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5.4 Benchmarks and Validation

The following examples are presented underlining the capabilities and gen-
erality of VaReS (see test matrix Table 5.4). In more detail, three different
types of geometries (ruled: cylindrical shell - synclastic: spherical shell -
anticlastic: generic rib) and two different types of strain-energy functions
(Neo-Hookean: Equation (5.74) - balanced plain weave made of fiber-glass:
Equation (5.76)) are chosen. Furthermore, scenarios with multiple plies ex-
hibiting different fiber orientations and taking into account their off-set to
the structure’s mid-surface (called stack) are shown.

NeoHook glass plain weave

cylindrical shell NR / SD
spherical shell NR SD

generic rib NR SD

Table 5.4: Test matrix: numerical examples

REMARK I: In all examples no additional predefined stress-states are
considered. The effect of a predefined stress-state on the resulting cutting
patterns is discussed in chapter 6.1.

5.4.1 Ruled surfaces: cylindrical shell

material configuration
”initial guess”

material configuration
”converged”

spatial configuration
”fixed”

Figure 5.16: Cylindrical shell: initial (left) vs. converged (right) ma-
terial configuration

Consider a 160◦ section of a cylindrical shell with radius r = 0.5m (cf.
Figure 5.16). Due to the fact that a cylindrical shell is a ruled surface
(cf. Figure 2.3), there exists an analytical solution for the cutting pattern
problem. Thus, the optimized cutting pattern (converged solution) has to
be identical to the congruent rectangle. Hence, the cylindrical shell can be
used as a benchmark for both the second-order approach (Section 5.4.1.1)
and the first-order approach (Section 5.4.1.2). As depicted in Figure 5.16
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(left), the problem is initialized with an orthogonal projection of each el-
ement onto the x-y-plane. This initialization strategy (cf. Figure 5.17)
yields heavily distorted elements on both front edges of the initial material
configuration. In order to circumvent problems arising from these locally
extremely large strain states, a Laplace operator based in-plane mesh reg-
ularization technique13 is applied.

projection

plane
Xi

xi

Figure 5.17: Initialization strategy: orthogonal projection onto a
plane

A Neo-Hookean strain-energy function (5.74) is applied. The chosen Pois-
son’s ratio and Young’s modulus of elasticity are listed in Table 5.5.

Young’s modulus E [Pa] Poisson’s ratio ν [−]

1.0E + 03 0.10

Table 5.5: Cylindrical shell: material parameters

5.4.1.1 Benchmark: Newton-Raphson scheme

Consider the second-order approach (see Section 5.1.2). Due to the applied
Newton-Raphson scheme, the tangential stiffness matrix (5.60) has to ex-
hibit a so-called full rank14. In terms of mechanics this means that all rigid
body motions have to be suppressed through a set of adequate Dirichlet
BCs. In order to keep the restrictions as low as possible, a so-called stati-
cally determinate support is chosen. In more detail, all translatory DOFs
of node #2 and the translatory DOF in global x-direction of node #14 are
held fixed (as depicted in Figure 5.18).

The analytical solution is met within 5 time steps (cf. Figure 5.12)) and
a total number of ntotal = 25 iterations steps (n1 = 5, n2 = 5, n3 = 5,
n4 = 5, n5 = 5). For each time step, the optimized cutting patterns and
the resulting von Mises stresses within the target structure are visualized
in Figure 5.19.

13see Firl [41]
14i.e. the number of linearly independent equations has to be identical to the number

of DOFs
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2 14

y

xz

Figure 5.18: Boundary conditions: statically determinate support

Time step: 5

Time step: 4

Time step: 3

Time step: 2
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σvMises

1.20 Pa

0.00 Pa
0.13 Pa
0.27 Pa
0.40 Pa
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0.80 Pa
0.93 Pa
1.07 Pa

Figure 5.19: Cylindrical shell: cutting pattern vs. von Mises stresses
(5 time steps - see page 109)
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Furthermore, Figure 5.20 illustrates the evolution of the relative residual
norm Rnrel (5.83) for each time step (convergence behavior).

Rnrel =
‖Rn

abs‖∥∥R1
abs

∥∥ (5.83)

The evolution of the relative error Errorrel w.r.t. the surface area of the
congruent rectangle ΩS0 exact for each iteration step is shown in Figure 5.21.

Errorrel =

∣∣∣ΩS0 exact − ΩS0 iter

∣∣∣
ΩS0 exact

(5.84)
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Figure 5.20: Cylindrical shell: convergence plot (5 time steps)

A comparison of both plots reveals a correlation between the relative error
Errorrel and the convergence behavior for each time step. In more detail,
in the beginning a quadratic convergence rate can be observed. As soon as
the analytical solution15 for each subproblem is reached (i.e. the relative
error almost vanishes), the corresponding convergence rates slow down to
a linear behavior. The reason of this effect is the well-known issue with the
numerical zero. This directly contradicts with the fact that in numerics
a mathematical zero cannot be accomplished but only approximated by a
very small number, the so-called machine accuracy. However, if the relative
error drops below machine accuracy, the results are still very small16 but
random (numerical noise).

15i.e. the total elastic potential energy has to be exactly zero (ruled surfaces)
16i.e. less than machine accuracy
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Figure 5.21: Cylindrical shell: Errorrel
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Figure 5.22: Cylindrical shell: cutting pattern vs. von Mises stresses
(1 time step)

Consider only one time step. In order to achieve convergence a damping
factor α = 0.1 needs to be applied to Equation (5.77). The analytical
solution is met after a total number of n = 196 iterations. The optimized
cutting pattern and the resulting von Mises stresses within the target struc-
ture are visualized in Figure 5.22. The convergence behavior is illustrated
in Figure 5.23. Figure 5.24 shows the evolution of the relative error Errorrel

(5.84). Due to the applied damping factor only a linear convergence rate
can be observed. Comparing both computational runs clearly shows that
the loss of the quadratic convergence rate leads to a noticeable increase of
iteration steps (Newton-Raphson scheme) even though the total number
of time steps has been decreased.

CONCLUSION: The preserved quadratic convergence rate of the Newton-
Raphson scheme underlines the strength of the time step strategy for sta-
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Figure 5.23: Cylindrical shell: convergence plot (1 time step)
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bilization. In general, the choice of boundary conditions is arbitrary, but
one has to keep in mind that they directly affect the resulting shape of the
cutting pattern and the residual stresses.

5.4.1.2 Benchmark: Method of steepest descent

Consider the first-order approach (see Section 5.1.3.2). Due to the fact
that there is no system of equations which needs to be solved (i.e. there
exists no tangential stiffness matrix), Dirichlet BCs are not mandatory.
Thus, the problem is initialized as explained but without any restrictions
on node #2 and node #14 (cf. Figure 5.18). The analytical solution is met
within 1 time step (step size: 1.0E − 06 ≤ αopt ≤ 1.0E − 02) and a total
number of ntotal = 3886 iterations steps. The optimized cutting pattern
and the resulting von Mises stresses are visualized in Figure 5.25.

Time step: 1
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1.77 Pa

Figure 5.25: Cylindrical shell: cutting pattern (left) vs. von Mises
stresses (right)
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Figure 5.26: Cylindrical shell: convergence plot
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Furthermore, Figure 5.26 illustrates the evolution of the relative objective
function Π (Cχ)nrel (5.85) (convergence behavior). Figure 5.27 shows the
evolution of the relative error Errorrel (5.84).

Π (Cχ)nrel =
Π (Cχ)n

Π (Cχ)0 (5.85)
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Figure 5.27: Cylindrical shell: Errorrel
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CONCLUSION: The method of steepest descent exhibits a linear con-
vergence rate. The adaptive line search technique (3-point rule) proves to
be quite powerful, since it allows large design updates in the beginning.
When the iterative scheme approaches the analytical solution, an over-
shooting is prevented by significantly smaller step sizes. Furthermore, no
Dirichlet BCs are required which may negatively affect the resulting shape
of the cutting pattern.

5.4.2 Synclastic surfaces: spherical shell

Consider a 160◦ section of a hemispherical shell with radius r = 0.5m (cf.
Figure 5.28). Again, the problem is initialized with an orthogonal projec-
tion (cf. Figure 5.17) of each element onto the x-y-plane in combination
with the mentioned in-plane mesh regularization technique. Due to the
synclastic characteristics of the (rotationally symmetrical) target struc-
ture (cf. Figure 2.3), only an optimized17 but not unique cutting pattern
can be found (i.e. there exists no analytical solution). The aim of the

17according to the concept of VaReS the minimization of total elastic potential energy
is chosen as governing criteria
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following study is to get a deeper understanding of the impact of preferred
material directions on the shape of the resulting cutting patterns for syn-
clastic target structures. Hence, in addition to the isotropic Neo-Hookean
strain-energy function (5.74), the nonlinear material model18 describing a
glass plain weave (5.76) is applied.

3 4

material configuration
”initial guess”

spatial configuration
”fixed”

Figure 5.28: Spherical shell: orthogonal projection (left) vs. target
geometry (right)

5.4.2.1 Neo-Hookean material

Consider the isotropic case. The applied material parameters (Young’s
modulus, Poisson’s ratio) are listed in Table 5.5. Choosing the second-
order approach for solving the optimization problem requires an adequate
set of Dirichlet BCs. Hence a statically determinate support is realized by
restraining node #3 and node #4 (cf. Figure 5.28).

detF (X, t)

3.00

0.8
1.04
1.29
1.53
1.78
2.02

2.27
2.51
2.76

Figure 5.29: Spherical shell (Neo-Hookean): volume ratio detF (X, t)
resulting from an initial motion χ (Xinit, t) (left) and the
converged motion χ (Xconv, t) (right)

18Aimène et al. [1]
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A converged solution is achieved within a total number of ntotal = 47
iterations split into 5 time steps (n1 = 6, n2 = 6, n3 = 8, n4 = 11,
n5 = 16). The distortion of each element arising due to the motion χ (X, t)
is quantified by means of the volume ratio detF (X, t) (see page 38), i.e. it
serves as a quality check with detF (X, t) = 1.00 being the reference value.
Figure 5.29 shows a significant improvement compared to the initial guess.
The optimized cutting pattern (the red dashed line indicates the initial
guess) and the resulting von Mises stresses within the target structure are
illustrated in Figure 5.30.

σvMises

270.0 Pa

75.0 Pa
96.7 Pa

118.3 Pa
140.0 Pa
161.6 Pa
183.3 Pa

205.0 Pa
226.6 Pa
248.3 Pa

Figure 5.30: Spherical shell (Neo-Hookean): initial guess (red dashed)
vs. optimized cutting pattern (left) and resulting von
Mises stresses (right)

CONCLUSION: Due to the isotropic material model, the shape of the
optimized cutting pattern remains rotationally symmetric.

5.4.2.2 Glass plain weave

A0 [kPa] A1 [kPa] A2 [kPa] A3 [kPa]

B0 [kPa] B1 [kPa] B2 [kPa] B3 [kPa]

−14.495 23.482 −10.818 1.831

−14.495 23.482 −10.818 1.831

Table 5.6: Glass plain weave: tensile material coefficients (see table 1
in Aimène et al. [1])

Consider the anisotropic (more precisely orthotropic) case. The coefficients
of the corresponding polynomials (5.76) are published in Aimène et al.
[1] and summarized in Table 5.6 and Table 5.7. It can clearly be seen that
the chosen fabric exhibits the same material behavior for both the warp
and weft direction. In order to investigate the effect of anisotropy on the
resulting shape of the cutting pattern two different scenarios are defined
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C1 [kPa] C2 [kPa] C3 [kPa] C4 [kPa] C5 [kPa]

C6 [kPa] C7 [kPa] C8 [kPa] C9 [kPa]

0.0045 −0.00801 95.314 −0.605 2.177

−4.593 5.637 −3.722 1.023

Table 5.7: Glass plain weave: shear material coefficients (see table 2
in Aimène et al. [1])

(cf. Figure 5.31). Both optimization problems (scenarios) are then solved
by applying the method of steepest descent. Hence, no additional Dirichlet
BCs are required.

scenario #1 scenario #2

Φwarp
Φweft

30◦ 60◦

Φwarp

Φweft

Figure 5.31: Spherical shell (plain weave): material fiber orientation
(initial guess) for scenario #1 (left) and scenario #2
(right)

Applying 1 time step, a converged solution for the respective scenario is
achieved within n#1 = 2572 and n#2 = 2565 iterations. For both scenarios,
the optimized cutting patterns (the red dashed lines indicate the initial
guess) as well as the improvements in terms of the volume ratio detF (X, t)
are illustrated in Figure 5.32 and Figure 5.33, respectively. Furthermore,
the occurring fiber twists (i.e. the deviation of the initially orthogonal
fibers arising due to the motion χ (X, t)) are shown in Figure 5.34.

Fiber twist = arccos

(
F Φwarp · F Φweft

‖F Φwarp‖ ·
∥∥F Φweft

∥∥
)

(5.86)

CONCLUSION: Due to the anisotropic (more precisely orthotropic) ma-
terial model, the shape of the optimized cutting pattern does not remain
rotationally symmetric but axially symmetric w.r.t. the warp/weft direc-
tions.
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scenario #1 scenario #2

Φwarp

Φweft

30◦ 60◦

Φwarp

Φweft

Figure 5.32: Spherical shell (plain weave): initial guess (red dashed)
vs. optimized cutting pattern for scenario #1 (left) and
scenario #2 (right)

scenario #1 scenario #2

detF (X, t)
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0.8
1.04
1.29
1.53
1.78
2.02

2.27
2.51
2.76

Figure 5.33: Spherical shell (plain weave): volume ratio detF (X, t)
resulting from the converged motion χ (Xconv, t) for sce-
nario #1 (left) and scenario #2 (right)
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twist
Fiber

120.0◦

60.0◦
66.7◦
73.3◦
80.0◦
86.7◦
93.3◦

100.0◦
106.7◦
113.3◦

scenario #1 scenario #2

Figure 5.34: Spherical shell (plain weave): fiber twist (5.86) resulting
from the converged motion χ (Xconv, t) for scenario #1
(left) and scenario #2 (right)

5.4.3 Anticlastic surface: generic rib

Consider a 30◦ segment of a generic rib (cf. Figure 5.35). Similarly to
the previous synclastic structure (Section 5.4.2), there exists only an op-
timized19 but non-unique cutting pattern for this anticlastic (axially sym-
metric) target structure. In contrast to the cylindrical and spherical shell,
the rib segment is initialized by means of a cylindrical projection. More
precisely, each node is projected onto a surrounding cylindrical shell. Con-
sidering the parabolic characteristics of a cylinder (ruled surface - cf. Fig-
ure 2.3), the projected nodes can then easily be transfered into the desired
projection plane (see Figure 5.36).

material configuration
”initial guess”

spatial configuration
”fixed”

10 941

Figure 5.35: Generic rib: cylindrical projection (left) vs. target ge-
ometry (right)

Again, the aim of the following study is to obtain a deeper understanding
of the impact of preferred material directions on the shape of the resulting
cutting patterns for anticlastic target structures. Hence, in addition to the
isotropic Neo-Hookean strain-energy function (5.74), the nonlinear material
model20 describing a glass plain weave (5.76) is applied.

19according to the concept of VaReS the minimization of total elastic potential energy
is chosen as governing criterion

20Aimène et al. [1]



5.4. Benchmarks and Validation 127
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X̃i
r

α

cylindrical
shell

X̃i

2 π r α

360◦ projection

planeXi

Figure 5.36: Initialization strategy: projection onto surrounding
cylinder (left) and transfer to projection plane (right)

5.4.3.1 Neo-Hookean material

Considering the isotropic case, the applied material parameters (Young’s
modulus, Poisson’s ratio) are listed in Table 5.5. Choosing the second-
order approach for solving the optimization problem requires an adequate
set of Dirichlet BCs. Hence a statically determinate support is realized by
restraining node #10 and node #941 (cf. Figure 5.35 (left)).

detF (X, t)

2.50

0.58
0.79
1.01
1.22
1.43
1.65

1.86
2.07
2.29

Figure 5.37: Generic rib (Neo-Hookean): volume ratio detF (X, t) re-
sulting from an initial motion χ (Xinit, t) (left) and the
converged motion χ (Xconv, t) (right)

A converged solution is achieved within a total number of ntotal = 24 it-
erations split into 5 time steps (n1 = 5, n2 = 5, n3 = 4, n4 = 5, n5 = 5).
As illustrated in Figure 5.37, in case of an optimized cutting pattern a
significant improvement in the volume ratio can be observed. The opti-
mized cutting pattern and the resulting von Mises stresses within the target
structure are shown in Figure 5.38 and Figure 5.39, respectively.

CONCLUSION: Due to the isotropic material model, the shape of the
optimized cutting pattern remains axially symmetric.
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Figure 5.38: Generic rib (Neo-Hookean): initial guess by cylindrical
projection (red dashed) vs. optimized cutting pattern

σvMises
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0.0 Pa
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23.3 Pa
27.2 Pa
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Figure 5.39: Generic rib (Neo-Hookean): resulting von Mises stresses

5.4.3.2 Glass plain weave

Consider the anisotropic (more precisely orthotropic) case. Again, the
same strain-energy function (5.76) describing a balanced plain weave made
of glass fibers is applied - see Table 5.6 and Table 5.7. Two different
scenarios are defined (cf. Figure 5.40) showing the effect of anisotropy on
the resulting shape of the cutting pattern. Both optimization problems
(scenarios) are then solved by applying the method of steepest descent.
Hence, no additional Dirichlet BCs are required.

Applying 1 time step, a converged solution for the respective scenario is
achieved within n#1 = 2059 and n#2 = 45855 iterations. For both scenar-
ios, the optimized cutting patterns (the red dashed lines indicate the initial
guess) as well as the improvements in terms of the volume ratio detF (X, t)
are illustrated in Figure 5.41 and Figure 5.42, respectively. Furthermore,
the occurring fiber twists (i.e. the deviation of the primary orthogonal
fibers arising due to the motion χ (X, t)) are shown in Figure 5.43, respec-
tively.

CONCLUSION: Due to the orthotropic material behavior, the shape
of the optimized cutting patterns remain axially symmetric w.r.t. the
structure’s symmetry axes. The low shear stiffness of the applied material
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scenario #1 scenario #2

Φwarp

Φweft

45◦

Φweft Φwarp

Figure 5.40: Generic rib (plain weave): material fiber orientation (ini-
tial guess by cylindrical projection) for scenario #1 (left)
and scenario #2 (right)

scenario #1

scenario #2

Figure 5.41: Generic rib (plain weave): initial guess by cylindrical
projection (red dashed) vs. optimized cutting pattern
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scenario #1 scenario #2

detF (X, t)
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0.79
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1.22
1.43
1.65

1.86
2.07
2.29

Figure 5.42: Generic rib (plain weave): volume ratio detF (X, t) re-
sulting from the converged motion χ (Xconv, t) for sce-
nario #1 (left) and scenario #2 (right)

twist
Fiber
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80.7◦
83.3◦
86.0◦
88.7◦
91.3◦
94.0◦
96.7◦
99.3◦

scenario #1 scenario #2

Figure 5.43: Generic rib (plain weave): fiber twist (5.86) resulting
from the converged motion χ (Xconv, t) for scenario #1
(left) and scenario #2 (right)

leads to an almost rectangular cutting pattern, if the fiber directions are
not aligned with the structure’s symmetry axis.

5.4.4 Summary

The outcome of the presented examples (cylindrical shell, spherical shell
and generic rib) underline the general applicability, robustness and poten-
tial of the developed Variation of Reference Strategy.

The cylindrical shell serves as a benchmark verifying both the introduced
second-order as well as the first-order approach. Within that scope, the
discussed strategies, namely the time stepping strategy - Section 5.3.1, the
damped Newton-Raphson - Section 5.3.2 and the adaptive line search for
the method of steepest descent - Section 5.3.3, have been applied and
their impacts on the convergence behavior have been verified. For all
cases, the congruent rectangle (analytical solution) has been met. In case
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of the undamped Newton-Raphson scheme (the second-order approach),
the expected quadratic convergence rate was obtained. In case of the
damped Newton-Raphson scheme (the second-order approach) as well as
the method of steepest descent, the expected linear convergence rate was
obtained.

The numerical experiments based on the spherical shell and the generic rib
show a significant influence of preferred material directions (anisotropy) on
the shape of the resulting cutting patterns. It is important to mention that
in case of an underlying isotropic strain-energy function, the (rotational or
axial) symmetry of the target structure is preserved within the optimized
cutting pattern. If an orthotropic material model is applied to a rotation-
ally symmetric target structure, an axial symmetry w.r.t. the preferred
material direction within the optimized cutting pattern can be observed.
In contrast, for axially symmetric target structures the optimized cutting
patterns remain axially symmetric w.r.t. the target structure’s symmetry
axes.
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Applications / projects

“Der Worte sind genug gewechselt,
Laßt mich auch endlich Taten sehen!”

— Johann Wolfgang von Goethe, 1749 - 1832
German poet and politician

Leaving an academic environment, this chapter focuses on industrial appli-
cations of the developed response surface based material model as well as
the Variation of Reference Strategy. In the following, two different projects
are presented and their outcome is discussed. The first project deals with
the generation of optimized cutting patterns for selected parts of a tex-
tile car seat cover. The presented results show the capabilities of the in-
troduced Variation of Reference Strategy (see Chapter 5) in combination
with the introduced material model (see Chapter 4). Furthermore, the
effect of a predefined stress state on the shape of the cutting pattern and
the underlying foam structure (frame) of the car seat is addressed. The
second project focuses on the generation of optimized cutting patterns for
structures made of carbon fiber reinforced plastics (CFRPs). In general,
such structures consist of several layers (plies) exhibiting different pre-
ferred material directions. The presented results show the capabilities of
the Variation of Reference Strategy in combination with highly anisotropic
material models. Furthermore, the offset of each ply to the mid-surface of
the structure of investigation is also taken into account.
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6.1 Car seat (DFG BL 306 20-2)

The presented results are based on the outcome of the research project DFG
BL 306 20-2 funded by the German Research Foundation. The project
was part of a cooperation between the Institute of Textile Machinery and
High Performance Material Technology (ITM) at the Dresden University
of Technology, the Institute of Textile Technology and Process Engineering
(ITV) Denkendorf and the Chair of Structural Analysis at the Technische
Universität München.

6.1.1 Numerical model

The aim of this application is the generation of optimized cutting patterns
for selected parts of a textile car seat cover. Figure 6.1 illustrates the
full CAD (surface-) model of the target structure. In order to show the
capability of the presented Variation of Reference Strategy (see Chapter 5)
in combination with the material model for textile fabrics (see Chapter 4),
the knee support (green), side flange (magenta) and rear flange (blue) are
chosen for further investigation (see Figure 6.1).

Figure 6.1: Car seat: full CAD model (left) vs. selected parts (right):
knee support (green), side flange (magenta) and rear
flange (blue)

For all simulations, the response surface based strain-energy function of
an interlock jersey is applied to the respective part. The corresponding
material response surfaces/curves are discussed in Section 4.2.1 in very
detail.

A closer look on the design of the car seat reveals that in contrast to ar-
chitectural membranes the textile covers are supported by an elastic foam
structure. From a manufacturing point of view a so-called compensation
of the optimized cutting pattern is requested. The resulting shrinkage of
the cutting pattern ensures a better fit of the textile cover on the underly-
ing foam structure of the car seat. Recalling Equation (5.3), the effect of
compensation is incorporated in VaReS and can be controlled by means of
an elastic potential representing a predefined stress state. In textile engi-
neering the specification of these normal stresses in terms of compensation
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forces is very common. Keeping in mind that the material behavior of the
applied textile fabric is defined by means of a surface based strain-energy
function, these compensation forces need to be expressed in terms of a
set of structural invariants - see Section 6.1.1.1. The predefined compen-
sation forces as well as the corresponding Cauchy stresses and structural
invariants for the applied interlock jersey are summarized in Table 6.1.

warp (•)‖ weft (•)⊥
f‖
[
N/m
]

σpre
‖ [Pa] Ipre

‖ [−] f⊥
[
N/m
]

σpre
⊥ [Pa] Ipre

⊥ [−]

18.0 6000.0 0.986 88.0 29333.0 1.1179

Table 6.1: Predefined stress state: Compensation forces, Cauchy
stresses and structural invariants in warp and weft direc-
tion

It is well known for architectural membranes that the stresses within the
membrane are directly linked to its shape (equilibrium surface). How-
ever, in case of supported structures, the residual stresses arising due to
the draping process and/or compensation of the cutting pattern generate
pressure-like forces acting on the underlying frame. These so-called effec-
tive forces are directly linked to the geometry of the target structure - see
Section 6.1.1.2. Within the scope of this example (car seat) the textile fab-
ric is supported by an underlying foam structure and therefore the effective
forces acting on the underlying foam structure are of interest as well.

REMARK I: The correlation between the effective forces, Cauchy stresses
and structural invariants stated in Table 6.1 strongly depends on the con-
sidered material. In case of a response surface based strain-energy function
this correlation is not quite trivial and is therefore explained in more detail
in Section 6.1.1.1.

6.1.1.1 Predefined stress state

Consider a response surface based strain-energy function introduced in
Chapter 4. In case of predefined normal stresses, the desired compensation
forces (fpre

‖ and fpre
⊥ ) need to be expressed in terms of a set of associ-

ated structural invariants (Ipre
‖ and Ipre

⊥ ). Therefore, additional response

surfaces, called stress surfaces, representing the in-plane normal Cauchy
stresses (σ11 and σ22) need to be established (see Section 4.1.1.1):

S‖ : (ξ, η) ∈ [0, 1]× [0, 1]→ V‖ ,
(ξ, η)→

[
I‖ (ξ, η) , I⊥ (ξ, η) , σ11 (ξ, η)

] (6.1a)

S⊥ : (ξ, η) ∈ [0, 1]× [0, 1]→ V⊥ ,
(ξ, η)→

[
I‖ (ξ, η) , I⊥ (ξ, η) , σ22 (ξ, η)

] (6.1b)
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with V‖ ⊂ R3 and V⊥ ⊂ R3 being Euclidean vector spaces over the bodies

K3
‖ and K3

⊥, respectively:

K3
‖ → V‖ ,

(
I‖, I⊥, σ11

)
→ I‖e1 + I⊥e2 + σ11e3 (6.2a)

K3
⊥ → V⊥ ,

(
I‖, I⊥, σ22

)
→ I‖e1 + I⊥e2 + σ22e3 (6.2b)

and

σ = J−1χ∗

(
2
∂Ψnorm

∂C

)
= σij

Φi
‖Φi‖

⊗ Φj
‖Φj‖

with i, j = 1 . . . 2 (6.3)

Due to the experimental setup (see Section 4.1.2), the principal directions
are equivalent to the fiber directions, i.e. the coefficients σij in Equa-
tion (6.3) represent the true principal Cauchy stresses. Hence, the compen-
sation forces can easily be converted into the in-plane normal coefficients
of the Cauchy stress tensor defined by Equation (6.3):

σpre
‖ = σpre

11 =
fpre
‖

thk
and σpre

⊥ = σpre
22 =

fpre
⊥

thk
(6.4)

Figure 6.2 illustrates the stress surfaces defined in Equation (6.1) based on
the experimental data of an interlock jersey. The specified compensation
forces expressed in terms of Cauchy stresses σpre

‖ and σpre
⊥ (see Table 6.1)

are highlighted as isolines (solid black lines in Figure 6.2) in the respective
stress surfaces S‖ and S⊥.

σ11

I‖I⊥

σ22

I‖I⊥

σpre
‖

σpre
⊥

S⊥
S‖

Figure 6.2: Predefined normal stress state σpre
‖ and σpre

⊥ (solid black

lines) for an interlock jersey: stress surface S‖ (left) vs.
stress surface S⊥ (right)

As stated in the assumptions made for the response surface based material
model introduced in Section 4.1 (orthotropic material - Equation (4.7)),
the normal and shear stresses are decoupled. In case of predefined normal
stresses, the shear stresses are not affected by these stresses and can be
neglected (σpre

] = 0). Hence, the set of structural invariants representing
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σ

I‖I⊥ I‖

I⊥

σpre
‖

σpre
⊥

σpre
⊥

σpre
‖

(
Ipre
‖ , Ipre

⊥

)

S⊥

S‖

S⊥
S‖

Figure 6.3: Predefined normal stress state σpre
‖ (solid blue line) and

σpre
⊥ (solid red line) for an interlock jersey: skew isolines

(left) vs. orthogonal projection of isolines (right)

the specified compensation forces can be interpreted as a point belonging
to both isolines of the stress surface S‖ and S⊥. More precisely, the in-

tersection
(
Ipre
‖ , Ipre

⊥

)
between the orthogonal projections of both isolines

onto the I‖ − I⊥ − plane. Figure 6.3 illustrates the described strategy for
the mentioned interlock jersey and compensation forces.

6.1.1.2 Effective forces on the frame

In case of a syncalstic or anticlastic membrane structure, certain stresses
are still remaining within the target geometry, i.e. after deforming the
cutting pattern into its final 3 dimensional shape (draping process). If the
membrane structure is supported (car seat), the effect of these residual
stresses on the underlying frame can be expressed in terms of pressure-
like effective forces (feff = psurf · n). Assuming plane stress conditions, the
magnitude psurf of such an effective force is equivalent to the surface pres-
sure resulting from the interaction of curvature and residual stresses within
the membrane. By means of Barlow’s formula the following relation can
be established:

feff =

(
t · σ̂11

R1
+
t · σ̂22

R2

)
· n (6.5)

with R1 and R2 being the principal radii of curvature (see Equation (2.41))
and n being the surface normal vector. The stress components σ̂11 and σ̂22

are the normal coefficients of the Cauchy stress tensor in the principal
directions n̂1 and n̂2 (see Equation (2.40)), respectively:

σ = σ̂ij n̂i ⊗ n̂j (6.6)

It is important to mention that the sign of the surface pressure indicates
the direction of action of the effective force in terms of the surface normal
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vector, see Equation (6.5). Thus, if psurf > 0 the resulting force is aligned
with the surface normal n, else against the direction of n.

6.1.2 Results

Besides the generation of optimized cutting patterns, the effect of a pre-
scribed stress state on the underlying foam structure is in the focus of this
research project. Therefore, for each selected part (see Figure 6.1) two
scenarios - one unstressed and one pre-stressed - have been investigated.
The corresponding predefined stress state is listed in Table 6.1. Below, the
optimized cutting patterns for each part and scenario (knee support (see
Section 6.1.2.1), rear flange (see Section 6.1.2.2), side flange (see Section
6.1.2.3)) are presented and compared against each other. Due to the chosen
interlock jersey (rrk), the resulting fiber distortions are of minor interest
and will not be discussed here.

Recalling Equation (6.5), the predefined stress state will lead to noncon-
stant effective forces strongly depending on the curvature of the target
geometry. In order to asses the quality of the optimized cutting patterns
(regular and compensated), the relative error Errorrel of the surface pres-
sure psurf (i.e. the magnitude of the effective forces - see Section 6.1.1.2)
acting on the underlying foam structure is defined as follows:

Errorrel =
psurf − ppre

surf

ppre
surf

(6.7)

with psurf being the surface pressure arising due to the residual stresses
within the textile fabric and ppre

surf being the target surface pressure which
is corresponding to the predefined stress state σpre

‖ and σpre
⊥ .

6.1.2.1 Results: knee support

Figure 6.4 illustrates the optimized cutting patterns for both scenarios,
the regular (dashed blue) and the pre-stressed (solid green). The chosen
material directions are indicated by the fiber coordinate system in the
lower left. Figure 6.5 illustrates the resulting strain-energies Ψrrk (C) for
both scenarios. Figure 6.6 shows the target surface pressure field and the
averaged normal directions defining its direction of action. Figure 6.7 shows
the resulting surface pressure field for both scenarios. The relative error
for both scenarios is visualized in Figure 6.8.
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Φweft

Φwarp

Figure 6.4: Cutting patterns for the knee support: compensated (solid
green) vs. regular (dashed blue)

Ψrrk (C)
1000.0 N/m3

0.0 N/m3
111.1 N/m3
222.2 N/m3
333.3 N/m3
444.4 N/m3
555.6 N/m3
666.7 N/m3
777.8 N/m3
888.9 N/m3

compensatedregular

Figure 6.5: Strain-energy Ψrrk (C) for the knee support: regular (left)
vs. compensated (right)

psurf

-4100.0 Pa
-3644.4 Pa
-3188.9 Pa
-2733.3 Pa
-2277.8 Pa
-1822.2 Pa

-1366.7 Pa
-911.1 Pa
-455.6 Pa

0.0 Pa

Figure 6.6: Surface pressure ppre
surf for the knee support: averaged nor-

mal directions of the target geometry (left) vs. target
surface pressure due to the predefined stress state (right)
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psurf

regular

2800.0 Pa

-5200.0 Pa
-4311.1 Pa
-3422.2 Pa
-2533.3 Pa
-1644.4 Pa
-755.6 Pa

133.3 Pa
1022.2 Pa
1911.1 Pa

compensated

Figure 6.7: Surface pressure psurf for the knee support: regular (left)
vs. compensated (right)

Errorrel

regular

15.0 %

-200.0 %
-176.1 %
-152.2 %
-128.3 %
-104.4 %
-80.5 %

-56.7 %
-32.8 %
-8.9 %

compensated

Figure 6.8: Relative error Errorrel for the knee support: regular (left)
vs. compensated (right)

6.1.2.2 Results: rear flange

Figure 6.9 illustrates the optimized cutting patterns for both scenarios,
the regular (dashed blue) and the pre-stressed (solid green). The chosen
material directions are indicated by the fiber coordinate system in the lower
left. Figure 6.10 illustrates the resulting strain-energies Ψrrk (C) for both
scenarios.

Φweft

Φwarp

Figure 6.9: Cutting patterns for the rear flange: compensated (solid
green) vs. regular (dashed blue)
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Ψrrk (C)
1750.0 N/m3

0.0 N/m3
194.4 N/m3
388.9 N/m3
583.3 N/m3
777.8 N/m3
972.2 N/m3

1166.7 N/m3
1361.1 N/m3
1555.6 N/m3

compensatedregular

Figure 6.10: Strain-energy Ψrrk (C) for the rear flange: regular (left)
vs. compensated (right)

Figure 6.11 shows the target surface pressure field and the averaged normal
directions defining its direction of action. Figure 6.12 shows the resulting
surface pressure field for both scenarios. The relative error for both sce-
narios is visualized in Figure 6.13.

psurf

-1750.0 Pa
-555.6 Pa
638.9 Pa

1833.3 Pa
3027.8 Pa
4222.2 Pa

5416.7 Pa
6611.1 Pa
7805.6 Pa
9000.0 Pa

Figure 6.11: Surface pressure ppre
surf for the rear flange: averaged nor-

mal directions of the target geometry (left) vs. target
surface pressure due to the predefined stress state (right)

psurf

regular compensated

3000.0 Pa

-800.0 Pa
-377.8 Pa

44.4 Pa
466.7 Pa
888.9 Pa

1311.1 Pa

1733.3 Pa
2155.6 Pa
2577.8 Pa

Figure 6.12: Surface pressure psurf for the rear flange: regular (left)
vs. compensated (right)
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Errorrel

regular compensated

0.0 %

-110.0 %
-97.8 %
-85.6 %
-73.3 %
-61.1 %
-48.9 %

-36.7 %
-24.4 %
-12.2 %

Figure 6.13: Relative error Errorrel for the rear flange: regular (left)
vs. compensated (right)

6.1.2.3 Results: side flange

Figure 6.14 illustrates the optimized cutting patterns for both scenarios,
the regular (dashed blue) and the pre-stressed (solid green). The chosen
material directions are indicated by the fiber coordinate system in the lower
left. Figure 6.15 illustrates the resulting strain-energies Ψrrk (C) for both
scenarios.

Φwarp

Φweft

Figure 6.14: Cutting patterns for the side flange: compensated (solid
green) vs. regular (dashed blue)

Figure 6.16 shows the target surface pressure field and the averaged normal
directions defining its direction of action. Figure 6.17 shows the resulting
surface pressure field for both scenarios. The relative error for both sce-
narios is visualized in Figure 6.18.
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Ψrrk (C)

regular compensated

1750.0 N/m3

0.0 N/m3
194.4 N/m3
388.9 N/m3
583.3 N/m3
777.8 N/m3
972.2 N/m3

1166.7 N/m3
1361.1 N/m3
1555.8 N/m3

Figure 6.15: Strain-energy Ψrrk (C) for the side flange: regular (left)
vs. compensated (right)

psurf

4000.0 Pa

-1500.0 Pa
-888.9 Pa
-277.8 Pa
333.3 Pa
944.4 Pa

1555.6 Pa

2166.7 Pa
2777.8 Pa
3388.9 Pa

Figure 6.16: Surface pressure ppre
surf for the side flange: averaged nor-

mal directions of the target geometry (left) vs. target
surface pressure due to the predefined stress state (right)

psurf

regular compensated

4200.0 Pa

-2400.0 Pa
-1666.7 Pa
-933.3 Pa
-200.0 Pa
533.3 Pa

1266.7 Pa

2000.0 Pa
2733.3 Pa
3466.7 Pa

Figure 6.17: Surface pressure psurf for the side flange: regular (left)
vs. compensated (right)
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regular compensated

Errorrel

250.0 %

-250.0 %
-194.4 %
-138.9 %
-83.3 %
27.8 %
27.8 %

83.3 %
138.9 %
194.4 %

Figure 6.18: Relative error Errorrel for the side flange: regular (left)
vs. compensated (right)

6.1.3 Summary and Discussion

As shown in the previous Sections 6.1.2.1 - 6.1.2.3, for all selected parts the
developed Variation of Reference Strategy (VaReS) proves to be capable
of finding a regular as well as a compensated cutting pattern.

Consider the cutting patterns resulting from the unstressed scenario. All
these cutting patterns still lead to certain levels of total elastic potential
energy within the target structure, which are low but distinctly not zero
(see Figure 6.5, Figure 6.10 and Figure 6.15). This outcome is to be ex-
pected since all three target structures are either described as synclastic
(knee support) or anticlastic surfaces (side flange and rear flange). But
it is important to note that the numbers itself are of less interest since
they are directly related to the underlying material model. Thus, using
the magnitude of the resulting strain-energy function as a quality criterion
is not appropriate.

target
[
m2
]

regular
[
m2
]

compensated
[
m2
]

KS 79050.07 E-06 79312.25 E-06 76925.38 E-06
RF 61827.64 E-06 61828.87 E-06 57345.05 E-06
SF 72340.76 E-06 72767.84 E-06 70089.46 E-06

Table 6.2: Surface areas: knee support (KS), rear flange (RF), side
flange (SF)

Consider the cutting patterns resulting from the pre-stressed scenario. For
all parts the compensated cutting pattern is clearly smaller than the re-
spective regular one. This leads to a noticeable increase of the total elastic
potential energy (see Figure 6.5, Figure 6.10 and Figure 6.15). The surface
areas of the each target structure (target) and of the corresponding cut-
ting patterns resulting from both the unstressed (regular) and pre-stressed
(compensated) scenario are summarized in Table 6.2. This outcome is to



6.1. Car seat (DFG BL 306 20-2) 145

be expected, since these shrinkages are the mechanisms that realize stress
states shifted from the energetic optimum, i.e. the minimum of the total
elastic potential energy. In order to judge about the quality of the com-
pensated cutting patterns the relative error Errorrel of the resulting surface
pressure fields are shown in Figure 6.8, Figure 6.13 and Figure 6.18. Espe-
cially in case of the rear flange and the side flange remarkable deviations
of the corresponding target surface pressure field can be observed. The
reason for this is the geometry of the target structure (car seat). In con-
trast to architectural membranes, where its geometry is characterized by an
equilibrium between the stresses and the boundary conditions (form-found
surface1), the shape of the selected parts (knee support, rear flange, side
flange) is defined by its underlying frame (supported structure). Conse-
quently, the prescribed stress state within the textile fabric is not necessary
in equilibrium with the curvature defined by the underlying frame (addi-
tional constraints) and therefore a desired constantly distributed stress
state (predefined stress state) might be non-physical.

CONCLUSION: Due to the fact that each target structure is not a form-
found surface, a constant prescribed stress field leads to a nonconstant
pressure field strongly depending on the local curvature, see Figure 6.6,
Figure 6.11 and Figure 6.16. Especially for elastically supported struc-
tures, a constant effective force acting on the underlying frame is of more
interest. Thus, instead of prescribing the stress state a predefined surface
pressure would be a more adequate criterion controlling the compensation
of the cutting pattern.

1 for further information the author refers to Dieringer et. al [36], Dieringer [37],
Linhard [74] and Linhard et al. [75] [76]
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6.2 Structures made of CFRP

The presented results are based on the outcome of a research project funded
by the BMW Group. The project was part of a cooperation between the
division Prozessgestaltung, Simulation, Entwicklung CAE at the BMW
Group and the Chair of Structural Analysis at the Technische Universität
München.

6.2.1 Material model for a carbon UD-ply

Consider a non-crimp fabric (UD-ply) made of carbon fibers (cf. Fig-
ure 1.2). In order to describe its highly anisotropic behavior on a macro-
scopic level an additional strain-energy function based on the structural
invariants (3.57) in direction of the rovings needs to be introduced. Within
that course, Bonet and Burton [22] extended the Neo-Hookean strain-
energy function (5.74) in their work as follows:

ΨBonet =
[
α+ β ln

√
I3 + γ (I4 − 1)

]
(I4 − 1)− 0.5α (I5 + 1) (6.8)

with α = α (E, ν,Gφ), β = β (Eφ, E, ν) and γ = γ (Eφ, E, ν,Gφ) being
coefficients2 depending on the Young’s modulus in direction of the rovings
Eφ, the shear modulus in direction of the rovings Gφ, the Young’s modulus
E and the Poisson’s ratio ν of the isotopic part. Finally, Equation (6.8) is
simply added:

ΨUD−Ply = ΨNeoHook + ΨBonet (6.9)

The corresponding material parameters for a single UD-ply made of carbon
fibers are listed in Table 6.3.

thk [m] Eφ [Pa] Gφ [Pa] E [Pa] ν [−]

0.25E− 03 75.0E + 09 0.3E + 09 0.3E + 09 0.0

Table 6.3: Material parameter: carbon UD-ply

6.2.2 Cutting pattern for stacks

In general, lightweight structures made of glass/carbon fiber reinforced
plastics (aeronautic, aerospace and automotive applications) consist of sev-
eral plies exhibiting different fiber orientations which are stacked atop each
other. The pile of different plies is called stack. Its internal texture is called
stacking sequence or lay-up. As already shown in Section 5.4, a preferred
material direction directly effects the shape of the resulting cutting pat-
tern. Hence, a common cutting pattern for a stack would lead to areas
within each single ply where the resulting stresses are not optimized. The
following thought experiment will underline this effect.

2 explained in more detail in Appendix C.3
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Figure 6.19: Manufacturing of a BMW M3 CFRP rooftop: automated
stacking of the single UD-plies (left) and preforming of
the stack (right) [93]

Consider the generated cutting patterns of the generic rib (cf. Figure 5.41).
Now, the cutting pattern of scenario #2 is subjected to the fiber orienta-
tion of scenario #1. The resulting stresses in warp and weft direction for
both cutting patterns (optimized and disadvantageous) are illustrated and
compared in Figure 6.20 and Figure 6.21, respectively.

σ‖

optimized
cutting pattern

disadvantageous
cutting pattern

950.0 Pa

-1350.0 Pa
-1094.4 Pa
-838.9 Pa
-583.3 Pa
-327.8 Pa
-72.2 Pa

183.3 Pa
438.9 Pa
694.4 Pa

Figure 6.20: Generic rib (plain weave): resulting Cauchy-stresses
(warp) within the target geometry - optimized cutting
pattern (left) vs. disadvantageous cutting pattern (right)

Especially areas exhibiting high compressive stresses are of interest for a
design engineer since they posses a higher vulnerability for the occurrence
of wrinkles. In the presented example, a heavy increase of compressive
stresses in warp direction can be observed, if a disadvantageous cutting
pattern is applied. In order to understand this effect one has to take a
closer look on the fiber twist defined by Equation (5.86). Figure 6.22
illustrates the resulting fiber twist for both cutting patterns (optimized and
disadvantageous). In the case of a disadvantageous cutting pattern almost
no fiber distortions can be observed, i.e. almost no shear deformations are
occurring. However, this directly contradicts with the major advantage of
textile fabrics compared to sheet metals which is based on the fabrics’ shear
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σ⊥
1500.0 Pa

-900.0 Pa
-633.3 Pa
-366.7 Pa
-100.0 Pa
166.7 Pa
433.3 Pa

700.0 Pa
966.7 Pa

1233.3 Pa

optimized
cutting pattern

disadvantageous
cutting pattern

Figure 6.21: Generic rib (plain weave): resulting Cauchy-stresses
(weft) within the target geometry - optimized cutting
pattern (left) vs. disadvantageous cutting pattern (right)

twist
Fiber

102.0◦

78.0◦
80.7◦
83.3◦
86.0◦
88.7◦
91.3◦
94.0◦
96.7◦
99.3◦

optimized
cutting pattern

disadvantageous
cutting pattern

Figure 6.22: Generic rib (plain weave): resulting fiber twist within
the target geometry - optimized cutting pattern (left)
vs. disadvantageous cutting pattern (right)

flexibility. More precisely, the high shear flexibility of textile fabrics leads to
a reduction of the undesired normal stresses (either tensile or compressive)
which in turn enables a broader range of applications when it comes to
synclastic or anticlastic structures. Hence, in order to take advantage of
this effect, the optimized cutting pattern should preferably lead to almost
only shear deformations. In oder to circumvent the shown complications,
the optimized cutting patterns for each ply within the stack are created
independently. Additionally, the offset of each ply to the mid-surface of the
structure of investigation is taken into account. A very common stacking
sequence is the so-called quasi-isotropic lay-up:

φα =
[

0◦ / 90◦ / 45◦ / − 45◦ / − 45◦ / 45◦ / 90◦ / 0◦
]

In the following, this stacking sequence is applied to a synclastic (spherical
shell - Section 6.2.3) and to an anticlastic (roof crossrail - Section 6.2.4)
structure.
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6.2.3 Spherical shell

Consider the 160◦ section of a hemispherical shell (r = 0.5m) already intro-
duced in Section 5.4.2. Within the context of this example, the structure
consists of 8 UD-plies made of carbon fibers which are arranged in a quasi-
isotropic lay-up (cf. Figure 6.23).

φα

Φroving

Ply8: 0◦
Ply7: 90◦

Ply6: 45◦
Ply5: −45◦

Ply4: −45◦

Ply2: 90◦
Ply1: 0◦

Ply3: 45◦

Figure 6.23: Spherical shell (stack): initial guess (orthogonal projec-
tion) vs. target structure (left) and quasi-isotropic stack-
ing sequence (right)

0◦ : Ply1 / Ply8

90◦ : Ply2 / Ply7

45◦ : Ply3 / Ply6

−45◦ : Ply4 / Ply5

φα φα

Figure 6.24: Spherical shell (stack): optimized cutting patterns for
Ply1 - Ply4 (left) and Ply5 - Ply8 (right)

Therefore, the strain-energy function describing an UD-ply made of carbon
fibers (6.9) is applied (see Table 6.3). As indicated in Section 5.4.2.2, the
problem is initialized with an orthogonal projection and solved by means
of the first-order approach (method of steepest descent). Thus, no addi-
tional Dirichlet BCs are mandatory. The goal is now to find the individual
optimized cutting pattern for each ply within the stack, i.e. taking into
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Ply1: 0◦

Ply2: 90◦

Ply3: 45◦

Ply4: −45◦

Ply5: −45◦

Ply6: 45◦

Ply7: 90◦

Ply8: 0◦

Figure 6.25: Spherical shell (stack): optimized cutting patterns Ply1
- Ply4 (left) and Ply5 - Ply8 (right)
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account the fiber orientation within the ply and its off-set from the mid-
surface. The optimized cutting patterns are illustrated in Figure 6.24 and
Figure 6.25.

REMARK I: During the entire manufacturing process (i.e. draping, infil-
tration and curing) the stack is supported by the mold. Due to its construc-
tion the structural behavior of the mold is considered as rigid compared
to stack. Therefore, the effective forces acting on the mold (underlying
frame) are of less interest.

REMARK II: Due to the manufacturing process and the high tensile
stiffness of the carbon rovings, no predefined stress-state needs to be taken
into account.
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6.2.4 Roof crossrail

Consider a car roof crossrail made of carbon fibers (cf. Figure 6.26). The
chosen stack consists of 8 UD-plies in a quasi-isotropic lay-up. Similar to
the previous example (spherical shell - Section 6.2.3), the goal is to find
the individual optimized cutting pattern for each ply within the stack,
i.e. taking into account the fiber orientation within the ply and its offset
from the mid-surface. But in contrast to a rotationally symmetric target
structure, now an axially symmetric one is under investigation.

Figure 6.26: Roof crossrail: target structure

φα

Φroving

Ply1: 0◦
Ply2: 90◦

Ply3: 45◦
Ply4: −45◦

Ply5: −45◦

Ply7: 90◦
Ply8: 0◦

Ply6: 45◦

Figure 6.27: Roof crossrail (stack): initial guess (orthogonal projec-
tion) vs. target structure (left) and quasi-isotropic stack-
ing sequence (right)

Furthermore, the strain-energy function defined by Equation (6.9) is ap-
plied for describing the behavior of each UD-ply (see Table 6.3). The
problem is initialized with an orthogonal projection (cf. Figure 6.27) and
solved by means of the first-order approach (method of steepest descent).
Thus, no additional Dirichlet BCs are mandatory. The optimized cutting
patterns are illustrated in Figure 6.28 and Figure 6.29.

REMARK III: During the entire manufacturing process (i.e. draping,
infiltration and curing) the stack is supported by the mold. Due to its
construction the structural behavior of the mold is considered as rigid
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0◦ : Ply1 / Ply8

90◦ : Ply2 / Ply7

45◦ : Ply3 / Ply6

−45◦ : Ply4 / Ply5

φα

Φroving

φα

Φroving

Figure 6.28: Roof crossrail (stack): optimized cutting patterns for
Ply1 - Ply4 (left) and Ply5 - Ply8 (right)
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Ply1: 0◦

Ply2: 90◦

Ply3: 45◦

Ply4: −45◦

Ply5: −45◦

Ply6: 45◦

Ply7: 90◦

Ply8: 0◦

Figure 6.29: Roof crossrail (stack): optimized cutting patterns (indi-
vidual UD-ply)
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compared to stack. Therefore, the effective forces acting on the mold (un-
derlying frame) are of less interest.

REMARK IV: Due to the manufacturing process and the high tensile
stiffness of the carbon rovings, no predefined stress-state needs to be taken
into account.
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6.2.5 Summary and Discussion

The previous sections (6.2.3 - 6.2.4) have shown the capabilities of the
developed Variation of Reference Strategy applied to supported structures
in combination with highly anisotropic nonlinear materials. Furthermore,
different fiber orientations within the target structure have been dealt with.
For both structures, the spherical shell (synclastic) as well as the roof
crossrail (anticlastic), a set of optimized cutting patterns has been found
taking into account both the preferred material directions as well as the
offset of each UD-ply to the structure’s mid-surface.

For all cases, a strong dependency between the orientation of the UD-
ply (preferred material direction) and the shape of the optimized cutting
pattern can be observed. The offset of each UD-ply to the structure’s mid-
surface is reflected by a difference in the surface area of two corresponding3

UD-plies. For each target structure, spherical shell and car roof crossrail,
the corresponding UD-plies are compared with each other in Table 6.4 and
Table 6.5, respectively.

upper UD-ply lower UD-ply

φalpha # area 2D
[
m2
]

area 2D
[
m2
]

#

0◦ Ply1 1.289310E + 00 1.280477E + 00 Ply8
90◦ Ply2 1.288171E + 00 1.281777E + 00 Ply7
45◦ Ply3 1.277991E + 00 1.274177E + 00 Ply6
−45◦ Ply4 1.276666E + 00 1.275411E + 00 Ply5

Table 6.4: Spherical shell: comparison of the cutting patterns’ surface
areas (area 2D) for identically aligned UD-plies

lower UD-ply upper UD-ply

φalpha # area 2D
[
mm2

]
area 2D

[
mm2

]
#

0◦ Ply1 1.735625E + 05 1.740449E + 05 Ply8
90◦ Ply2 2.068691E + 05 2.069949E + 05 Ply7
45◦ Ply3 1.928220E + 05 1.929827E + 05 Ply6
−45◦ Ply4 1.928926E + 05 1.929443E + 05 Ply5

Table 6.5: Roof crossrail: comparison of the cutting patterns’ surface
areas (area 2D) for identically aligned UD-plies

Consider the spherical shell. Due to the rotational symmetry of the target
structure, each of the optimized cutting patterns exhibit an axial symme-

3 i.e. identically aligned UD-plies
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try w.r.t. the respective fiber orientation. A similar correlation has been
observed for orthotropic materials (see Section 5.4.2.2)

Consider the car roof crossrail. Due to the axial symmetry of the target
structure, each of the optimized cutting patterns exhibits at least a point
wise symmetry w.r.t. the center of the respective area. This outcome
contradicts with the correlation which has been observed for orthotropic
materials (see Section 5.4.3.2).

CONCLUSION: This observation (i.e. a highly anisotropic material in
combination with an axially symmetric target structure) underlines the
importance of taking into account the material properties for the generation
of optimized cutting patterns.





7

Conclusions and Outlook

“Das also war des Pudels Kern!”

— Johann Wolfgang von Goethe, 1749 - 1832
German poet and politician
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The generation of optimized cutting patterns for textile fabrics has been in
the focus of this thesis. Within that scope, a novel approach for solving
the optimization problem and a novel material model capturing the struc-
tural response of textile fabrics on a macroscopic level has been developed,
implemented and evaluated.

Generation of optimized cutting patterns
A novel numerical strategy for generating optimized cutting patterns, the
so-called Variation of Reference Strategy (VaReS), is elaborated in Chap-
ter 5. Its key idea is based on an unconstrained optimization problem
minimizing the total potential energy within the target structure (energy
principle). The core concept of VaReS is the definition of the design
variables. In contrast to the well-known principles in structural analy-
sis (Minimum of Total Potential Energy or Principle of Virtual Work),
the material nodal positions are defined as unknowns. Consequently, the
primary variables are anchored within the material (or reference) configu-
ration, where the target structure represents the spatial configuration and
is held fixed. This setup guarantees the required1 stress-free state in the
(optimized) cutting pattern. Two different solution strategies, namely the
linearization of the variational principle (second-order approach) and the
method of steepest descent (first-order approach), are presented for solv-
ing the underlying partial differential equation. Both strategies are based
on an isoparametric finite element approach. The core innovation of the
developed 3-parameter VaReS-membrane element is the Gâteaux deriva-
tive of the underlying strain-energy function. More precisely, the Gâteaux
derivative results in the directional derivatives of both the Green-Lagrange
strain tensor and the differential material domain in direction of the ma-
terial nodal positions. The scope of each approach is directly linked to the
underlying strain-energy function. A guideline concerning this matter is
given in Table 5.3. Furthermore, two different strategies for increasing the
robustness - namely time-stepping strategy and damped predictor - have
been tested and discussed.

Material model for textile fabrics
A novel approach for modeling the structural response of either knitted,
braided or woven fabrics based on a nonlinear (hyperelastic) surrogate
model is developed in Chapter 4. The key idea is the representation of
the fabric’s strain-energy function in terms of response surfaces and/or
curves spanned over a set of structural invariants. The presented surro-
gate model is based on a pair consisting of a Bézier surface and a Bézier
curve describing the fabric’s in-plane normal and in-plane shear behavior.
The workflow for generating the developed response surfaces/curves is es-
tablished as follows. A series of velocity-driven biaxial tensile tests provide
the raw data for the required sampling points of the Bézier surfaces/curves.
Then, the gained raw data have to be transformed into adequate contin-
uum mechanical quantities (strain-energy and structural invariants). This

1 Considering the manufacturing process (draping), the stress-free cutting pattern is
deformed to its final shape exhibiting residual stresses due to its double-curved char-
acteristics.
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step is called data processing. Finally, the corresponding control points of
the Bézier surfaces/curves are established by means of a constrained least
squares approach. This step is called data fitting.

The developed solution strategies have been benchmarked by means of a
section of a cylindrical shell2. In case of the linearized variational principle,
a quadratic convergence rate of the applied Newton-Raphson scheme has
been observed. In case of the method of steepest descent a linear conver-
gence rate has been observed. Additionally, several numerical experiments
on anticlastic (generic rib) and synclastic (spherical shell) structures in
combination with isotropic (Neo-Hook) and orthotropic (glass plain weave)
material behavior has been performed. (Section 5.4). The established
workflow for generating the underlying strain-energy function of the re-
sponse surface based material model has been applied to three different
types of textile fabrics, namely an interlock jersey, a twill weave and a
reinforced interlock jersey (Section 4.2). Finally, the presented Variation
of Reference Strategy and the response surface based material model have
been applied to two different industrial applications, namely a textile car
seat cover and a CFRP roof crossrail (Chapter 6).

The presented numerical experiments and industrial applications show the
generality and potential of both the Variation of Reference Strategy and
the response surface based material model. Based on the gained knowledge
and experience the following conclusions can be drawn.

Variation of Reference Strategy
The applied strain-energy function shows a strong influence on the charac-
teristics of the residual force equation and therefore on the characteristics
of the optimization problem.

In case of polyconvex strain-energy functions, the linearization of the varia-
tional approach (second-order approach) proves to be effective. The reason
for this is the quadratic rate of convergence of the Newton-Raphson scheme
due to convex properties of the optimization problem. It is important to
note that the overall convergence behavior is highly sensitive w.r.t. the
initialization strategy and the applied set of Dirichlet BCs.

The method of steepest descent (first-order approach) proves very useful for
finding the cutting patterns for orthotropic and anisotropic materials. In
order to reduce the number of iterations an adaptive line search technique
(3-point rule) is proposed. It is important to note that no further Dirichlet
BCs are required which might have a negative effect on the resulting shape
of the cutting pattern.

Critical strain states and overshooting predictors may cause severe conver-
gence problems. The time-stepping strategy turns out to be quite powerful,
since it increases the robustness and stability of the underlying optimiza-
tion problem.

2 For ruled surfaces there exists an analytical solution - namely the congruent rectan-
gle.
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The resulting symmetry of the optimized cutting pattern is directly linked
to both the symmetry of the target structure (rotational or axial) and
the preferred material directions. In case of an isotropic material, the
symmetry of the target structure is preserved within the optimized cutting
pattern.

An important property of the Variation of Reference Strategy is that it
guarantees a stress-free state in the cutting pattern at each optimization
step. In terms of mechanics, the unknown cutting pattern is defined as
material configuration. Hence, the motion mapping the cutting pattern
(material configuration) to the target structure (spatial configuration) is
consistent with the physics of the underlying problem.

The major distinction between the presented Variation of Reference Strat-
egy and the existing methods for the generation of cutting patterns (see
Section 1.3.2) is the choice of the description of motion. In more detail,
the Variation of Reference Strategy is based on a Total Lagrangian Formu-
lation allowing for a direct incorporation of nonlinear anisotropic material
models based on the concept of hyperealsticity.

Response surface based material model
Considering the experimental set-up of the velocity driven biaxial tensile
tests, the structural response of the underlying micro-structure is automat-
ically captured on a macroscopic level (experimental raw data). Therefore,
the presented material model is applicable to a wide range of textile fabrics.

The presented workflow (data processing and data fitting) allows an easy
and straight-forward identification of the required material parameters rep-
resented by the control points of the corresponding Bézier surface/curve.

The achieved cutting patterns for selected parts of a car seat cover made of
an interlock jersey (see Section 6.1) underline the capability of the response
surface based material model in combination with the developed Variation
of Reference Strategy.

Outlook
In case of supported structures (e.g. car seat cover), the application of a
constant prescribed stress field for compensation purposes turned out to
be less suitable. The reason for that is the fact that for non-form-found
surfaces, a constant stress field leads to a nonconstant pressure field which
is strongly depending on the underlying curvature. Especially for elastically
supported structures, a constant effective force acting on the underlying
foam core is of more interest. Thus, instead of a constant prescribed stress
field, a constant predefined effective force is proposed as a more adequate
criterion for controlling the compensation of the cutting pattern. Due to
the fact that the stress field within a double-curved tensile structure is
directly linked to the underlying curvature of the target structure and the
predefined effective force (6.5), the incorporation of the proposed criterion
into the Variation of Reference Strategy is straight-forward.
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In case of structures made of carbon fibers, a strong dependency between
the orientation of the UD-ply and the shape of the optimized cutting pat-
tern has been observed. Therefore, the application of an optimized cutting
pattern for each ply within a stack (instead of a common cutting pattern for
the entire stack) reduces the overall material consumption of the structure
and yields a draped stack with significantly higher quality.

So far, the presented Variation of Reference Strategy is based on an un-
constrained optimization problem. Especially the presented first-order ap-
proach is ideal for further enhancements. The following additional con-
straints may lead to an even more sophisticated method for the design of
structures made of carbon or glass fibers:

Õ predefining the fiber orientation within the target structure

Õ considering the interaction between the plies

Õ adding additional manufacturing constraints
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4.13 Sample III: Bézier surface and curve with control points . . . . 82
4.14 Sample III: Accordance of the established Bézier surface and
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A hyperelastic approach for compostie reinforced large deformation
analysis. Journal of Composite Materials, 44 (1):5–26, 2010.

[2] H. Altenbach. Kontinuumsmechanik. Springer, Berlin, Heidelberg,
New York, Hongkong, London, Mailand, Paris, Tokio, 2012.

[3] J. S. Arora. Introduction to optimum design. AP - Elsevier, Ams-
terdam, Bosten, Heidelberg, London, New York, Oxford, Paris, San
Diego, San Francisco, Singapore, Sydney, Tokyo, 2012.
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editors, Textile Composites and Inflatabel Structures VI - Structural
Membranes, Barcelona, 2013. CIMNE.



174 Bibliography

[35] P. Deuflhard. Newton Methods for Nonlinear Problems. Springer,
Berlin, Heidelberg, New York, Hongkong, London, Milan, Paris,
Tokyo, 2004.
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[75] J. Linhard, R. Wüchner, and K.-U. Bletzinger. Introducing cutting
patterns in form finding and structual analysis. Computational Meth-
ods in Applied Sciences, 8:69–84, 2008.
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A

Tensor Analysis

The following list summarizes the most important formulas and definitions
addressed in this thesis. All formulas and definitions are based on the work
of Chaves [32], Holzapfel [60], Itskov [62] and Wriggers [112].

A.1 Notation

Einstein notation:

aib
i =

n∑
i=1

aib
i = a1b

1 + a2b
2 + . . .+ anb

n (A.1)

Euclidean base vectors:

ei with i = 1, 2, 3 (A.2)

Covariant convective base vectors (•)[:

g[ = giei with i = 1, 2, 3 (A.3)

Contra-variant convective base vectors (•)]:

g] = giei with i = 1, 2, 3 (A.4)

First order tensors:
a = aig

i = aigi = ãiei (A.5)

Second order tensors:

A = Aijg
i ⊗ gj = Aijgi ⊗ gj = Ãijei ⊗ ej (A.6)

Fourth order tensors:

A = Aijklgi ⊗ gj ⊗ gk ⊗ gl

= Aijklgi ⊗ gj ⊗ gk ⊗ gl

= Ãijklei ⊗ ej ⊗ ek ⊗ el

(A.7)
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According to Holzapfel [60] the nomenclature of a tensor is based on
its coefficients, i.e. a tensor with covariant or contra-variant coefficients is
called covariant or contra-variant tensor, respectively.

A.2 Operators and Symbols

Kronecker delta:

δij = δij = δji =

{
1 if i = j
0 if i 6= j

(A.8)

with
δij = ei · ej or δij = gi · gj or δji = gi · g

j (A.9)

Levi-Civita symbol:

εijk =
1

2
(i− j) (j − k) (k − i) (A.10)

for i, j, k = 1 . . . 3:

εijk =

 1 if (i, j, k) ∈
{

(1, 2, 3) , (2, 3, 1) , (3, 1, 2)
}

−1 if (i, j, k) ∈
{

(1, 3, 2) , (3, 2, 1) , (2, 1, 3)
}

0 otherwise : (i = j) , (j = k) , (i = k)
(A.11)

Christoffel symbols:

∂Gi (•)
∂ (•)j

= ΓijkG
k (•) = ΓkijGk (•) (A.12)

with

Γijk =
∂Gi (•)
∂ (•)j

Gk (•) (A.13a)

Γkij =
∂Gi (•)
∂ (•)j

Gk (•) = −∂Gk (•)
∂ (•)j

Gi (•) (A.13b)

Inner product:
< (•) , (•) >= (•) · (•) (A.14)

Outer product: (
(•)⊗ (•)

)
ij

= (•)i (•)j (A.15)(
(•)� (•)

)
ijkl

=
1

2

(
(•)ik (•)jl + (•)il (•)jk

)
(A.16)

Euclidean norm (L2-norm):∥∥(•)
∥∥ =

(
< (•) , (•) >

) 1
2 =

√
(•) · (•) (A.17)
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Permutability property:

δ

∫
Ω

(•) dΩ =

∫
Ω

δ (•) dΩ (A.18)

Inverse of a regular matrix:

A−1 =
1

det A
adjA =

1

det A
cofAT (A.19)

A.3 Tensor Algebra

First order tensors
Dot product:

a · b = ai ei · bj ej = aiδ
ijbj = aib

i (A.20)

a · b = ai gi · bj gj = aiδ
i
jb
j = aib

i (A.21a)

a · b = ai gi · b
j gj = aiδji bj = aib

i (A.21b)

a · b = ai gi · bj gj = aig
ijbj (A.21c)

a · b = ai gi · b
j gj = aigijb

j (A.21d)

Tensor product:

a⊗ b = ai ei ⊗ bj ej = (a⊗ b)ij ei ⊗ ej (A.22)

with the outer product (A.15)

(a⊗ b)ij =

a1

a2

a3

 [b1 b2 b3
]

=

a1b1 a1b2 a1b3
a2b1 a2b2 a2b3
a3b1 a3b2 a3b3

 (A.23)

a⊗ b = ai gi ⊗ bj gj = (a⊗ b)ij gi ⊗ gj (A.24a)

a⊗ b = ai gi ⊗ b
j gj = (a⊗ b)ij gi ⊗ gj (A.24b)

a⊗ b = ai gi ⊗ bj gj = (a⊗ b)ji gi ⊗ gj (A.24c)

a⊗ b = ai gi ⊗ bj gj = (a⊗ b)ij gi ⊗ gj (A.24d)

(a⊗ b) c = a (b · c) = (b · c) a (A.25a)

a (b⊗ c) = (a · b) c = c (a · b) (A.25b)

(a⊗ b) (c⊗ d) = (b · c) a⊗ d = a⊗ d (b · c) (A.25c)

A (b⊗ c) = (Ab)⊗ c (A.25d)
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Higher order tensors
Dot product:

A · b = Aij ei ⊗ ej · bk ek = Aijδ
jkbk ei = Aijb

j ei (A.26)

A · b = Aij gi ⊗ gj · bk gk = Aijδ
j
kb
k gi = Aijb

j gi (A.27a)

A · b = Aij gi ⊗ gj · bk gk = Aijδkj bk gi = Aijbj gi (A.27b)

A · b = Aij gi ⊗ gj · bk gk = Aijg
jkbk gi (A.27c)

A · b = Aij gi ⊗ gj · b
k gk = Aijgjkb

k gi (A.27d)

Double contradiction:

A : B = AijBkl (ei ⊗ ej) : (ek ⊗ el) = Aijδ
ikBklδ

jl = AijB
ij (A.28)

A : B = AijBkl
(
gi ⊗ gj

)
:
(
gk ⊗ gl

)
= Aijδki δ

l
jBkl = AijBij (A.29a)

A : B = AijB
kl
(
gi ⊗ gj

)
: (gk ⊗ gl) = Aijδ

i
kδ
j
lB

kl = AijB
ij (A.29b)

A : B = AijBkl
(
gi ⊗ gj

)
:
(
gk ⊗ gl

)
= Aijg

ikgjlBkl (A.29c)

A : B = AijBkl
(
gi ⊗ gj

)
: (gk ⊗ gl) = AijgikgjlB

kl (A.29d)

Tensor product:

(a⊗ b)⊗ c = a⊗ b⊗ c (A.30a)

(a⊗ b⊗ c) d = (c · d) a⊗ b (A.30b)

(a⊗ b⊗ c) : (d⊗ e) = (b · d) (c · e) a (A.30c)

(a⊗ b)⊗ (c⊗ d) = a⊗ b⊗ c⊗ d (A.31a)

(a⊗ b⊗ c⊗ d) : (e⊗ f) = (c · e) (d · f) (a⊗ b) (A.31b)

(A⊗B) : C = A (B : C) = (B : C) A (A.32a)

A : (B⊗C) = (A : B) C = C (A : B) (A.32b)

(A⊗B) : (C⊗D) = (B : C) (A⊗D) = (A⊗D) (B : C) (A.32c)
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A : B = AijklBmn
(
gi ⊗ gj ⊗ gk ⊗ gl

)
:
(
gm ⊗ gn

)
= Aijklδmk δ

n
l Bmn

(
gi ⊗ gj

)
= AijklBkl

(
gi ⊗ gj

) (A.33)

A : B = AijklB
mn

(
gi ⊗ gj ⊗ gk ⊗ gl

)
: (gm ⊗ gn)

= Aijklδ
k
mδ

l
lnB

mn
(
gi ⊗ gj

)
= AijklB

kl
(
gi ⊗ gj

) (A.34)

A : B = AijklBmn
(
gi ⊗ gj ⊗ gk ⊗ gl

)
: (gm ⊗ gn)

= Aijkl gkm glnB
mn

(
gi ⊗ gj

) (A.35)

A : B = AijklBmn
(
gi ⊗ gj ⊗ gk ⊗ gl

)
:
(
gm ⊗ gn

)
= Aijkl g

km glnBmn
(
gi ⊗ gj

) (A.36)

Trace of a tensor:

trA = tr (Aij ei ⊗ ej) = Aij tr (ei ⊗ ej) = Aijδ
ij

= A11 +A22 + . . .+Ann
(A.37)

trA = tr
(
Aij gi ⊗ gj

)
= Aij tr

(
gi ⊗ gj

)
= Aijg

ij (A.38a)

trA = tr
(
Aij gi ⊗ gj

)
= Aij tr

(
gi ⊗ gj

)
= Aijgij (A.38b)

Determinant of a tensor:

det A = εijkAi1Aj2Ak3 (A.39)

Various operations:

c = a× b with ci = εijk aj bk (A.40)

(a× b) · c = εijk ai bj ck (A.41)

Divergence and related operations:

divA = ∇ ·A =
∂Aij
∂xj

ei (A.42)



186 Appendix A. Tensor Analysis

div
(
ATb

)
= divA · b + A : (∇⊗ b) (A.43)

Divergence theorem - Gauss’s theorem∫
Ω

div
(
ATb

)
dΩ =

∫
Γ

b ·A n dΓ (A.44)

A.4 Tensor Calculus

In the following a selection of the most important rules of tensor calculus
is given (see Belytschko et al. [11], Holzapfel [60] and Wriggers
[112]):

∂trA

∂A
= I (A.45)

∂trA2

∂A
= 2AT (A.46)

∂ det A

∂A
= det A A−T (A.47)

∂A

∂A
= I� I (A.48)

∂A−1

∂A
= −A−1 �A−1 (A.49)

∂ (A : B)

∂C
= A :

∂B

∂C
+ B :

∂A

∂C
(A.50)

∂ (ΦA)

∂C
= A⊗ ∂Φ

∂C
+ Φ

∂A

∂C
(A.51)

A.5 Tensor Operations

First order tensors
Push-forward:

χ∗ (•)[ = F−T (•)[ and χ∗ (•)] = F (•)] (A.52)

Pull-back:

χ−1
∗ (•)[ = FT (•)[ and χ−1

∗ (•)] = F−1 (•)] (A.53)
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Second order tensors
Push-forward:

χ∗ (•)[ = F−T (•)[ F−1 and χ∗ (•)] = F (•)] FT (A.54)

Pull-back:

χ−1
∗ (•)[ = FT (•)[ F and χ−1

∗ (•)] = F−1 (•)] F−T (A.55)





B

Vectors/matrices for static condensation

B.1 Voigt notation

By means of utilizing the symmetry conditions of the strain, stress and
elasticity tensors a vector/matrix representation known as Voigt notation
can be established. It is important to note that only the coefficients of the
tensors are considered, i.e. the information on the base vectors is lost. For
further information the author refers to Belytschko [11].

Covariant Green-Lagrange strain tensor: E = EijG
i ⊗Gj

EV = [E11 E22 E33 2E23 2E13 2E12]T (B.1)

Contra-variant 2nd Piola-Kirchhoff stress tensor: S = SijGi ⊗Gj

SV =
[
S11 S22 S33 S23 S13 S12

]T
(B.2)

Contra-variant elasticity tensor: D = DijklGi ⊗Gj ⊗Gk ⊗Gl:

DV =


D1111 D1122 D1133 D1123 D1113 D1112

D2211 D2222 D2233 D2223 D2213 D2212

D3311 D3322 D3333 D3323 D3313 D3312

D2311 D2322 D2333 D2323 D2313 D2312

D1311 D1322 D1333 D1323 D1313 D1312

D1211 D1222 D1233 D1223 D1213 D1212

 (B.3)

B.2 Static condensation

In-plane (k = 11, 22, 12) and out-of-plane (o = 33, 13, 23) proportions of
the covariant Green-Lagrange strain tensor:

EV
k = [E11 E22 2E12]T (B.4a)

EV
o = [E33 2E23 2E13]T (B.4b)
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In-plane (k = 11, 22, 12) and out-of-plane (o = 33, 13, 23) proportions of
the contra-variant 2nd Piola-Krichhoff stress tensor:

SV
k =

[
S11 S22 S12

]T
(B.5a)

SV
o =

[
S33 S23 S13

]T
= 0 (B.5b)

In-plane (k = 11, 22, 12) and out-of-plane (o = 33, 13, 23) proportions of
the contra-variant elasticity tensor:

DV
kk =

D1111 D1122 D1112

D2211 D2222 D2212

D1211 D1222 D1212

 (B.6a)

DV
ko =

D1133 D1123 D1113

D2233 D2223 D2213

D1233 D1223 D1213

 (B.6b)

DV
ok =

D3311 D3322 D3312

D2311 D2322 D2312

D1311 D1322 D1312

 (B.6c)

DV
oo =

D3333 D3323 D3313

D2333 D2323 D2313

D1333 D1323 D1313

 (B.6d)



C

Hyperelastic material models

C.1 St. Venant-Kirchhoff

According to Holzapfel [60], the corresponding strain-energy function is
stated as follows:

ΨStVenKir =
1

2
λ
(
tr (E)

)2
+ µ tr

(
E2
)

(C.1)

with λ and µ being the Lamé parameters

µ =
E

2 (1 + ν)
(C.2a)

λ =
νE

(1 + ν) (1− 2ν)
(C.2b)

Applying Equation (3.60) leads to the 2nd Piola-Kirchhoff stress tensor:

SStVenKir = λ tr (E) I + 2 µE (C.3)

Applying Equation (3.65) leads to the elasticity tensor:

DStVenKir = λ I⊗ I + 2 µ I� I (C.4)

with I� I defined as (see Holzapfel [60])

(I� I)ijkl =
∂Eij
∂Ekl

=
1

2
(IikIjl + IilIjk) (C.5)

C.2 Neo-Hookean

According to Belytschko et al. [11], the corresponding strain-energy
function is stated as follows:

ΨNeoHook =
1

2
λ ln

(√
I3
)2

− µ ln
(√

I3
)

+
1

2
µ (I1 − 3) (C.6)
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with λ and µ being the Lamé parameters defined in Equation (C.2a) and
(C.2b), respectively. Applying Equation (3.60) leads to the 2nd Piola-
Krichhoff stress tensor:

SNeoHook = µ
(
I−C−1

)
+ λ ln

√
I3 C−1 (C.7)

Applying Equation (3.65) leads to the elasticity tensor:

DNeoHook = λC−1 ⊗C−1 + 2
(
µ− λ ln

√
I3
)

C−1 �C−1 (C.8)

with C−1 �C−1 defined as (see Holzapfel [60])(
C−1 �C−1

)
ijkl

=
∂C−1

ij

∂Ckl
=

1

2

(
C−1
ik C

−1
jl + C−1

il C
−1
jk

)
(C.9)

C.3 Material model: simple transversely isotropic

In their work, Bonet and Burton [22] presented the following nonlinear
transversely isotropic material model. In more detail, the Neo-Hookean
strain-energy function (C.6) is extended by simply adding an additional
strain-energy function capturing the directional properties (i.e. the char-
acteristics of the preferred material direction Φ):

ΨBonet =
[
α+ β ln

√
I3 + γ (I4 − 1)

]
(I4 − 1)− 0.5α (I5 + 1) (C.10)

with

n =
E

Eφ
(C.11a)

m = 1− ν − 2nν2 (C.11b)

λ =
E
(
ν + nν2

)
m (1 + ν)

(C.11c)

µ =
E

2 (1 + ν)
(C.11d)

α (E, ν,Gφ) = µ−Gφ (C.11e)

β (Eφ, E, ν) =
Eν2 (1− n)

4m (1 + ν)
(C.11f)

γ (Eφ, E, ν,Gφ) =
Eφ (1− ν)

8m
− λ+ 2µ

8
+
α

2
− β (C.11g)

Applying Equation (3.60) leads to the transversely isotropic proportion of
the 2nd Piola-Kirchhoff stress tensor:

SBonet = β (I4 − 1) C−1 − α (C M + M C)

+
[
2α+ β ln

√
I3 + 4γ(I4 − 1)

]
M

(C.12)
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Applying Equation (3.65) leads to the transversely isotropic proportion of
the elasticity tensor:

DBonet = 8 γ M⊗M− 2 β (I4 − 1) C−1 �C−1

+ 2 β
(
C−1 ⊗M + M⊗C−1

)
− 2 α (I�M + I�M)

(C.13)

with C−1 �C−1, M� I and I�M defined as(
C−1 �C−1

)
ijkl

=
1

2

(
C−1
ik C

−1
jl + C−1

il C
−1
jk

)
(C.14a)

(M� I)ijkl =
1

2

(
M−1
ik I

−1
jl +M−1

il I
−1
jk

)
(C.14b)

(I�M)ijkl =
1

2

(
I−1
ik M

−1
jl + I−1

il M
−1
jk

)
(C.14c)

C.4 Material model: plain weave

In their work, Aimène et al. [1] presented the following nonlinear or-
thotropic material model for describing the structural response of either a
non-crimp or woven fabric. It is based on a sum of polynomials which are
representing the strain-energies w.r.t. each fiber direction (Φ1 and Φ2) as
well as its shear characteristics:

Ψwoven (C) =

r∑
i=0

1

i+ 1
Ai
(
Ii+1
4 − 1

)
+

s∑
j=0

1

j + 1
Bj
(
Ij+1
6 − 1

)

+
t∑

k=1

1

k
Ck I

k
46

(C.15)

with the mixed structural invariant I46 = I46 (I4, I6)

I46 =
1

I4 I6
tr (CM1CM2) (C.16)

Applying Equation (3.60) leads to the 2nd Piola-Kirchhoff stress tensor:

Swoven = 2

 r∑
i=0

Ai I
i
4 +

1

I4

t∑
k=1

Ck I
k
46

M1

+ 2

 s∑
j=0

Bj I
j
6 +

1

I6

t∑
k=1

Ck I
k
46

M2

+ 2

 1√
I4I6

t∑
k=1

1

k
Ck I

k− 1
2

46

 (M12 + M21)

(C.17)
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with the mixed structural tensors M12 and M21

M12 = Φ1 ⊗ Φ2 and M21 = Φ2 ⊗ Φ1 (C.18)

Applying Equation (3.65) leads to the elasticity tensor:

Dwoven = 4

 r∑
i=0

i Ai I
(i−1)
4 +

1

I2
4

t∑
k=1

(k + 1) Ck I
k
46

M1 ⊗M1

+ 4

 1

I4I6

t∑
k=1

k Ck I
k
46

M1 ⊗M2

− 4

 1

I4

√
I46

I4I6

t∑
k=1

k Ck I
k−1
46

M1 ⊗ (M12 + M21)

+ 4

 1

I4I6

t∑
k=1

k Ck I
k
46

M2 ⊗M1

+ 4

 s∑
j=0

j Bj I
(j−1)
6 +

1

I2
6

t∑
k=1

(k + 1) Ck I
k
46

M2 ⊗M2

− 4

 1

I6

√
I46

I4I6

t∑
k=1

k Ck I
k−1
46

M2 ⊗ (M12 + M21)

− 4

 1

I4

√
I46

I4I6

t∑
k=1

k Ck I
k−1
46

 (M12 + M21)⊗M1

− 4

 1

I6

√
I46

I4I6

t∑
k=1

k Ck I
k−1
46

 (M12 + M21)⊗M2

+ 4

 1

I4I6

t∑
k=1

(
k − 1

2

)
Ck I

k−1
46

 (M12 + M21)⊗ (M12 + M21)

(C.19)
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