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Abstract

The planned 20 kt JUNO (Jiangmen Underground Neutrino Observatory) and the pro-
posed 50 kt LENA (Low Energy Neutrino Astronomy) detector are two next generation
liquid scintillator neutrino experiments.
To ensure a successful operation of these detectors, sophisticated techniques to extract the
properties of an event from the observed light signal are required. Thus, a reconstruction
algorithm for MeV events (e.g., caused by geo-neutrinos or astrophysical neutrinos) in
LENA was developed which is based on a full likelihood �t to the photon signal. Test-
ing the performance of the reconstruction on 0.2MeV to 3MeV events simulated with a
Geant4-based Monte Carlo simulation, the position resolution was found to be better than
25 cm and the start-time resolution was found to be below 0.6 ns. Furthermore, a relative
energy resolution of ∆Ts/T

true
s ≈ 6%/

√
T true
s /MeV, where T true

s is the true kinetic energy
of the electron, could be achieved which is compatible with the theoretical limit given by
photon statistics.
Applying this reconstruction method to events with a dark-noise rate of up to 50 kHz
per photomultiplier tube (PMT), which is the maximum dark noise expected for JUNO,
showed that the harmful e�ect of the dark noise on the reconstruction accuracy (up to a
factor 5 degradation in resolution) only in�uences events with sub-MeV visible energies.
Additionally, it was shown that using detector electronics which register more than the
�rst-photon arrival time of each PMT is a prerequisite for a high stability of the position
reconstruction. Moreover, a dedicated study showed that the energy reconstruction is not
a�ected by the transit-time spread of the PMTs.
Subsequently, the reconstruction was extended to cover events with single lepton tracks
of ∼100MeV, which is a prerequisite for reconstructing the full interactions of ∼GeV
(atmospheric or beam) neutrinos. Testing the algorithm with 0.2GeV to 1GeV muon
events yielded a start-point resolution of 10 cm, a start-time resolution better than 0.15 ns
and an angular resolution better than 5 deg for single muons. Electron events were also
successfully reconstructed, albeit at a degraded resolution: The resolution of the start
point and the start time was found to be up to 5 times the corresponding resolution for
muon events and the angular resolution was found to deteriorate by about 50%.
The likelihood approach was found not to be applicable to full neutrino interactions of
∼GeV neutrinos due to the high variability of the events. Thus, a set of tools was devised
to better characterize these events: First, a method was developed which separates pri-
mary from secondary events. Furthermore, the energy response of LENA to high-energy
neutrinos was determined. Subsequently, an algorithm was devised to visualize the event.
Based on this visualization, the vertex of simulated 1GeV to 10GeV neutrino interactions
could be determined with an excellent resolution which is below 10 cm. Using this infor-
mation as input, the number and the direction of all particle tracks with signi�cant length
could be determined, providing a handle to discriminate between neutral current (NC)
and electron-neutrino charged current (CC) interactions. As νe appearance is the most
important signal channel for conventional long baseline neutrino beams, an enhanced dis-
crimination between NC and νe-CC events allows to improve the performance of LENA
as a far detector of a neutrino beam.
Due to the vast size of the next generation of liquid scintillator detectors, the attenuation
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length of the scintillator needs to be > 10m (LENA) and > 24m (JUNO), respectively,
to ensure a su�cient photo-electron yield. Thus, an experiment was devised for a pre-
cise measurement of the scintillator's attenuation length. It allowed to measure the light
attenuation in a scintillator-�lled horizontal tube with an adjustable length between 1m
and 5m. The length can be changed in steps of 1m. The light was provided by a pulsed
LED and it was detected by PMTs. Using this experiment, the attenuation length of the
measured Linear Alkylbenzene (LAB) sample at a wavelength of 430 nm was determined
to be (8.89± 0.05(stat)+0.59

−0.53(syst))m. Additionally, the e�ective index of refraction of the
LAB was determined to be 1.59± 0.05(stat)± 0.10(syst).
The achieved accuracy of the measured attenuation length was still too low to test whether
the attenuation length of the JUNO scintillator meets its requirements. Thus a sec-
ond, improved experiment to measure the attenuation length was developed sacri�cing
the possibility to measure the e�ective index of refraction. Using a halogen light bulb
with a narrow-band wavelength �lter as light source and a temperature-stabilized CCD-
camera as detector allowed to reduce temporal variations to below 10−3. The attenu-
ation length of the measured LAB sample at a wavelength of 430 nm was determined
to be (9.60± 0.04(stat)± 0.11(syst))m. This corresponds to an absorption length of
(15.6± 0.8(stat)± 0.9(syst))m. The expected accuracy for an attenuation length of 24m
is 6.5%, which is su�cient for the measurements required for JUNO.
Finally, an upgrade of the experiment was designed: It aims at reducing the error down
to 1.2% for an attenuation length of 24m by using a vertical tube.



Zusammenfassung

JUNO und LENA sind zwei zukünftige Neutrinodetektoren der nächsten Generation mit
einer Masse von 20 bzw. 50 kt.
Um die physikalischen Eigenschaften der beobachteten Ereignisse untersuchen zu können,
müssen diese aus dem Lichtsignal, das von den Photomultipliern (PMTs) aufgenommen
wurde, rekonstruiert werden. Im Rahmen dieser Arbeit wurde ein Algorithmus entwickelt,
der MeV-Ereignisse (verursacht z.B. durch Wechselwirkungen von Geoneutrinos oder von
solaren Neutrinos) in LENA mit Hilfe eines Maximum-Likelihood-Fits aus dem Photonen-
signal rekonstruiert. Die Leistungsfähigkeit des Algorithmus wurde anhand von simulier-
ten Ereignissen im Energiebereich zwischen 0.2MeV und 3MeV bestimmt. Die Position
eines Ereignisses konnte dabei auf weniger als 25 cm genau bestimmt werden bei einer
Zeitau�ösung von unter 0.6 ns. Die relative Energieau�ösung lässt sich beschreiben durch
∆Ts/T

true
s ≈ 6%/

√
T true
s /MeV (T true

s ist die wahre kinetische Energie der Elektronen),
was mit der durch die Photonenstatistik vorgegebenen Grenze vereinbar ist.
Auÿerdem wurde gezeigt, dass der Fit auf Ereignisse mit einer Dunkelzählrate von bis zu
50 kHz pro PMT anwendbar ist, auch wenn sich die erreichbaren Au�ösungen um bis zum
5-fachen verschlechtern. Dies betri�t jedoch nur Ereignisse mit einer sichtbaren Energie
unter einem MeV. Es konnte gezeigt werden, dass für die Stabilität der Rekonstruktion ei-
ne Detektorelektronik, welche nicht nur das erste Photon zeitlich au�ösen kann, vorteilhaft
ist. Zusätzlich konnte gezeigt werden, das die Form der Verteilung des Signallaufzeitun-
terschieds in PMTs sich nicht auf die erzielbare Energieau�ösung auswirkt.
Im Weiteren wurde das Verfahren erweitert und ist somit auch auf isolierte Leptonen
im Energiebereich einiger 100MeV anwendbar. Für Myonen mit einer kinetischen Ener-
gie zwischen 0.2GeV und 1GeV konnte der Startpunkt mit einer Unsicherheit von un-
ter 10 cm bestimmt werden. Die Unsicherheit der Startzeit war besser als 0.15 ns und
die Richtung des Myons konnte mit einem Fehler von unter 5Grad bestimmt werden.
0.5GeV-Elektronen konnten ebenfalls erfolgreich rekonstruiert werden, allerdings mit ei-
ner deutlich schlechteren Au�ösung: Die Genauigkeit der rekonstruierten Startpunkte und
Startzeiten verschlechtert sich um bis zu einem Faktor 5, die erreichbare Winkelau�ösung
um bis zu 50%.
Durch die hohe Vielfalt von GeV Neutrino-Wechselwirkungen (z.B. durch atmosphärische
Neutrinos oder Beschleunigerneutrinos) war es nicht möglich, den Likelihood-Fit auch auf
diese Ereignisse anzuwenden. Dennoch wurde versucht, so viele Eigenschaften dieser Ereig-
nisse wie möglich zu bestimmen: Zuerst wurde eine Methode entwickelt, die primäre von
sekundären Ereignissen trennt. Darauf basierend konnte die energetische Detektorantwort
auf GeV-Neutrino-Wechselwirkungen bestimmt werden. Im Weiteren wurde ein Algorith-
mus entwickelt, mit dem sich ein Ereignis visualisieren lässt. Darauf basierend konnte der
Wechselwirkungspunkt des Neutrinos mit einer Au�ösung von besser als 10 cm bestimmt
werden. Unter Nutzung dieser Information wurde eine Methode entwickelt, welche die
Richtung aller Teilchenspuren mit einer signi�kanten Länge bestimmen kann. Dies kann
dafür verwendet werden, zwischen νe-CC- und NC-Wechselwirkungen zu unterscheiden.
Da das Erscheinen von νe der wichtigste Signalkanal für einen konventionellen Neutrino-
strahl ist, führt eine verbesserte Unterscheidung zwischen νe-CC und NC Ereignissen zu
einer erhöhten Leistungsfähigkeit von LENA als ferner Detektor eines Neutrinostrahls.
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Durch die groÿen Ausmaÿe von JUNO und LENA benötigen beide Detektoren Szintillato-
ren mit einer Abschwächlänge von mehr als 10m (LENA) bzw. mehr als 24m (JUNO). Um
diese Gröÿe präzise zu vermessen, wurde ein Experiment entwickelt, das auf einem hori-
zontalen Rohr mit einer einstellbaren Länge zwischen 1m und 5m basiert. Die Rohrlänge
konnte dabei in 1m Schritten geändert werden. Das von PMTs detektierte Licht wurde von
einer gepulsten LED erzeugt. Mit diesem Experiment konnte die Abschwächlänge einer Li-
near Alkylbenzene (LAB) Probe zu (8.89± 0.05(stat)+0.59

−0.53(syst))m bestimmt werden. Zu-
sätzlich ergab sich der e�ektive Brechungsindex von LAB zu 1.59± 0.05(stat)± 0.10(syst).
Die systematischen Fehler für die Abschwächlänge der ersten Generation des Experi-
mentes waren zu hoch, um zu testen ob der Szintillator für JUNO den Anforderungen
genügt. Deshalb wurde eine weitere Generation des Experiments entwickelt. Mit die-
sem neuen Experiment ist die Messung des e�ektiven Brechungsindexes allerdings nicht
mehr möglich. Durch Verwendung einer Lichtquelle bestehend aus einer Halogenlampe
und einem Bandpass�lter sowie einer temperaturstabilisierten CCD-Kamera als Detek-
tor, konnten die relativen zeitlichen Schwankungen auf unter ein Promille gesenkt wer-
den. Mit diesem System konnte die Abschwächlänge einer LAB-Probe bei 430 nm zu
(9.60± 0.04(stat)± 0.11(syst))m bestimmt werden. Dies entspricht einer Absorptions-
länge von (15.6± 0.8(stat)± 0.9(syst))m. Die erwartete Au�ösung von 6.5% bei 24m
Abschwächlänge ist ausreichend für die von JUNO benötigten Messungen.
Um die Genauigkeit weiter zu erhöhen wurde ein Upgrade des Experiments entwickelt:
Durch die Nutzung eines vertikalen Rohres soll eine Messgenauigkeit von 1.2% bei 24m
Abschwächlänge erreicht werden.
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Chapter 1

Introduction

Experimental neutrino physics started with the detection of (anti-)neutrinos emitted from
a nuclear power plant in 1956 [1, 2] using a liquid scintillator (LSc) detector. Today,
more than 60 years later, detectors based on LSc technology like Borexino [3] and Kam-
LAND [4] are still the only real-time detectors available which can detect neutrinos be-
low the ∼5MeV [5] threshold of current water-Cerenkov detectors. Despite their suc-
cess, the current generation of LSc detectors is limited by their small target mass of less
than 1 kt which severely limits the available statistics as well as the available shielding.
Thus, there are currently two proposed next-generation neutrino detectors: The 20 kt
Jiangmen Underground Neutrino Observatory (JUNO) [6] which focuses on a precision
measurement of reactor anti-neutrino oscillations and the 50 kt Low Energy Neutrino
Astronomy (LENA) [7] detector which is designed as a multi-purpose neutrino observa-
tory for natural neutrino sources.
Charged particles traveling through the LSc excite the scintillator molecules. The re-
laxation of these excitations produces photons which are detected in the photomultiplier
tubes (PMTs) surrounding the LSc tank. To ensure the success of the next generation
of LSc-detectors, it is crucial to develop algorithms which determine the properties of an
event from the observed time and charge signal of these PMTs. This task is complicated
by the huge size of the next-generation detectors as absorption and especially scattering
in the scintillator are much more relevant compared to the current detector generation
and thus have to be taken into account properly.
While the large size is a challenge for the reconstruction of events, it allows LSc detec-
tors to extend their scope and to deal with events with GeV energies which are generally
not contained in the current detector generation. Neutrinos at these energies are either
atmospheric neutrinos or accelerator neutrinos which might be able to shed light on the
currently unknown mass hierarchy. Again, the success of this endeavor critically depends
on the capability to reconstruct GeV neutrino interactions which often feature many parti-
cles in their reaction exit channels. Although the observed light in LSc detectors features
no inherent directionality like in water-Cerenkov detectors, it is principally possible to
reconstruct these events using the time information of the detected photons, given the
track-length of the particles is at least of the order of ∼1m.
The huge size of the next-generation neutrino detectors also implies a technical challenge
for the development of a scintillator: It has to feature a su�cient transparency to allow
photons from the center of the detector volume to reach the PMTs at the detector bound-
ary. Such a development requires a possibility to precisely determine the transparency of
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2 CHAPTER 1. INTRODUCTION

the scintillator in a laboratory scale experiment.

In the remainder of this chapter, neutrino oscillations, our current knowledge of neu-
trino properties, and possibilities to extend this knowledge will be brie�y introduced.
Subsequently, chapter 2 will provide a short introduction into neutrino interactions as
well as into the basic principles of current real-time neutrino detectors. As the main focus
of this thesis is on the LENA detector, it will be described in chapter 3. The algorithms
developed to reconstruct ∼MeV neutrino interactions will be presented in chapter 4 along
with the obtained performance. In chapter 5, these methods will be extended to cover
single lepton tracks with lepton energies in the 100MeV range. While a full reconstruction
of ∼GeV energy neutrino events could not be accomplished with the technique described
in chapter 5, chapter 6 introduces algorithms which have been developed to extract global
information from these events. Additionally, the performance of these algorithms is dis-
cussed in the context of determining the mass hierarchy using a 2300 km baseline neutrino
beam.
The second part of this thesis deals with the measurement of the transparency of the scin-
tillator: Chapter 7 describes the set-up, the performance and the results of a measurement
to determine the LSc's transparency. Based on these results, an improved set-up is de-
vised which is presented in chapter 8. There additionally the result of the measurement
and its impact on the next generation of LSc detectors are discussed.

1.1 Neutrinos in the Standard Model

The Standard Model (SM) of particle physics is the uni�ed theory of three of the four fun-
damental interactions, namely the electromagnetic interaction, the weak interaction and
the strong interaction. In this framework, the theory of the electromagnetic and the weak
interaction is based on the spontaneously broken local gauge symmetry SU(2)× U(1) [8].
While the left handed fermion �elds transform as doublets under SU(2) the right handed
�elds are singlets [9]: (

νe
e−

)
L

,

(
νµ
µ−

)
L

,

(
ντ
τ−

)
L

, eR, µR, τR. (1.1)

Here, the indices L and R denote left handed and right handed �elds, respectively. The
neutrinos only interact via the weak interaction, i.e. they are neither a�ected by the
electromagnetic nor the strong force. Note, that there are, by assumption, no right
handed neutrinos in the SM. Hence, it is not possible to generate neutrino masses via the
standard Higgs-mechanism leading to massless neutrinos in the SM[8].

1.2 Neutrino oscillations in vacuum

Contrary to the lepton family number conservation predicted by the SM, several ex-
periments have collected compelling evidence for transitions between di�erent neutrino
�avors: Being �rst observed in atmospheric neutrino experiments [10], they have also
been detected in reactor neutrino experiments at di�erent baselines [4, 11], solar neutrino
experiments [12] and experiments with long baseline neutrino beams [13].
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To describe the experimental results, a mixing among all three1 currently known neutrino
�avors is required [15]. This means that the weak �avor eigenstates |να〉, α ∈ {e, µ, τ}
can be described as a superposition of mass eigenstates |νi〉, i ∈ {1, . . . , 3} with de�nite
masses mi [16]:

|να〉 =
3∑
i=1

Uαi|νi〉. (1.2)

Here, Uαi is the unitary neutrino mixing matrix which is called the Pontecorvo-Maki-
Nakagawa-Sakata (PMNS) Matrix [9]. It is commonly parametrized2 using three angles
of rotation ϑij and one CP-violating phase δ [18]:

U =

1 0 0
0 c23 s23

0 −s23 c23

 c13 0 s13e
−iδ

0 1 0
−s13e

−iδ 0 c13

 c12 s12 0
−s12 c12 0

0 0 1

 , (1.3)

where the abbreviations cij = cos(ϑij) and sij = sin(ϑij) are used.

The following derivation for neutrino oscillations is based on the assumption that the
neutrino mass eigenstates can be treated as plain waves. Furthermore the exact nature of
the neutrino production and the neutrino detection reactions are not taken into account.
For a more rigorous theoretical treatment, see [19].
As neutrino mass eigenstates are eigenstates of the free Hamiltonian, their time evolution
is given by3 [18]:

|νi(t)〉 = exp(−iEit)|νi(0)〉, (1.4)

where Ei is the energy of the neutrino mass eigenstate |νi(t)〉. Hence, the time dependent
probability Pνα→νβ(t) to detect a neutrino, which was produced in the �avor state |να〉,
in the �avor state |νβ〉 is given by [19]:

Pνα→νβ(t) = |〈νβ|να(t)〉|2 =

∣∣∣∣∣
3∑
i=1

U∗βi exp(−iEit)Uαi

∣∣∣∣∣
2

. (1.5)

For antineutrinos, U has to be replaced by U∗ in equation (1.5)[20].
Using relativistic kinematics, the energy of the �avor eigenstate Ei can be calculated to
be:

Ei =
√
p2
i +m2

i ≈ pi +
m2
i

2pi
≈ E +

m2
i

2E
, (1.6)

where the ultra-relativistic approximation (Ei � mi) was used [19]. The ultra relativistic
condition was ful�lled for all detected neutrinos up to now. It also implies, that for
neutrinos

L ≈ t (1.7)

1There are some experimental results, that point in the direction of additional sterile neutrinos. How-
ever, even with the addition of sterile neutrinos, an explanation of all currently observed data is di�-
cult [14].

2If neutrinos are of Majorana-type, two additional phases show up. As they do not a�ect �avor
oscillation, they are not discussed here [17].

3~ = c = 1
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holds, where L is the distance the neutrino traveled from its point of creation at t = 0.
Hence, equation (1.5) becomes [17]:

Pνα→νβ(L) =

∣∣∣∣∣
3∑
i=1

U∗βi exp

(
−im

2
i

2E
L

)
Uαi

∣∣∣∣∣
2

. (1.8)

Using that U is a unitary matrix, this can be further evaluated to [17, 20]:

P(�)
να→

(�)
νβ

= δαβ

− 4
∑
i>j

<(U∗αiUβiUαjU
∗
βj) sin2

[
1.27

∆m2
ij

eV2

L/km
E/GeV

]
+

(−) 2
∑
i>j

=(U∗αiUβiUαjU
∗
βj) sin

[
2.54

∆m2
ij

eV2

L/km
E/GeV

]
, (1.9)

where ∆m2
ij = m2

i − m2
j . The numeric prefactors appear when taking the SI-values of

~ and c into account. This equation shows, that the probability to detect a neutrino,
emitted in a pure �avor state |να〉 in a �avor state |νβ〉 is generally non-vanishing and
oscillating in L/E. Hence, this phenomenon is called neutrino oscillations.
The oscillation amplitude is determined by the matrix elements, i.e. by the mixing angles
and the CP-violating phase δ. The oscillation frequency on the other hand is propor-
tional to ∆m2

ij. Hence, the observation of neutrino oscillations requires |∆mij| > 0 for at
least one pair (i, j). Consequently, at least one neutrino mass eigenstate has to have a
non vanishing mass. Furthermore, as neutrino oscillations depend only on mass squared
di�erences, no information about the absolute neutrino mass scale can be gained from
neutrino oscillations.
Finally, the oscillation probability Pνα→νβ di�ers from the oscillation probability for an-
tineutrinos Pν̄α→ν̄β only if =(U∗αiUβiUαjU

∗
βj) is non vanishing. As a CP-transformation

transforms να → νβ to ν̄α → ν̄β, this implies CP violation [20].
Hence, CP is only violated in the neutrino sector, if δ 6= 0 and δ 6= π. Note, that for
disappearance experiments (α = β)

=(U∗αiUβiUαjU
∗
βj) = =(|Uαi|2|Uαj|2) = 0 (1.10)

holds. Therefore, to observe leptonic CP-violation and to measure δ an apperance exper-
iment (α 6= β) is required.

1.3 Current knowledge of oscillation parameters

The current knowledge of the oscillation parameters is summarized in table 1.1. Despite
the huge amount of data collected, there is still some information missing:

� While the amplitude of the oscillation driven by ϑ23 is known to be close to maxi-
mum, the octant of the ϑ23 angle is still not known.
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Parameter Value

sin2(2ϑ12) 0.857+0.023
−0.025

∆m2
21[10−5 eV2] 7.50+0.19

−0.20

sin2(2ϑ23) > 0.95 (90% CL)

|∆m2
23|[10−3 eV2] 2.32+0.12

−0.08

sin2(2ϑ13) 0.095± 0.010

Table 1.1: Current values for the known oscillation parameters [21]. As long as not noted oth-
erwise, the presented errors are at the 1σ level. Currently, there are no signi�cant experimental
results on the phase δ.

� Up to now, only the absolute value of ∆m2
23 is known. Therefore two di�erent

orderings of the mass eigenstates are possible. They are typically called normal
hierarchy (NH) ∆m2

23 > 0 and inverted hierarchy (IH) ∆m2
23 < 0 [22]. Note that

the sign of ∆m2
12 is known due the observation of the MSW e�ect in the sun [23].

� The value of the phase δ is completely unknown. While some global �ts show
preferred regions, they are all well below the 3σ level [15].

There are currently numerous proposals to determine the mass hierarchy (MH) using
atmospheric neutrinos [24, 25], reactor neutrinos [26] or using long baseline beam based
experiments [27]. The measurement of δ is more di�cult and will require a beam based
experiment, probably with a next generation beam facility. For an in depth review of
the physics potential of beam based experiments and novel experiments for the mass
hierarchy, see [22].

1.4 Neutrino oscillations in matter

When traveling through matter, the interactions of the neutrinos with the surrounding
material lead to an additional, e�ective potential for the neutrinos. As neutral current
(NC) interactions do not di�er between the di�erent neutrino �avors, this additional
potential leads to a global potential o�set which does not a�ect neutrino oscillations (see
equation (1.5)).
Charged current (CC) interactions on the other hand, single out the electron neutrino as
there are no muons and tauons in normal matter. Hence, coherent forward νe-electron
scattering leads to an additional potential for νe of [20]

V =
√

2GFNe, (1.11)

where Ne is the electron number density and GF is the Fermi constant. For anti-electron
neutrinos, V has to be replaced by −V . As this potential acts only on the |νe〉 �avor
eigenstate, the mass eigenstates are no longer independent of each other. Hence, a re-
diagonalization has to be done, leading to e�ective mixing angles and mass di�erences.
Here, it is instructive to look at the simpli�ed two �avor case, where neutrino oscillations
can be described by only one mixing angle ϑ and one mass squared di�erence ∆m2. In
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matter, the corresponding e�ective mixing angle ϑM and mass squared di�erence ∆m2
M

are [20]:

∆m2
M = ∆m2

√
sin2(2ϑ) + (cos(2ϑ)− A)2 (1.12)

sin2(2ϑM) =
sin2(2ϑ)

sin2(2ϑ) + (cos(2ϑ)− A)2
(1.13)

with A =
2
√

2GFNeE

∆m2
. (1.14)

Note that the matter e�ects scale with A, i.e., they are dependent on the product of
neutrino energy and electron density. Furthermore, A ∝ 1/∆m2. Hence, the e�ect of
matter on neutrino oscillations depends on the sign of ∆m2. Therefore a large in�uence
of matter e�ects on neutrino oscillations is desirable in an experiment trying to determine
the mass hierarchy. Note that, to �rst order, the in�uence of the CP-violating phase δ is
independent of the size of the matter e�ects [28].

From the proposals to measure mass hierarchy mentioned in 1.3, the determination of
the mass hierarchy using long baseline neutrino beams is relevant for this thesis. As
neutrino beams can reach neutrino energies of several GeV, matter e�ects are signi�cant
despite the relatively low electron density in the earth.
In a neutrino beam, the vast majority of the produced neutrinos (typically more than
99% [13]) are muon (anti-)neutrinos4. To determine the mass hierarchy, the most im-
portant channel is the electron neutrino appearance channel [27]. The corresponding
oscillation probability Pνµ→νe is shown in �gure 1.1 as a function of the neutrino energy
for three di�erent baselines L of 259 km, 2300 km and 8770 km for both mass hierarchies.
The shown distances correspond to the existing T2K beam [13], the proposed beam from
Cern to the Pyhäsalmi Mine in Finland (CN2PY) [27] and a hypothetical beam from Cern
to the Super Kamiokande detector (see section 2.2).
As expected due to the L/E dependency of the neutrino oscillation probability (compare
equation (1.9)), the oscillation maximum, which is highest in energy, shifts to higher en-
ergies with increasing baseline. Hence, the in�uence of matter e�ects rises with increasing
baseline. As discussed above, this also increases the sensitivity of the oscillation proba-
bility to the mass hierarchy. This is visualized by comparing the red (NH) and blue (IH)
shaded bands of the graphs in �gure 1.1, which show the possible ranges of Pνµ→νe . The
width of the bands is determined by the variation of the oscillation probability due to the
unknown CP-violating phase δ.
For the relatively short, existing T2K beam (top plot in �gure 1.1), the shaded bands
show a strong overlap. Hence, determining the mass hierarchy using the T2K beam is
challenging and only possible for a small fraction of all possible δ values. For the CN2PY
beam (central plot in �gure 1.1) in contrast, the oscillation probabilities are clearly sepa-
rated for neutrino energies above 2.5GeV. This principally allows to determine the mass
hierarchy for all possible values of δ without knowing the value of δ. The separation
between the two hierarchies is even further increased for the longest possible beam shown
in �gure 1.1.

4There are proposals for next-generation neutrino beam facilities like β-beams [29] or neutrino facto-
ries [30] where other neutrino �avors are produced. Hence, for these facilities, oscillation channels other
than νµ → νe are the most important channel.
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Figure 1.1: The νµ → νe oscillation probability as a function of the neutrino energy for the
inverted (IH) and normal (NH) mass hierarchy, respectively. The corresponding baselines are
denoted in the graphs. The 259 km baseline (top) corresponds to the baseline of the T2K
experiment [13], the 2300km baseline (center) to the beam from Cern to Pyhäsalmi [27] and the
8770km baseline (bottom) to a hypothetical beam from Cern to the Super Kamiokande detector.
The solid graphs show the oscillation probability for δ = 0 while the shaded areas indicate the
variability of the oscillation probability due to varying δ. Note the di�erent energy scales of
the graphs. The graphs were generated with the GLoBES [31, 32] library using the Preliminary
reference Earth model [33, 34] to model the density distribution in the earth's crust.
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Note that while for the longer baselines, the maximum di�erence in oscillation probability
between normal and inverted hierarchy is of order 10%, the di�erence in oscillation prob-
ability between two extreme values of δ is typically about 4%. Hence, a determination
of the value of δ will be more challenging than the determination of the mass hierarchy
using a long baseline beam.



Chapter 2

Neutrino detection

As neutrinos do not carry electric charge, they cannot be detected directly. The only way
to determine the kinetic quantities of neutrinos in an experiment is to detect the products
of neutrino interactions. From the measured properties of the secondary particles, the
neutrino properties can be determined.
The di�erent types of neutrino interactions occurring at the energies relevant in this thesis
are discussed in section 2.1. Subsequently, sections 2.2 and 2.3 introduce two currently
used detector-concepts aiming at measuring the secondary particles created in neutrino
interactions: The water Cerenkov detector and the liquid scintillator detector.

2.1 Neutrino interactions

As already noted in section 1.1, neutrinos interact only via the weak interaction. At
neutrino energies in the MeV range, only interactions with the complete nuclei of the
target material as well as with the electrons of the atomic shell are possible, as the
transferred momenta are too small to resolve the substructure of the nuclei. This case is
treated in section 2.1.1. Section 2.1.2 successively deals with the situation for neutrinos
in the GeV range. At this energy, the transferred momenta are typically high enough to
resolve the individual nucleons in a nucleus or even the quarks contained in the nucleons.

2.1.1 Neutrinos with energies in the MeV-region

The most important reaction currently used to detect neutrinos with MeV energies, is the
elastic scattering o� electrons:

(�)

νx + e− → (�)

νx + e−. (2.1)

While for
(�)

νµ and
(�)

ντ this reaction occurs only via the NC channel, an additional CC

channel is present for
(�)

νe. Thus, the cross section for
(�)

νe is enhanced.
Generally, the cross sections for elastic scattering o� electrons scale linearly with energy
and are in the range [35]

0.95 · 10−44 cm2 <
σ(�)
νx

Eν/MeV
< 0.13 · 10−44 cm2, (2.2)

9
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with the cross section being maximal for νe and minimal for ν̄µ,τ .
As the neutrino in the exit channel is not detected, its energy is unknown. Hence, it is
impossible to determine the energy of the incident neutrino on an event by event basis
from the kinetic energy of the electron alone1.

In materials containing free protons, such as liquid scintillators, there is an additional
interaction channel for ν̄e, the inverse beta decay (IBD) [36]:

p+ ν̄e → n+ e+. (2.3)

The energy threshold of this nuclear reaction is 1.8 MeV. A rough approximation of the
cross section yields [36]

σ ≈ 9.52 · 10−44 cm2 peEe

MeV2 , (2.4)

where pe and Ee are the momentum and the energy of the emitted positron, respectively.
Thus, typically the inverse beta decay cross section is at least one order of magnitude
higher than the cross section of the elastic scattering. As the emitted positron is much
lighter than the emitted neutron, the neutron recoil can typically be neglected. Hence, in
contrast to the elastic scattering, the energy of the incident neutrino can be determined
on an event by event basis from the energy of the produced positron using [36]:

Ee ≈ Eν −∆, (2.5)

where ∆ = mn −mp = 1.293MeV is the di�erence between the neutron and the proton
rest energy.
Note that the produced neutron typically thermalizes in the detection medium and is suc-
cessively captured on a proton2, releasing the deuterium binding energy of 2.2MeV. This
provides a signal which can be used to suppress backgrounds via a delayed coincidence in
time.

Additionally, there are some CC reactions of
(�)

νe on carbon, which are possible in a liquid
scintillator detector. For a summary of these reactions, see [35].

In all of the mentioned detection reactions, the products are in the MeV range. The
range of electrons with these energies is typically below 1 cm [38] and the range of heavier
products is even smaller. Hence, from the point of view of reconstructing these events,
the energy deposition in the detection medium can be considered to be point-like.

2.1.2 Neutrinos with energies in the GeV-region

The energy range covered in this thesis for high energy neutrino interactions is set by the
CN2PY neutrino beam (compare �gure 1.1 central plot, [27]), producing neutrino energies
in the range from ∼1GeV to ∼10GeV. In this energy region, multiple interaction types
are possible [39]:

1If the direction of the incident neutrino is known, an event by event energy reconstruction would be
principally possible by measuring the direction of the recoil electron.

2A neutron capture on other elements of the detection medium like carbon is also possible. Some
experiments even dope the detection medium with a material like gadolinium which has a high thermal
neutron capture cross section and releases more energy on neutron capture (see e.g. [37]).
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� Quasielastic scattering (QEL):
For energies below ∼1GeV, neutrinos predominantly scatter elastically o� a single
nucleon in the target nucleus, which is typically called quasielastic scattering (QEL).
Hence, the relevant CC reactions are

νl + n → l− + p and (2.6)

ν̄l + p → l+ + n (2.7)

where l ∈ {e, µ, τ}. If the target nucleon is not free but initially part of a nucleus,
nuclear e�ects have to be taken into account: Due to the con�nement of the nucleons
to the nucleus, the target proton is no longer at rest. The mean momentum of a
nucleon in 12C is 227 MeV/c [40]. This leads to a physical limit of the achievable
resolution for the neutrino energy if it is reconstructed only from the direction and
energy of the lepton. Furthermore, as the secondary particles are produced inside
the nucleus, they can interact with the other nucleons of the nucleus while leaving
the nucleus. Thus, additional particles can be emitted from the nucleus. This leads
to �nal states which are more complex than the �nal states in equations (2.6) and
(2.7).
Nevertheless, the signatures induced by CC QEL interactions are the preferable
signatures from the point of view of reconstructing theses events. Due to the large
mass of the nucleons, their range is relatively short3 even at kinetic energies of a few
100MeV. Hence, theses events typically can be approximated as a point-like energy
deposition at the vertex and an additional lepton track.
Apart from that, QEL interactions of NC type4 are also possible:

(�)

νl +N → (�)

νl +N with N ∈ {n, p}. (2.8)

The energy carried away by the neutrino in the exit channel leaves the detector.
Hence, the energy deposited in the detector is much lower, typically around 42%
of the energy of the incoming neutrino5, than the neutrino energy. Hence, a re-
construction of the neutrino energy is very challenging in this case, as a kinematic
reconstruction of the neutrino energy would require a reconstruction of the direc-
tion, energy and type of all particles. Note that this is only possible if the direction
of the incident neutrino is known, i.e. if the neutrinos are from a source with known
position like in the case of a neutrino beam.

� Resonant pion production (RES):
At the given energies, neutrinos can also interact inelastically with nucleons. In
this case, intermediate excited states N∗ can be produced, most prominently the
∆(1232) resonance. These states successively decay back to a stable6 nucleon and
additional particles. Typically, this results in the production of a single additional

3The range of a 100MeV proton in scintillator is about 10 cm [38].
4In [39], NC QEL events are denoted as NC elastic scattering.
5This number is derived from about 92 000 NC QEL neutrino interactions on the LENA scintillator

(see section 3.1.2), featuring a �at distribution of incident neutrino energies for all types of neutrino
interactions [41]. The interactions were simulated using the GENIE neutrino Monte Carlo event genera-
tor [42].

6In this context, the neutron is considered a stable nucleon.
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pion. The corresponding CC interaction reads

(�)

νl +N → l±+ N∗ (2.9)

N∗ → N ′ + π with π ∈ {π±, π0}. (2.10)

Note, that N and N ′ are not necessarily the same nuclei.
The process can also occur via NC interaction. In this case, equation (2.9) has to
be replaced with

(�)

νl +N → (�)

νl +N∗. (2.11)

Compared to the QEL events, the event signature is now considerably more di�-
cult, as the pion can have su�cient energy to have a non-negligible range. Hence,
compared to QEL events, there is an additional track. Additionally, as pions are
not stable their decay products have to be taken into account. This is especially
important for π0s, which typically decay in �ight (τπ0 = 8.52 · 10−17 s [21]).
Note, that while the decay in a single pion is most common, the excited nucleon can
also decay into multiple pions and/or create heavier mesons.

� Coherent pion production (COH)
Instead of interacting with a single nucleon, the neutrinos can also interact with the
whole nucleus A at once:

(�)

νl + A −→ l± + A+ π∓ (CC), and
(�)

νl + A −→ (�)

νl + A+ π0 (NC). (2.12)

For the neutrino to interact with the whole nucleus, COH events typically feature a
comparatively low momentum transfer just above the threshold for pion production.
This fact, combined with the large mass of the nucleus leads to the emission of the
pion along the direction of the incoming neutrino.

� Deep inelastic scattering (DIS):
At higher transferred momenta, the neutrinos interact with the individual quarks q
of the nucleon. Hence, such a reaction has a lepton and a quark in the �nal state:

(�)

νl + q → l± + q′ (CC) (2.13)
(�)

νl + q → (�)

νl + q (NC). (2.14)

In the case of a CC reaction, the lepton is the charged partner of the neutrino, in the
case of a NC reaction, the lepton is a neutrino. As the quark in the exit channel and
the spectator quarks cannot exist outside of a hadron, hadronisation takes place.
Hence, multiple hadrons are present in the exit channel. Typically most of them are
pions. At su�cient energies, these produced hadronic particles manifest themselves
as a hadronic shower in the detector. Due to the high particle multiplicity that
can be created in such a shower, this event type is very di�cult to reconstruct in a
detector.

Figure 2.1 shows the neutrino cross section per neutrino energy and per nucleon as a
function of the neutrino energy for a 12C target. Additionally, the di�erent subprocesses
are shown. The energy range up to 10GeV can be divided into three ranges: For neutrino
energies around 1 GeV, QEL interactions dominate. In the region around 2 GeV, most



2.2. Water Cerenkov detectors 13

 [GeV]νE
0 2 4 6 8 10

/G
eV

]
2

 c
m

-3
8

 [
10

ν
/E νσ

0

0.2

0.4

0.6

0.8

1

1.2
total

QEL

RES

DIS

COH

 [GeV]νE
0 2 4 6 8 10

/G
eV

]
2

 c
m

-3
8

 [
10

ν
/E νσ

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45 total

QEL

RES

DIS

COH

Figure 2.1: CC neutrino cross section per neutrino energy and per nucleon as a function of the
neutrino energy [42]. The depicted cross sections are for interactions of νe (left) and ν̄e (right)
with 12C. The di�erent curves indicate the di�erent possible interaction types.

of the interaction are of RES type. Finally, for neutrino energies above 4 GeV, DIS
interactions dominate. Due to the transition between QEL and DIS interactions, this
energy range is called the transition region. The cross section for the COH process is
much smaller than the total cross section over the whole energy range.

2.2 Water Cerenkov detectors

After covering the neutrino interactions in the last section, this section presents a detector
concept where the secondary particles are detected by their Cerenkov emission in water.

A particle traveling through a dielectric medium at a speed higher than the speed of light
in the medium emits Cerenkov light [43]. Hence, the minimum energy Ethr necessary to
produce Cerenkov light is given by

Ethr(λ) =
E0√

1− 1
n2(λ)

, (2.15)

where E0 is the rest energy of the particle, λ is the wavelength of the emitted photon and
n(λ) is the medium's index of refraction at the required wavelength. In water at 20◦C, the
index of refraction is n(400 nm) = 1.34356 [44], hence the threshold energy for electrons
is Ethr = 765 keV.
Due to the coherent emission, an electromagnetic shock wave is created which resembles
the Mach-cone of a supersonic jet. The cone opening angle θ depends on the velocity of
the particle that transverses through the water [45]:

cos(θ) =
1

βn(λ)
. (2.16)

The well determined shape of the Cerenkov cone can be used to reconstruct the direction
of the particle. While it is principally possible to determine also the velocity and therefore
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the energy of the particle from the shape of the Cerenkov cone, the particle's energy is
typically determined from the number of emitted photons. The position of the vertex can
�nally be determined from the time when the photons are detected.
The photon emission spectrum dNγ

dλ
∝ 1

λ2
, hence most photons will be emitted at short

wavelengths. A particle traveling through water at the speed of light, produces about
215 photons per cm in the wavelength region between 400 and 700 nm [45]. Note that
typically no Cerenkov photons are emitted at X-ray energies, as the index of refraction
at these wavelengths is typically close to 1.
As water is cheap and features a high attenuation length of up to 100 m [46], it is per-
fectly suited as a detection medium for a large volume neutrino detector. Typically the
produced photons are detected by an array of PMTs. The up to now largest example
for such a detector is the Super-Kamiokande [46] experiment. It consists of a cylindrical
stainless steel tank with a height of 42m, a diameter of 39m and has a �ducial volume of
about 32 kt. The produced Cerenkov light was originally detected by 11446PMTs7 with
a diameter of 50 cm each. Thus, about 40% of the cylinder wall is photosensitive.

2.3 Liquid scintillator detectors

When a secondary, charged particle, created in a neutrino interaction, transverses a scintil-
lator, a part of the deposited energy (typically a few percent) is converted into scintillation
light. The emitted light can successively be detected by PMTs observing the scintillation
volume. The observed signal allows to deduce the energy and the vertex of the secondary
particle.
First, the basic principles of liquid scintillators are introduced in section 2.3.1. The follow-
ing section 2.3.2 presents the currently running LSc based neutrino experiment Borexino.
Finally section 2.3.3 presents a proposed next-generation LSc detector: JUNO. The
LENA detector, which is the detector this thesis focuses on, is presented in more detail
in chapter 3.

2.3.1 Basic scintillation processes

Organic LScs typically are aromatic systems. Hence, their lowest excited states are de�ned
by the delocalized π-electrons. The ground state is commonly denoted with S0. There
are two types of excited states: Singlet states Si and triplet states Ti. Apart from the
electronic excitation, there are also vibrational and rotational excitations of the molecule,
which lead to a sub structure of the electronic levels. An overview of a typical level scheme
is given in �gure 2.2.
A charged particle traveling through a scintillator interacts electromagnetically with the
molecules close to the track. A part of its energy loss goes into excitation of electronic
states in the scintillator molecules (straight black arrows in �gure 2.2) and ionization
(straight green arrows in �gure 2.2) of the scintillator molecules. Direct excitation via
electronic interactions typically populates higher singlet states Si, with i ≥ 2 [48]. These

7On November 12th, 2001 a PMT implosion and the successive shock wave destroyed about 60% of
the PMTs. Hence, the experiment was forced to run with a reduced PMT number until the losses were
replaced [46].
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Figure 2.2: Jablonski diagram schematically showing the possible excited states in an organic
LSc (not to scale). Sketch adapted from [47]. Singlet and triplet states are marked by horizontal
black lines and are labeled with Si and Ti respectively. The long and short horizontal gray lines
indicate the corresponding vibrational and rotational8 sub-states. The di�erent arrows indicate
the possible processes which can occur: The straight black arrows indicate direct excitations
and the green straight arrows ionization and recombination. Furthermore the light-blue colored
short-dashed arrows indicate radiationless vibrational cascades, the dark blue long-short dashed
arrows internal conversion the violet long dashed arrows intersystem crossings. Finally, the red
curly arrow indicates the transition where radiation is emitted.

excited singlet stated decay radiationlessly through internal conversion into the lowest
excited singlet state S1 (light blue short-dashed and dark blue long-short dashed arrows
in �gure 2.2). This processes take place on a time scale of order ps to ns. The observed
scintillation light is predominantly emitted in the S1 → S0 decay (red curly arrow in �g-
ure 2.2). Note that this decay is typically not directly into the ground state, but into one
of the vibrational levels associated to the ground state. Hence it is not mono-energetic.
The decay of the vibrational sub-state of S0 into the ground state again proceeds radi-
ationlessly. The time behavior of the process is governed by the time constant of the
radiative transition, which is typically in the range of some ns for organic LScs. Hence,
the decay of the excited singlet states gives rise to a prompt emission of photons which is
commonly called �uorescence. [47].
The triplet states Ti on the other hand are mainly populated via ion recombination
(straight green arrows in �gure 2.2), which leads to triplet states in 75% of all recombina-

8Note that, despite the fact that they are shown equidistant in the schematic, the rotational sub-states
are not equidistant but feature E ∝ l(l + 1), where l is the quantum number of the angular momentum.
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tions. Additionally a direct population is possible by inelastic collisions of the molecules
with very slow electrons [49]. As in the case of the singlet decay, the excited states typ-
ically rapidly decay into the lowest exited triplet state T1. The transition of this state
into the ground state is forbidden. Hence, the associated time constant is very large,
typically > 10−5 s [47]. As there are faster processes which deplete this state, the direct
transitions to the ground state rarely happen. In areas with small excitation density, the
most probable process is the inter-system crossing T1 → S0 into high vibrational states of
the ground state. In regions with higher ionization density, also interactions between two
triplet states have to be taken into account. One possibility is the reaction

2T1 → S1 + S0. (2.17)

The produced S1 state successively decays into S0 emitting radiation. This leads to a
second, slower component of the scintillation light which is commonly called phosphores-
cence [49]. The time constant of the slow component is typically governed by the time
structure of the reaction (2.17). Note that this reaction does not necessarily follow an
exponential decay.

In a LSc, the excitation energy can be transferred between two adjacent molecules. This
energy transfer can proceed either via formation of intermediate excimers or via direct
transfer. The timescale at which one of this processes takes place, is typically a few orders
of magnitude smaller than the decay time constant of the S1 state, i.e. these energy trans-
fer processes do not in�uence the emission time behavior of the LSc. This also means that
the excitation energy can be transferred between multiple scintillator molecules before it
decays away [47].

Often, the organic molecules forming the bulk of the scintillator, the so called solvent, are
only bad scintillators by themselves. The encountered problems include [48]:

� A long time constant of the radiative decay of the S1 state of order ∼30 ns. This
also implies that the branching ratio for concurrence processes is relatively large,
resulting in a low probability for photon emission.

� Their emission wavelength distribution is often mainly in the UV regime, where
common PMTs feature only a reduced sensitivity due to the reduced transparency
of standard PMT glass in the wavelength region below ∼350 nm [35].

� Due to the high concentration of the solvent, the probability of re-absorption of the
emitted photon is relatively large, rendering the scintillator basically opaque to its
emitted photons.

To counter these problems, an additional solute is added to the scintillator at concen-
trations of a few g/l. This solute is commonly called the primary �uor. Its properties
are chosen to counteract the disadvantages of the solvent, i.e., it features a short decay
time and emits in a longer wavelength region compared to the solvent. Due to its low
concentration the self absorption is greatly reduced.
The energy transfer between the solvent and the solute molecules takes place non radia-
tively at a time scale of order 10 ps. It occurs via resonant dipole-dipole interactions be-
tween the solute and the solvent molecules, so called Förster interactions. Their strength
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and their range is related to the overlap between the emission spectrum of the solvent
and the absorption spectrum of the solute. The characteristic range of these interactions
is called the Förster radius which is of order 20-60Å, indicating that the range of these
interactions is several molecules [47]. As already expected from the higher emission wave-
length, the S1 state of the solute has a lower energy than the corresponding state in the
solvent. Hence, a transfer of the energy back to the solvent is highly improbable and the
energy is e�ectively trapped at the solute molecules. This also implies that, given the
solute concentration is su�cient that no �energy hopping� between solvent molecules is
required, the observed time constant of the �uorescence is not the decay constant of the
solvent but of the solute S1 state.
To improve the transparency of the scintillator to its scintillation light, often a secondary
�uor is added to the scintillator mixture at concentrations about 100 times lower than
the concentration of the �rst solute. The energy of the relevant S1 state is even smaller
than in the corresponding primary �uor resulting in an even longer emission wavelength.
The energy transfer between the primary and the secondary solute occurs primarily non-
radiatively [47], though some radiative transfer might be present at very low concentra-
tions [50].

The number of photons emitted by a LSc is generally not directly proportional to the
overall deposited energy but depends on the stopping power dE/dx of the primary parti-
cle. This phenomenon is typically called quenching. Birk's formula [50]

dN

dx
=

S dE
dx

1 + kb
dE
dx

(2.18)

provides an empirical description of this e�ect, where dN/dx is the number of produced
photons per unit path-length, S is the light yield and kb is Birk's constant. The latter has
to be determined empirically for each scintillator mixture and each primary particle. Note
that for minimum ionizing particles often kbdE/dx� 1. Hence, the number of produced
photons still scales linearly with the energy for these event types.

2.3.2 Borexino

One example for a LSc experiment is the Borexino experiment. It is located in the
Laboratori Nazionali del Gran Sasso (LNGS) underground laboratory [3]. The basic
setup is schematically depicted in �gure 2.3. The neutrino target, which is located in the
center of the detector, consists of ∼300 t of LSc. It is enclosed by a nylon vessel of 4.25m
radius. Two layers of bu�er liquid with outer radii of 5.50m and 6.85m are surrounding
the target. While the target and the inner bu�er are surrounded by thin, transparent
nylon barriers, the outer bu�er is contained by a stainless steel sphere (SSS). The latter
also serves as a mounting structure for the 2212 8'-PMTs observing the neutrino target.
1800 of the Borexino PMTs9 are equipped with optical light concentrators (LCs). This
increases the e�ective photon collection area of the individual PMTs. The downside of the
LCs is that photons with an incident angle of above 32.5 deg are no longer accepted [3].
Due to the geometry of Borexino, all photons from the central scintillator volume are

9The remaining PMTs do not feature light concentrators. They are required for the reconstruction of
high energy events which do not cross the �ducial volume. Thus, they do need a larger �eld of view.
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Figure 2.3: Schematic drawing of the Borexino detector [3]. The active scintillator is contained
in the innermost nylon vessel. The volumes between the two nylon vessels and between the
outer nylon vessel and the stainless steel sphere act as bu�er volumes. The PMTs observing the
active volume are mounted on the stainless steel sphere. The whole detector is surrounded by
an instrumented external water tank.

accepted by the LCs.
Everything insides the SSS is called the inner detector. It is surrounded by the outer
detector, a water tank �lled with 2 100 t of ultra-pure water which is instrumented by
208 8'-PMTs. The outer detector serves a dual purpose: First, the water acts as a shield
for fast neutrons produced by cosmic muons in the surrounding rock. Due to the instru-
mentation, it can additionally be use as an active, Cerenkov-based veto for cosmic muons
crossing the detector.

Borexino's main physics goal is the detection of solar neutrinos. As the expected rates
are in the order of a few counts per day and 100kt, the control of backgrounds is crucial.
This is achieved using the 3800meters of water equivalent [51] shielding provided by the
LNGS laboratory. Additionally, the scintillator was cleaned to a very high radiopurity:
In Borexino, a level of (1.6± 0.1) · 10−17 g/g uranium10 and (6.8± 1.5) · 10−18 g/g thorium
was achieved [52].
Up to now, Borexino was able to precisely determine the �ux of the 7Be-neutrinos [53],
to measure the 8B rate down to 3MeV [54], to give a measurement of the pep-neutrino
�ux, to provide the currently strongest constraint on the CNO-�ux [23] and to directly
measure the pp-neutrino �ux [55].

10The unit �g/g� denotes g of a radioactive nucleus per g of LSc.
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Figure 2.4: Schematic set-up of the JUNO
detector (currently favored option). The cen-
ter of the detector consists of a 34.5m diam-
eter acrylic sphere �lled with 20 kt of LSc. It
is immersed in a water tank serving as a pro-
tection against radioactivity and as an active
muon veto. The light is detected by ∼17 000
PMTs with a total optical coverage of ∼75%.
They are mounted in a stainless steel sca�old-
ing which also provides the required stability
for the acrylic sphere. To increase the muon re-
construction capabilities, an additional muon
veto with tracking capability will be mounted
on the top of the detector.
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Figure 2.5: The expected ν̄e event spectrum
in JUNO for both normal and inverted hier-
archy [56]. Additionally, the expected event
spectrum without oscillations is shown.

2.3.3 JUNO

One proposal to determine the neutrino mass hierarchy mentioned in section 1.3 is a preci-
sion measurement of the reactor anti-neutrino survival probability at a distance of ≈53 km
from the reactor core [26]. JiangmenUndergroundNeutrino Observatory (JUNO) [6] is a
planned LSc detector located in southern China designed for this purpose. The currently
preferred set-up is sketched in �gure 2.4. As a ν̄e target, 20 kt of LSc are contained in a
∼34.5m diameter acrylic sphere. To protect the target from external radiation, the target
is immersed in a cylindrical water tank which also serves as a muon veto. The ∼17 000
PMTs observing the �ducial volume are also immersed in the water. They are mounted
in a stainless steel strut, which also serves as a mechanical support for the acrylic sphere.
Figure 2.5 shows the expected ν̄e spectrum for both hierarchies. For a discrimination be-
tween the hierarchies, the small di�erences in the oscillations driven by ∆m2

13 and ∆m2
23

have to be resolved, requiring an unprecedented energy resolution of 3% at 1MeV de-
posited energy [26] corresponding to a photo-electron yield of at least 12 000 p.e./MeV.
Thus, a very high number of PMTs will be used to obtain the maximum possible optical
coverage of ∼75%. Additionally, an exceptionally clean LSc with an attenuation length
(see chapter 7) of Λatt & 24m is required. In chapters 7 and 8, methods to precisely
measure the required attenuation lengths are presented.
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Chapter 3

LENA

Low Energy Neutrino Astronomy (LENA) [7] is a proposed 50 kt liquid scintillator neu-
trino observatory. With its huge target mass, it will be the next generation sucessor to
currently running detectors like Borexino (see section 2.3.2).
The huge size of LENA causes a di�erent geometrical set-up (see section 3.1.1) compared
to the current generation of LSc detectors. The di�erences in geometrical shape are driven
by the optical limitations of the used scintillator (see section 3.1.2), by the challenge to
instrument the surface of the detector (see section 3.1.3) at a reasonable cost and by the
restrictions imposed by the feasibility of the caverne construction.

LENA's huge size combined with its 200 keV threshold and its background discrimina-
tion capabilities leads to a very wide physics program: The increased statistics compared
to todays LSc detectors allows for precision measurements of already detected neutrino
�uxes, like geoneutrinos (section 3.2.1) or solar neutrinos (section 3.2.2). Also a galactic
supernova could be observed at high statistics (section 3.2.3). Apart from the precise
measurement of known sources, the huge target mass allows to search for faint neutrino
�uxes, like the di�use supernova neutrino background (DSNB) (section 3.2.4), which has
not been detected yet. This includes also other rare processes like the proton decay (sec-
tion 3.2.5).
Due to the vast extensions of the detector, even high energy events at the GeV scale have
a good chance to be fully contained in LENA. This o�ers the opportunity to use LENA
for high energy neutrino physics, i.e. to scrutinize atmospheric neutrinos (section 3.2.6)
or act as as a far detector for a long baseline neutrino beam (section 3.2.7).

The feasibility of building such a detector underground as well as the physics potential of
such a detector was studied in the framework of the European founded LAGUNA-LABNO
design study. This study lasted till 31st August 2014 and showed that the construction of
LENA is technically feasible.

3.1 Detector set-up

3.1.1 Overall set-up

The overall set-up of the LENA detector is sketched in �gure 3.1. In contrast to Borexino,
LENA will feature a cylindrical shape [57]. The tank containing the LSc will be 100 m

21
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Figure 3.1: Schematic set-up of the LENA detector [57]. The center of the detector is made
up by 50 kt of LAB based LSc. It is instrumented with ∼30 000 12'-PMTs equipped with light
concentrators (LCs). Together with a pressure encapsulation, they make up the optical modules
which also contain a small bu�er volume in front of the PMT inside the LC. Their apertures
are arranged around the active volume. The active volume is optically separated from the area
between the active volume and the concrete tank containing the LSc. It is surrounded by an
instrumented water tank serving as a passive shielding against fast neutrons and as active veto
for inclined muons. An additional muon veto, consisting e.g. of plastic scintillator strips, will be
placed on top of the detector.



3.1. Detector set-up 23

high and will have a radius of 16m. At a distance of about 1m to the wall of the tank, a
sca�olding containing the optical modules will be constructed. An optical module (OM)
consists of a PMT with an attached optical LC. To stand the hydrostatic pressure at
the bottom of the tank the OM will be encapsulated in a pressure tight housing. The
interior of the housing will be �lled with a non scintillating bu�er liquid, shielding the
active region from the radioactivity of the PMT glass.
The apertures of the OMs will be at a distance of 2m from the wall. Hence they de�ne
an active volume with a radius of 14 m and a height of 96 m, that will contain about
50 kt of LSc. Due to the radioactivity of the tank and of the PMTs, the expected rate
in the region between the OM apertures and the tank wall is much higher than in the
target volume. To ensure that these background events do not interfere with the events
inside the active volume, the active volume will be optically decoupled using opaque foils
mounted between the apertures of the OMs.
The area between the outside of the tank and the cavern wall will be �lled with water
and will also be instrumented. It has a dual purpose: First it serves as a passive shielding
against radioactivity from the surrounding rock and more importantly against fast neu-
trons created by cosmogenic muons in the rock. Additionally, it is used as a Cerenkov
based muon veto for inclined muons. To tag muons coming straight from above, an addi-
tional muon veto will be placed on top of the tank. For the top veto, multiple options are
currently discussed, ranging from plastic scintillator panels to resistive plate chambers.
The veto will have to provide some tracking capability in any case, to determine the di-
rection of the detected muons.
The preferred location for the LENA detector is the Pyhäsalmi mine in Finland. It
provides a suitable position for the construction of LENA at a depth of 1400 m, which
corresponds to a shielding of about 4000meters of water equivalent.

3.1.2 Scintillator

The solvent for the LENA scintillator will be Linear Alkylbenzene (LAB) [58]. The pri-
mary wavelength shifter 2,5-Diphenyloxazole (PPO) [59] will be added, at a concentration
of currently 3 g/l. Its concentration is the minimum concentration at which all energy is
transfered from the solvent to the solute (see section 2.3.1). It therefore provides the opti-
mum trade-o� between a high light yield and a low light attenuation at the same time. To
further improve the attenuation length, a secondary wavelength shifter will be added at
a concentration of 20mg/l. The chosen substance is 1,4-Bis(2-methylstyryl)benzen (Bis-
MSB) [60].

The properties of the LENA scintillator have been investigated in dedicated experiments:

� As explained in section 2.3.1, the time behavior of the fast component of the LSc is
dominated by the properties of the wavelength shifter. The slow component however
has a more complicated time structure as two triplet states have to interact with
each other for a deexcitation. Nevertheless, the overall pulse shape of a LSc can be
approximated by a superposition of N exponential decays:

PLSc(t) =
N∑
i=1

ni
τi

exp

(
− t

τi

)
, (3.1)
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Component τi [ns] ni [%]

1 6.9± 0.1(stat)± 0.2(syst) 59.1± 0.6(stat)+4.3
−2.7(syst)

2 26.4± 0.8(stat)+2.0
−2.2(syst) 22.2± 0.4(stat)+7.0

−1.9(syst)

3 141.0± 4.3(stat)+3.6
−14.6(syst) 18.3± 0.7(stat)+2.1

−2.5(syst)

Table 3.1: The decay time components of the LENA scintillator [61] for electron excitation
according to equation (3.1).

where ni and τi are the strength and the decay times of the respective components.
The values measured in [61] for the LENA scintillator excited by electrons/gammas
are shown in table 3.1. Note that these values are generally dependent on the type
of the exciting particle.

� The absolute light yield, i.e., the number of produced photons per deposited energy is
typically assumed to be ∼10 000MeV−1. While this value has not been directly mea-
sured for the LENA scintillator, a value of (9.6±1.0) ·103MeV−1 [62] has been deter-
mined for the scintillator of the Double Chooz muon veto which is basically a diluted
LENA scintillator. Additionally, for a mixture of LAB with 2 g/l PPO and 20mg/l
Bis-MSB, the light yield was determined to be (99.7± 0.2(stat)± 3.0(syst))% [63]
of the light yield of the Borexino scintillator which is (11.5± 1.1) · 103 MeV−1 [64].
As an increase in PPO concentration increases the light yield, this indicates that
104 MeV−1 might actually a bit conservative.

� The measured emission spectrum of the LENA scintillator is shown in �gure 3.2.
Note that the shown emission spectrum is taken after the scintillation light trans-
versed about 0.5 cm of liquid scintillator. As the attenuation length around 400
nm is of the order of a few cm [65], the emission spectrum is underestimated for
wavelengths . 400nm.

� The scattering length, i.e the mean free path between two scatterings, has been
measured to be (25.0± 2.5)m [66]. The scattering in LAB occurs via two di�erent
processes: Anisotropic Rayleigh scattering with a scattering length of (40 ± 5) m
and absorption-reemission processes causing isotropic scattering with an associated
scattering length of (67 ± 6) m. Note that the absorption-reemission process also
has an associated time constant.

� The attenuation length of LAB has been reported to be between 10 and 20m [57].
A more exact measurement of this quantity is presented in chapters 7 and 8.

Currently, e�orts are ongoing to improve the (optical) properties of the scintillator by
cleaning the scintillator using �lters which contain Al2O3.

3.1.3 Instrumentation

To detect the photons emitted by the LSc, a proper instrumentation of the tank is re-
quired. As already mentioned in section 3.1.1, the current idea is to use OMs containing
a PMT and a LC.



3.1. Detector set-up 25

 wavelength [nm]
200 250 300 350 400 450 500 550 600

 in
te

n
si

ty
 [

a.
u

.]

0

100

200

300

400

500

600

700

800

Figure 3.2: The emission spectrum of the LENA scintillator. The scintillator was excited by
monochromatic light with a wavelength of 190nm. Note that the scintillation light has to travel
through about 0.5 cm of liquid scintillator to be detected. Data taken from [65].

The number and the size of the required OMs is determined by the required energy reso-
lution and the targeted threshold of the detector1, which translates in an average number
of photons to be detected (p.e.) per MeV electron equivalent energy deposited in the de-
tector. Currently, the baseline design is to have at least 200p.e./MeV. Taking the optical
properties of the LSc into account, this means that 6% of all photons hitting the detector
wall have to be detected [7]. As PMTs have a typical quantum-e�ciency of 20%, this
implies an e�ective optical coverage of 30%. Using OMs with 12� PMTs, the total number
of required OMs is about 30 000 [7]. Note that the area covered by the OM aperture is
bigger than 30% of the detector wall, as the �eld of view of a LC does not cover the whole
detector. For an in depth study of di�erent optical modules and LCs, see [68].
For the read out of the detectors, there are currently two options [7]:
As the recorded information is contained in the output signals of the PMTs, the optimum
solution would be to have a readout system based on fast ADCs2 (FADCs) with a sam-
pling frequency of at least 1Gs/s and a resolution of at least 8bits. This allows to conserve
nearly all the information contained in the output signals. While this system would allow
to extract the maximum amount of information from each event and therefore provides
the optimum physics performance, it is also very expensive and requires huge amounts of

1Using the planned instrumentation, the detector threshold will be determined by the 14C background
(endpoint around 156 MeV [67]). The achievable energy threshold nevertheless is determined by the
average number of photoelectrons detected as the resolution around the 14C endpoint determines the
smearing of the 14C β-spectrum and thus the achievable threshold.

2
Analog to Digital Converter
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data to be handled.
An alternative, cheaper solution with worse performance is based on the PMm2 ap-
proach [69], where a matrix of currently 16 PMTs is handled by one read out unit which
provides the time of the �rst photon detected and the integrated charge for each PMT in
the detector.

3.2 Physics program

3.2.1 Geo-neutrinos

The earth generates about 40TW of heat [35]. A part of this heat generation is attributed
to the natural radioactivity in the earth, i.e., to the decay of radioisotopes from the 238U
and 232Th decay chains as well as from the decays of 40K [7]. In the β−-decays of the decay
chains and in the decay of 40K, antineutrinos are generated which can be detected. These
antineutrinos are pretty low in energy; the highest end point is at about 3.3MeV [35].
The detection reaction for these antineutrinos is the IBD (see equation (2.3)). Due to its
threshold of 1.8MeV, the antineutrinos from the 40K-decay cannot be detected.
Up to now, geo-neutrinos have been observed by two experiments: KamLAND [70] and
Borexino [71]. Both experiments su�er from low statistics, having detected 116+28

−27 and
25+19
−18 geo-neutrino candidates, respectively. LENA on the other hand, with its �ducial

volume of 50 kt would detect about 103 geo-neutrino events per year.
Antineutrinos produced by nuclear reactors cause an indistinguishable background for
geo-neutrino detection. As Pyhäsalmi is far away from the central European reactors,
this background is relatively small with about 240 events per year in the relevant energy
region [72]. Currently multiple reactors are in construction or are approved in Finland.
If all of these reactors are built, the number of expected background events will nearly
double, which is still nearly a factor four below the background rate in a central European
underground laboratory like Frejus [7]. Furthermore, the reactor antineutrino spectrum
extends up to 10MeV, hence the reactor neutrino rate can be determined in situ with a
high precision. As the reactor neutrino spectrum is well known [73], it can be statistically
subtracted.
Additionally, there is a background due to cosmogenically produced β-n-emitters which
can mimic the delayed coincidence. By vetoing a cylinder around each muon track for
two seconds, it can be reduced to a negligible rate of about one event per year while
introducing only 0.1% of dead time [7]. Finally, fast neutrons produced by cosmic muons
in the rock surrounding LENA can mimic an IBD signal. As most of the the induced
events are at higher energies, the produced rate in the geo-neutrino energy region is only
about 10 events per year [7].
Finally, another background is due to the 210Po contamination of the LSc. The α-particles
produced in 210Po decays can produce neutrons inside the scintillator via 13C(α,n)16O re-
actions. Assuming Borexino radiopurity conditions, this background will contribute about
10 events per year [7]. Hence, LENA will provide a high precision geo-neutrino measure-
ment with high statistics and low backgrounds. The overall geo-neutrino rate can be
determined at an accuracy of 4% after one year of measurement time. After a measure-
ment time of 10 years, the error on the overall rate will be down to 1%. Additionally, the
ratio of geo-neutrinos coming from the 238U and 232Th decay chains can be determined
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Figure 3.3: The solar neutrino spectrum as calculated from the standard solar model [75].
Neutrino �uxes from pp-Chain reactions are plotted as black solid lines while the �uxes expected
from the CNO cycle are shown as dashed blue lines.

at 5% to 6% accuracy after 10 years, dependent on the exact position and power of the
upcoming Finnish nuclear power plants [7]. Both values will provide an important in-
put for geochemical models of the earth. However, due to the missing directionality of
LAB-based LSc detectors [72] an additional detector would be necessary to disentangle
the contributions of the earth's crust and mantle to the geo-neutrino �ux.

3.2.2 Solar neutrinos

In the sun, energy is produced by fusing hydrogen to helium. The overall reaction
reads [74]

4p −→ 4He + 2e+ + 2νe + 26.73MeV. (3.2)

The fusion process takes place in several steps, either via the so called pp-chain or via
the CNO-cycle [74]. Most energy is produced via the pp-chain, while the CNO-cycle,
contributes only to a small fraction (about 2%), which is however not precisely known
up to now. The resulting neutrino spectrum can be calculated in the well established
framework of the standard solar model [75] and is shown in �gure 3.3. In LENA, the
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Nuclear reaction Expected event rate [d−1]
pp 2.3·103

7Be 1.1·104

pep 8.5·102

CNO 8.8·102

8B 1.3·102

hep 0.4

Table 3.2: The expected neutrino interaction rates in LENA for 36 kt �ducial volume and
200 keV energy threshold [41].

detection reaction with the highest rate for solar neutrinos is the elastic neutrino electron
scattering (compare equation (2.1)). The expected rates are shown in table 3.2.
While a few thousand pp-neutrinos will be detected per day, it will be very di�cult to
extract the pp-neutrino signal from the 14C background. 14C decays via β−-decay with a
half-life of about 5700a and a Q-value of 156keV [67]. The expected induced background
rate above 200 keV is ∼1 kHz [41] and therefore many orders of magnitude above the
pp-signal. Due to the limited energy resolution in this energy range, the 14C events are
smeared out over the whole visible pp-neutrino range making a detection of pp-neutrinos
very challenging.
Similar to Borexino, the 7Be-neutrinos are clearly detectable in LENA. As LENA features
very high statistics in this channel (confer table 3.2), this channel is well suited to study
modulations in the solar neutrino �ux. For periodic modulations with periods from 10min
to 10a, a sub-percent accuracy will be achieved after 10a of measurement time [76]. This
capability allows searching for day-night variations in the neutrino �ux or for correlations
of the �ux to the solar cycle. Additionally, a modulation could be present due to helioseis-
mic waves in the sun. LENA should be able to detect these so-called g-mode oscillations
which are not accessible by other means as they do not propagate to the surface of the
sun.
Even though CNO-neutrinos feature a high enough rate to be detected in LENA, their
detection is challenging as the signal has to be extracted from the cosmogenic 11C and
the intrinsic 210Bi backgrounds. Compared to Borexino, which could only place an upper
limit on the CNO �ux [23], LENA has a few advantages [41]: Due to the larger shielding
of the laboratory in Pyhäsalmi compared to the LNGS, the 11C rate is smaller in LENA.
Furthermore, due to LENA's large size, a precise determination of the 210Bi rate will be
possible by counting the decays of the daughter nucleus 210Po. This allows for a statistical
subtraction of the 210Bi spectrum. Note that this only works if 210Bi and 210Po are in
radioactive equilibrium. Finally, the good statistics ease the separation between the CNO
and the background components via a spectral �t. Despite these advantages, a detection
of the CNO-�ux remains challenging.
In the sun, the matter e�ects on neutrino oscillations lead to a resonant �avor conver-
sion, the so called MSW e�ect [77]. This e�ect induces a transition between vacuum and
matter dominated oscillations in the energy range between ∼2 MeV and ∼5 MeV. This
transition region is very sensitive to new physics, therefore a precise measurement of the
electron neutrino survival probability Pνe→νe(Eν) in this energy region is necessary. As
8B-neutrinos feature a continuous energy spectrum ranging up to 15 MeV [35] they are
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a good probe for Pνe→νe(Eν). Due to it's large size, LENA allows for a very stringent
�ducial volume cut, e�ciently removing nearly all external radioactivity which limits the
8B detection threshold in Borexino to 3 MeV [54]. Hence an energy threshold of 2 MeV
visible energy can be achieved [41]. In [41] it was shown, that this allows to refute a model
with constant Pνe→νe at the 5-σ level after 4 a of measurement time.

3.2.3 Supernova neutrinos

The life of a single star with an initial mass of more than 8 solar masses ends in a
gravitational core collapse supernova (SN) [78]. 99% of the released gravitational energy
of ∼1053 erg = 1049 J is radiated away in neutrinos of all �avors with a mean energy in the
order of 10MeV. The neutrino signal typically lasts up to ∼10 s post bounce [79]. Even
though SNe emit a huge number of neutrinos, only SNe in our galaxy can be observed with
detectors of the size of LENA. As the expected SN rate in our galaxy is about 1-2 SNe
per century [78], a SN during the lifetime of LENA (about 30 a) is not guaranteed.
Up to now, SN1987A was the only SN which lead to an observed neutrino signal. In
total 24 events3 were observed in various detectors [80]. In contrast to the very limited
statistics acquired during SN1987A, a core collapse supernova in the milky way during the
life-time of LENA would allow for a high statistics measurement of SN-neutrinos with a
total of about 16000 events [81] for a SN at a distance of 10kp, according to the GVKM4

model [82].
Nearly 10 000 of these events are expected in the IBD channel (see equation (2.3)). As
the IBD channel allows for event by event neutrino energy reconstruction and can be
discriminated from other channels due to the delayed coincidence, this channel alone
will provide a high statistics time and energy resolved picture of the evolution of the ν̄e
luminosity.
Additionally, there are two CC channels on 12C [81]:

ν̄e + 12C → e+ + 12B; 12B→ 12C + e− + ν̄e (Ethr = 14.4MeV) (3.3)

νe + 12C → e− + 12N; 12B→ 12C + e+ + νe (Ethr = 17.3MeV). (3.4)

The re-decay of the produced nuclei can be used to tag the CC reactions. However, the
re-decays of both channels feature a too similar signature to discriminate these channels
on an event by event base. Nevertheless, it is possible to statistically separate the channels
by �tting the energy and time spectrum of the re-decays. This yields the total νe �ux
above the threshold.
Apart from that, there is also a NC channel which leads to an excited state in 12C [7]:

12C + νx → 12C∗ + νx;
12C∗ → 12C + γ(15.1MeV). (3.5)

As the de-excitation of 12C∗ is monoenergetic, this gamma line can be used to determine
the total neutrino �ux above the 15.1 MeV threshold of reaction (3.5). Finally, there is
the elastic scattering of neutrinos on electrons (confer equation (2.1)) and on protons. As
discussed in section 2.1.1, these interactions do not provide event by event neutrino energy
information. Nevertheless, the expected recoil spectra from a given supernova model can

3Additionally, the LSD detector detected a cluster of 5 events. As the arrival time of these events is
in signi�cant con�ict with the other detected events [80], they are not attributed to SN1987A here.

4GVKM: Gava-Kneller-Volpe-McLaughlin
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be tested against the observed distributions. While the number of proton scatterings is
expected to be approximately one order of magnitude higher than the number of electron
recoils [81], the proton recoils are shifted to lower energies due to the quenching in the
LSc. Thus, the usable number of proton recoils strongly depends on the proton quenching
in the LSc and on the achieved threshold, which is determined by the 14C background.
Note that the elastic scattering of neutrinos on protons, in contrast to neutron electron
scattering, is a pure NC channel and therefore yields the overall spectrum.
The combined, time resolved information from the di�erent channels allow for a stringent
test of current SN models.

Apart from that, it might be possible to extract information about the neutrino properties
from the observed SN neutrino signal. The problem is, that the current SN models are
not that robust, especially in later stages of the SN evolution. Hence, it is di�cult to
�nd a signal characteristic which is stable enough against model variations, to allow for
a determination of neutrino properties. Currently, the ability of LENA to extract the
neutrino mass hierarchy from the risetime of the ν̄e signal is studied [83]. Just from a
statistical point of view, a discrimination capability of about 2σ is expected.

As the observation of a SN would be of great importance and as SN in our galaxy are
rare, an early warning would help to have all available detectors online during a SN. Due
to its huge size and low energy threshold, LENA can provide such an early warning by
detecting the neutrinos from the �nal burning stage of a star. This is possible for SNe up
to a distance of several kpc [61].

3.2.4 Di�use supernova neutrino background

As the interaction cross section of neutrinos is very low, most neutrinos from former
SNe still have not interacted after their emission from the SN. These neutrinos form the
isotropic di�use supernova background neutrino (DSNB) �ux [66]. As SNe emit all �avors
of (anti)neutrinos, the DSNB is also a mixture of all neutrino �avors. Note that the energy
spectrum of the DSNB neutrinos is shifted to lower energies compared to neutrinos from
a SN due to the redshift since their emission.
A detection of the DSNB therefore provides a mean to access the average SN neutrino
spectrum. Furthermore, it allows to measure the redshift dependent SN rate [41]. Up to
now, the DSNB has not been detected. The current best limit for the ν̄e DSNB-�ux Φν̄e

was provided by Super Kamiokande: Φν̄e < 3.1cm−2s−1 for Eν̄e > 17.3MeV [84] using the
IBD as detection reaction.
Compared to Super Kamiokande, LENA has two major advantages. First its �ducial
mass is about two times higher as the �ducial mass of Super Kamiokande. Second, in
contrast to Water Cerenkov detectors, LENA is able to detect the 2.2MeV gammas from
the neutron capture on Hydrogen. Thus, the delayed coincidence technique can be used
to signi�cantly suppress the backgrounds to the DSNB measurement. The capabilites of
LENA to detect the DSNB were studied in [41]. It was found that after all cuts, the
expected DSNB rate, dependent on the used model5, would be between 18 and 35 events
per 10a for 9.5MeV < Eν̄e <25MeV. In the same time and energy interval, 28 background

5In [41], thermal distributions for the resulting SN antineutrino sprectrum with mean neutrino energies
between 12MeV and 21MeV were assumed.
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events are expected after cuts. Assuming that the expected background rate is known
at 5% accuracy, a detection of the DSNB would be possible after 10 a of measurement
with more than 3σ. If no DSNB signal is found, the Super Kamiokande limit would be
improved by a factor of 8. This would also imply that all current DSNB models would be
excluded at more than 90% C.L. .

3.2.5 Proton decay

In the Standard Model, the proton is stable due to baryon number conservation. How-
ever, baryon number conservation is not linked to a fundamental gauge symmetry but
was introduced �ad hoc� as proton decay was not observed. Thus, theories beyond the
Standard Model typically include a proton decay [85].
Generally, grand uni�ed theories (GUTs), e.g. models based on the SU(5) group, predict
the decay channel

p→ l+ + π0 (3.6)

to be dominant [85, 86]. Currently, the best limits for this decay branch are imposed by
Super Kamiokande: τ(p → e+ + π0) > 8.2 · 1033 a and τ(p → µ+ + π0) > 6.6 · 1033 a
at 90% C.L. [86], already ruling out minimal SU(5) based models. The lepton in the
exit channel generates a visible Cerenkov-ring in the Super Kamiokande detector, while
the two gammas created in the π0 decay create one additional ring each. This so called
three ring event is very hard to replicate, with the only known backgrounds coming from
atmospheric neutrino interactions. The selection can be made even more stringent by
reconstruction the momenta of the di�erent particles and requiring the momenta to cancel
and the invariant mass to coincide with the proton mass. As, in addition to the excellent
background rejection, Super Kamiokande already achieved a huge exposure, LENA will
not be competitive in these channels.
However, the situation changes for supersymmetric (SUSY) model. Often, these theories
favor the decay into a Kaon and a neutrino [85]:

p→ ν̄ +K+. (3.7)

With τ(p→ ν̄ +K+) > 2.3 · 1033 a at 90% C.L. [87], the best limit on the channel is again
from Super Kamiokande. Contrary to the π0 channel, this limit can be signi�cantly im-
proved by LENA, as the K+ in the exit channel is below the Cerenkov threshold. Thus,
the signature for the Kaon channel in Super Kamiokande relies on the detection of the
decay products of the Kaon which is very hard to separate from resonant atmospheric neu-
trino interactions which can also produce Kaons and a recoil nucleus below the Cerenkov
threshold that goes unnoticed. In a LSc detector, the produced Kaon is directly visible.
Furthermore, the K+ decays with τ ≈ 12ns [21] resulting in an additional signal in the
LSc. This leads to a characteristic double peak structure (see �gure 3.4 for an exam-
ple) which e�ciently allows to discriminate the signal against the atmospheric neutrino
background. Using this method, a sensitivity of τ(p→ ν̄ +K+) > 4 · 1034 a at 90% C.L.
can be achieved after 10 a of measurement time [88]. As the predicted decay time of
many models is below 1035 a [85], this would allow to considerably reduce the available
parameter space.
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Figure 3.4: Simulated, time of �ight corrected, photoelectron arrival time spectrum of a
p→ ν̄ +K+ decay. The �rst peak is due to the energy deposited by the K+, while the sec-
ond peak is caused by its decay products.

3.2.6 Atmospheric neutrinos

Atmospheric neutrinos are created by the interactions of cosmic rays in the upper at-
mosphere [89]. Their energy spectrum starts at a few MeV [41] of energy. At ener-
gies above ∼1GeV, the atmospheric muon �ux Φ follows a power law Φ ∝ E−γ where
2.7 < γ < 3.2 [90]. Furthermore, depending on the zenith angle of the incident neutrinos,
the distance between the neutrino production and the detector varies from a few km up to
approximately twice the earth's radius. Thus, using atmospheric neutrinos a wide range
of L/E values is accessible. Note, that the direction of the incoming neutrino has to be
reconstructed from the observed event to determine L, which can be done by reconstruc-
tion the direction of the primary lepton that is correlated to the direction of the incoming
neutrino. Using this technique, neutrino oscillations have already been successfully stud-
ied [91].
Moreover, atmospheric neutrinos feature a very long baseline when traveling through
the earth. As discussed in section 1.4, this is bene�cial to determine the correct mass
hierarchy. Therefore, currently there are various proposals to determine the mass hierar-
chy using CC interactions of atmospheric

(�)

νµ in the range from a few GeV up to about
20GeV [92, 93, 94]6. Note, that despite the huge baseline, measuring the mass hierarchy
using atmospheric neutrinos is challenging due to the systematic errors of the �ux calcu-

6These detectors can rely only on CC-
(�)
νµ interactions as they cannot determine the direction of

electromagnetic showers created by CC-
(�)
νe events. LENA principally could also use the latter events.
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Figure 3.5: The expected doubly di�erential CC atmospheric muon-neutrino interaction rate
in LENA as a function of the cosine of the zenith angle and the neutrino energy assuming the
normal hierarchy (left) and the inverted hierarchy (right), respectively.

lations and the fact, that the initial neutrino �avor is not known. Furthermore, neutrinos
as well as antineutrinos are used. As it is technically di�cult to magnetize a detector of
the required size, a distinction between the �avors is only possible on a statistical level.
Thus it is not possible to measure only one oscillation channel but only a sum of multiple
oscillation channels.
As the LENA detector is too small to contain

(�)

νµ-CC events with deposited energies

above ∼10GeV, only the lower energetic part of the
(�)

νµ parameter space is accessible.
A calculation of the atmospheric neutrino rate with and without detector e�ects can be
found in appendix A, here only the results are shown. Figure 3.5 shows the expected
doubly di�erential CC rates for

(�)

νµ in LENA as a function of the neutrino direction and
the neutrino energy. This translates to an integral rate of approximately one event above
4GeV neutrino energy per day assuming a �ducial volume of 50 kt. While this distri-
butions show some usable structure, these structures are washed out by the energy and
position resolution. Assuming a neutrino energy resolution of 9% (see section 6.3) and
assuming that the event reconstruction is able to determine the direction of the primary
lepton without error, �gure 3.5 becomes �gure 3.6. The di�erence between normal and
inverted hierarchy is shown in �gure 3.7 with and without detector resolution. As the
detector resolution smears out the relevant structures at lower energies, only small di�er-
ences above ∼ 5GeV remain after taking into account the detector resolution.
Due to the low statistics in this high energy region, a determination of the mass hier-
archy using LENA and atmospheric neutrinos will be very challenging. The only viable
possibility would be to improve the event reconstruction to be able to reconstruct the
energy and the direction of the hadronic cascade as well the energy and the direction of
the produced lepton. This would allow for a full kinematic reconstruction of the neu-
trino interactions and thus to determine the neutrino direction with a higher accuracy.
Thus, the smaller structures at lower energies where also the rate is higher would become
accessible. Attempts for such a reconstruction are presented in chapter 6.
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Figure 3.6: The expected reconstructed doubly di�erential CC atmospheric muon-neutrino
interaction rate in LENA as a function of the cosine of the zenith angle and the neutrino energy
assuming the normal hierarchy (left) and the inverted hierarchy (right), respectively. The energy
resolution was assumed to be 9% and the resolution in the position reconstruction was modeled
by the deviation between the neutrino direction and the direction of the primary lepton.
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3.2.7 Long baseline neutrino oscillations

As already discussed in section 1.4, long baseline neutrino beams are a promising oppor-
tunity to determine the MH using the

(�)

νµ →
(�)

νe channel. Moreover, they provide the
possibility of an appearance experiment and are therefore sensitive to δ. To utilize the
matter e�ects to determine the MH, a neutrino beam with neutrino energies in theGeV
range is required, corresponding to a baseline of a few 1000 km (compare �gure 1.1). As
a 2GeV muon has a range of approximately 10m, all current LSc detectors are too small
to fully contain the produced particles, which is required for a good energy resolution7.
As the distance between CERN and Pyhäsalmi is about 2 300 km, a neutrino beam from
CERN to Pyhäsalmi would be a very suitable candidate. This proposed beam, which
is called the CN2PY beam, was considered as preferred option in the LAGUNA-LBNO
design study. Here, a conventional neutrino beam was assumed. In such a beam, the
SPS of the CERN accelerator chain is used to accelerate protons to8 400GeV at a beam
power of 750 kW [96]. This corresponds to about 1.0-1.5·1020 protons on target (POT).
These protons are directed on a light target to produce secondary pions. The pions are
successively focused into a decay tunnel using a magnetic horn. While they travel trough
the decay tunnel, the pions decay mainly through the [21]

π± → (�)

νµ + µ± (3.8)

channel. At the end of the tunnel, there is an absorber which stops the produced muons.
Dependent on the current direction through the magnetic horn, either only π+ or π−

are focused into the decay tunnel. Therefore it is possible to select the neutrino polarity
though the direction of the horn current. The resulting beam spectra are shown in �g-
ure 3.8 for both possible horn settings. As expected from the decay (3.8), the spectrum

is dominated by
(�)

νµ. Additionally, there are admixtures from wrong sign neutrinos and
(�)

νe
which are produced by rare decays of pions and kaons, by in �ight decays of the produced
muons as well as by pions of the wrong charge state which are accidentally focused [97].
The CN2PY beam planned to run for 10 a with 5 a running in neutrino mode and 5 a
running in antineutrino mode.

To be able to extract the MH or δ from the observed interactions of neutrino beam events,
a far detector basically has to ful�ll three requirements. They are discussed assuming a
beam in neutrino mode:

� The size of the detector has to be su�cient to collect reasonable statistics within the
run time of the neutrino beam. Using a large detector like LENA additionally has
the advantage, that the probability that an event is contained is higher. Figure 3.9
shows the probability of an event to be contained as a function of the true neutrino
energy. While the e�ciency to contain νµ-CC events signi�cantly drops with rising
energy, the e�ciency for νe-CC events, resulting from the νµ → νe oscillations, is
above 75% for the whole energy range. Thus, the size of LENA is su�cient to act
as a far detector for the CN2PY beam.

7This requirement does not hold if the detector would be magnetized, which is however very di�cult
due to the size of the detector.

8While the SPS is capable of delivering 450GeV protons, reaching this energy requires to cross a tune
resonance which would result in a signi�cant loss of beam power [95].
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Figure 3.8: Expected neutrino spectrum from the CN2PY beam at 2 300 km distance for
neutrino mode (left) and antineutrino mode (right). The di�erent colors show the contributions
from the di�erent neutrino �avors. Data taken from [98].

Figure 3.9: Probability that an event with given neutrino �avor is contained in LENA as a
function of the neutrino energy [96]. An event is counted as contained if more than 98% of its
total track length is contained in the �ducial volume.

� The energy resolution of the detector has to be su�cient to map the oscillation
spectrum and thus determine the oscillation parameters. For contained events,
LENA basically acts as a big, totally active calorimeter, allowing for a very good
energy resolution. The reconstruction of the neutrino energy along with the achieved
resolution is presented in section 6.3.

� In order to study the νµ → νe oscillation channel, the signal, i.e. interactions from
the oscillated νe, has to be discriminated from interactions of the other neutrino
types. This leads to two kinds of background:
The �rst kind of background is due to the impurities of the beam. As the beam is
not a pure νµ beam (see �gure 3.8), νe are already present in the beam. Thus also
unoscillated νe from the beam are tagged as signal events. Additionally, the beam
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also has a ν̄e contamination. As LENA is not magnetized, neutrino and antineutrino
interactions generally cannot be discriminated at an event by event basis9. Thus
also ν̄e events contribute to the background. Furthermore, ν̄e can also be produced
by ν̄µ → ν̄e oscillations from the ν̄µ contamination of the beam. These backgrounds
induced by the beam typically cannot be discriminated from signal events. As the
contamination of the beam typically is very low (see �gure 3.8), these background
are of the order of a few percent of the signal events [96].
The second type of background is due to misidenti�cation of other event types as
νe-CC events. First of all, νµ-CC events can be misidenti�ed as νe-CC events. Due
to the large extension of the muon tracks at GeV energies, the pulse shape of elec-
tron and muon events is di�erent [99] which allows for an e�cient discrimination of
νµ-CC events. More critical are NC events caused by neutrinos of all �avors. NC
QEL events typically lead to the emission of a nucleon (see section 2.1.2). As these
events feature a low momentum transfer and the nucleon is strongly quenched, these
events are typically reconstructed at energies below the relevant region. NC DIS
events are more di�cult, especially as they can have electromagnetic sub showers
due to produced π0s. Currently, NC events are discriminated in LENA using a multi
variate analysis (MVA) based on a boosted decision tree (BDT) [100]. The input
parameters for the BDT are determined from the overall pulse shape. Using this
method, the NC background can be reduced by 89% at the expense of reducing the
signal e�ciency to 27% [101]. Finally, due to neutrino oscillations, the beam also
contains ντ at the detector site. The τ -leptons produced in CC interactions can
decay nearly instantly into e± (17.8% branching ratio), thus faking νe-CC events.
As the decay time of the τ -lepton is very short (≈ 3 · 10−13 s [21]), these events are
nearly indistinguishable from real νe-CC events. Additionally, they can decay into
µ± and into hadrons. Thus, ντ -CC events can also mimic νµ-CC and NC events
which can in turn be misidenti�ed as νe events.

While LENA is big enough to gain reasonable statistics and features a good energy resolu-
tion, its physics performance is currently limited by the relatively ine�cient discrimination
of NC-background events. While this is still good enough to determine the mass hierarchy
at 5σ signi�cance independent of the value of δ (see section 6.6 for details), there is basi-
cally no sensitivity to the CP-violating phase δ.
To improve the performance of LENA as a far detector for a neutrino beam, the discrim-
ination of NC events has to be improved. This means that further input parameters for
the BDT are required. To obtain such additional parameters, the pulse shape of the in-
dividual PMTs instead of the overall pulse shape has to be taken into account. Attempts
to construct such a set of more sophisticated parameters are presented in section 6.5.

9Discriminating neutrino and antineutrino events might be possible on a statistical level by counting
the number of produced neutrons.
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Chapter 4

Reconstruction of low energy events

When (anti-)neutrinos with MeV energies interact inside a liquid scintillator, typically
electrons or positrons with energies in the MeV range are created in the exit channel
(see section 2.1.1). Thus, the range of the secondary particles is generally smaller than
1 cm which is below the spatial resolution achieved in LENA. Hence, these events can be
treated as point-like events. This is typically also true for all background events resulting
from β-decaying isotopes.
For each of these events, the position rs, the time ts and the initial kinetic energy Ts have
to be determined from the signal recorded at the PMTs. A precise knowledge of each of
these parameters is a crucial basis for each kind of physics analysis.
As LENA has not been built yet, the performance of the reconstruction can only be stud-
ied using sophisticated Monte Carlo (MC) simulations. The basic set-up of the simulation,
used in this thesis, is presented in section 4.1. The data obtained from the simulation
is successively preprocessed. This is detailed in section 4.2. The determination of the
physical parameters is based on a logarithmic likelihood �t, which is presented in sec-
tion 4.4. As this �t is based on a numerical minimization, it requires an approximate set
of parameters as input which is used as a starting point (see section 4.3). While the start
values already give a rough indication of the event parameters, the performance achieved
using the full �t, which is presented in section 4.5, improves the resolution of the event
parameters by about an order of magnitude.

4.1 Simulation set-up

The LENA detector is simulated using a Monte Carlo (MC) simulation which is based on
the Geant4 toolkit [102, 103]. The used simulation was mainly written by R.Möllenberg
and is presented in depth in [41]. Here, only the parts relevant for this thesis are brie�y
outlined.
The geometrical setup consists of a series of nested cylinders which form the �ducial vol-
ume, the bu�er, the tank and the water-Cerenkov veto. The dimensions correspond to
the planned dimensions of LENA (see section 3.1.1).
The cylindrical structure also de�nes the used coordinate system: Its origin is set to the
center of LENA. The symmetry axis of the cylinder de�nes the z-axis while the x- and y-
axis are oriented in a plane perpendicular to the z-axis. The distance from the symmetry
axis is given by the radius ρ =

√
x2 + y2.

The implemented target consists of pure LAB (see section 3.1.2), the small contributions

39
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Component τi [ns] ni [%]
1 4.6 71
2 18 22
3 156 7

Table 4.1: The decay time components of the LENA scintillator for electron excitation used in
the LENA simulation according to equation (3.1). Note that these parameters do not correspond
to the parameters given in table 3.1 as the simulations were performed before this data was
available. They were taken from [88].

of the wavelength shifters are neglected. Using three exponential decay components,
the decay-time distribution of the scintillator is implemented following equation (3.1).
Table 4.1 shows the decay time parameters used in the simulation. The optical model
of the scintillator includes absorption (Λabs = 20m), Rayleigh-scattering (Λray = 40m)
and isotropic scattering (Λiso = 60m). As isotropic scattering basically consists of an
absorption-reemission process, the scattered photon is delayed according to an exponen-
tial distribution with 1.2 ns decay time constant. The quenching of the scintillator was
simulated according to Birk's formula (see equation (2.18) with kB = 0.15mm/MeV). To
save computation time, wavelength dependent e�ects are neglected. All optical properties
correspond to the optical properties at a wavelength of 430 nm, which is the wavelength
with the maximum contribution to the observed signal when all wavelength dependent
e�ects are taken into account.

The photons are detected by 30542 12� PMTs with attached LCs. As no OMs for 12�
PMTs were available when the simulations were made, it is assumed that the optical
properties of the Borexino LCs [104] can be transferred from the 8� Borexino PMTs to
the 12� PMTs. To save computation time, the LCs were not simulated as geometrical
shapes. Instead, the PMTs are approximated as light sensitive, �at disks with an area
corresponding to the aperture of the LCs. The e�ects of the LCs are implemented by
applying an angle dependent detection e�ciency (see �gure 4.1) to the PMTs. It was
determined using a full geometrical model of the Borexino LC and an 8� PMT [41]. Ad-
ditionally, the quantum e�ciency of the PMTs, which was assumed to be 20%, was set to
100% while reducing the light yield of the scintillator from 10000MeV−1 to 2 000MeV−1.
Hence, the photoelectron yield remains unchanged but the number of photons to simulate
is reduced by a factor of 5 leading to a signi�cant reduction in computation time. All
photons detected by a PMT are recorded. No PMT e�ects were included at this point.
They will be added during the post processing of the data (see section 4.2). This sepa-
ration of physics simulation and simulation of PMT e�ects allows to study the e�ects of
di�erent PMT characteristics without having to run the time consuming simulation for
each con�guration.
This study is limited to the central part of the �ducial volume, i.e. |z| < 25m. In this re-
gion of the detector, the in�uence of the lid and of the bottom on the photon distribution
of an event can be neglected [41]. This facilitates the tabulation of precomputed values
(see section 4.4.2 and section 4.4.3) and thus increases the computational performance of
the reconstruction. Note that this choice of the �ducial volume leads to a conservative
statement for the performance of the algorithm: In the regions with |z| > 25m the PMTs
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Figure 4.1: The detection e�ciency of the optical module as a function of the angle between
the incident photon and the surface normal of the aperture. Data taken from [41]. Note that
the detection e�ciency is greater than 0 even for incident angles above the critical angle as the
photons might be scattered towards the PMT while transversing the LC. On the other side, the
e�ciency is below 1 even for vertical photons as the re�ectivity of the LSc is smaller than 1
(86%).

Figure 4.2: The data �ow for the reconstruction of low-energy events. The data from the
simulation is �rst converted to a format more suitable for �tting. Successively PMT e�ects are
added. Finally, the resulting event is �tted assuming a point-like energy deposition.

on the end-caps provide additional information thus increasing the precision of the recon-
struction. Additionally note that the |z| < 25m region was chosen for technical reasons
only, the developed method is applicable to the full detector.
In this con�guration the obtained average photoelectron yield is Npe = 265 p.e./MeV
corresponding to a theoretical limit1 of the energy resolution of(

∆Ts
T true
s

)
opt

(T true
s ) =

1√
Npe · T true

s

=
6.1%√

T true
s /MeV

. (4.1)

where Ts is the initial kinetic energy of the electron. The index �true� indicates the true
value of a variable as opposed to the value returned by the reconstruction.

4.2 Data processing

The data �ow used in this analysis is shown in �gure 4.2. In a �rst step, the data
is reorganized into a format more suitable for �tting. In this step, the single detected

1This limit could theoretically be broken by determining the length of the electron track, which,
however, is not possible in LENA at MeV-energies.
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Figure 4.3: The mean transit time PDF of the Borexino PMTs. Data taken from [105]. The
left plot shows the overall PDF while the right plot shows a detailed view of the main peak. The
PDF consists of three main parts, a dominating peak, a small amount of early pre-pulses and a
tail of late pulses. The main peak can again be subdivided into a Gaussian part, early and late
pulses. Note that ∆t = 0 is chosen to match the maximum of the PDF, it does not correspond
to the arrival time of the photon.

photons resulting from the simulation are associated with the corresponding OMs.
In the successive step, two e�ects intrinsic to PMTs are added: First, the transit time of
the electron avalanche through the PMT is not constant but follows a probability density
function (PDF), the so called transit-time spread (TTS). For the Borexino PMT, this
PDF was extensively investigated in [105]. The result is shown in �gure 4.3. It can be
subdivided into three main parts, a dominating main peak, a very small amount of pre-
pulses and a tail of late pulses. A discussion of possible underlying physical e�ects can be
found in [105]. Currently, there is ongoing work to suppress the unwanted e�ects, which
cause a deviation of the TTS from a Gaussian shape. There are also stringent limits on
the TTS characteristics of the PMTs that are in question for LENA [7]. As the TTS of
the PMTs that will be used in LENA is currently not known, a simple assumption is made
concerning the PMT TTS: It is taken to be of Gaussian shape with a standard deviation
of σTTS = 1ns. All photons from the simulation were smeared according to this TTS
PDF. This assumption will be used in the remainder of this thesis except where explicitly
noted. The e�ects of the deviation from this assumption are discussed in section 4.5.3.
Additionally, PMTs also produce so-called dark counts, i.e. they produce a photon signal
even though no photon was detected at the photocathode. This leads to a so-called dark
noise (DN). These event occur randomly in time. Thus they where added randomly in
the event time window, i.e. between the �rst and the last detected photon of a given
event. Typically, the dark noise of a 12� PMT is in the kHz range [105]. This value is,
however, strongly dependent on the ambient temperature, the applied voltage and the
time the PMT has already been in the dark. For this section, the basic assumption is a
dark rate of 1 kHz dark noise per PMT.
The smeared photons and the dark counts together form the set of �hits� which is used
for further analysis.
The last step in the data �ow consists of the actual �tting of the event, which is described
in the following sections.
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4.3 Primary estimates for the �t parameters

Before the event can be �nally �tted, rough estimates are determined for the �t param-
eters X = {rs, ts, Ts}, i.e. for the position, the time and the initial kinetic energy of
the event. These rough estimates later on serve as start parameters for the numerical
minimization algorithms used in the �nal �ts.

Estimate for the position of the event:
First of all the charge barycenter2 rbc of the event is determined:

rbc =

NPMT∑
i=0

qiwiri

NPMT∑
i=0

qiwi

. (4.2)

Here, qi and ri are the total number of hits detected on the ith OM (i.e. the charge of
the corresponding PMT) and the position of the ith OM, respectively. wi is a weighting
factor introduced by [41] and slightly modi�ed in a way that no MC-truth information is
required for its computation:

wi =


qi∑
j=0

exp
(
− tj+50ns−tmin

50ns

)
if qtot < 6000

1 else,
(4.3)

where tj is the time of the jth hit on the ith PMT, qtot is the total number of hits registered
in an event and tmin is the time of the �rst hit in the event. The resulting value for rbc
serves as a �rst estimate of the event position.
The estimated position resulting from the barycenter can successively be improved using a
simpli�ed �t to the charge of the individual PMTs which is based on a negative logarithmic
likelihood (NLL) �t3. The NLL L is de�ned as

L(rs) = − ln[L(rs|q)] = − ln[P (q|rs)], (4.4)

where q = {qi} and P (q|rs) is the probability density function (PDF)4 to obtain the
experimental result q given the parameters rs. L is commonly called the likelihood func-
tion. It can be shown [106] that the event position rs maximizing L(rs|q) and therefore
minimizing L(rs), is a good estimator for the true values of rs.
Thus, to determine a good estimate for rs, P (q|rs) has to be determined. It is given by
a product of Poisson distributions of all PMTs:

P (q|rs) =

NPMT∏
i=0

µi(rs)
qi

qi!
exp[−µi(rs)] (4.5)

2Note that the charge barycenter is not equivalent to the barycenter of the event's deposited energy.
3For details of likelihood �ts see section 4.4 and [106].
4In this case P (q|rs) actually is not a PDF but a probability as qi are integer values. During the

remainder of the thesis, no distinction shall be made between PDFs and actual probabilities as the
di�erences in normalization are not relevant here.
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where µi is the expected charge on the ith PMT. For details of the structure of the PDF
see sections 4.4.1 and 4.4.2. At this point, only a fast, approximate calculation of µi(rs)
is performed which neglects scattering in the scintillator and DN. Hence,

µi(rs) ≈ Nγ
APMT

4π|rs − ri|2
· n̂i · (rs − ri)

|rs − ri|︸ ︷︷ ︸
solid angle

exp

(
−|rs − ri|

Λabs

)
︸ ︷︷ ︸

absorption

PLC

(
n̂i · (rs − ri)

|rs − ri|

)
︸ ︷︷ ︸
e�ect of LC, see �gure 4.1

, (4.6)

where ri is the position of the ith PMT, n̂i is the normal vector of the ith PMT which is
pointing away from the center of the detector, PLC(cos(α)) is the detection e�ciency of
the LCs (see �gure 4.1) and Nγ is the number of photons initially emitted at the vertex.
However, Nγ is not known at the time the �t is performed, but experience shows that the
number only needs to be in the right order of magnitude to get a good estimate for rs.
Thus, it is estimated using

Nγ = 10qtot. (4.7)

While this yields already good results for the z component of rs, the radius ρs shows a
systematic error due to the neglection of the scattering5. Thus, ρs is corrected using the
polynomial correction function:

ρcorr = 30 cm + 0.907 · ρs, (4.8)

where the parameters have been determined from the simulation. The �nal value for rs
is therefore given by

rs =

xsys
zs

→
xs · ρcorr/ρys · ρcorr/ρ

zs

 . (4.9)

Estimate for the kinetic energy of the event:
The kinetic energy of the event, can be estimated from the position rs of the event and
the total charge qtot deposited in the event [41]:

Ts = Ts(rs, qtot). (4.10)

As only the region with |z| < 25m is considered, Ts only depends on ρs and qtot. Neglecting
quenching e�ects, the energy of an event can be estimated using

Ts = kcal(ρs)qtot, (4.11)

where kcal is a calibration factor which has to be extracted from calibration. Here, a set
of 200 000 events with 0.2MeV < Ts < 3MeV, which were randomly distributed across
the �ducial volume, was used to estimate kcal as a function of ρs. The result of this
calibration is shown in �gure 4.4. As kcal is the inverse of the mean photo-electron yield,
�gure 4.4 shows that the photo-electron yield is approximately constant for ρs . 7m.
The slight rise of the light yield from the center to ρs ≈ 7m is due to the in�uence of light
attenuation and scattering. For ρs & 7m, the light yield drops signi�cantly as the event
vanishes from the �eld of view of more and more OMs due to the in�uence of the LCs.
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Figure 4.4: The true kinetic energy of the simulated electrons divided by the obtained mean
number of photoelectrons as a function of the estimated radius ρs. The result shown is obtained
from 200 000 events with 0.2MeV < T true

s < 3MeV, which are randomly distributed across the
�ducial volume. Note that the shown quantity 〈T true

s /qtot〉 corresponds to the inverse photo-
electron yield.

Estimate of the start time of the event:
Finally, the time of the event has to be estimated. To obtain this value from the hit
times on the PMTs, the time of �ight (TOF) of the photons and also the scintillator pulse
shape have to be taken into account. A TOF correction can be done, as an estimate of
the vertex position is available. Thus, for any given PMT at the position ri which has a
hit at time tj the TOF corrected time is

tTOFj = tj −
n

c0

|rs − ri|, (4.12)

where n is the refractive index of the scintillator (n = 1.484 for LAB) and c0 is the speed
of light in vacuum.
From the TOF corrected hit times, the start time of the event can be roughly estimated
using an heuristic approach: In a �rst step, the TOF corrected �rst hits on each PMT are
histogrammed using 2 ns wide bins. Afterwards, the bin bmax containing the maximum
of the histogram is determined. Finally, the rough estimate for the start time ts is the
mean of all TOF corrected �rst hits with tTOF < tTOFmax , where t

TOF
max is the center of bmax.

Considering only TOF corrected �rst hits with tTOF < tTOFmax ensures that most of the hits
contributing to the mean are fast photons from the fast decay component of the scintil-
lator and therefore the error due to the decay time of the scintillator is suppressed.

Performance of the estimates:
To quantify the performance of the parameter estimation algorithms, a sample of 200000

5No dependency of z is observed due to the choice of using only events with |z| < 25m. Thus, the
e�ect of the scattering is upwards and downwards symmetric.
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events between 0.2MeV and 3MeV was simulated and successively progressed. As the per-
formance of the algorithms primarily depends on the visible energy of the event6, three dis-
tinct 200 keV wide data sets were used: 0.2MeV < Ts < 0.4MeV, 0.9MeV < Ts < 1.1MeV
and 2.8MeV < Ts < 3MeV.
Figure 4.5 shows the distribution of the distances between true and estimated event po-
sition for each of the three data sets. Assuming that the deviations from the true event
position follow a Gaussian distribution with width σ for each of the three coordinate axes,
the distance distribution should follow

P (d|σ) = N (σ) · d2 exp

(
− d2

2σ2

)
. (4.13)

Here, N (σ) is a normalization factor and d = |rtrues − rs| is the distance between the true
and the reconstructed event position. The corresponding �ts are also shown in �gure 4.5
along with the �t results for σ. Obviously, the obtained distributions do not follow the
assumed distribution but feature signi�cant tails to higher distances. Nevertheless, the
obtained σ can be used as a measure for the resolution: At the detector threshold the
obtained resolution is above 2m, at 1MeV it is still above 1m and even at 3MeV it is still
around 0.75m. The observed improvement of the resolutions with rising energy is due to
the increase in photo-electron statistics.
The distribution of the deviations of the reconstructed kinetic energy from the true ki-
netic energy is shown in �gure 4.7 along with Gaussian �ts to the obtained data. The
obtained resolutions are all signi�cantly above the theoretical limit (see equation (4.1)).
Additionally the distributions were found to be signi�cantly non-Gaussian.
Finally, �gure 4.6 shows the distribution of the deviations of the estimated start times
from the true start times. The obtained distributions show a signi�cant asymmetry and
feature tails towards too low reconstructed start times. These tails are more pronounced
for low-energy events. They are due to the �nite resolutions of the position estimation,
as an error in the position reconstruction leads to some of the TOF corrected hit times
being too small.
While the obtained resolutions are not su�cient for physics analysis of the events, they
are good enough to serve as a start parameter for the required �nal �t, which is presented
in section 4.4.

4.4 Likelihood �t

One method to estimate a set of physical parameters X from data collected in an ex-
periment D is a so-called likelihood �t [106]. In this approach, the estimated values X̂
are determined by maximizing the likelihood function L(X) with respect to X. The
likelihood function is de�ned as [106]:

L(X|D) = P (D|X), (4.14)

where P (D|X) is the PDF to obtain the data D given the set of parameters X. Note,
that L(X|D) is not a PDF, as the reversal of the argument and the parameter of the

6The performance also depends on the radius where the event occurs. As only a qualitative picture is
required here, this dependency is neglected.
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PDF requires using a prior and subsequent renormalization. Mathematically speaking,
X̂ can be determined by �nding the maximum of L(X|D), i.e. by solving:

∂L

∂xi
= 0 ∀i, (4.15)

where xi is a component ofX. In the case presented here, these equations cannot be solved
analytically. Thus, the maximum has to be found numerically. For greater numerical
stability, typically X̂ is not determined by maximizing L(X|D) but by minimizing the
negative logarithmic likelihood (NLL) function

L(X|D) = − ln [L(X|D)] = − ln [P (D|X)] . (4.16)

In this work, the minimization is done using the MIGRAD [107] algorithm which is imple-
mented in the ROOT [108] data analysis framework.

The parameters of interest X in the reconstruction of a point like event in LENA have
already been introduced in section 4.3. In the �t, however, not the kinetic energy of the
electron is taken as free parameter but the number of photons at the vertex Nγ. This
can subsequently be translated into a kinetic energy given the light emitting particle is
known. Thus,

X = {rs, ts, Nγ}. (4.17)

The data available from the LENA detector to reconstruct an event, depends on the
assumptions for the used electronics. The reconstruction presented in this chapter is
designed to allow for the two most extreme conditions:

� Conservative electronics: In a very conservative approach, an electronics scheme
like in Borexino is used, which would allow to measure only the deposited charge
qi, i.e. the number of detected hits, on an OM. For OMs which feature at least one
hit, also the time t0i of the �rst hit is available.

� Optimistic electronics: In a more modern scheme, a �ash ADC would be used to
record the OM waveforms. Thus, some information about later hits can be gained.
In the most optimistic scenario, timing information ti on every detected hit would
be available. As long as the visible energy is in the MeV range, this scenario is not
unrealistic as the mean number hits per OM is low and thus the time di�erences
between two detected hits are generally large which makes them easy to separate.

In any case, the informations to be used for the �t are the charge and the hit times of the
OMs:

D = {q, t} . (4.18)

Thus, in order to do the �t, the PDF P (q, t|X) has to be calculated, which is described
in the following sections.

4.4.1 Basic structure of the probability density function

The PDF P (q, t|X) is of very high dimension, but can be split into a product of PDFs
of smaller dimension. First, this is done for the case of the optimistic electronics setup.
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PDF for optimistic electronics:

Assuming, that all OMs in LENA are independent, the global PDF can be broken down
into a product of individual PDFs for the individual OMs:

P (q, t|X) =

NOM∏
i=1

Pi(qi, ti|X), (4.19)

where Pi(qi, ti|X) denotes the PDF that the ith OM registered qi hits and hit times7 ti.
This assumption should generally hold very well as the di�erent OMs are correlated only
via electronic crosstalk which should be negligible in LENA. Additionally assuming that
all OMs are equal, instead of one PDF per OM as used in equation (4.19), one general
PDF can be used which additionally depends on the position ri and the direction of the
respective OM. The direction of the OM is characterized by its unit normal vector n̂i

(|n̂i| = 1). It is required to point away from the detector center to resolve the ambiguity
in the direction of n̂i. Thus,

P (q, t|X) =

NOM∏
i=1

P (qi, ti|X, ri, n̂i). (4.20)

Note that the second assumption will generally not be ful�lled exactly in reality as each
PMT typically has slightly di�erent properties. Such, when applying this decomposition
to a real world detector, it might become necessary to add additional parameters char-
acterizing the PMT to the PDF, such as the quantum e�ciency. Additionally, note that
as all OMs are mounted on the cylinder walls, n̂i is unambiguously determined by the
position of the OM, i.e. n̂i(ri). Thus, in the following, n̂i will not be mentioned explicitly
as parameter of a function which already depends on ri.
As OMs with no registered hits do not depend on the hit time, their PDF simply becomes
the probability for no hits, i.e. Pq(qi = 0|X, ri). For all other OMs, follows

P (qi 6= 0, ti|X, ri) = Pq(qi|X, ri)

qi∏
j=1

Pt(ti,j|X, ri), (4.21)

where Pq(qi|X, ri, n̂i) is the probability to detect exactly qi hits on the ith OM and
Pt(ti,j|X, ri) is the PDF to get a hit on the ith OM at time ti,j given the respective
parameters. Thus, for the optimistic electronics, the �nal expression for the decomposed
PDF is:

P (q, t|X) =

qi=0∏
i

Pq(qi = 0|X, ri)

qi 6=0∏
i

[
Pq(qi|X, ri)

qi∏
j=1

Pt(ti,j|X, ri)

]
, (4.22)

where the products run over all OMs without and with detected hits, respectively.

7The information about the number of detected hits is of course also available via the dimension of
the vector ti. For clarity reasons it is nevertheless advantageous to separate qi from this information.
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PDF for conservative electronics:

For the conservative electronics set-up, a similar reasoning can be done. The only di�er-
ence is that the PDF of the arrival time of the �rst hit on an OM depends on the collected
charge on the OM. Nevertheless, a similar decomposition as in equation (4.21) can be
done using the de�nition of conditional probability [109]. Thus

P (qi 6= 0, ti|X, ri) = Pq(qi|X, ri) · P 0
t (t0i |X, ri, qi). (4.23)

This �nally yields

P (q, t|X) =

qi=0∏
i

Pq(qi = 0|X, ri)

qi 6=0∏
i

[
Pq(qi|X, ri) · P 0

t (t0i |X, ri, qi)
]
. (4.24)

Thus, the whole PDF can be calculated from three di�erent sub-PDFs. Pq will be cal-
culated in section 4.4.2, Pt will be developed in section 4.4.3 and P 0

t will be deduced in
section 4.4.4.

4.4.2 The charge probability density function

The PDF for an OM at position8 r to feature q hits is given by the Poisson distribution:

P (q|X, r) =
µq

q!
exp(−µ), (4.25)

where µ = µ(X, r) is the expected charge on the OM. It can be split into three parts

µ = µdirect + µscat + µDN , (4.26)

where µdirect is the expected number of hits due to photons which have not been scattered
between their vertex and the detection, µscat is the expected number of hits due to photons
which have scattered at least once and µDN is the expected number of hits due to dark
noise on the OM. In the following, the three contributions to the total charge µdirect, µscat
and µDN will be calculated.

The expected charge due to direct hits µdirect:

µdirect can be analytically calculated:

µdirect = Nγ
ΩLC(X, r)

4π
exp

[
−|rs − r|

Λatt

]
, (4.27)

where Λatt is the attenuation length (see chapter 7) and ΩLC(X, r) is the solid angle of
the OM including the e�ects of the light concentrator. It is given by:

ΩLC(X, r) =

∫
OM entrance surface

dA · (rs − rΩ)

|rs − r|2
PLC

[
A · (rs − rΩ)

|A||rs − rΩ|

]
, (4.28)

8As this section and the following sections deal with the PDF for one OM only, the indices for the
OM number are dropped for simplicity.
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where rΩ is the position on the OM entrance surface where the integration is currently
processing and PLC(cos(α)) is the detection e�ciency of the LCs (see �gure 4.1). Note
that dA is de�ned to always point away from the detector center. As this integration is
computationally too demanding to calculate Ω on the �y during �tting, it is tabulated
beforehand and read from the table during �tting. Due to the rotational symmetry of
the OM, Ω actually only depends on the distance d = |rs − r| between the OM and the
event as well as on the angle α between n̂ and rs − r. This reduces the table to two
dimensions. Values between the data points saved in the table are estimated from the
neighboring points by a two dimensional linear interpolation. If d is much larger than the
diameter of the OM, equation (4.28) can be approximated by

ΩLC(X, r) ≈ AOM

d2

n̂ · (rs − r)

d
PLC

(
n̂ · (rs − r)

d

)
, (4.29)

where AOM is the active area of the OM. Figure 4.8 shows the relative deviation between
the true and the approximated solid angle as a function of d for various angles α. The
approximate calculation shows signi�cant errors for d . 1m. Note that for α being close
to the critical angle of the light concentrator (blue-dashed curve in �gure 4.8), the ap-
proximate solution converges to the correct solution much more slowly. This is due to the
fact that, seen from the event vertex, a part of the OM is below the critical and a part
of the OM is above the critical angle. This drastically changes the e�ective area of the
OM. As the point �t has to work reliably for the whole detector to do a proper �ducial
volume cut, this is not acceptable. Thus, the approximate solution is not used9.

The expected charge due to scattered hits µscat:

The expected amount of scattered light µscat cannot be calculated analytically. For rea-
sons of numerical stability, it is advantageous not to determine µscat directly but to extract
the main dependencies and deal with them analytically, i.e

µscat = R(rs, r)µno LCdirect

= Nγ
Ω(X, r)

4π
exp

[
−|rs − r|

Λatt

]
R(rs, r), (4.30)

where µno LCdirect is the expected direct charge on an OM without LC which has the same
diameter as the LC aperture, Ω(X, r) is the solid angle of the OM without the e�ects of
the LCs and R(rs, r) is a factor which accounts for the e�ect of scattering. Thus, R is
de�ned as

R =
Expected number of scattered photons detected including LC e�ects
Expected number of direct photons detected without LC e�ects

. (4.31)

Note that the expected number of photons expected on an OM without LC is used as ref-
erence instead of µdirect as the latter tends to zero for photons with incident angles above

9In previous works [99], the detector featured an additional bu�er volume which ensured that the
events did not come too close to the OM. Furthermore, no LCs were taken into account in these studies
which reduces the deviation between the correct and the approximate distribution. Thus, the approximate
calculation was close enough to the correct one to be used.
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Figure 4.8: The relative deviation between the approximate solid-angle calculation (see equa-
tion (4.29)) and the exact calculation (see equation (4.28)) as a function of the distance between
the OM and the event for various angles between the normal vector of the OM and the connection
between the center of the OM and the event (color online).

the critical angle of the LC. Furthermore, µno LCdirect is simpler and faster to calculate. An
analytical calculation of R is not possible as the integrals involved in (multiple) scattering
cannot be solved. A numerical evaluation is also not possible due to the high dimension
of the integrals. Thus, R has to be estimated using the LENA MC simulation and the
results have to be tabulated. To reduce the number of required events in the simulation
and to reduce the table size, the dimensionality of R has to be decreased. This can be
done exploiting the symmetries of the detector:
Natively, R(rs, r) is of dimension six. As only events which are not in�uenced by the lid
and the bottom of the detector (|z| < 25m) are used, the OMs on the lid and bottom can
be neglected and the cylinder can be extended to in�nity. Thus, by using the rotational
symmetry of the detector and the translational symmetry in z arising due to the neglec-
tion of the end caps, a coordinate system s′10 can be found with r → r′ = (ρOM, 0, 0),
where ρOM is the mounting radius of the OM11. Due to the exploited symmetries, R is in-
variant under the transformation: R′(r′s, r

′) = R(r′s, r
′). As r′ is fully de�ned, this means

that only three of the six original dimensions of R are remaining: R(rs, r) = R(r′s). This
parameter space to be covered by the simulation and the table mentioned above can be
further reduced by using the mirror symmetry of the detector with respect to the x-z-
plane and the x-y-plane. Thus, R(r′s) = R(x′s, |y′s|, |z′s|). This reduced parameter space is
used to determine R using a MC simulation and to tabulate the results. Note that if the

10The origin of s′ has the coordinates (0, 0, zs) in the LENA system.
11As the lid and the bottom are negligible, ρOM is a constant
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Figure 4.9: The ratio between the expected number of scattered photons detected in an OM
and the expected number of direct photons detected in an OM with the same aperture but no
LC as a function of x′s and |y′s| for |z′s| = 0 (left) and as a function of x′s and |z′s| for |y′s| = 0
(right). The coordinates with the primes indicate a coordinate system where the relevant OM
is at the position (ρOM, 0, 0), where ρOM = 14m is the mounting radius of the OM. The dashed
line in the right plot indicates the opening angle of the LC acceptance.

full detector is used for the simulation, i.e. the end caps can no longer be neglected, the
dimensionality reduction using systematics can still be done but the required dimension
of the tables increases to four (see appendix B).
Figure 4.9 shows R for two slices through the detector: For the slice with |z′s| = 0 (left)
and for the slice with |y′s| = 0 (right). As expected, the slice with |z′s| = 0 shows that R
increases with rising distance between the relevant OM (at (ρOM, 0, 0) ) as the probabil-
ity for a photon to be scattered rises. The slice through the x′s-|z′s|-plane shows a more
complicated behavior: For events in the �eld of view of the LC, R still rises with the
distance from the OM. For events at the boundary of the LCs' �eld of view, scattered
light is actually suppressed since small angle forward scattering, as favored by Rayleigh
scattering, is no longer possible due to the suppression of the LC around its critical angle.
Thus, scatterings with larger scattering angles are required for a photon to be detected
on the OM. This means that the light path through the scintillator is much longer than
for direct light which leads to a suppression due to absorption of the light. Finally, for
events far outside the �eld of view of the LC, R rises again, as the solid angle for a direct
detection gets very small while scattered light can use an indirect way and thus can ex-
ploit a higher solid angle.
Note that in �gure 4.9, 0 < R . 1.7. This shows that the amount of scattered light is
in the same order of magnitude than the direct light over the whole detector. Hence, it
cannot be neglected. Furthermore, this illustrates why instead of directly tabulating µscat
the decision was made to tabulate R and deal with the primary dependencies analytically:
R is varying much more slowly compared to µscat. This reduces the errors introduced due
to the �nite statistics of the MC, the binning of the table and the required interpolation.

The expected charge due to dark noise µDN:
The expected number of hits on the OM due to DN can be calculated to be

µDN = fDN∆tevent, (4.32)
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where fDN is the dark noise frequency of the PMT and ∆tevent is the duration of the event.
Note, that in a real detector, fDN would typically vary from PMT to PMT and thus has
to be measured in-situ using scalers and the resulting values have to be considered via a
table for each PMT individually.

4.4.3 The timing probability density function

A photon which is emitted at the event time ts from the event vertex rs and which directly
hits the OM at its center without being scattered would arrive at the OM at the time

texp = ts +
n

c
|rs − r|. (4.33)

However, the real arrival time is in�uenced by various physical e�ects which have to be
taken into account:

1. The decay-time distribution of the scintillator PLSc(t) (confer equation (3.1))

2. The transit-time spread (TTS) of the PMT PTTS(t) (confer section 4.2)

3. The �nite size of the OMs

4. The scattering in the scintillator

5. The dark noise of the PMT

Considering these e�ects, the hit-time distribution is spread out around this expected
value, thus

Pt(t|X, r) = P̃t(∆th|rs, r) with ∆th = t− texp. (4.34)

Note that P̃t does not depend on Nγ as it is the PDF for an arbitrary photon which is thus
not in�uenced by other photons. In the remainder of this section, P̃t will be constructed
step by step including the e�ects listed above in their given order.
Taking only the �rst two points into account, i.e. the transit time spread and the LSc
decay time, the PDF is given by a convolution of both e�ects:

P12(∆th) = PLSc(t)⊗ PTTS(t) =

∞∫
−∞

PLSc(τ) · PTTS(∆th − τ)dτ (4.35)

Note that P12 is independent of rs and r. In �gure 4.10, P12 is shown as a function of ∆th
for the two di�erent TTS distributions discussed in section 4.2. Note that the convolution
with the scintillator decay signi�cantly reduces the impact of the TTS on the �nal pulse
shape.

Given, that the connection vector d between rs and r is generally not parallel to the
normal vector of the OM, the �nite size of the OM (item 3 of the enumeration above)
leads to a smearing of P̃t(∆th|rs, r, n̂) due to the induced di�erence in the path the
photon travels dependent on the point where it hits the OM. The maximum e�ect is
achieved when the incident photon arrives nearly parallel to the LC surface. In this case
the maximum di�erence in expected arrival time ∆tmax�nite is

∆tmax�nite =
n

c
dOM ∼ 1ns, (4.36)
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Figure 4.11: An illustration of the e�ect of
the arrival-time smearing due to the �nite size
of the OM for a photon arriving in the plane
perpendicular to the OM and including rs and
the center of the OM: If the connection vector
between rs and the center of the OM is not
orthogonal to the OM surface, the expected
arrival time of a photon depends on the posi-
tion at which the photon hits the OM. Also
illustrated is the far-�eld approximation done
to calculate the in�uence of this e�ect.

where dOM is the diameter of the OM aperture. Thus, ∆tmax�nite is of the same order of
magnitude as the OM TTS. However, as LCs suppress light from high angles, the e�ect
is typically much smaller. It can be treated using the far-�eld approximation, which is
sketched in �gure 4.11. It assumes that distance between the OM and rs is su�ciently
high that the momentum direction of all arriving photons can be considered to be parallel
independent of their arrival position on the OM's surface. In the special case shown in
�gure 4.11, the detected photon is in the plane I given by d = r − rs and n̂ and which
includes the center of the OM. In this case

∆tI�nite(ξ) =
n

c
∆x(ξ) =

n

c
ξ sin(α) =

n

c
ξ

√
1−

(
n̂ · (rs − r)

|rs − r|

)2

, (4.37)

where α is the angle between d and n̂ and ξ is the distance of the point of photon arrival
and the center of the OM (see �gure 4.11). To calculate the e�ect for a general photon
arrival point r′ on the OM surface, the arrival point has to be projected into the plane I.
Thus,

∆t�nite(r
′) = ∆tI�nite cos(ϕOM) =

n

c
ξ cos(ϕOM)

√
1−

(
n̂ · (rs − r)

|rs − r|

)2

. (4.38)

Here a coordinate system on the OM surface is used, where the vertex is given by the
OM center and the x-axis is in the plane I. The coordinates (ξ, ϕOM) describe a point on
the active area of the OM using polar coordinates. A mathematically stricter derivation
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of equation (4.38) can be found in [99].
To include this e�ect into the PDF, P12 has to be averaged over the active surface ∂OM
of the OM:

P123(∆th|α) =
1

AOM

∫
∂OM

dA P12 (∆th + ∆t�nite(r
′)) . (4.39)

Note that P123(∆th|α) can be described by the parameter α alone due to the rotational
symmetry of the OM and due to the used far-�eld approximation. Figure 4.12 shows the
resulting PDFs for the extreme cases of α = 0 and α = 90 degrees as a function of ∆th.
As expected, the di�erence is small and mainly visible on the rising �ank and the peak of
the PDF.

In a next step, the scattering in the scintillator has to be taken into account (item 4
of the enumeration above). A scattered photon arriving at an OM has a longer TOF than
a direct photon. Additionally, if the scattered photon undergoes an absorption-reemission
process, an additional delay due to the time time required to re-emit the photon appears.
This smears the PDF towards longer times. As not all photons are scattered, the total
PDF is a weighted superposition of the direct photon PDF P123(∆th|α) and the PDF of
the scattered photons Pscat(∆th|rs, r):

P1234(∆th|rs, r) =
1

µdirect + µscat
[µdirectP123(∆th|α) + µscatPscat(∆th|rs, r)] . (4.40)

Using equations (4.27), (4.30) and the approximation for the solid angle (4.29) this eval-
uates to

P1234(∆th|rs, r) u
PLC

(
n̂·(rs−r)

d

)
P123(∆th|α) +R(rs, r)Pscat(∆th|rs, r)

PLC

(
n̂·(rs−r)

d

)
+R(rs, r)

. (4.41)
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Pscat(∆th|rs, r) is given by the convolution of P123(∆th|α) with the PDF for the time loss
∆tscat of the photon due to scattering Pdel(∆tscat|r, rs):

Pscat(∆th|rs, r) = P123(∆t′h|α)⊗ Pdel(∆tscat|r, rs) (4.42)

=

∞∫
−∞

dτ P123(τ |α)Pdel(τ −∆th|r, rs).

Pdel(∆tscat|r, rs) �nally cannot be calculated analytically anymore but has to be deter-
mined by the simulation. To reduce the required simulation data, the approximation that
Pscat only depends on the distance d between rs and r is used:

Pdel(∆tscat|r, rs) ≈ Pdel(∆tscat|d). (4.43)

Note, that this approximation is done as the neither the memory nor the computation
time to produce a full table of Pdel(∆tscat|r, rs) is available. While it is generally a rea-
sonable assumption for photons from the �eld of view of the OM, it is generally not valid
for photons traveling close to a detector wall.
Examples for the obtained Pdel(∆tscat|d) for various distances are shown in �gure 4.13.
Note that the distributions get shifted to higher ∆tscat with increasing d as for high d
even a small angular deviation from the straight track has a large in�uence. Additionally,
note that for ∆tscat & 200ns the PDFs can be well described by an exponential function.
This feature is used to extrapolate the PDF obtained from simulations to larger12 ∆tscat:
The result of a �t with an exponential decay to the obtained distributions in the range
200ns < ∆tscat < 1200ns is used instead of the obtained distribution for ∆tscat > 200ns.
As the calculations required to obtain P1234 are very time consuming, it is precomputed
and stored in a table for later readout using the same reduced parameter space already
discussed in section 4.4.2 for the tabulation of R(rs, r).

Finally the DN of the PMTs has to be taken into account. As the PDF for hits
due to DN is �at, the �nal PDF reads:

P̃t(∆th|rs, r) =
1

µ

[
(µdirect + µscat)P1234(∆th|rs, r) + µDN

1

∆tevent

]
. (4.44)

To crosscheck the obtained PDF, 30 000 electrons with a kinetic energy of 1MeV were
simulated in the center of the detector with ts = 0. The obtained data was successively
processed (compare section 4.2) with an assumed DN rate of 0. Figure 4.14 shows the
resulting hit-time distribution on the PMT ring with z = 10m compared to the calculated
PDF. The calculated PDF was scaled to match the height of the hit-time distribution
but no further free parameters were allowed. As can be seen, the PDF matches the
distribution from the simulation well and thus can be used to �t the events.

4.4.4 The timing probability density function for �rst hits

The timing PDF for �rst hits, P 0
t (t0|X, r, q), can be constructed from the PDF for an

arbitrary hit Pt(t|X, r) which was derived in the last section. The PDF for a �rst hit at
12While photons arriving more than 200 ns after the direct light generally carry only very little infor-

mation about the event, it is necessary to properly take them into account to keep the PDF normalized.
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the time t0 is proportional to the PDF for an arbitrary hit at t0 times the probability that
none of the other q − 1 hits occurred before t0:

P 0
t (t0|X, r, q) = Pt(t

0|X, r)

1−
t0∫

−∞

dτ Pt(τ |X, r)

(q−1)

· q. (4.45)

The combinatorial factor q is due to the fact, that each of the hits at the OM could
possibly be the �rst hit.
Again, the integral in equation (4.45) cannot be calculated analytically and the numer-
ical calculation is too time consuming to do it on the �y. Thus, not only P1234 but also∫ t
−∞ dτP1234 is precomputed and tabulated to speed up the reconstruction procedure.

Figure 4.15 shows the resulting P 0
t as a function of the time of the �rst hit t0 for

di�erent total charges collected on the PMT. With increasing q, P 0
t gets narrower, as the

probability that the �rst photon is a late photon decreases with the number of available
photons. Note that for high q values, the shape of the PDF is nearly independent of q
again: The obtained shapes for 50 and for 100 p.e. are very similar. While such high values
for q are not relevant for the low-energy regime, this observation will become important
for the reconstruction of ∼GeV neutrino interactions (see chapter 6).

4.4.5 Fitting close to the outer edge of the detector

Figure 4.16 shows the total charge qtot as a function of x and z with y = 0 as determined
from the MC simulation for a part of the region close to the edge of the active volume.
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Note that the minimum corresponding to the
true position is the deepest.

This area of the detector was found to be relatively inhomogeneous, not only in light yield
but also in the scattering properties. Due to the regular arrangements of the PMTs, a
regular pattern caused by the e�ects of the LCs can be observed. A part of this regu-
lar pattern13 is also transferred to the NLL function which thus can acquire additional,
local minima for events close to the boundary of the �ducial volume. This is shown in
�gure 4.17 for a sample event with a true radius of nearly 14m. As the start parameters
are not precise enough to discriminate the event position between di�erent rows of PMTs,
this can lead to the numerical minimization ending in a local, wrong minimum.
It turned out that all �ts which resulted in a reconstructed radius of ρ > 12.5m where
possibly prone to this problem. Thus their resulting parameters are tagged as preliminary
Xprelim. Successively, three additional �ts were started, one featuring Xprelim as start pa-
rameters and the other two using the same start parameters but with zs = zs,prelim ±∆zring
where ∆zring is the z distance between two adjacent PMT rings. The �nal result was de-
termined by the �t resulting in the smallest NLL value14.

13Two successive rows of OMs show a di�erent behaviour as the OMs on the walls are arranged on an
hexagonal gid. Thus all even as well as all odd OMs rows show the same behaviour.

14Fits which did not converge were not taken into account.
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Figure 4.18: The fraction of converged
events as a function of the true kinetic energy
of the electron. While the vertical error bars
show the statistical variations the horizontal
error bars show the width of the used bins.
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Figure 4.19: The distribution of the distance
between true and reconstructed vertex for
three di�erent energy bins. The lines indicate
a �t ∝ |rtrues − rs|2 exp(−|rtrues − rs|2/(2σ2

r )).
The resulting resolutions are shown in the leg-
end. Note that no errors are quoted as the sta-
tistical errors are negligible compared to the
error due to the assumption of one common
resolution for all coordinates.

4.5 Performance

Applying the reconstruction algorithm to simulated events, the performance can be de-
termined by comparing the obtained parameters with the MC truth information.

For the results shown in the following sections, electron events were simulated ran-
domly distributed in the �ducial volume using the simulation presented in section 4.1.
Their initial energies were randomly distributed from the projected detector threshold of
200 keV up to 3MeV. By default, the �optimistic electronics� (confer section 4.4) were
used assuming a Gaussian TTS with σtts = 1ns and a DN of 1 kHz per OM (see sec-
tion 4.2). Deviations from this speci�cations will explicitly be mentioned in the relevant
sections.

In the following section, the performance for electron events will be discussed using
the default electronics parameters. In the succeeding sections 4.5.2 and 4.5.3 the in�uence
of the DN level and the shape of the TTS will be discussed.

4.5.1 Electrons

The following results are based on a data set of 200000 simulated events. Figure 4.18 shows
the fraction of the events where the �t actually converged. This is the case between 97%
and 99% of all times. The fraction of converged events was found to decrease slightly with
rising energy which is probably caused by the increased probability for Bremsstrahlung
emission at higher energies, which can turn a point-like event into an extended event.
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Figure 4.20: The distribution of the deviations in x (left) and the deviations in z (right)
between the true vertex and the reconstructed vertex for di�erent energy slices. The lines show
the results of Gaussian �ts to the obtained distributions. The resulting widths σx and σz are
indicated in the legend. Note that no errors are quoted as the resulting statistical errors are
negligible compared to the variations of the resolutions with the radius of the event.

To characterize the overall position resolution, �gure 4.19 shows the distribution of
the distance between the true and the reconstructed vertex ∆r = rtrues − rs for three dif-
ferent energy bins: A bin right at the projected detector threshold Tl = [0.2MeV, 0.4MeV],
a mid ranged bin around 1MeV, Tm = [0.9MeV, 1.1MeV] and a bin at the upper range
of the simulated energy range, Th = [2.8MeV, 3.0MeV]. The obtained distributions were
�tted with the distribution expected in case the resolution would be of Gaussian shape
in all three directions and would feature a common resolution σr in all three directions
which is independent on the position in the detector:

P (|∆r|) ∝ |∆r|2 exp

(
−|∆r|2

2σ2
r

)
. (4.46)

Even though the latter assumption is generally not ful�lled, except for the peak region
the �ts match the data nicely. This shows that the deviations of the �t results from the
MC truth do not feature any signi�cant non-Gaussian tails, which is a prerequisite for
suppressing external radiation using a �ducial volume cut (see e.g. [41]). Additionally,
as expected due to the increased photo-electron statistics, it is obvious that the position
resolution works better at higher energies. Comparing the resolutions obtained in the �ts
with the resolutions obtained using the �rst estimates for the event position (section 4.3),
the improvement due to the more sophisticated �t compared to the simple �rst estimates
is found to be about one order of magnitude.

Figure 4.20 shows the distribution of the x-deviations (left) and the z-deviations (right)
of the reconstructed from the true vertex for the three energy bins introduced above. The
obtained distributions have been �tted with Gaussians which �t the resulting distribu-
tions well in the tails but show deviations in the peak regions, as the obtained resolution
is dependent on the ρ-position of the event in the detector. Note, that in the following
the y-coordinate will not be dealt with separately as it is equivalent to the x-axis due to
the cylindrical symmetry of the detector. This equivalence was also found to be re�ected
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Figure 4.21: The resolution in x (left) and in z (right) as a function of the true kinetic energy
T true
s of the electron for di�erent radial bins. A �t σx,z = A/

√
T true
s − T0 to the radial bin

ρ < 4m is shown as a black line, where σx,z denotes the x- and z-resolution, respectively. The
resulting parameters A and T0 are indicated in the plot. No error margin is given for the T0-value
resulting from the �t to the resolution in z as the error returned from the �t is unrealistically
small (∼10−6 MeV) due to the deviation of the data from the �t. The shown errors in resolution
are of statistical nature only while the errors in energy indicate the size of the used energy bins.
Note that the size of the radial bins was adapted to yield the same statistics in each bin.

in the data.
Comparing the resolutions obtained in x and z, the resolutions in x outperform the reso-
lutions in z, as the cylindrical geometry of the detector allows for a better determination
of the x-position: Timing information can be used most e�ectively, if a deviation in a co-
ordinate moves the event directly in the direction of a PMT as this results in the largest
TOF e�ect. Thus, moving an event in the x-y-plane, a deviation from the true event
position always induces a maximal e�ect in two PMTs and lots of PMTs are positioned
close to optimal. For a deviation in z in contrast, only the lid/bottom PMTs (which are
not used anyway) are placed in the optimum position. As these optimal PMTs are much
farther away than in the x-y case, the timing information is washed out due to scattering
of light in the scintillator and small statistics.
To investigate the dependency of the position resolution on the kinetic energy of the event,
the events have been binned in equidistant energy bins. For three di�erent radial bins
(ρl = [0m, 4.0m], ρm = [7.7m, 9.0m], ρh = [13.3m, 14.0m]), the resulting resolutions
in x and z are shown in �gure 4.21 as a function of the true kinetic energy. Note that
each of the radial bins was adjusted to have the same number of expected events. All
obtained resolutions improve with energy as expected due to the increase in statistics.
The behavior in the two inner radial bins (ρl and ρm) di�ers from that in the bin ρh close
to the detector edge. In the bulk of the detector, the position resolution scales approxi-
mately with 1/

√
T true
s while a much �atter behavior is observed at the detector boundary.

The evolution of the resolution with rising radius is mainly determined by four di�erent
e�ects:

� Photo-electron statistics: The resolution improves with rising photo-electron
statistics. Thus, from �gure 4.4, beginning at the center a slight improvement
would be expected with rising ρs up to about ρs ≈ 7m. For higher radii, a decline
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of the resolution would be expected. Assuming the resolution to be proportional to
1/
√
Npe, the magnitude of the decline should be about 10%.

� Decreased scattering: For events at higher radii, there are a couple of very close
OMs. Thus the in�uence of the scattering on the timing PDF is reduced which
results in a sharper PDF and thus in an increased resolution. On the other hand,
the OMs on the opposite site of the detector are farther away, thus the PDF gets
washed out by the increasing in�uence of scattering which leads to a reduction of the
resolution. The former e�ect dominates as the close OMs feature a higher number
of photoelectrons and are therefore statistically more relevant. Hence, in total, an
improvement of the resolution is expected with rising radii due to the decreased
scattering.

� LCs' �eld of view: For events with ρs & 7m the extension of the LC �eld of view
signi�cantly decreases with higher radii. Thus, the event will be in the direct �eld
of view of only a small set of OMs which feature a signi�cantly increased charge
compared to the OMs on which only scattered light can be detected. Hence, for
events at high radii the position of the event is already strongly determined by the
distribution of the charge on the di�erent OMs which boosts the resolution. Note
that this e�ect is stronger in z-direction than in x-direction due to the cylindrical
geometry of LENA.

� Detector inhomogeneities: For events at very high radii, the detector is very
inhomogeneous (compare �gure 4.16). Even though a few problems arising with
this inhomogeneity are dealt with (see section 4.4.5), this nevertheless causes a de-
terioration of the archived resolution, especially for the highest radii as the spacing
of the used PDF-tables is bigger than the typical scale at which the detector pa-
rameters change. According to [41], this e�ect is expected to be signi�cant only for
ρs & 13.5m.

The results in �gure 4.21 indicate that the resolution in the bulk of the detector is dom-
inated by statistics while the resolution at the detector boundary is dominated by the
systematic e�ects due to the very �ne grained inhomogeneities close to the edge of the
detector.
To investigate the radial behavior in more detail, �gure 4.22 shows the radial dependency
of the x- and the z-resolution. The z-resolution was found to improve towards higher radii
and only deteriorates in the bin with the highest ρ, where the detector inhomogeneities
dominate. This shows that for the z-resolution (excluding ρh), the e�ects of decreased
scattering and LCs' �eld of view are more relevant than the photo-electron statistics. For
the x-resolution, where the e�ect of the LCs' �eld of view is less signi�cant, the improve-
ment in resolution with rising ρs is smaller. There is even a region around ρs ≈ 11m where
a small deterioration can be observed of the resolution due to the reduced photo-electron
statistics .

Finally, the systematic errors of the position resolution are investigated by comparing
the means of the distributions of the reconstructed positions with the true positions. No
signi�cant deviations were found in this study.
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Figure 4.22: The resolution in x (left) and in z (right) as a function of the true vertex radius
of the electron for di�erent energy bins. The shown errors in resolution are of statistical nature
only while the shown errors of the radius indicate the corresponding radial bin. Note that the
size of the radial bins was adapted to yield the same statistics in each bin and that the points
where set to the mean radius of the events in the bin.

The obtained spatial resolutions can be compared to the results of Borexino: In [110], a
resolution of about 12 cm in x and y and of about 14 cm in z is reported at 214Bi-214Po
energies. 214Bi features a β-decay with an end-point energy of about 3.3MeV [111]. De-
spite the smaller size of Borexino and the higher photoelectron yield compared to LENA,
the obtained resolutions are superior to the values quoted in Borexino for a large part of
the energy range covered by the 214Bi decay. Note, however, that the 214Bi decay can be
accompanied by γ emission which arti�cially worsens the observed resolution of the algo-
rithm due to the �nite interaction length of the γ in the LSc. Thus, a direct comparison
is di�cult but it can be stated that the obtained performance is similar or better than
the performance obtained in Borexino.

The distribution of the deviations of the reconstructed start time ts from the true
start time ttrues is shown in �gure 4.23 for the energy bins already used to characterize the
position resolution. The obtained distributions can be well �tted by Gaussian functions
which results in resolutions of 0.2ns . σ . 0.5 ns. Note, that in contrast to the position
resolution, this time a systematic o�set of about 0.1ns is observed in the distributions.
This o�set was traced back to the numerics of the convolution between the PMT TTS
and the LSc emission time distribution. As it was found to be constant with energy, it
was not corrected as in a real experiment the global time scale cannot be determined to
0.1 ns precision anyhow.
Figure 4.24 shows the energy dependency of the start time resolution. Similar as for the
position resolution, the radial bins in the bulk of the detector were found to follow a
1/
√
T true
s dependency while the radial bin at the detector boundary was found to feature

a �atter shape. Complementary, the start time resolution is shown as a function of true
radius of the vertex in �gure 4.25 for the three standard energy bins. A change in the start
time resolution as a function of the radius of about 10% was observed for ρ < 13.5m with
the worst resolution at ρs ≈ 11m. This shows that for ρs . 11m the timing resolution
is mainly determined by the photo-electron statistics while for higher radii the decrease
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Figure 4.23: Distribution of the deviations
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in scattering starts to become important. As the charge PDF is independent of the hit
times on the OMs, the timing resolution is not in�uenced by the LCs' �eld of view to �rst
order. At very high radii, the detector inhomogeneities again dominate and deteriorate
the resolution.

To determine the initial kinetic energy of the electron from the number of photons
Nγ emitted from the vertex, which is estimated by the �t, a calibration is necessary. Thus,
for all available events featuring a converged �t and with ρtrues < 13m, Nγ was plotted as
a function of T true

s . By �tting the resulting distribution with a linear function, Ts can be
determined from Nγ.
The distributions of the deviations of the true initial kinetic energy of the electron from the
reconstructed initial kinetic electron energy are shown in �gure 4.26 for the usual energy
bins. Common to the �ndings for the position resolution and the start time resolution
above, the tails were found to be well described by a Gaussian while the peaks show some
deviations due to the dependency of the energy resolution on the event radius.
Figure 4.27 shows the relative energy resolution as a function of the true initial kinetic
energy of the electron for multiple radial bins. As already discussed in section 4.1 (compare
equation (4.1)), in an optimal case where the energy resolution is dominated by statistics
only, a 1/

√
T trues dependency of the relative energy resolution is expected with an energy

resolution of 6.1% at T trues = 1MeV. To test this hypothesis, the found resolutions for
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ρtrues < 4m were �tted with
∆Ts
T true
s

=
A√

T true
s − T0

, (4.47)

with A and T0 being �t parameters. As the resulting T0 = (1 ± 6) · 10−2 MeV is com-
patible with zero, no signi�cant deviation from the statistics-only hypothesis is observed.
Furthermore, the resulting A = (6.0± 0.1) %

√
MeV is compatible with the optimum res-

olution possible due to photon statistics. This shows that the performance of the energy
resolution for events in the center of the detector has reached its theoretical optimum. For
events close to the detector boundary, however, this is no longer the case. A closer look at
the radial dependency of the energy resolution (see �gure 4.28) reveals a bad performance
of the outermost radial bin, common to the �ndings for the other parameters above. A
closer investigation shows, that the energy of the event can only be reliably reconstructed
for ρtrues . 13.5m, consistent with the results obtained in [41]. Except for the outermost
radial bin, the energy resolution is dominated by the photoelectron-yield: The resolution
slightly improves with rising radius for ρ . 7m and successively degrades with rising
radius for higher radii.

4.5.2 In�uence of the dark-noise level

As the exact type and size of PMTs which will be used in the LENA OMs is not �nally
decided, also the DN is not yet de�ned. Especially very large PMTs [46] or novel light
detector concepts feature signi�cantly higher dark noises than the 1 kHz per device which
was assumed up to this point. Thus, the in�uence of the DN on the performance of
the electron reconstruction has been tested by varying the DN rate from fDN = 0 kHz
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to fDN = 50 kHz per OM. Note that the upper boundary of the DN region is a very
conservative choice.
As with higher DN the occupancy of a single OM increases, the di�erences between the
optimistic electronics and the conservative electronics (confer section 4.4) are expected
to become more signi�cant. Thus, the performances of both electronic approaches are
compared in this section.
To reduce the parameter space, only events in the center of the detector with ρ < 6m are
taken into account in the analysis. As hardly any radial dependency of the resolutions in
this region of the detector was observed, the radial dependency of the obtained resolutions
is dropped. Furthermore, only the three energy bins already used in the previous sections
are used to show energy dependencies.

Figure 4.29 shows the fraction of events which are successfully reconstructed as a func-
tion of the DN rate per device for both electronics approaches and for all three energy
bins. For the optimistic electronics, the fraction of converged events is found to be sig-
ni�cantly worse for events with zero DN than for low dark noise rates, with the e�ect
being most prominent at higher electron energies. This counter-intuitive behavior is due
to the numerical precision of the reconstruction algorithm: Without the constant DN
term in P̃t(∆th|rs, r) (see equation (4.44)) can become zero for ∆th � τ3 within the
numerical accuracy. Thus, L = lnP can no longer be calculated leading to an abortion
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Figure 4.29: The fraction of converged events as a function of the dark noise rate per PMT
for the optimistic electronics (left) and the conservative electronics (right). The obtained results
are shown for three di�erent energy bins and correspond to the performance in the center of the
detector (ρtrues < 6m). The shown error bars are statistical only.

of the �t15. The probability that a photon is detected at very late times rises with the
number of emitted photons and thus with the visible energy of the event. Therefore, the
higher energy bins are more a�ected by this problem than the low energy bins. For the
conservative electronics set-up, this e�ect is not observed within statistical precision. It
is suppressed as such very late photons are often on an OM which has more than one hit
just by statistics. As in the conservative set-up only the time of the �rst hit on an OM is
taken into account, these events do not cause any harm here.
An in�uence of the DN on the fraction of converged events can only be seen for the energy
bin with the lowest energy. Note, that for the case of the conservative electronics the prob-
ability of a �t to converge actually decreases with rising energy for DN below ≈30 kHz,
as for higher electron energies the occupancy of an OM rises. Thus, fewer events in the
tails of the time PDF, which were found to stabilize the �t, are available. Nevertheless,
the fraction of converged events is still above 88%.

The obtained resolutions in xs and ts as well as the relative energy resolution ∆Ts/T
true
s

are shown in �gure 4.30 as a function of the dark noise rate per OM for the three common
energy bins for the optimistic as well as for the conservative electronics set-up. All res-
olutions show a similar behavior with rising DN: Only for the low-energetic energy bin,
a dependency of the obtained resolutions on the DN is observed while for energies above
∼ 1MeV the e�ect of the dark noise on the obtained resolutions is negligible. If only the
charge of the OMs would be used, the energy resolution is expected to scale with the DN
rate as

∆Ts
T true
s

=
∆Ntot

Np.e.
=

√
Np.e +NDN

Np.e
=

√
1

Np.e
+
NDN

N2
p.e

, (4.48)

15In the used code, this error is handled in the following way: If P < 10−15 the PDF is replaced by an
approximate PDF which is numerically much more stable. This results in a step in L which often causes
the MIGRAD algorithm to fail. Using the more stable SIMPLEX algorithm however leads to biased results.
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where Np.e is the total charge created by photons, NDN the charge created by dark counts
and Ntot = Np.e + NDN. This dependency was not observed in the obtained resolutions,
showing the additional power of the combined �t in time and charge which also allows to
use the pulse shape to determine Np.e. and thus to mitigate the in�uence of the DN on
the energy resolution.

Furthermore, no signi�cant improvement in resolution was found for the optimistic elec-
tronics set-up compared to the conservative electronics set-up. There is one important
di�erence though: In case of the conservative electronics the variation between the di�er-
ent obtained resolutions was much bigger than suggested by the error bars. As an example
for this di�erence between the optimistic and the conservative electronics, a comparison
of the distributions of the deviations between the true and the reconstructed x-position
for both electronic set-ups is shown in �gure 4.31 for ∼1MeV electrons and a DN of
4 kHz. While the distribution obtained by the optimistic electronics can be well described
by a Gaussian distribution, the conservative electronics show a group of three outliers at
|xtrues − xs| ∼ 10m. To further investigate the probability of the occurrence of outliers,
the obtained xs-deviation distributions have been �tted with a Gaussian distribution and
all events with |xtrues − xs| > 5σxs have been tagged as outliers. To increase statistics,
all events with an energy T true

s > 0.9MeV and a radius ρtrues < 6m have been taken into
account.
Figure 4.32 shows the resulting probabilities for outliers as a function of the dark noise
rate for both electronic assumptions. It can be seen, that the optimistic electronics show
less outliers over the whole DN range and (within statistics) do not produce any outliers
below a DN rate of 20 kHz. Note that the probability for an outlier seems to drop with
rising DN rate in case of the conservative electronics (signi�cance about 2.6σ), indicating
that a higher DN rate might be bene�cial as it produces a more homogeneous distribution
of the dark counts.
The appearance of events with a deviation between the true and the reconstructed value
which is much bigger than predicted by the distribution of the majority of the events
poses a serious problem in case external γ-background has to be suppressed by a �ducial
volume cut. As the γ-background rate exponentially drops with decreasing radius [41],
even a small probability of events being reconstructed far o� their actual position can
spoil the background suppression. Thus, the LENA experiment would really bene�t from
an electronics set-up close to the optimum set-up.

4.5.3 In�uence of the transit-time spread

Up to this point, the assumption of a Gaussian TTS with a standard deviation of 1 ns
is used. To investigate the in�uence of the more complex TTS of the a real PMT, a
study is done using the Borexino TTS (compare �gure 4.3). To also investigate the case
if the TTS is not known beforehand, additionally a data sample was prepared using the
Borexino TTS but reconstructed assuming the standard Gaussian TTS. Note, that this
assumption is very conservative as the general shape of the TTS will be measured before
the experiment, however the di�erent PMTs will feature some variation in TTS over the
whole sample of PMTs which can be approximated using the worst-case assumption of
not knowing the distribution at all.
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Figure 4.30: The resolution in xs (top), the resolution in start time ts (center) and the relative
energy resolution ∆Ts/T

true
s (bottom) as a function of the dark noise rate per PMT for the

optimistic electronics (left) and the conservative electronics (right). The obtained resolutions
are shown for three di�erent energy bins and correspond to the performance in the center of the
detector (ρtrues < 6m). The shown error bars are statistical only.
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Figure 4.32: The probability for an event to
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To reduce the dimensionality of the problem, again only events in the center of the de-
tector ρtrues < 6m are taken into account, the DN is �xed to 1 kHz per OM and only
the optimistic electronics are used. No di�erence in the fraction of converged events was
found (within statistics) between the three di�erent assumptions. The obtained resolu-
tions in xs, zs, ts and Ts are shown in �gure 4.33. It was found that the TTS shape has a
small in�uence on the obtained position and start time resolutions: As expected, the best
performance is achieved using the standard assumptions, followed by the sample where
the Borexino TTS was used for both data generation and reconstruction while the sample
where the data was produced using the Borexino TTS but the reconstruction was done
using a Gaussian TTS performs worst. With the di�erences being ∼10%, they were found
to be smaller than expected. Note that the energy resolution, which is mainly driven by
the charge obtained on the OMs is not a�ected at all, as the loss in position reconstruction
has no signi�cant impact on the photoelectron yield in the center of the detector where
the photo-electron yield is relatively �at.
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Figure 4.33: The resolution in xs (top left), the resolution in zs (top right), the resolution
in start time ts (bottom left) and the relative energy resolution ∆Ts/T

true
s (bottom right) as a

function of true initial electron energy T true
s for the center of the detector (ρtrues < 6m). The

obtained resolutions are shown for the standard assumption for the TTS, for the Borexino TTS
(see �gure 4.3) and for the data generated according to the Borexino TTS but the �t assuming
a Gaussian TTS. The shown error bars are statistical only.



Chapter 5

Reconstruction of single lepton tracks

In chapter 4, the typical deposited energy was in the 1MeV range, thus the events have
a point-like structure. Contrary, this chapter deals with reconstructing events featur-
ing initial kinetic energies of more than ∼100MeV which can no longer be considered
as point-like. This kind of events is created by ∼GeV neutrino interactions. While these
interactions typically produce quite complex event topologies with multiple di�erent parti-
cles in the exit channel (compare section 2.1.2), this section deals with a simple prototype
case: One isolated lepton track in the LSc.

Even though the LSc radiates isotropically, it is possible to determine the direction of
an extended event using the time of the observed hits on the OMs. The underlying
concept along with the �t parameters and the required assumptions are presented in sec-
tion 5.1. Guided by this concept, an array of simple methods is presented in section 5.2
which already allows a rough determination of the properties of this event type. Similar
to chapter 4, the precision of the results can be signi�cantly improved by performing a
full �t of the event to the data (see section 5.3). Finally, section 5.4 presents the archived
performance of this method.

5.1 Concept

In contrast to Cerenkov light, the photon emission in LSc detectors is isotropic. Nev-
ertheless, a reconstruction of the direction of a charged particle transversing the LSc is
possible using the timing information of the photon arrival times, which was �rst real-
ized in [112, 113]. The basic principle is sketched in �gure 5.1 for a charged particle
traveling through the scintillator at the speed of light: From each point of the particle's
track, photons are emitted. The �rst-photon surface, i.e. the surface containing all in-
stantly emitted direct photons, is spherical for each single point on the track (blue dashed
circles in �gure 5.1). By taking the envelope of all �rst-photon surfaces, the overall �rst-
photon surface (solid red cone in �gure 5.1) can be constructed. It features a distinctively
asymmetric shape which can be used to reconstruct the track direction. Note, that in
contrast to the Cerenkov case, no interference takes place as the photons are emitted
non-coherently.

A general �track� of a particle is given by the function r(t), i.e. by the trajectory of
the particle. From this trajectory, the parameters of the particle at the vertex can be

73
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Figure 5.1: Schematic representation of the �rst-photon surfaces (dashed blue) created by a
particle (solid black arrow) traveling through the LSc at the speed of light. The solid red cone
represents the resulting, overall �rst-photon surfaces.

inferred. As a trajectory consists of an in�nite number of points, it does not constitute
an appropriate model for a �t. As already pointed out above, the physical parameters
of interest are the properties of the particle at its vertex, i.e. the vertex position rs, the
time the particle was created ts, the initial kinetic energy of the particle Ts and the initial
momentum direction de�ned in spherical coordinates by ϑs and ϕs. As the passage of
a charged particle through a scintillator is a statistical process, r(t) is not fully de�ned
by the particle's vertex properties. The strategy adopted in this work, is to neglect all
statistical �uctuations of the passage of a charged particle through matter and to re-
place the corresponding �uctuations by their mean values. Thus the model is one particle
straightly propagating through the LSc and emitting photons as expected due to its mean
light yield. This means:

� All light produced by the particle is assumed to originate from a straight line. It is
de�ned by the momentum direction and by the requirement to contain the vertex
of the track. While this approximation is quite well ful�lled for heavy charged
particles, it is a considerable simpli�cation for e± which produce an electromagnetic
shower that has a signi�cant lateral extension.

� The mean light yield as a function of the position on the track is fully determined
by the kinetic energy of the particle at its vertex. Again, this is a quite good
approximation for heavy charged particles while the simpli�cation for e± is much
more signi�cant.

� No statistical variations in the light output as a function of the position on the
track, e.g. due to bremsstrahlung, are taken into account.

� The time the particle takes to travel from the vertex to a given point on the track is
unique. While this seems trivial, it is a considerable simpli�cation for showers where
the time to reach a given distance from the vertex varies over the lateral extension
of the shower.
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As in this model the particle is fully de�ned by its vertex properties, the set of �t param-
eters for the track �t is

X t = {rs, ts, Ts, ϑs, ϕs} . (5.1)

In section 4.4, two extreme cases for the LENA electronics were discussed, the conservative
and the optimistic electronics. For the latter case it was stated, that a timing information
for every hit is not unrealistic as the occupancy of the OMs is low. This no longer holds
for deposited energies of more than a few hundred MeV as dealt with in this chapter.
In this case, the occupancy on some OMs is so high, that a time information for every
photon is no longer available and only the overall photon pulse shape can be recorded.
While this can be used to extract some additional information compared to a conservative
electronics set-up, including this information in the �ts would require a simulation for the
whole LENA electronics chain which is currently not available. Hence, with the exception
of section 6.2, the conservative electronics will be used for the remainder of this thesis.
Thus, the information available from the detector consists of the charge qi of all OMs and
the �rst hit time t0i from all OMs with qi 6= 0.

5.2 Primary estimates

Similar to chapter 4, the numerical minimization used to determine the �t parameters
requires rough start values for the parameters. The determination of these parameters is
described brie�y in the following. For a more detailed description, see [99].

Before investigating the properties of an event, possible secondary events like muon de-
cays or capture processes of neutrons created by the high-energetic particle are removed
from the primary event by means of a dedicated clustering procedure which is described
in detail in section 6.2.

Estimate for initial kinetic energy:
Successively, the barycenter of the event rbc is determined using the same procedures as
described in section 4.3. Using this barycenter and assuming the event to be point-like at
rbc, an estimate for the initial kinetic energy is obtained by the same procedure already
described in section 4.3.

Estimate for the direction of the track:
As a �rst step to estimate the direction of the track, a decision needs to be taken whether
the track is more horizontal or more vertical. Figure 5.2 shows a typical horizontal event:
a 1GeV muon traveling from the center of the detector along the positive x-axis. As can
be seen, the observed TOF corrected hit times show a signi�cant dipolar asymmetry with
the minimum being at the position where the extension of the track against the momen-
tum direction of the particle intersects the detector wall while the maximum on the exact
opposite side of the detector. For symmetry reasons, no dipolar behavior appears for
vertical tracks1. Thus, the degree of the dipole anisotropy in the x-y plane can be used
to discriminate between horizontal and vertical events.

1A dipolar behavior might show up on the lid/bottom of the detector. Due to the large height of
LENA, it is strongly washed out due to scattering and low statistics. Apart from that, the lid and the
bottom of the detector are neglected in this study
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To exploit this feature, the ϕ position of the Ndir
OM = 300 OMs with the smallest �rst

hit times are histogrammed. The parameter used to discriminate between horizontal and
vertical events is the logarithm of the probability that the obtained distribution is �at [99]:

ln[P�at(n)] = ln


Nbins∏
i=1

µnif
ni!

exp (−µf )︸ ︷︷ ︸
Poisson probability
for a �at distribution

 = −Nbinsµf +

Nbins∑
i=1

[ni ln(µf )− ln(ni!)] , (5.2)

where n = {ni} are the contents of the histogram's bins, Nbins is the overall number of
bins and µf = Ndir

OM/Nbins = const. is the expected number of OMs in each bin of the
histogram. For 500MeV muons with ρs < 5m, �gure 5.3 shows the mean ln[P�at(n)] as a
function of cos(ϑ). The dependency of this parameter on the inclination ϑ of the track is
clearly visible. The used cut to distinguish vertical and horizontal events is given by [99]

{ln[P�at(n)]}thr = −0.0635MeV−1Ts − 237.5. (5.3)

All events with ln[P�at(n) < {ln[P�at(n)]}thr | are considered to be vertical. A very strict
cut is used in a way that only the most vertical events are tagged as vertical (typically a
few percent for isotropically distributed events), as the estimation of the track direction
is more reliably using the method for horizontal events for all but a few events which are
nearly totally vertical.

For all events which are tagged horizontal, again the observation of the dipolar asymme-
try of the TOF corrected hit times from �gure 5.2 is used: By determining the position
rmin of the minimum TOF-corrected hit time on the detector wall, the direction can be
de�ned by connecting this point and the barycenter rbc. rmin is determined separately
in ϕ- and in z-direction: ϕmin is determined by �tting a Gaussian to the ϕ distribution
of the 500 OMs with the smallest �rst TOF-corrected hit times. Their distribution in
z-direction is, apart from the track direction, also in�uenced by the attenuation of the
light in the scintillator and the solid angle of the OMs, as the distances for the photons
to travel from the track to the wall vary, dependent on ϑs. To counter the in�uence of
these e�ects on the z-distribution of the 500 OMs with the smallest TOF-corrected hit
times, the z-distribution is weighted with an empirical weighting factor for each OM [99]

wi =
exp

(
− |ri−rbc|

Λscat

)
1− exp(−µi)

, (5.4)

where ri is the position of the respective OM and µi is the approximate number of expected
photons as calculated by equation (4.6). By �tting the weighted distribution with a
Gaussian, zmin is determined. Thus, the direction d̂ of the track can be estimated from

d̂ =
rbc − rmin
|rbc − rmin|

. (5.5)

For vertical events, this does not work anymore, as rmin would be on the top/lid of the
detector which is too far away to yield any useful information for events in the center of
the detector. Thus, the start point of the track is estimated using the idea introduced
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Figure 5.2: LENA event display showing a single muon with initial kinetic energy Ts = 1GeV
and start time ts = 0ns traveling from the center of the detector along the positive x-axis. While
the green arrow shows the true muon track, the colored circles show the detector response: The
areas of the circles show the charge of the OMs qi ∈ [0, 139] photo electrons while the color of
the circles shows the TOF corrected (with respect to the barycenter) �rst hit times t0i of the
respective OMs from blue corresponding to −15 ns to red corresponding to 10 ns. All OMs with
�rst hit times outside this time range or without hits are not shown.

in �gure 5.1. Assuming the particle to travel parallel to a wall, obviously the point on
the wall where the �rst hit occurs is the point closest to the start point rs. Hence, zs is
estimated from the z-position of the OM with the �rst overall hit. To also reconstruct ρs
and ϕs, the �rst hit times in the OM-ring featuring the overall �rst hit times are �tted
with the expectations coming only from the TOF and a point like source [99]:

t0(ϕi) = ts +
n

c0

√
ρ2
OM + ρ2

s − 2ρOMρs cos(ϕi − ϕs), (5.6)

where ϕi is the ϕ coordinate of the respective OM, ρOM is the mounting radius of the
OMs and ρs =

√
x2
s + y2

s is the radius of the start point. Given this estimate for the start
point, the direction can be determined analogously to equation (5.5).
Figure 5.4 shows the distribution of the angular deviations δα between the estimated and
the true track for a sample of 450 muons with arbitrary directions, Ts = 500MeV and
vertices with ρs < 5m. It is �tted with

P (∆α|σα) ∝ sin(∆α) exp

(
−∆α2

2σ2
α

)
, (5.7)

where σα is the obtained resolution assuming a Gaussian distribution. The �t describes
the distribution of the events well enough to provide a measure for the resolution of the es-
timate which was found to be about 17 deg for muons. This is enough to seed the �nal �ts.
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Estimate for the start point of the track:
The start point rs of the track is estimated using

rs = rbc − d̂ · lbc(Ts), (5.8)

where lbc(Ts) is the mean distance of the barycenter from the start point of a muon track,
which is calculated using a table for muon energy-loss in matter [114].

Estimate for the start time:
The start time ts of the event is calculated using the same algorithm already presented
in section 4.3.

5.3 Likelihood �t

To �t the tracks in the LSc, the same strategy as in section 4.4 is adopted. In this case,
the parameters of interest are

X t = {rs, ts, Ts, ϑs, ϕs} (5.9)

(see section 5.1) and the data available for the event is dictated by the conservative
electronics (see section 4.4)

D =
{
q, t0

}
. (5.10)

The considerations from section 4.4.1 remain fully valid, thus the charge PDF P (q|X t, r)
and the timing PDF P 0

t (t0|X t, r, q) for one OM at the position r have to be derived. This
is done in section 5.3.1 for the charge PDF and in section 5.3.2 for the timing PDF.
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5.3.1 The charge probability density function

The charge probability density function for an OM at the position r to feature q hits is
given by the Poisson distribution

P (q|X t, r) =
µqt
q!

exp(−µ), (5.11)

where µt = µt(X t, r) is the expected charge on the OM due to the whole track. It can
be calculated by integrating over the expected charge from all track points

µt(X t, r) = µDN +

∞∫
−∞

(
dµt
ds

)
ds (5.12)

= µDN +

∞∫
−∞

{
µdirect

[
s,

〈
dL

dx

〉
(s)

]
+ µscat

[
s,

〈
dL

dx

〉
(s)

]}
ds

︸ ︷︷ ︸
=:µph

, (5.13)

where s = rs+s·d̂ is a point on the track, µDN , µdirect and µscat are the components of the
expected charge from a single point on the track (see section 4.4.2). Furthermore,

〈
dL
dx

〉
(s)

is the mean expected number of produced photons per unit track length at the distance s
from the vertex. Note that

〈
dL
dx

〉
additionally depends on the particle type and on Ts. As〈

dL
dx

〉
has a compact support2, the integration in s has to be evaluated only on this support.

To determine
〈
dL
dx

〉
, a large number of electrons or muons with a given energy is simulated.

The observed numbers of produced photons are successively averaged and tabulated as a
function of s. For energies in between the simulated energies,

〈
dL
dx

〉
is calculated from the

adjacent simulated energies by linear interpolation. Figure 5.5 shows
〈
dL
dx

〉
as a function

of the distance s between the vertex and the point on the track for multiple energies for
muons (left) and electrons (right). The obtained

〈
dL
dx

〉
characteristics are quite di�erent:

While muons are minimum ionizing during most of their path and feature a peak in light
yield at the end of the track (Bragg Peak), the electrons are showering which leads to
high light output at the start of the track and a long tail towards large distances due to
the �nite range of bremsstrahlung photons. Note that the high light yield peak at the end
of the muon track does not contribute too strongly to the track �tting as the particle is
traveling with a speed lower than the speed of light in the LSc at this point of the track.
Thus, many of these photons from this peak will not be �rst photons.

5.3.2 The timing probability density function

To calculate the PDF P 0
t (t0|X t, r, q) for the probability to observe the �rst photon on

an OM at the time t0, �rst the PDF Pt(t|X t, r) to obtain any photon at the time t is
calculated. P 0

t (t0|X t, r, q) is successively calculated using equation (4.45).

Pt(t|X t, r) can be calculated from a weighted average over the PDFs from all track

2Therefore there exist distances to the vertex smin and smax, with
〈
dL
dx

〉
(s) = 0 for s /∈ [smin, smax].

Note that for electron showers smin < 0 is possible due to backscattering of shower particles. For showering
particles smax does generally not coincide with the endpoint of the primary particle.



80 CHAPTER 5. RECONSTRUCTION OF SINGLE LEPTON TRACKS

distance to vertex [m]
0 2 4 6 8 10 12

<d
L

/d
x>

 [
kP

h
o

to
n

s/
cm

]

0

2

4

6

8

10

12
 = 250 MeVsT

 = 500 MeVsT

 = 750 MeVsT

 = 1000 MeVsT

 = 1250 MeVsT

 = 1500 MeVsT

distance to vertex [m]
0 1 2 3 4 5 6 7

 <
d

L
/d

x>
 [

kP
h

o
to

n
s/

cm
]

0

2

4

6

8

10

12

14

 = 250 MeVsT

 = 500 MeVsT

 = 750 MeVsT

 = 1000 MeVsT

 = 1250 MeVsT

 = 1500 MeVsT

 = 250 MeVsT

 = 500 MeVsT

 = 750 MeVsT

 = 1000 MeVsT

 = 1250 MeVsT

 = 1500 MeVsT

 = 250 MeVsT

 = 500 MeVsT

 = 750 MeVsT

 = 1000 MeVsT

 = 1250 MeVsT

 = 1500 MeVsT

 = 250 MeVsT

 = 500 MeVsT

 = 750 MeVsT

 = 1000 MeVsT

 = 1250 MeVsT

 = 1500 MeVsT

 = 250 MeVsT

 = 500 MeVsT

 = 750 MeVsT

 = 1000 MeVsT

 = 1250 MeVsT

 = 1500 MeVsT

 = 250 MeVsT

 = 500 MeVsT

 = 750 MeVsT

 = 1000 MeVsT

 = 1250 MeVsT

 = 1500 MeVsT

Figure 5.5: The mean expected number of produced photons per unit track length
〈
dL
dx

〉
as

a function of the distance between the vertex and the position of the particle for muons (left)
and electrons (right) for various initial kinetic energies Ts. The observed di�erence is due to the
di�erent energy loss mechanisms of the particles: While muons are minimum ionizing during
most of their track, electrons loose most of their energy due to bremsstrahlung and thus tend to
produce showers.

points, with the weighting factor being the charge µph due to detected photons expected
from a given point (see equation (5.13)):

Pt(t|X t, r) =
1

µt

µph
∞∫

−∞

ds

(
dµt
ds

)
P1234

[
t−
(
ts + tp(s) +

n

c0

|s− r|
) ∣∣∣s, r] +

µDN
∆tevent

 ,

where P1234 is de�ned in equation (4.41) and tp(s) is the time the particle takes to reach
s from the vertex. The latter is also extracted from the simulation and stored alongside
the

〈
dL
dx

〉
table. Note that it is not su�cient to approximate v ≈ c0, as the particle

gets slower towards the end of its track. As the result of the integration depends on all
seven �t parameters, it cannot be tabulated but has to be calculated on the �y. Hence,
the computation time required to �t a track drastically increases compared to a �t to a
point-like event.

5.4 Performance

To evaluate the performance of the track �tting, the same strategy as in section 4.5 is
used: The reconstruction is applied to simulated events and the obtained results are com-
pared to the true values of the MC.
As the dark noise (DN) was found to a�ect only events with true initial kinetic energies
T true
s . 1MeV and the considered tracks feature energies of at least ∼100MeV no DN was

added to the simulated events. Furthermore, only contained particles are used as candi-
dates for the reconstruction to obtain an event sample without signi�cant edge e�ects. An
event is tagged as contained, if the start point and the end point of the primary particle
are inside the �ducial volume (|z| < 25m, ρ < 14m) or if all particles (except neutrinos)
of the event are always in the �ducial volume for muon and electron type events, respec-
tively. The particles are simulated with arbitrary directions and arbitrary start points in
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a volume with |zs| < 25m and ρs < 12m. While the former restriction serves to suppress
the in�uence of the lid and the bottom on the PDF (see section 4.1), the latter require-
ment signi�cantly reduces the amount of computation time: Due to the restricted volume
used to start the events, the fraction of contained events is signi�cantly increased and thus
the number of simulated events required to get a large enough sample of contained events
is reduced. Nevertheless, the required computation time was enormous, thus Kai Loo3

performed the simulations on the Finnish Grid Infrastructure (FGI)4. The evaluation of
the data was done locally by the author of this thesis.

This study deals with two di�erent types of tracks: The performance obtained for muons
is presented in section 5.4.1 while the electron performance is discussed in section 5.4.2.

5.4.1 Muons

The performance of the �t is studied using two distinct sets of muon events:

� Constant energy: First, a set of 2450 simulated T true
s = 500MeV muon type events

is used to derive the shape of the deviation distributions with su�cient statistics.
From these events, 2367 events are contained and can thus be used for the analysis.

� Distributed energy: Additionally, a set of 4950 muon events (4697 contained)
with 100MeV < T true

s < 1GeV is used to study the evolution of the performance as
a function of the initial kinetic energy of the muon.

Fraction of converged events:
From the 2367 contained events of the constant energy data set, 2165 featured a converged
�t. This corresponds to a fraction of converged �ts of (91.5±0.6)%. The evolution of the
fraction of converged events with energy is displayed in �gure 5.6. As the assumptions
used to calculate the PDF for the �t (see section 5.1) deteriorate with rising energy, the
fraction of converged events weakly declines with rising T true

s . To eliminate the in�uence
of events which are not properly �tted from the performance evaluation, the remainder
of this section deals with converged �ts only.

Start point resolution:
Figure 5.7 shows the distribution of the distance between the true and the reconstructed
start point. It is �tted assuming a Gaussian distribution with equal, constant standard
deviation for all three directions (confer equation (4.46)). Note that these assumptions
are not ful�lled here, which is re�ected in the rather bad quality of the �t. Never-
theless, the result of the �t allows for an estimation of the start point resolution with
σ ≈ 3.7 cm. This result is only slightly below the values obtained for point �ts of 3MeV
electron events (confer section 4.5.1) indicating that the increase in photon statistics
is compensated by the more complex event topology. Similar to the �ndings for point
�ts using the conservative electronics (confer section 4.5.2), there are signi�cant outliers
in the distributions: (1.66 ± 0.3)% of all events feature a nearly �at distribution with
30 cm < |rtrues − rs| . 300 cm. These outliers were found to appear especially at higher
radii: The distribution for events with ρs < 6m (red open dots in �gure 5.7) does not

3University of Jyväskylä, Department of Physics, Finland
4This research was undertaken on Finnish Grid Infrastructure (FGI) resources.
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feature these outliers even though it contains ∼28% of all events.
To further investigate the properties of the outliers, �gure 5.8 shows the distribution of
the deviations between the true and the reconstructed start point projected on the true
track. Note that there are an additional 28 events (corresponding to (1.29+0.29

−0.24)% of all
events) with deviations below −30 cm which are not shown in �gure 5.8. Thus, there
is a signi�cant tail for start points shifted in track direction showing the di�culty to
properly reconstruct the start point in the coordinate along the track. This di�culty
arises, as the reconstruction of the particle's vertex relies on a very asymmetric light
front (compare �gure 5.1). It is also illustrated by the resolution obtained by a Gaussian
�t: (4.53 ± 0.07) cm. It is degraded compared to the overall resolution obtained from
�gure 5.7. Note, that again no outliers are observed for muons with ρs < 6m. For the
events in the main peak, a small systematic shift of about 3 cm in anti-track direction is
observed.
Figure 5.9 shows the dependency of the vertex resolution as a function of the true ini-
tial kinetic energy of the muon. The optimum start point resolution is achieved around
∼0.25GeV while the resolution deteriorates for higher and lower energies. Apart from
that, also the contributions of the deviations of the reconstructed vertex projected on the
track and of the deviations of the reconstructed vertex perpendicular to the track to the
vertex resolution are shown in �gure 5.9. They show distinctly di�erent behaviors: The
parallel part of the vertex resolution monotonously deteriorates with energy due to the
increasing deviations of the true track length from the mean track length. It is mainly
responsible for the degradation of the overall resolution with rising energy. The perpen-
dicular part of the resolution in contrast only slightly worsens towards higher energies but
shows a signi�cant degradation for T true

s < 0.4MeV which is mainly responsible for the
deterioration of the total resolution towards 0.1MeV. This degradation is mostly due to
the degradation in angular resolution for lower energies (confer �gure 5.12).

Start time resolution:
Closely connected to the start point resolution is the start time resolution, as a good
timing information is required to triangulate the start point. Figure 5.10 shows the dis-
tribution of the deviations of the true from the reconstructed start time. While most of
the data can be well described with a Gaussian of width 0.09 ns, there are again outliers
on the ∼1% level where the reconstructed start time is signi�cantly too large. Most of
the events featuring a large vertex deviation along the true track also feature a badly
reconstructed start time showing the correlation of both variables. As already observed
for the vertex, this deviations mostly appear at higher radii. The start time resolution
degrades with rising energy (see �gure 5.11) corresponding to the behavior for the parallel
component of the vertex resolution (confer �gure 5.9).

Angular resolution:
While all the coordinates mentioned above were already relevant for point �ts, an angular
resolution requires an extended object to �t. The angular deviations between true and
reconstructed tracks are shown in �gure 5.12. A �t with equation (5.7) reveals an angular
resolution of about 2.15deg showing a tremendous improvement compared to the primary
estimates (confer �gure 5.4). Again, a few muon tracks at high radii were found to pro-
duce outliers. As shown in �gure 5.13, the angular resolution improves with rising initial
kinetic energy due to the increased length of the track providing a larger �lever arm�.
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Figure 5.6: The fraction of converged events
as a function of the true initial kinetic energy
T true
s of the particle. Note that the errors are

statistical only and the horizontal error bars
indicate the width of the respective bin.
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Figure 5.7: The distribution of the distance
|rtrues − r| between the true and the recon-
structed start point of the muon track for
2165 muon events with T true

s = 500MeV for
the whole �ducial volume and for muons onto
which additionally the requirement ρtrues < 6m
is imposed. The black line shows the result of
a �t according to equation (4.46) to the full
data set. 36 events of the full data set feature
distances above 30 cm and are not shown in
this plot.

Assuming that the evolution with energy can be explained using a simple model which
includes resolutions for the start point and the end point and which assumes the track
length to be proportional to the energy, the angular resolution should scale with 1/T true

s .
Figure 5.13 shows a �t to the obtained resolutions with the function A/(T true

s + B) + C.
The resulting C is not compatible with zero showing that the simple model is insu�cient
to describe the obtained angular resolutions. This non-negligible constant is most proba-
bly due to the deviation of the true particle trajectory from a straight line due to multiple
scattering at the scintillator nuclei.

Energy resolution:
Figure 5.14 shows the distribution of the di�erences between the true and the recon-
structed energy. The distribution features an unexpected structure containing events
where the energy was reconstructed about 50MeV too low and which does not vanish
from restricting ρtrues to 6m. To determine the origin of this second peak, �gure 5.15
plots the energy deviations as a function of |ztrues |, showing that this additional distribu-
tion arises from events with |ztrues | & 10m. Further investigation shows that most of the
events in the additional peaks feature a rather small ρtrues . The suspected reason for the
additional structure is the onset of the in�uence of the lid or the bottom. This e�ect
shows up much earlier for track �ts than for point �ts as due to the higher number of
produced photons more of them reach the region close to the lid and the bottom. Close
to the walls, the e�ect is suppressed due to the reduced �eld of view of the LCs. To
determine the energy resolution as a function of the energy, a Gaussian function was �t-
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Figure 5.8: The distribution of the devia-
tion between the true and the reconstructed
start point of the muon track projected on the
true muon track for 2165 muon events with
T true
s = 500MeV for the whole �ducial volume

and for muons on which additionally the re-
quirement ρtrues < 6m is imposed. The cor-
responding coordinate s is de�ned in equa-
tion (5.12). The black line shows the result
of a Gaussian �t to the full data set. 28 events
of the full data set feature deviations below
-30 cm and are not shown in this plot.
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s of the muon. Additionally, the contribu-

tions to the vertex resolution resulting from
the deviations parallel and perpendicular to
the track direction are shown. Note that the
errors are statistical only and the horizontal
error bars indicate the width of the respective
bin.

 [ns]s - ttrue
st

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

 e
ve

n
ts

 / 
0.

08
 n

s

0

100

200

300

400

500

600

700

800 all data

 = 0.09 nsrσ
fit to all data

 < 6 mtrue
s

ρdata with 

Figure 5.10: The distribution of the di�er-
ence ttrues − ts between the true and the re-
constructed start time of the muon track for
2165 muon events with T true

s = 500MeV for
the whole �ducial volume and for muons on
which additionally the requirement ρtrues < 6m
is imposed. The black line shows the result of
a Gaussian �t to the full data set. 9 events of
the full data set feature time di�erences below
-2 ns and are not shown in this plot.
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Figure 5.12: The distribution of the an-
gle between the true and the reconstructed
muon track for 2165 muon events with
T true
s = 500MeV for the whole �ducial volume

and for muons onto which additionally the re-
quirement ρtrues < 6m is imposed. The black
line shows the result of a �t according to equa-
tion (5.7) to the full data set. 31 events of the
full data set feature deviations above 20 deg
and are not shown in this plot.
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Figure 5.13: The angular resolution as a
function of the true initial kinetic energy T true

s

of the muon. The red curve shows a �t
with A/(T true

s + B) + C. The resulting pa-
rameters are A = (0.38 ± 0.13) deg/MeV and
B = (−0.08± 0.06)MeV. The resolution cor-
responding to C = (1.19± 0.14) deg is indi-
cated by the horizontal dashed red line. Note
that the errors are statistical only and the hor-
izontal error bars indicate the width of the re-
spective bin.

ted to the obtained distribution in each energy bin in the range |T true
s − Ts| < 100MeV.

The result is shown in �gure 5.16. Due to the non-Gaussian parts of the distribution the
(statistic only) error bars are underestimating the total error of the energy resolution.
Nevertheless, two safe conclusions can be drawn from �gure 5.16: The relative resolution
in initial kinetic energy is of order 1% and it does not change drastically with the true
initial kinetic energy.

5.4.2 Electrons

A �t to an electron track takes extremely long. Thus, in contrast to the muon case, only
a sample of 2400 simulated electron events with T true

s = 500MeV is evaluated here. Of
the 2400 simulated events, 2221 events are contained in the detector and can thus be used
for the �t.

Fraction of contained events:
Of the 2221 simulated events which where contained, 2131 events feature a converged
�t which corresponds to (95.9+0.4

−0.5)%. A comparison of this result to the corresponding
result obtained for muons in section 5.4.1 shows that a higher fraction of electron events
feature a converged �t compared to muon events. This is due to the di�erent shapes of
the

〈
dL
dx

〉
-distributions of electrons and muons (compare �gure 5.5). As electrons do not

feature the distinct peak at the end of their tracks, they are much more tolerant to range
straggling compared to muons.
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Figure 5.14: The distribution of the di�er-
ence between the true and the reconstructed
initial kinetic energy of the muon track for
2165 muon events with T true

s = 500MeV for
the whole �ducial volume and for muons on
which additionally the requirement ρtrues < 6m
is imposed. Furthermore, a data set with
|ztrues | < 10m is shown. 35 events of the
full data set feature absolute deviations above
150MeV and are not shown in this plot.
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and the reconstructed initial kinetic energy
as a function of the absolute true z coordi-
nate of the vertex for 2165 muon events with
T true
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Figure 5.17: The distribution of the distance
between the true and the reconstructed start
point of the electron track for 2131 electron
events with T true

s = 500MeV for the whole
�ducial volume and for electrons on which ad-
ditionally the requirement ρtrues < 6m is im-
posed. The black line shows the result of a �t
according to equation (4.46) to the full data
set. 270 events of the full data set feature dis-
tances above 50 cm and are not shown in this
plot.
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Figure 5.18: The distribution of the di�er-
ence between the true and the reconstructed
start time of the electron event for 2131 elec-
tron events with T true

s = 500MeV for the
whole �ducial volume and for electrons on
which additionally the requirement ρtrues < 6m
is imposed. The black line shows the result of
a Gaussian �t to the full data set. 151 events
of the full data set feature absolute deviations
above 2 ns and are not shown in this plot.

Start point resolution:
Figure 5.17 shows the distribution of the distance between the true and the reconstructed
start point. It is �tted assuming a Gaussian distribution with an equal, constant standard
deviation for all three directions (confer equation (4.46)). Note, that these assumptions
are not ful�lled here, which is re�ected in the rather bad quality of the �t. The result
of the �t only allows for a rough estimation of the start-point resolution with σ ≈ 10 cm
which is signi�cantly above, both, the corresponding result for muons (see section 5.4.1)
and the resolution obtained for pointlike events with T true

s ∼ 3MeV. This di�erence can
be explained by the high event by event �uctuations of electron events at the given energy
where showering plays an important role but no full showers with multiple generations are
expected. Additionally, the data-set features a much higher number of outliers compared
to the corresponding muon data-set: 270 converged events are not shown in �gure 5.17
as their distance to the true vertex is too large, corresponding to (12.7 ± 0.7)% of all
events (compared to 1.3% for the muon sample). By restricting the sample to events
with ρtrues < 6m, the fraction of events being in the over�ow of the histogram reduces
to about 1.3% (compared to no visible outliers for the muon sample). This shows two
aspects: First of all, electron events produce more outliers due to the complicated and
strongly varying energy-loss which was already discussed above. Secondly, the higher
fraction of outliers compared to the muon events is at least partly caused by the fact,
that the containment cut (see section 5.4) removes a higher fraction of muon events close
to the detector boundary compared to electron events as the mean muon track length at a
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Figure 5.19: The distribution of the angle
between the true and the �tted electron track
for 2131 electron events with T true

s = 500MeV
for the whole �ducial volume and for elec-
trons onto which additionally the requirement
ρtrues < 6m is imposed. The black line shows
the result of a �t according to equation (5.7)
to the full data set. 310 events of the full data
set feature deviations above 20 deg and are not
shown in this plot.
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Figure 5.20: The distribution of the di�er-
ence between the true and the reconstructed
initial kinetic energy of the electron track for
2131 electron events with T true

s = 500MeV
for the whole �ducial volume and for elec-
trons onto which additionally the requirement
ρtrues < 6m is imposed. Furthermore, a data
set with |ztrues | < 10m is shown. 212 events of
the full data set feature deviations outside the
plotted range and are not shown in this plot.

given energy is longer than the longitudinal extension of the event induced by the electron.

Start time resolution:
The distribution of the di�erences between the true and the reconstructed start time of
the electron is shown in �gure 5.18. The standard deviation of the �tted Gaussian is
0.26 ns. Again, a deterioration of the resolution is observed compared to the correspond-
ing muon data-set. As the start time and the vertex of the event are highly correlated, this
corresponds to the deterioration in vertex resolution. Again, 151 events feature a recon-
structed start time with a deviation which is outside the histogram range, corresponding
to (7.1± 0.6)% of all converged events. For events with ρtrues < 6m, this fraction reduces
about 0.3%. Thus, for the start time, the vast majority of badly reconstructed events are
events close to the detector boundaries.

Angular resolution:
Figure 5.19 shows the distribution of the deviation of the �tted from the true momentum
direction of the primary electron. A �t with equation (5.7) reveals an angular resolution
of about 3.3deg. Comparing this result again with the result for the corresponding muon
data-set, which features an angular resolution of 2.2 deg, shows a small deterioration of
the obtained angular resolution. The degradation in resolution is much smaller compared
to the vertex resolution, which shows that the direction of an event is less dependent on
the energy loss of the particle compared to the position of the event. The angular devi-
ation distribution also features some outliers: 310 events feature an angular deviation of
more than 20 deg corresponding to (14.5 ± 0.8)%. These outliers basically feature a �at
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distribution in angle and also contain events with a nearly inverted track direction even
though counter measures are in place to prevent this for electron events (for an in depth
discussion see [99], Section 5.3). Again, this problem is strongly reduced to about 3% by
requiring ρtrues < 6m.

Energy reconstruction
Finally, �gure 5.20 shows the distributions of the obtained deviations between true and
reconstructed initial kinetic energy of the electron event. It features the same additional
peak which was already discovered in the muon sample (compare section 5.4.1) and which
again does not vanish by the radius cut. The obtained two-dimensional distribution of the
deviation in kinetic energy as a function of the true absolute z-coordinate of the vertex is
very close to �gure 5.15. Hence, two conclusions can be drawn: Firstly, this e�ect is not
only a problem of the muon-track �t and secondly, the reason for this e�ect is likely the
same as already discussed in section 5.4.1, i.e., the onset of the in�uence of the lid and
the bottom spoils the energy resolution.

In summary, the single-electron reconstruction features a degraded performance compared
to the single-muon reconstruction which is due to the high event by event variability of
the energy depositions and thus of the light yield of electron events. This also leads to a
signi�cant amount of events which are only badly reconstructed.
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Chapter 6

Reconstruction of high energy neutrino

events

One option to determine the neutrino mass hierarchy and to look for CP-violation is a
long-baseline neutrino beam, like the proposed dCN2PY = 2300 km conventional neutrino
beam from CERN to Pyhäsalmi (CN2PY) (confer section 1.4). As the most important
oscillation channel for a conventional beam is the νµ → νe oscillation channel, methods
to discriminate the signal (νe-CC interactions) from all kind of NC and CC background
events need to be developed (see section 3.2.7). Up to now, this is done using a MVA
based on BDTs which works on parameters determined from the overall, TOF-corrected,
photon pulse [100]. As muon events can be relatively well identi�ed using their decay sig-
nature and their peculiar pulse shape caused by the long muon track and as ντ -CC events
are relatively rare, the focus in the following discussion is on the discrimination between
(�)

νe-CC and NC interactions which both produce relatively well con�ned interactions.
Looking at chapter 5, where the reconstruction of a single track was discussed, the �rst
approach to discriminate between NC and νe-CC events would be to reconstruct the post-
GeV neutrino events using a likelihood �t and use the resulting minimum likelihood values
for discrimination. GeV neutrino interactions are, however, much more complicated (con-
fer section 2.1.2) than single particle tracks: While low energy QEL scattering can be
well described with a single track and a point-like vertex [99], at post-GeV energies DIS
interactions are dominant, leading to events with much more particles in the exit channel.
Figure 6.1 shows an example for a deep inelastic CC-νe event featuring multiple showers
with additional pions and protons. The increased complexity also requires an adaption of
the simulation which is presented in section 6.1.
The complicated event structure of post-GeV neutrino interactions leads to two obsta-
cles currently preventing the use of the method detailed in chapter 5: First, to set up
a �t, a model for the event needs to be available. As there are many di�erent possible
outcomes of such an event the sheer number of possibilities prohibits using an approach
where each possible model is �tted and �nally the �correct� model is determined using
likelihood ratios. Furthermore, even if a model would be at hand, the problem how to
determine appropriate start parameters for the free parameters would persist. Thus, to
�t the event, the basic properties of the event need to be established �rst which leads to
a di�erent approach here:
First, the overall event is split into a primary event and multiple secondary events due
to decays of instable particles or neutron captures. The required clustering algorithm is
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Figure 6.1: LENA event display showing a DIS νe-CC event. The interaction vertex is in the
center of the detector. The colored circles show the detector response: The areas of the circles
show the charge of the OMs qi ∈ [0, 240 photo-electrons]. The color of the circles shows the TOF
corrected (with respect to the barycenter) �rst hit times t0i of the respective OMs from blue
corresponding to −10 ns to red corresponding to 10 ns. All OMs with �rst hit times outside this
time range or without hits are not shown. The arrows display the MC-truth information: They
connect the vertex and the end point of a particle's trajectory. Their thickness indicates the
kinetic energy of the particle while their color indicates the particle type: Red arrows indicate
e±, violet arrows π±, yellow arrows γ-rays and light blue arrows protons.

presented in section 6.2. Next, a simple energy reconstruction (see section 6.3) is done.
Successively, an algorithm is used which creates an image of an event, i.e. which associates
to each point in the detector volume a �gure of merit (FOM) which is correlated to the
probability that a photon was emitted from this point. Currently, two algorithms for this
purpose are in development: One was invented by Björn Wonsak from the University of
Hamburg [115]. It assumes one point on the track to be known and then superimposes
�drop-like� probability contours for each registered hit. An alternative is the so-called
Backtracking approach which is presented in section 6.4. A by-product of this algorithm
allows to determine the vertex position of the event. Doing a TOF-correction with respect
to the vertex, it is possible to derive the number and the direction of the secondary tracks
by searching for clusters of OMs with minima in the TOF-corrected �rst hit-time distribu-
tion as discussed in section 6.5. The results of this algorithm can be used to increase the
performance of LENA as a far detector for the CN2PY beam as discussed in section 6.6.

6.1 Simulation of full neutrino events

The basic geometry of the Geant4 based simulation used in this section corresponds to the
simulation set-up described in section 4.1. However, to reduce the required computation
time for the simulation, instead of ∼30 000 PMTs with 12� diameter, 13 472 PMTs with
20� diameter are used in the simulation. The e�ect of the LCs was taken into account
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using the same approach as in section 4.1: The OMs were simulated as light sensitive disks
corresponding to the apertures of the LCs and an angle dependent detection e�ciency
was applied. Using this set-up, the light-yield is slightly reduced compared to section 4.1
which is not relevant here1, as the high energy events produce enough light anyhow.

The high-energy neutrino interactions cannot be simulated in Geant4. Hence, GENIE [42]
was used to simulate the neutrino interactions in LAB. The GENIE simulations were
done by Randolph Möllenberg [41]. For each event, a list of particles2 along with their
4-momenta is produced. The particles in the Geant4 based simulation are successively
generated according to this list. As the purpose of this study was to determine the capa-
bilities of LENA when used as a far detector for the CN2PY beam, the incident neutrino
direction d̂ν is given by the connection between CERN and Pyhäsalmi:

d̂ν =

sin(α/2)
0

cos(α/2)

 ≈
0.98

0
0.18

 , (6.1)

where α ∼= dCN2PY/rearth is the angle spanned between the surface in CERN and the sur-
face in Pyhäsalmi and rearth is the earth radius. As the aim of the study was to determine
the basic performance parameters for LENA and to develop the corresponding algorithms,
all events were assumed to originate from the center of the detector. Additionally, to cover
all relevant energies, the samples were generated with a specially created incident neu-
trino spectrum to yield a �at energy spectrum with Etrue

ν ∈ [1GeV, 10GeV], i.e. the total
distribution (NC+CC) of the energies of the interacted neutrinos is �at.

To obtain su�cient statistics, Kai Loo3 again performed the simulations on the Finnish
Grid Infrastructure (FGI)4. Thus, a sample of nearly 100 000 νe-CC and νµ-CC interac-
tions, 50 000 ντ -CC interactions and 140 000 NC interactions could be obtained. The
evaluation of the data was done locally by the author of the thesis.

6.2 Clustering

Before an in depth analysis is possible, the event resulting from the simulation has to be
split up into a primary event and (possibly) multiple secondary events due to the decay
of unstable particles or due to the energy released by neutron captures. Thus, when
analyzing the primary event, the signal considered does not feature a strong background
due to decay signatures. Additionally, the number of decay events and the di�erent types
of decay events already provide a handle on the primary event. Especially decay events
corresponding to muon decays are relevant, as they spotlight the presence of muons and
mark the end of their tracks.
The clustering algorithm which is used to split the simulated events into its constituents
is presented in section 6.2.1. Successively, the performance of the algorithm is discussed
using the example of a muon decay search in section 6.2.2.

1The reduced light yield, however, requires a recalibration of the detector.
2Only particles which are long lived enough to be tracked by Geant4 were put in this list. Shorter

lived particles were handled by the event generator.
3University of Jyväskylä, Department of Physics, Finland
4This research was undertaken on Finnish Grid Infrastructure (FGI) resources.
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Parameter Symbol Value
Width of cluster candidate window ∆tpre 100 ns
Seed threshold pseed 10−10

Threshold to add window padd 10−2

Minimum charge of cluster candidate qthr 5 p.e.
Window for cluster splitting ∆tf 20 ns
Threshold for cluster splitting ∆fthr 1000 p.e./ns
Cluster end threshold ∆fend 100 p.e./ns
Inhibit after the start of the cluster candidate tno 200 ns

Table 6.1: The values of the parameters used in the clustering algorithm for the evaluation of
the high-energy neutrino events. A detailed description of the parameters can be found in the
text.

6.2.1 Algorithm

First of all, note that clustering is intrinsically not possible by relying only on �rst hits,
as the primary event generally illuminates the whole detector. On the other hand, as
discussed in section 5.1, at the given high occupancies on the OMs, no reconstruction of
the arrival times of single photons will be possible. Thus, for the clustering algorithm,
a hybrid approach is used: Assuming that FADCs will be used, their traces basically
correspond to the histogrammed photon arrival times. Thus, instead of using the photon
arrival times one by one as done before, only their histogram will be used. Additionally
note that the clustering can be adapted by changing various parameters. The set of pa-
rameters used for the analysis of the high energy neutrino events is shown in table 6.1.

In a �rst step, the barycenter rbc and the total deposited energy Ttot of the overall event
are determined as already outlined in section 4.3. Successively, the TOF-corrected OM
hits of all OMs are collected in a histogram. In the following, this histogram is called the
�overall pulse shape�.

Determination of cluster candidates:
The clustering itself starts with the determination of cluster candidates. This is done
using a sliding window algorithm. A window of width ∆tpre is moved over the overall
pulse shape starting from the smallest TOF-corrected times5 of the overall event. The
expected background due to DN in this window is

µwDN = fDN ·NPMT ·∆tpre. (6.2)

Hence, if the observed number of hits in the window is qw, the probability PBG for the
window to contain qw or more hits can be calculated from the Poisson probability6. If
PBG < pseed, where pseed is the seed threshold, a cluster candidate is found. It contains
all hits which are inside the window which provided the seed. The cluster is successively

5As the whole section deals only with TOF-corrected times, the index �TOF� is no longer explicitly
mentioned in all quantities.

6This is not possible if µwDN = fDN = 0. Thus, even for events without simulated DN, fDN = 1Hz
was assumed.
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enlarged by shifting the window by −∆tpre. If PBG is below the threshold for adding a
window to a cluster padd, the window is added to the pre-cluster and the procedure is
repeated until the condition for adding the window is no longer ful�lled. Note that the
condition for adding a window to a cluster is less stringent than the condition to seed a
cluster, i.e. padd > pseed. Successively the procedure to enlarge the cluster is repeated,
but this time the window is shifted to larger times. If the total charge qc contained in
the pre-cluster is above a given threshold qthr it becomes a cluster candidate. The cluster
candidate is de�ned by its start time tstart and end time tend. Successively, the search for
cluster candidates is restarted for t > tend.

Splitting of cluster candidates:
By splitting the overall event into the cluster candidates, it is already decomposed into all
components which are well separated in time. What is still missing is to extract secondary
events which are on the tail of another event. Figure 4.14 shows that the tail of the pulse
shape can locally be well described by an exponential distribution. If there is another
sub-event superimposed on this tail of the pulse shape, this description no longer works.
Therefore the idea is to use the deviation from an exponential shape to �nd the secondary
events on the tail of the distribution.
To quantitatively evaluate the deviation from the exponential decay at a given (TOF-
corrected) time t, an exponential function fe(t) is �tted to the time interval [t − ∆tf , t]
where ∆tf is a time window over which the exponential approximation is assumed to be
correct. The deviation from the exponential prediction ∆f is evaluated by calculating the
total deviation from the prediction in the window [t, t+ ∆tf ]:

∆f(t) =
∑

i,ti∈[t,t+∆tf ]

fe(ti)− pi, (6.3)

where ti are the bin centers of the histogram containing the overall pulse and pi are the
corresponding bin contents. A typical overall pulse shape along with the resulting ∆f(t)
is shown in �gure 6.2. Events on the tail of the pulse are marked by a bipolar pulse in
f(t). Thus, an additional event on the tail of the pulse in the cluster is identi�ed if the
deviation from the expected pulse is above a threshold ∆fthr. The time at which the
cluster candidate is best split is successively determined by �nding the closest minimum
in ∆f with a time smaller than the time where ∆fthr was crossed. To prevent multiple
splittings of the cluster candidate due to one secondary event, no further splittings can
occur after ∆f has crossed ∆fthr until ∆f has fallen below ∆fend. Additionally, as the
pulse shape at the start of the primary event strongly depends on the exact event type and
on the quality of the barycenter determination, no splitting is allowed for t < tstart + tno
to avoid false splittings of the primary pulse. The found splitting point is also shown in
�gure 6.2.

6.2.2 Performance

To check the performance of the clustering, the muon tagging e�ciency was studied using
a data set of 3400 simulated νµ-CC interactions. On each of the simulated events, the
clustering was applied. As most of the secondary clusters correspond to neutron captures
on Hydrogen (visible energy 2.2MeV), only secondary clusters with an estimated energy
of more than T µthr = 2.43MeV are taken into account for the estimation of the clustering
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Figure 6.2: A typical, overall, TOF-corrected photon pulse of an event induced by a CC
interaction of a νµ (left) and the corresponding deviations ∆f from the exponential prediction
(compare equation (6.3)) as a function of the TOF-corrected photon hit time. The vertical red
line indicates the positions, where the cluster candidate was split. The inlay shows a zoom into
the region around the splitting time of the clusters, showing additionally the threshold level
(dashed blue line) and the cluster end threshold (dotted blue line).

performance.
Figure 6.3 shows the distribution of the time di�erences from a muon decay (whose time
is determined from the MC-truth) to the cluster closest in time which has an energy above
T µthr. It shows a Gaussian distribution with �anks to the left and to the right. The right
�ank can be reduced by requiring a muon decay time of at least 2µs (see red distribution
in �gure 6.3). For t < 2µs, the event is typically on the tail of the primary event thus
only the upper end of the rising �ank is visible which leads the cluster to be reconstructed
with a slightly too high time.
Due to the tails, the muon detection e�ciency is not determined using a �t but by using
cuts. All events with ∆t ∈ [−20 ns, 50 ns] are counted as signal events. The expected
background in this region is investigated using a window of the same size far away from
the peak (∆t ∈ [−170ns, −100ns]). It is found to be below 0.7%. The resulting e�ciency
as a function of the time after the primary event is displayed in �gure 6.4. Additionally,
the overall muon tagging e�ciencies are shown in table 6.2. The e�ciency for tagging µ+

is signi�cantly higher than the e�ciency for tagging µ− because stopped µ− can replace
an electron of an atomic shell and thus form a muonic atom. If this is the case, apart
from the muon decay, there is also a second decay mode where the muon interacts with
the nucleus of the capturing atom. In this direct reaction, often no electron is formed and
the energy of the muon is nearly totally transferred to the produced νµ, which greatly
reduces the deposited energy in the scintillator. Additionally, the resulting nuclear recoil
is strongly quenched in LSc. Hence the associated cluster is often below the threshold
imposed by the neutron capture. As the nucleus and the µ+ are both positively charged,
such a scenario is not possible for µ+. The decay tagging e�ciency declines with the
clusters getting closer to the primary event, as the events have to surpass the pulse from
the primary event which rises towards smaller times. For t < 200µs, it is practically
zero due to the inhibit after the start of the cluster candidate for the primary event.
To crosscheck whether the acquired clusters are actually due to muon decays, �gure 6.5
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data set muon decay tagging e�ciency [%]
µ+ and µ− 91.0± 1.9
µ− 88± 3
µ+ 92.4± 2.5

Table 6.2: The resulting overall muon-tagging e�ciency for both, µ± as well as for a data set
containing only µ− and µ+.

shows the distribution of the time after the primary event associated to the found clusters
which were tagged as muon decay candidates. A �t with an exponential to the tail of the
distribution results in a muon life time of τµ = (2.11± 0.04)µs which is well compatible7

with the literature value τµ = 2.196µs [21], supporting the hypothesis that the clusters
really are associated to muons.

6.3 Energy reconstruction and migration matrices

As the neutrino oscillation probability is a function of the energy, a precise reconstruction
of the initial kinetic energy of the neutrino signi�cantly increases the predictive power
of oscillation experiments compared to experiments where only the number of neutrino
events is counted. In contained CC-events, the total neutrino energy is deposited in the
LSc. Thus, the �rst approach to reconstruct the neutrino energy is to use LENA as a fully
scintillating calorimeter and to determine the neutrino energy from the visible energy of

7The deviation of the �tted value from the literature value is about 2-σ and thus might well be due to
statistical �uctuations. Additionally, the small changes in e�ciency with time (see �gure 6.4) contribute
to the deviation from the literature value.
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the primary event.
To reconstruct the energy of the primary event, the algorithm8 to determine the initial
kinetic energy already described in section 4.3 is used.

The energy response of a detector is generally described by the detector response, which
is the PDF P (Erec

ν |Etrue
ν ) to reconstruct the neutrino energy to be Erec

ν given the true
energy of the incident neutrino is Etrue

ν . As the events are much too complicated to de-
termine the detector response analytically, it has to be determined from MC simulations
which requires a binning in energy. The quantity corresponding to P (Erec

ν |Etrue
ν ) in the

binned case is the migration matrix Eij which describes the probability to reconstruct
the neutrino energy Erec

ν in the bin i while the true neutrino energy Etrue
ν is in the bin j.

Note, that the migration matrix is still normalized9 in each Etrue
ν -bin, i.e.

Nbins∑
i=1

Eij = 1 ∀j, (6.4)

where Nbins is the number of energy bins used. As the absolute energy resolution dete-
riorates with energy, a non-uniform binning was used. For energies below 5GeV a bin
size of 0.2GeV was used while 0.5GeV bins were used for higher energies. The resulting
migration matrix for νe-CC events is shown in �gure 6.6 along with the distribution of
the relative energy deviations. A clear correlation between reconstructed and true energy
is visible resulting in a relative energy resolution of about 9%. Note, however, that the

8As this analysis was done with an earlier version of the algorithm, instead of the data plotted in
�gure 4.4 a �t to this data with a polynomial of order 3 was used to determine the calibration constant
kcal (see section 4.3).

9Often the migration matrix is not normalized to one but to the e�ciency for the respective bin and
the respective channel, see e.g. [116]. As no energy dependent e�ciencies exist for LENA, this is not done
in this work.
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Figure 6.7: The energy migration matrix, i.e., the binned PDF to reconstruct Erec
ν given Etrue

ν ,
for NC events (left) and for contained νµ-CC interactions (right). The range of the incident
neutrino energies is from 1GeV to 10GeV. Note, that the statistics for the νµ event is much
lower than in �gure 6.6 due to the containment cut for the muon required.

distribution of the deviations features a strongly non-Gaussian shape. Thus, a Gaussian
description of the deviations of the energy resolution is not su�cient but the whole migra-
tion matrix has to be used instead. The corresponding result for NC-type events, which is
shown in �gure 6.7 (left), has a completely di�erent behavior: Due to the invisible energy
in the exit channel, the reconstructed energy features a broad shoulder ranging from the
true neutrino energy down to zero. This shifts the mean reconstructed energy to smaller
energies and thus away from the main oscillation maximum. To increase the energy reso-
lution in the NC channel, a direction and energy reconstruction of the produced particles
would be necessary.



100 CHAPTER 6. RECONSTRUCTION OF HIGH ENERGY NEUTRINO EVENTS

 true
ν/Erec

ν E
0 0.2 0.4 0.6 0.8 1 1.2 1.4

 e
ve

n
ts

 / 
0.

2 
(n

o
rm

al
iz

ed
)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045
 < 5 GeVtrue

ν4 GeV < E

 < 8 GeVtrue
ν7 GeV < E

 < 10 GeVtrue
ν9 GeV < E

Figure 6.8: The distribution of the relative
reconstructed energy of ντ -CC events for var-
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While νe-CC events and NC events simulated in the center of the detector are generally
relatively well contained, this is not the case for νµ-CC events due to the high penetrating
power of the muon. Thus, similar to section 5.4, only events featuring a fully contained
primary muon have been taken into account. The resulting migration matrix is shown in
the right plot of �gure 6.7 and shows a very similar behavior to the νe-CC case. For the
rare ντ -CC events, a technical problem occurred: While the cross-section used in the GE-
NIE neutrino event generator deviates from zero for true neutrino energies starting from
∼ 3.5GeV, only events with Etrue

ν & 4GeV where produced by the event generator10. As
this discrepancy leads to problems in the further analysis, the migration matrices obtained
from the simulation were extrapolated down to 3GeV. This extrapolation was done under
the assumption that the distribution of the relative reconstructed energy is independent
of the neutrino energy, which seems to be a good approximation for the simulated energy
range (see �gure 6.8). Using this approximation, events can be arti�cially sampled from
the overall relative reconstructed energy distribution from the simulation and added to
the migration matrix. It is shown in �gure 6.9.
The relevance of the migration matrices for the estimation of the LENA physics reach is
discussed in section 6.6.

Comparing the resulting resolutions with other detectors, the power of the approach to
use LENA as a fully scintillating calorimeter becomes obvious: A water Cerenkov based
detector often does not see any light from heavier hadronic components like nucleons as
they are typically below the Cerenkov threshold. Therefore, the only viable possibility
is to assume a quasielastic event and to kinematically reconstruct the neutrino energy
from the lepton energy and direction. This approach obviously does not work properly
for other event types and even for QEL events it is signi�cantly �awed due to the Fermi-

10This problem was reproduced with di�erent versions of GENIE.
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motion of the nucleons in the nucleus. Already at sub-GeV energies, this de�cit shows
up in additional peaks in the distribution of reconstructed energies [116]. Even for a
liquid argon based detector (see e.g. [117]), which is basically able to fully reconstruct the
interaction, an energy resolution of 150MeV is expected in the energy range from 1GeV
to 10GeV [118]. This corresponds to a relative energy resolution between 15% and 1.5%
and thus is in the same region as the relative resolution (8%) expected for the LENA
detector.

6.4 The backtracking-algorithm

As already mentioned at the start of this chapter, a likelihood-based tracking requires a
relatively good knowledge of the event. Thus, additional algorithms are necessary which
o�er a possibility to create an image of an event without requiring any prior knowledge
of the event. One of the proposed algorithms is the backtracking algorithm, which is
presented in section 6.4.1. It allows to associate a �gure of merit fFOM(r) to each point r
in the detector which is correlated to the number of photons emitted in the close vicinity
of r. While the algorithm was invented by the author of this thesis, it is currently further
developed by Kai Loo11 aiming to get the relevant physics parameters from the obtained
�gure of merit. In section 6.4.2, an algorithm developed by the author of this thesis is
presented, which allows to determine the vertex of the interaction from the obtained fFOM.
To verify that the backtracking algorithm is applicable to data from a real experiment,
it was shown in [119] that it can be used to reconstruct muons transversing the Borexino
detector. The main result of this work are summarized in section 6.4.3.

6.4.1 Algorithm

The idea of the algorithm is based on the observation, that for larger PMT occupancies,
the PDF for the �rst photon hit time of an OM features a nearly Gaussian shape and is
nearly independent of the number of photons (see �gure 4.15). To exclude OMs which are
far away from the event and thus feature a low occupancy, only OMs with a charge of at
least qt = 10photo-electrons are considered in the algorithm. Due to the narrow shape of
the PDF for the arrival times of the �rst photons, the arrival time is relatively well de�ned
by the TOF from the particle vertex to the OM on which the photon was detected. Thus,
if multiple photons would be emitted from a point r in the detector, a peak would be
expected in the time spectrum of the �rst hits after a TOF-correction with respect to r.
Figure 6.10 shows the TOF-corrected �rst hit time spectrum of a 2GeV muon traveling
from the center of the detector along the positive z-axis for two di�erent r. As expected
the distribution resulting from a TOF-correction with respect to a point on the track,
i.e. to a point where multiple photons were emitted, shows a clearly visible peak while
the distribution originating from the TOF-correction with respect to a point far o� the
track, i.e. a point where no photons were emitted, only shows a �at shape. Based on this
observation, the general idea to determine at which points in the detector photons were
created is to look for peaks in the relevant TOF-corrected �rst hit time spectra.

To qualify whether a TOF-corrected �rst hit time spectrum features a peak, �rst an

11University of Jyväskylä, Department of Physics, Finland
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intermediate function h(r, ξ, t) is de�ned:

h(r, ξ, t) =

qi>qt∑
i=1

[
tTOF(r, ri, ti)− ξ

]
· exp

{
− [tTOF(r, ri, ti)− ξ]2

2σ2
bt

}
, (6.5)

where ξ is a helper variable, t are the �rst hit times of the OMs, tTOF(r, ri, ti) is the
TOF-corrected time corresponding to a photon emitted at r and detected at the OM
at the position ri and at the time ti as de�ned in equation (4.12) and σbt = 1ns is a
parameter of the algorithm which should roughly correspond to the standard deviation
of the peak in the TOF-corrected hit time spectrum. The sum is running over all OMs
with a total acquired charge of at least qt. h(r, ξ, t) constitutes a sum of derived Gaussian
functions in ξ for each �rst hit, with the center of the Gaussian being at the TOF-corrected
hit-time of the corresponding �rst hit. As a derived Gaussian is a bipolar function, the
sum of the derived Gaussians approximately cancels out if the underlying distribution of
the �rst TOF-corrected hit-times is �at. Contrary, if the underlying �rst TOF-corrected
hit-times are correlated, i.e. the distribution shows a peak, a positive interference takes
place leading to large absolute values of h.
To condense the information contained in h(r, ξ, t) into one single �gure of merit, �rst
the squared modulus of h is calculated. The resulting function is shown in �gure 6.11 as
a function of ξ for two di�erent candidate photon emission points: The candidate point
corresponding to the photon vertex leads to a much larger amplitude than the candidate
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point far o� the track. Finally, the �gure of merit is de�ned by

fFOM(r|t) =

∞∫
−∞

|h(r, ξ, t)|2dξ (6.6)

=

√
πσbt
4

2σ2
btNa−

∑
qi>qt

j>i∑
qj>qt

[
(ti − tj)2 − 2σ2

bt

]
exp

[
−(ti − tj)2

4σ2
bt

],(6.7)
where Na is the number of OMs with qi > 10 and ti = tTOF(r, ri, ti). Due to the dou-
ble sum in the analytical evaluation of equation (6.7), for detectors with a high number
of OMs like LENA it is actually faster to evaluate equation (6.6) numerically while for
smaller detectors like Borexino, the analytical calculation is preferable.

The left panel of �gure 6.12 shows a slice of the backtracking estimator resulting from a
1GeV muon starting from the center of the detector along the positive x-axis. The shown
slice corresponds to the x-y plane with z = 0. The left plot on �gure 6.12 depicts the
case if only �rst hits are used. Comparing the color coding to the particle track shown
(black arrow) the correlation between the track and fFOM(r) is clear and the direction
of the track is nicely resolved. Even the deviation from a straight line is visible. The
point with the highest �gure of merit is positioned on the track at about 50 cm from the
start point. The end of the track is not resolved very clearly, especially no Bragg-peak is
visible. This behavior can be understood by looking at �gure 5.1: The spherical �rst-light
front originating from the start of the track is seen by lots of OMs which leads to the
high peak at the start of the track. As the number of photons emitted from each point on
the track is �nite, not only the �rst light front but also the light fronts arriving shortly
afterwards are sampled by the backtracking algorithm which leads to the shift of the point
with maximum FOM along the track. The light front from the end of the track is seen by
a smaller number of OMs which leads to the suppression of the later parts of the track.
Additionally, for the very �nal part of the track, v ≈ c0 no longer holds. Thus, the light
can overtake the particle and therefore the light front, which is interpreted as coming
from the end of the track, actually corresponds to the point of the track where v ∼ c0/n.
On the right of �gure 6.12 an event with two muons is shown, whose initial directions
include a 45 deg angle: Both particle tracks are resolved, showing the capability of the
backtracking to also deal with more complicated events.

6.4.2 Vertex �nding

In section 6.4.1 it was found, that the maximum FOM of the backtracking algorithm tends
to be close to the start of the track. This general feature of the backtracking algorithm can
be used to determine the vertex position rs of events containing full simulated neutrino
interactions. First, the position rFOMmax of the maximum of the FOM is determined using
the SIMPLEX algorithm as implemented in the MINUIT [107] �tting package.
In a second step, the shift of the maximum of the FOM along the track, as already
observed in �gure 6.12, has to be corrected. For this, it is assumed that the principal
direction of the event is determined by the direction of the incoming neutrino d̂ν (see
equation (6.1)). Thus, the deviation of the event position along the beam direction is
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Figure 6.12: The backtracking estimator fFOM(r) as a function of x and y for z = 0 for an
event containing a 1GeV muon starting from the center of the detector and starting along the
positive x-axis (left) and for two 1GeV muons starting in the center of the detector with an angle
of 45 deg between the tracks. The black arrow shows the MC truth information: It connects the
start and the end point of the particles. Note that these events were created in the context
of the investigations for the single track reconstruction and thus feature the simulation set-up
presented in section 4.1.

de�ned as:
∆‖ = (rFOMmax − rtrues ) · d̂ν , (6.8)

where rtrues = (0, 0, 0) is the true vertex position. Figure 6.13 shows the distribution of ∆‖
as a function of the reconstructed neutrino energy with a systematic o�set being clearly
visible. To correct for this o�set, the means of the obtained distributions are �tted with
a polynomial of order two. The polynomial resulting from the �t

f∆‖(Erec
ν ) = 16.42 cm +

Erec
ν

MeV

(
0.0039− Erec

ν

MeV
· 2.42 · 10−7

)
cm (6.9)

is also shown in Figure 6.13 as a red line. Thus, the �nal vertex position can be determined
as:

rs = rFOMmax − d̂ν · f∆‖(Erec
ν ). (6.10)

Note, that when the interaction vertex is not �xed to the center of the detector, the cor-
rection function will most likely also depend on the position of rFOMmax , i.e. f∆‖(Erec

ν , rFOMmax ).
Thus, the determination of the required shift in beam direction will have to be performed
on a grid for the whole detector.

Figure 6.14 shows the distribution of the x-components of the reconstructed vertex for
simulated events with vertices in the center of the detector. It can be nicely �tted with a
Gaussian distribution with a standard deviation of about 9.5 cm and shows no signi�cant
o�set. The corresponding distributions of the y- and z-components of the resulting vertex
positions are shown in �gure 6.15 along with their standard deviations. Even though these
distributions cannot be properly described by Gaussian functions, they do not feature any
long tails towards higher deviations from zero. Their standard deviations are about 7 cm
which is below the width obtained in x-direction as the x-axis is nearly parallel to the
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reconstructed vertices of 6200 simulated νe-CC interactions. The true vertex is in the center of
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additionally displayed for each plot.

beam direction: Apart from the uncertainty in the position of the maximum FOM, also
the spread of the required corrections along the beam axis contributes to the obtained
resolution. The zs-distribution is slightly broader than the ys-distribution. This is due
to the geometry of the LENA detector which does not allow for a good use of the timing
information to determine the z-position of an event. This has already been discussed in
section 4.5.1. Additionally, the small component of d̂ν in z-direction also has a negative
in�uence on the resolution in zs.
In summary, it can be stated that the vertex reconstruction works reliably with a resolu-
tion better than 10 cm in each direction.
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6.4.3 Application to muons in Borexino

To show the applicability of the backtracking algorithm to data from a real detector,
in [119] the algorithm as been used to reconstruct high energetic cosmic muons passing
through the Borexino detector (see section 2.3.2). As these events lead to a saturation
of the Borexino electronics, only the timing information of the PMTs is usable, which is
su�cient for the backtracking algorithm. Note, that the coordinate system in Borexino is
de�ned in a way, that the z-axis points upwards and the x-axis includes an angle of 6.2 deg
with theCERNNeutrinos toGran Sassos (CNGSs) beam from CERN to Gran Sasso [66].

Adaption of the algorithm to Borexino:
Due to the geometry of Borexino and due to the fact that the muon track spans the
whole detector, the suppression of the later parts of the particle tracks was found to
be even more pronounced than observed in �gure 6.12. To improve the situation, the
algorithm was adapted to consider only TOF-corrected hits in a window around the
maximum position tTOFmax in the distribution of the TOF-corrected hits: Only hits with
tTOF ∈ [tTOFmax − 5 ns, tTOFmax + 10 ns] are considered which signi�cantly increases the visibility
of the late parts of the track. To match the expected resolution, the FOM is determined
on a regular grid with 20 cm spacing. An example of the obtained FOM-grid for a cosmic
muon is shown in �gure 6.16.

Determination of the track parameters:
A �rst estimation of the muon track can be obtained by connecting two points which are
located close to the track: The �rst can be obtained from the position of the maximum
of the FOM and the second from a weighted barycenter of the PMTs with a hit time in
the �rst 5 ns of the event. To improve the accuracy of the reconstructed muon, a straight
line was �tted to the obtained fFOM(r)-values, using the results from the �rst estimation
of the track as start parameters (for details see [119]). An example event containing a
cosmic muon with a �tted track is shown in �gure 6.17.

Veri�cation of the �t results:
When discussing the backtracking algorithm, the basic idea is that the photons belonging
to the peak in the TOF-corrected hit-time spectrum are emitted from the point used for
the TOF-correction. This means that the TOF-corrected hit time of the peak corresponds
to the time the �rst photons were emitted from this point which roughly corresponds to
the time at which the muon passed this point. Based on this idea, the photon emission
times are determined for grid points closer than 20 cm to the track and with a FOM of
at least 1/3 of the maximum FOM. By plotting the resulting values as a function of the
distance of the corresponding points to the entry point of the muon, the reconstructed
track can be veri�ed: For a well �tted muon, the distance should be a linear function of
the photon emission time with the slope corresponding to the speed of light in vacuum.
Thus, the obtained data is �tted with a linear function. Figure 6.18 shows two examples
of such �ts, one for a well �tted event (left) and one for a badly �tted event (right). Based
on the results from these �ts, wrongly reconstructed tracks can be rejected: For a track
to be accepted, it has to satisfy the empirical conditions

|v − c0| < 1 · 108 m/s and (6.11)

χ2/NDF < 5, (6.12)
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Figure 6.16: The FOM of a cosmogenic
muon as a function of u and z, where u is a
coordinate perpendicular to the z-axis which
was chosen in a way that the muon track is in
the u-z-plane [119]. The color coding indicates
fFOM(r). The dashed circles indicate the two
nylon-vessels of Borexino.

Figure 6.17: The FOM of a cosmogenic
muon as a function of u and z, where u is a
coordinate perpendicular to the z-axis which
was chosen in a way that the muon track is
in the u-z-plane [119]. The color coding indi-
cates fFOM(r). The black line shows the result
of a line �t to the obtained fFOM(r), the as-
terisks indicate the points which were used to
construct a line for seeding the �t: The max-
imum position of the smoothed FOM and the
barycenter of the early hits. The dashed circles
indicate the two nylon-vessels of Borexino.

v = 3.36 · 108 m/s, χ2/NDF = 0.3 v = 1.37 · 108 m/s, χ2/NDF = 20.5

Figure 6.18: The reconstructed emission time of the photons as a function of the distance of
the photon emission points from the vertex for a well reconstructed event (left) and a badly
reconstructed event (right) [119]. Only photon emission points with a distance to the recon-
structed track of less than 20 cm and with a FOM of at least 1/3 of the maximum FOM are
shown. The obtained data is �tted with a straight line. The obtained velocities and reduced χ2

values resulting from the �ts are shown below the images.
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Backtracking ID Tracking OD Tracking
σα [deg] 1.63± 0.10 2.44± 0.19 3.01± 0.15
σy [cm] 35± 4 36± 5 28± 7
σz [cm] 38± 4 31± 6 45± 7

Table 6.3: The angular (σα) and spatial (σx,y) resolutions for the backtracking algorithm [119]
compared to the resolutions of the existing inner detector (ID) and outer detector (OD) muon
reconstruction algorithms [66, 52]. The values have been obtained from high energetic muons
created by neutrino interactions of CNGS neutrinos in the rock surrounding Borexino's experi-
mental hall, which were detected by Borexino and OPERA.

where v is the velocity resulting from the linear �t12 and χ2/NDF is its reduced χ2 value.
As the algorithm does not return any errors for the reconstructed emission time, they are
arbitrarily assumed to be 1 ns. Therefore, the reduced χ2 value is arbitrary, i.e. it scales
inversely proportional to the squared error of the reconstructed time. Nevertheless, it still
can be used to discriminate between good and bad �ts as good �ts will always have a
better reduced χ2 than the bad �ts.

Performance:
To test the performance of the algorithm, muons have been selected which were created by
neutrino interactions from the high energetic CNGS beam [120] in the rock surrounding
the experimental hall and were detected in Borexino and in OPERA [120]. As the reso-
lution of the OPERA muon tracker is an order of magnitude better than the resolution
expected for the Borexino muon reconstruction [121], it provides the true directions and
positions of the tracks which allows to determine the resolution of the tracking algorithm.
From the 770 observed tracks, 667 passed the criteria of a good �t [119] corresponding
to (86.6 ± 0.13)%. Table 6.3 shows the obtained performance of the backtracking al-
gorithm. Additionally, the performance of the established Borexino muon reconstruction
algorithms [66, 52] using the data of the inner detector (ID) and of the outer detector (OD)
as determined from the same data set is listed. While achieving a similar performance in
the lateral resolution, the angular resolution of the backtracking algorithm is signi�cantly
better than the angular resolution of the established tracking algorithms. Note that for
muons created by neutrinos from the CNGS-beam which are transversing Borexino from
one side to the other, the performance of the OD tracking is signi�cantly worse compared
to cosmogenic muons coming from above as the layout of the OD PMTs is designed for
the latter type of muons.

Additional capabilities:
While the backtracking algorithm shows a better performance than the established track-
ing algorithms in Borexino, this increase in performance will not increase the capabilities
of the experiment signi�cantly as the old algorithms already provide enough information
for suppressing radioactivity induced by cosmogenic muons [52]. However, there are more
complicated types of muon events in Borexino, which cannot be treated with the old al-
gorithms and thus require a veto on the total detector which reduces the e�ciency. The

12Note that no constraint on the velocity of the particle v was applied in the �t. Thus, resulting
velocities v > c0 are possible.
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Figure 6.19: The FOM of a cosmogenic
muon which was stopped in Borexino as a func-
tion of u and z, where u is a coordinate perpen-
dicular to the z axis which was chosen in a way
that the muon track is in the u-z-plane [119].
The color coding indicates fFOM(r). The black
line shows the result of a �t with the black dot
marking the �tted end of the track.

Figure 6.20: The FOM of two cosmogenic
muons simultaneously passing through the
Borexino detector as a function of x and y
for z = 0 [119]. The color coding indicates
fFOM(x, y, z = 0). Two maxima are visible
which correspond to the crossing points of the
muons and the x-y-plane.

backtracking on the other hand is capable of dealing with these events.

Not all cosmogenic muons transverse the whole Borexino detector, some are stopped
inside Borexino. As the established tracking algorithms reconstruct an entry and an exit
point, they cannot handle these events. Figure 6.19 shows the FOM of such an event: The
stopped muon track is clearly visible. Based on this observation, an algorithm was devel-
oped which identi�es these events. Moreover, the �t was expanded to be able to �t these
events and to determine the stopping point of the muon [119]. The muon track result-
ing from this �t along with the found end point of the track is also indicated in �gure 6.19.

Another, more complicated event type is caused by the production mechanism of cos-
mogenic muons: Cosmogenic muons are produced in showers induced by cosmic radiation
in the earth atmosphere. Often, this results in the production of more than one muon
with quasi-parallel momenta due to the boost of the shower system. Thus, there are
events featuring multiple simultaneous muons traveling through Borexino which cannot
be dealt with the established algorithms. While no �t is available for two muon events
yet, in �gure 6.20, which shows the FOM in the x-y-plane, the two crossing points of the
muons are clearly visible. This shows the ability of the backtracking algorithm to deal
also with these more complicated events.
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Figure 6.21: A sketch showing an event with two particles traveling on a straight line as seen
in a view along the z-axis. The black arrows indicate the particle tracks, the green lines show
the path the �rst light which is detected has to travel to the PMT and the red lines show the
light path which is assumed for the TOF correction with respect to the vertex.

6.5 Estimation of the track multiplicity and the direc-

tion of signi�cant tracks

In section 6.4.2 an algorithm was presented which determines the position of the primary
vertex with ∼10 cm accuracy. This allows to gain additional information by perform-
ing a TOF-correction with respect to the primary vertex instead of performing a TOF-
correction with respect to the barycenter. The basic idea is sketched in �gure 6.21: As
can be seen from �gure 5.1, the �rst photons arriving on the OMs which are in track
direction are emitted close to the end point of the track. Thus, their expected arrival
time on the OM is

t0 = ts + tp + tγ = t0 + tp +
ndγ
c0

(6.13)

where ts is the start time of the event, tp is the time the particle travels from its start to its
end point and tγ is the TOF of the photon. The corresponding distances are introduced
in �gure 6.21. Thus, the time after TOF-correction with respect to the vertex rs is

t0,TOFrs = t0 + tp +
n

c0

(dγ − dc) . (6.14)

It is minimal if dγ − dc is minimal. From �gure 6.21 it can be seen, that this is the
case if the OM which detected the photon is directly on the extension of the track. This
means, that the direction of the tracks can be determined by looking at the position
of the OM with the smallest TOF-corrected hit time. Note that for the detected �rst
photons from the start point, which are expected on the wall in opposite track direction
(see �gure 5.1), the TOF-correction is done with respect to the correct point, i.e., for
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these photons t0,TOFrs ≈ t0 while for the points belonging to the minima, t0,TOFrs < 0 as the
particle travels with v = c0 while the photon speed assumed for the TOF-correction is
only c0/n.

6.5.1 Algorithm

The determination of the minima on the wall is conducted in multiple, consecutive steps:

Selecting OMs with a high occupancy:
As, similar to the backtracking algorithm from section 6.4, only the �rst photon light
front is relevant, only OMs with a high occupancy provide the required information. In
this case, this is simply done by requiring

|zs − zi| < 20m, (6.15)

where zi is the z-position of the PMT.

Determination of the start time of the event:
In a next step, t0 is determined. As all neutrinos arrive from the same direction, the
relativistic boost ensures that basically all tracks are pointing in forward direction. Thus,
the wall facing in the direction to CERN should sample the �rst photon light front of
the vertex, i.e. after TOF-correction, the obtained times should be approximately t0.
Therefore, t0 is determined from the average t0,TOFrs of all OMs ful�lling the condition(

ϕi − ϕCERNOM

∆ϕOM

)2

+

(
zi − zCERNOM

∆zOM

)2

< r2
max, (6.16)

where (ϕCERNOM , zCERNOM ) are the coordinates of the OM closest to the connection between rs
and CERN, ∆ϕOM and ∆zOM are the ϕ and z distances between two adjacent OMs and
rmax = 5.2 de�nes the size of the region from which t0 is de�ned. Apart from the mean,
also the spread σt0 of all t

0,TOF
rs is determined on this region.

De�nition of a region of interest:
Before the actual region of interest (ROI) is de�ned, �rst a candidate ROI is de�ned. It
consists of all OMs ful�lling the condition

t0,TOFrs < t0 − 3σt0 . (6.17)

Next, isolated OMs are removed from the ROI-candidate. Subsequently, the ROI-candidate
is the split into simply connected13 sub-ROIs and all simply-connected sub-ROIs contain-
ing less than 4 OMs are discarded. Finally, the ROI is de�ned as the smallest rectangle
containing all simply connected sub-ROIs. To avoid boundary e�ects, the ROI is subse-
quently enlarged by ±2m in z-direction and ±0.2 rad in ϕ-direction.

Minima �nding:
To determine the minima positions, �rst the statistical �uctuations of the arrival times

13A ROI is simply connected if for all possible pairs of points x,y from the ROI, there exists a continuous
connection between the points which does not leave the ROI.
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Figure 6.22: LENA event display showing a DIS νe-CC event containing a π0. The interaction
vertex is in the center of the detector. The colored circles show the detector response: The areas
of the circles show the charge of the OMs while the color of the circles shows the TOF-corrected
(with respect to the barycenter) �rst hit times t0i of the respective OMs. The arrows display
the MC-truth information: They connect the vertex and the end point of a particle's trajectory.
Their thickness indicates the kinetic energy of the particle while their color indicates the particle
type: Red arrows indicate e±, and yellow arrows γ-rays.

of the photons on the OMs have to be dealt with. Thus, the discrete set of �rst, TOF-
corrected arrival times t0,TOFrs,i

is transformed into a continuous function of a weighted mean
with Gaussian weights:

t0,TOFrs (ϕ, z) =

ROI∑
i

wi(ϕ, z) · t0,TOFrs,i

ROI∑
i

wi(ϕ, z)

(6.18)

with wi(ϕ, z) =
1

2πσ2
s

exp

[
−(z − zi)2 + (ϕ− ϕi)2ρ2

OM

2σ2
s

]
, (6.19)

with the sums running over all OMs in the ROI. Here, σs = 1.5m is the standard devia-
tion of the Gaussian used for smoothing and ρOM is the mounting radius of the OMs in
LENA. To �nd a minimum, t0,TOFrs (ϕ, z) is evaluated on a grid with size ∆zG = σs and
∆ϕG = σs/(7ρOM). A minimum at the position (ϕmin, zmin) is de�ned as a point which
is smaller than all its neighbors. Note that the local minimum is preferred to the global
minimum here as this allows resolving multiple tracks.
An exemplary νe-CC event is shown in �gure 6.22. The corresponding t0,TOFrs (ϕ, z) is dis-
played in �gure 6.23 for the found ROI along with the positions of the found minima.
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Figure 6.23: The negative, smoothed TOF-corrected hit time −t0,TOFrs (ϕ, z) (see equa-
tion (6.18)) as a function of ϕ and z for the event displayed in �gure 6.22. The shown region
corresponds to the ROI found for this event. The two black dots show the positions of the found
minima. Note that the minima appear as maxima in the plot as the negative t0,TOFrs is plotted
for better color display.

Extraction of the minimas' properties:
Each minimum on the wall corresponds to a possible track. Note that while the minimum
can be created by a track of a single particle, this does not need to be the case. In the
exemplary event shown in �gures 6.22 and 6.23 the minima are caused by electromagnetic
showers. For simplicity, the expression �track� will be used as a substitute for all possi-
bilities for the remainder of this section.
The �rst and most relevant property of a minimum is its position on the wall. It can be
converted into a prototype track direction d̂p assuming that the track which caused the
minimum originates from the found vertex:

d̂p =
rm − rs
|rm − rs|

with rm =

ρOM cos(ϕmin)
ρOM sin(ϕmin)

zmin

 . (6.20)

Apart from the direction of the track, also the depth of the minimum is determined, as it
is correlated to the longitudinal extension of the track. It is de�ned as

∆t0,TOFrs = t0 − t0,TOFrs (ϕmin, zmin). (6.21)

Finally, also the width of the minimum in ϕ and in z direction is determined as it might
be correlated to the kind of particle which created the minimum. Thus, the extension of
the minimum has to be de�ned. This is done by associating all points (ϕi,G, zi,G) on the
grid which ful�ll the condition

t0,TOFrs (ϕi,G, zi,G) < t0,TOFrs (ϕmin, zmin) +
1

2
∆t0,TOFrs (6.22)

and which can be connected to the minimum passing only points which do satisfy con-
dition (6.22) to the minimum. This de�nition does not work properly in case there are
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Figure 6.24: One dimensional sketch of the procedure to determine the width of the minimum,
neglecting the in�uence of the grid. The blue curve represents the smoothed TOF-corrected hit
time t0,TOFrs (z) (see equation (6.18)) as a function of z. It features a minimum at z = zmin.
According to condition 6.22, all z-values with t0,TOFrs (z) below the middle dashed line, i.e., all
points with z ∈ [z1, z2] ∪ [zl, z3], belong to the minimum. As all points which belong to the
minimum have to be connected to zmin passing only z values ful�lling condition 6.22, all z with
z1 < z < z2 drop out as the points between z2 and zl do not ful�ll condition 6.22. Furthermore,
only points belong to the minimum from which the minimum can be reached using a steepest
descent algorithm. As all the points with zu < z < z3 would end up in a local minimum, they
are also removed from the minimum. Hence, the �nal extension of the minimum is zl < z < zu.

overlapping minima. Thus an additional condition is introduced which states that only
points from which the minimum is reached using a steepest descent algorithm belong
to the minimum. The de�nition of the extension of the minimum is illustrated in a
one-dimensional sketch in �gure 6.24. For each minimum, its maximum distance to the
boundary of its extension in positive and negative ϕ and z direction are evaluated and
converted to deviations in direction using equation (6.20).

6.5.2 Performance

To evaluate the performance of the algorithm presented in section 6.5.1, the found tracks
have to be compared to the true tracks. This is done by applying the algorithm to
the simulated νe-CC and νµ-CC events and by testing how well the algorithm is able to
determine the track of the primary lepton.
The �rst arising question is, whether the algorithm is able to �nd the primary lepton track
at all. The criterion used to decide whether the lepton track was successively identi�ed
is that a track-candidate was found, which encloses a smaller angle to the true lepton
direction than to any other true direction of a primary particle. The resulting e�ciency
as a function of the true kinetic energy of the lepton T true

l is displayed in �gure 6.25,
for both νe-CC and νµ-CC events. While being relatively small, T true

l < 0.5GeV, it
monotonously rises with the true kinetic energy of the lepton. This can be understood
from the underlying principle as the depth, and therefore the distinctness of a minimum
is determined by the length of the track which rises with the kinetic energy of the lepton.
That the performance of the algorithm is strongly dependent on the length of the track
can also be seen by comparing the results for νe-CC and νµ-CC events: As the muon
track is much longer than the electron track at the same kinetic energy, the e�ciency for
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Figure 6.25: The fraction of events which feature a track candidate which is enclosed in a
smaller angle to the true lepton track than to any other true primary track as a function of the
true kinetic energy of the lepton T true

l for νe-CC events (left) and νµ-CC events (right). Apart
from the full data set, also two more data sets are shown: The �rst features only events with at
least �ve true primary tracks. For the second data set, additionally the requirement that only
one minimum is found is imposed.

νµ-CC events rises much faster than that for νe-CC: While the former is already basically
equal to one for T true

l & 2GeV, the latter requires T true
l & 7GeV to reach full e�ciency.

Additionally, the deviations from a straight line are much stronger for electron showers
which also smears out the minimum.
While this already looks very promising, two additional checks were performed to make
sure that the relatively good performance of the algorithm is not only due to statistical
luck. First, such a result might be produced by lots of events featuring only one true
track, as this would always lead to a found muon track. To make sure that this is not the
case, the analysis was applied to a data set which features only events with more than �ve
primary particles. Furthermore, a falsely positive result might be caused by lots of events
featuring a huge number of found minima and therefore lots of track-candidates leading
to an increased probability that one of theses tracks is very close to the lepton track
even though the prototype tracks feature a totally random distribution. Thus a third
data set was created and evaluated, which featured only events with at least �ve true
primary particles and only one found prototype track. The resulting e�ciencies of these
two additional data sets are also shown in �gure 6.25. While the resulting e�ciencies are
slightly worse than the e�ciencies for the original data set, they are much too high to be
explained by statistical luck only, thus showing that the found prototype tracks actually
are correlated to the true lepton tracks.
The tracks associated to the true lepton tracks can successively be used to determine
how well the direction of a particle can be resolved with this method. Figure 6.26 shows
the distribution of the angular di�erences between the true lepton track and the closest
found track candidate. With a mean deviation of only about 2.3 deg for νµ-CC events and
4.0 deg for νe-CC events the angular resolution is quite close to the resolutions obtained
in single track �ts (see section 5.4). Note, however, that the condition that the angle
to the closest track is evaluated, statistically suppresses the possible angular di�erences,
thus the results are not directly comparable with the results from the track �ts. Finally,
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Figure 6.26: The distribution of angular dif-
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Figure 6.27: The estimated fraction of all
events in which the deepest found track is also
the track closest to the lepton as a function of
the true kinetic lepton energy T true

l for νe-CC
and νµ-CC events.

the question arises whether it is possible to determine which of the found tracks belongs
to the lepton track. The simplest possible approach is to assume that the candidate track
corresponding to the deepest minimum belongs to the lepton track. The e�ciency of this
assumption in the identi�cation of the track-candidate closest to the lepton track is shown
in �gure 6.27 as a function of the true kinetic energy T true

l of the lepton. It shows that
the assumption is valid most of the time for T true

l & 1GeV. Again, the highly penetrating
muons can be tagged more easily than the electron tracks.
In summary, the presented algorithm shows promising results concerning its applicability
to gain additional information on the event.

6.6 Implications for the LENA mass-hierarchy sensi-

tivity

As already discussed in section 3.2.7 the critical background to use LENA as a far detec-
tor for the CN2PY-neutrino beam is the NC background. It is currently tackled using a
MVA based on BDTs [100]. This currently leads to a reduction of the NC-background
by 1 − εNC = 89% at a signal e�ciency of ενe-CC = 27%. Combining the e�ciencies
for di�erent channels with the migration matrices from section 6.3, the physics reach of
LENA as a far detector can be determined [96]: On the left of �gure 6.28, the resulting
statistical power14 is shown as a function of the exposure in protons on target (POT).
On the right of �gure 6.28 the same plot is shown, but this time assuming a higher signal
e�ciency of ενe-CC = 50% at εNC = 10%. Note that the migration-matrices discussed in
section 6.3 are a crucial input parameter for computation of the projected experimental
sensitivities. Comparing the two results, a signi�cant di�erence in the resulting statistical
powers is visible. For the standard case, even at full exposure the probability to obtain

14The statistical power is de�ned as p = 1− β, where β is the error of type II, i.e. β is the probability
to reject the true hierarchy [106].
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Figure 6.28: The resulting statistical power of the MH determination with LENA as a far
detector for the CN2PY beam as a function of the exposure in protons on target (POT) for the
standard assumptions on the e�ciency for the νe-CC channel, ενe-CC = 27% and NC background
e�ciency, εNC = 11% (left) and for an hypothetic version with ενe-CC = 50% and εNC = 10%
(right) [96]. In both cases the NH is assumed to be true. The shaded region is due to the
variation of the sensitivity with the CP-phase δ. The results shown were computed using the
GLoBES [31, 32] library.

a 5-σ exclusion is between 35% and 95% which means that there is a sizable probability
that the experiment will return no conclusive result at the 5-σ level. Contrary, using the
improved assumptions, the probability for a determination of the MH at the 5-σ level is
above 95% independent of δ. Equally important, a guaranteed statement at the 3-σ level
can already be given at lower exposures of about 8 · 1020 POT.
To go from the standard assumptions to the improved case, the discrimination of the
NC-background has to be improved, i.e., additional parameters with a good discrimina-
tion power have to be added to the BDTs. Good candidates for such parameters are the
results from the algorithms which have been detailed in this chapter.

The parameters presented in the following will be shown in two bins of the reconstructed
energy of the primary cluster of the event: As the simulated neutrino energies start at
1GeV (see section 6.1), the low energy bin is chosen to be TLE = [1GeV, 2GeV], where
the discrimination is most critical due to the shift of the NC events to lower energies (see
section 6.3). To also check the performance at higher energies, the second bin is chosen to
be THE = [5GeV, 6GeV], which is the available bin with the highest reconstructed energy
still containing enough NC events.

Using the clustering algorithm presented in section 6.2, it is possible to determine the
number of found secondary clusters. This can be used to discriminate between νe-CC
and NC events: Especially NC events with a visible energy above the energy threshold
of ∼1GeV are very hard interactions, i.e., they feature a very high momentum transfer
in the GeV range which results in a high number of hadronic particles being produced.
Therefore, these events should feature many produced neutrons and pions resulting in
a high number of detected secondary clusters. νe-CC interactions with the same visible
energy on average feature smaller momentum transfer as a part of the visible energy is de-
posited by the primary lepton. Thus, a smaller number of secondary clusters is expected.
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Figure 6.29: Comparison of the distributions of the number of found secondary clusters for νe-
CC and NC events for reconstructed energies of the primary cluster Tp in the range [1.0, 2.0]GeV
(left) and in the range [5.0, 6.0]GeV (right).

Figure 6.29 shows a comparison of the distributions of the number of found clusters be-
tween νe-CC and NC events for visible energies of the primary cluster Tp from 1GeV to
2GeV and from 5GeV to 6GeV. In both energy ranges, a distinct di�erence between the
found distributions for the two event classes is visible. Thus, the number of secondary
clusters provides an additional input parameter to discriminate between νe-CC and NC
events.

Complementary input parameters for the MVA can be obtained from the algorithm to
estimate candidate tracks presented in section 6.5. The simplest possible parameter is
the number of candidate tracks. Its distribution for νe-CC and NC events is shown in
�gure 6.30 for Tp being in the low-energy bin TLE (left) and in the high-energy bin THE
(right). In the low-energy bin, there are lots of NC-events which do not feature any candi-
date track as the range of produced heavy hadrons is too low to create a visible minimum.
This is not the case for νe-CC events where the electron track is typically found (see sec-
tion 6.5.2) which already creates a usable di�erence between the distribution. Also in
the high-energy bin a di�erence is visible, which, however, looks quite di�erent than in
the low-energy bin: At higher energies the number of found track candidates tends to
be higher for NC events compared to νe-CC events. This shows that to reach deposited
energies in this range, the NC event has to contain multiple high energetic pions which
have a good range and are thus recognized as a track candidate but which are, in contrast
to neutrons and protons, nearly unquenched.
Another additional parameter for the MVA can be obtained considering that the total
transverse momentum of the secondaries of a neutrino event should add up to zero. As
the neutrino in the exit channel of a NC event is not visible in the detector, this does
not hold for the total transverse momentum of the visible secondaries. Thus, NC events
are expected to be more asymmetric than CC events. An asymmetry parameter can be
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Figure 6.30: Comparison of the distributions of the number of found track candidates for νe-CC
and NC events for reconstructed energies of the primary cluster Tp in the range [1.0, 2.0]GeV
(left) and in the range [5.0, 6.0]GeV (right).
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Figure 6.31: Comparison of the distributions of the area-weighted transverse direction of the
event (see equation (6.23)) for νe-CC and NC events for reconstructed energies of the primary
cluster Tp in the range [1.0, 2.0]GeV (left) and in the range [5.0, 6.0]GeV (right).

obtained from the directions of the track-candidates:

dtot⊥ =

Ncandidates∑
i=1

Ai · d⊥i , (6.23)

where Ncandidates is the number of found track candidates, d⊥i is the component of the
direction of the candidate track which is perpendicular to the direction of the incident
neutrinos d̂ν , and Ai is the solid angle covered by the minimum. To determine Ai the
minimum is assumed to be a rectangle in solid angle with the height and width given
by the determined errors in the direction. The resulting distributions for νe-CC and NC
events for the two common energy bins are shown in �gure 6.31. The high-energetic bin,
as expected, shows an excess of NC events at high dtot⊥ compared to νe-CC events. For
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the low-energy bin in contrast, the νe-CC sample shows a higher number of events with
high dtot⊥ . This can be explained as at these energies, typically the hadronic component
does not produce tracks which are long enough to be visible (see the discussion above
about the number of found tracks). Thus, the asymmetry of the νe-CC sample seen here
is dominated by the transverse component of the lepton track which is, of course, not
existent in the NC sample which hence features smaller asymmetries.

The parameters which can be extracted from the algorithms presented in this chapter
will de�nitely improve the situation concerning the capabilities of LENA as a far detector
for the CN2PY neutrino beam and even might be su�cient to get close to the optimistic
case shown in �gure 6.28. However, a much stronger positive e�ect can be obtained once
the di�erent algorithms for visualization of the event (as, e.g., the backtracking algorithm
which was discussed in section 6.4) start to produce results concerning the type, energy
and direction of all primary particles which produce a track featuring a signi�cant length.
This information can successively be re�ned using a likelihood algorithm similar to that
in chapter 5, thus opening the path for discriminating di�erent possible event types using
likelihood ratios. If it is possible to get all this machinery in place, the resulting capabili-
ties of LENA as a far detector for a neutrino beam could signi�cantly be improved. Note,
that all the possible algorithms can, of course, be implemented not only for LENA but
for any other large LSc detector like JUNO.



Chapter 7

Measurement of the attenuation length:

The set-up using a LED as light source

and PMTs as detectors

Due to the huge size of the next generation of liquid scintillator detectors like LENA (see
chapter 3) or JUNO (see section 2.3.3), a high transparency of the LSc is required to be
able to detect photons originating from the center of the detector at the PMTs. This
chapter presents an experiment dedicated to measure the transparency of the LSc.

The quantity characterizing the transparency of a LSc is the attenuation length Λatt.
It is de�ned in section 7.1, where also its importance for LENA is outlined and lessons
from previous experiments are discussed. The set-up resulting from these considerations
is presented in section 7.2. Section 7.3 discusses the data analysis and presents the results
obtained. Finally, section 7.4 describes the underlying features of the experimental set-up
responsible for the systematic errors and considers possible approaches to reduce these
errors.

7.1 Fundamentals

In this section, the considerations leading to the experimental set-up are presented. First,
the attenuation length is de�ned which already yields some consequences for the measure-
ment (see section 7.1.1). Furthermore, the relevance of the attenuation length for LENA
is discussed in section 7.1.2 which sets the required range of the attenuation length the ex-
periment has to cover. Finally, section 7.1.3 discusses lessons learned from measurements
with an UV/Vis-spectrometer.

7.1.1 Light attenuation in a liquid scintillator

A photon propagating an in�nitesimally short distance dl through a scintillator, has a
probability dp of interacting with the scintillator. It is given by [43]

dp =
∑
i

σiρ dl = ρσtot dl, (7.1)
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where the sum runs over all possible interaction processes i of light with the scintillator, σi
is the interaction cross section of the photon with the scintillator and ρ is the mass density
of the scintillator. Note, that σi is constituted from the cross sections of the process on
the various components on the scintillator

σi :=
∑
k

fk
mk

σi,k, (7.2)

where the sum runs over all constituents of the LSc, fk denotes the mass fraction and mk

the molecular mass of the respective component. Furthermore, σi,k is the cross section
of interaction process i for the constituent k. Using this equation, the intensity I(l) of a
parallel monochromatic beam after transversing a distance l through the scintillator can
be predicted (Lambert-Beer-Bouguer-Law) [122]

I(l) = I0 exp

(
− l

Λatt

)
, with Λatt :=

1

ρσ
. (7.3)

Here, I0 = I(l = 0) is the initial intensity of the beam and Λatt is the attenuation length.
A few of the more subtle ingredients of equations (7.1) and (7.3) which are important for
the experiment are listed below:

� Attenuation of light in a scintillator is a composite process consisting of absorp-
tion, absorption with successive reemission, Rayleigh-scattering and Mie-scattering.
Thus, the attenuation length is composed of multiple components:

1

Λatt
=

1

Λabs
+

1

Λscat
=

1

Λabs
+

1

Λabs/re

+
1

ΛRay
+

1

ΛMie
, (7.4)

where Λabs denotes the absorption length, Λabs/re the length for absorption with suc-
cessive reemission, ΛRay the Rayleigh-scattering length and ΛMie the Mie-scattering
length. The scattering lengths, whose e�ects on a parallel beam are summarized
with Λscat, are determined for the LENA LSc in [123]. A more detailed description
of the di�erent interaction processes can be found in [66]. As the scattering lengths
are already determined, an additional measurement of the attenuation length would
allow for a complete description of the optical properties of the LSc.

� As equation (7.3) deals with the intensity of a parallel beam, all scattered compo-
nents of the beam are considered to be lost. Therefore, the experiment has to be
designed to remove scattered light from the measured light as e�ectively as possible.

� As Λatt is generally dependent on the wavelength of the light, equation (7.3) only
holds for a monochromatic beam. Thus, a narrow-band light beam has to be used in
the experiment. In this experiment, 430 nm is chosen as the central wavelength as
it is the wavelength with the highest contribution to the observed signal in a large
LSc detector.

7.1.2 E�ect of the attenuation length on the LENA performance

As the scattering lengths of the LSc have already been measured in [123], they state an
upper boundary for the attenuation length by assuming a perfect scintillator with no
absorption:

Λatt . 25m. (7.5)
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Figure 7.1: The average number of detected photoelectrons for 1MeV electron events as a
function of the attenuation length. For the left (right) panel, a 13.5m (9m) �ducial volume is
assumed. The shaded area indicates the variations due to the uncertainties of the scattering
parameters. The right axis indicates the maximal relative energy resolution ∆Ts/T

true
s which is

achievable due to the photon statistics at 1MeV visible energy (compare equation (4.1)).

Using the LENA simulation1 and the results from [123], the performance of LENA was
evaluated for attenuation lengths up to this boundary. Figure 7.1 shows the average num-
ber of detected photo-electrons as a function of the attenuation length. On the left, the
dependency is shown for a �ducial volume with 13.5m radius (left), corresponding to the
maximally usable �ducial volume due to the reconstruction capabilities (see section 4.5.1).
The e�ect of Λatt on the detector performance is obvious. It is illustrated by the e�ect
on the energy resolution ∆Ts/T

true
s obtainable on the right axis of �gure 7.1. The e�ect

of the attenuation length is even more pronounced if smaller �ducial volumes are used
to suppress external γ-ray background. This is shown on the right panel of �gure 7.1 for
a �ducial volume of 9m corresponding to the �ducial volume of the more background-
sensitive 8B analysis in [41]. Note, that the background-critical analyses, which require
such a small �ducial volume, typically deal with very low visible energies where every
detected photon is valuable.
From the point of view of the experiment, two conclusions can be drawn from these con-
siderations: First, the experiment should be able to cope with attenuation lengths of up
to 25m and second, that for a precise determination of the physics potential of LENA
an equally precise measurement of the attenuation length is required. Thus, a total error
which is signi�cantly below 10% is desirable.

7.1.3 Previous measurements with a UV/Vis-spectrometer

Before the construction of the experiment, the optical transparency of LAB-based scintil-
lators was mostly studied using UV/Vis spectrometers [62, 65, 124, 125, 126]. Typically,
for these experiments, the scintillator is contained in a quartz cuvette with a length of

1To save computation time, the simulation was not conducted using individual OMs but using the
whole detector wall as sensitive area and scaling the light yield appropriately. Note, that the angle-
dependent detection e�ciency due to the LCs (see �gure 4.1) is nevertheless applied. For a detailed
description see [41], section 1.3.1, �Simple Mode�.
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Figure 7.2: The attenuation length of LAB as a function of the wavelength as determined using
a Perkin Elmer LAMBDA 850 UV/Vis-spectrometer with a 10 cm cuvette. The inner error bars
show the statistical errors, the outer error bars the total errors. The raw data was taken from [62].
The LAB investigated was obtained from [58]. At the 430 nm, which is the wavelength used in this
experiment, the determined attenuation length is: Λatt(430 nm) = (9.28+1.4

−1.3(stat)
+5.7
−3.0(syst))m.

about 10 cm. Figure 7.2 shows the attenuation length of LAB as obtained from the
manufacturer (including errors) determined with a Perkin Elmer LAMBDA 850 UV/Vis-
spectrometer and a 10 cm cuvette. Note that the measured sample was taken from the
same badge as the sample measured in this section. The �gure shows one of the big
advantages of the UV/Vis-spectrometer: It covers the whole wavelength range of interest.
On the other hand, the obtained errors are large for attenuation lengths larger than a
few meters. If Λatt & 10m, typically no stronger statement than �the attenation length
is above 10m� is possible, which of course does not comply to the requirements set in
section 7.1.2.
There are two main reasons for the observed large error: Firstly, and most importantly, a
∼10 cm cuvette is not su�cient to measure attenuation lengths above 10m. At an atten-
uation length of 10m, the observed decline in intensity is only 1%. Thus, even the very
precise measurement provided by the UV/Vis spectrometer is not su�cient for a more
accurate result. Secondly, these small deviations lead to a large dependency on system-
atic errors. Furthermore, the length of the scintillator-�lled cuvette is �xed, which means
that the e�ects of light re�ections at the windows of the cuvette and in the quartz glass
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cannot be corrected analytically. Hence, only an approximate correction of these e�ects
is possible.
For the experiment presented here, this means that a much longer light path in the scin-
tillator is required which should be at least a few meters and that this light path has
to be variable to be able to determine the e�ect of the windows from the results of the
measurements. Additionally, the UV-Vis-measurements show that the variability of the
attenuation length in the 430 nm region is small (confer �gure 7.2), thus a spectral width
of the beam of ∼10 nm should be su�cient.

7.2 Experimental set-up

This section presents the experimental set-up resulting from the consideration of the
experimental requirements which has been derived in section 7.1. A predecessor of this
set-up is described in [99]. Section 7.2.1 provides a general overview of the experiment.
Subsequently, section 7.2.2 outlines some general considerations which form the basis of
the �nal data analysis. The following sections cover sub-systems of the experiment in
more detail: The �uid system (see section 7.2.3), the used optics (see section 7.2.4) and
�nally the electronics and data acquisition (DAQ) (see section 7.2.5).

7.2.1 Overview of the set-up

To measure the attenuation length, the intensity of a monochromatic light beam has to be
measured before and after the light transverses the liquid scintillator (see equation (7.3)).
The set-up used for this purpose is sketched in �gure 7.3. The light originates from a
pulsed light-emitting diode (LED) which is coupled into a �ber optics. After exiting
the �ber optics, the light is parallelized using an achromatic lens. A subsequent beam
splitter, divides the light beam into two equal components: The intensity of the �rst part
is monitored using a reference PMT (PMT1). The second part is de�ected by a mirror
and, after passing an additional aperture for further collimation, sent through the tube
onto the second PMT (PMT2) which measures the intensity after the tube. A modular
design was used for the 2� wide tube which allows to assemble the tube in di�erent lengths
from 1m to 5m in 1m steps. In contrast to the 10 cm UV/Vis-spectrometer cell, this long
tube results in a sizable e�ect of the light attenuation even for larger attenuation lengths.
Additionally, as it o�ers the opportunity to measure at di�erent lengths, the modular
design allows to get rid of the e�ects of the front and back windows of the tube. At the
connections between the di�erent components of the tube, additional 1� apertures have
been added to suppress contributions from scattered light. For a further suppression of
scattered light, the tube was coated with a black Chromiumoxide layer using the electro-
chemical INOX-SPECTRAL [127] procedure2.
The sample measured in the experiment consists of pure LAB obtained from the Spanish
company HELM [58]. Thus, it actually does not constitute a full scintillator as the
wavelength shifters are missing. It was measured at each available tube length, starting
with the longest length and successively going to smaller tube lengths. The measurement
was subsequently repeated in the opposite direction i.e. starting from small tube lengths
and going to larger ones.

2The coating procedure was executed by the �rm INOX-COLOR GmbH & Co.KG
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Figure 7.3: A sketch of the set-up used to measure the attenuation-length (not to scale). A
pulsed LED was used as a light source. The produced light is coupled into a �ber optics which
transports the light into a dark-box. The light is successively collimated using an achromatic
lens. In a next step, a bandpass �lter further reduces the wavelength range of the LED. The
resulting nearly parallel light beam is split into two equal parts. One part is directed onto PMT1
to monitor the beam intensity, the other part is coupled into the tube by a mirror. To tighten
the beam, an aperture is installed directly in front of the tube. After passing the modular
measurement tube, which can be �lled with LSc, the beam is detected by PMT2. Additional
apertures are positioned inside the tube to suppress scattered light. Using the modular tube,
light pathes in the scintillator from 1m to 5m can be obtained.

7.2.2 Basic considerations

To determine the attenuation length, the ratios between the intensity after the tube,
as determined with the PMT2, and the intensity before the tube, as determined with
PMT1, have to be measured for multiple lengths. From �gure 7.3, the probability P1 that
a photon which is emitted from the �ber optics is detected by the PMT1 is given by

P1 = PWL · P⊥BS · εPMT1, (7.6)

where PWL is the (wavelength dependent) probability that a photon passes the wavelength
�lter, P⊥BS is the probability that the photon is de�ected onto PMT1 by the beam splitter
and εPMTi is the quantum e�ciency of PMT i(i ∈ {1, 2}). Similarly, the probability for
a photon to be detected by PMT2 after passing through the scintillator-�lled tube with
the length d is3

P f
2 = PWLP

‖
BS ·RM · TA1 · TAG1 · TG1 · TGS1︸ ︷︷ ︸

entrance window

· exp

(
− d

Λatt

)
·TGS2 · TG2 · TAG2︸ ︷︷ ︸

exit window

·εPMT2, (7.7)

where P ‖BS is the probability that a photon passes through the beam splitter without being
de�ected, RM is the re�ectivity of the mirror, TA1 is the transmission of the aperture in

3Note that multiple re�ections between parallel surfaces have been neglected.
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front of the tube. Furthermore, TAG1,2 is the transmission of the air-glass surface of the
entrance and exit window, respectively, TGS1,2 is the transmission of the glass-scintillator
surface of the entrance and exit window and TG1,2 is the bulk transmittance of the entrance
and exit window respectively. Therefore, the ratio of the intensities I1,2 measured with
PMT1 and PMT2 is

ξf =
I2

I1

=
NphP

f
2

NphP1

=
PWLP

‖
BSRMTA1TAG1TG1TGS1TGS2TG2TAG2εPMT2

PWLP⊥BSεPMT1

exp

(
− d

Λatt

)
, (7.8)

= const · exp

(
− d

Λatt

)
(7.9)

which is independent of the number of emitted photons and thus independent of variations
of the light source's intensity. Equation (7.8) is a product of a constant and an exponen-
tial decay. Thus, by measuring at multiple lengths, the constant can be eliminated and
Λatt can be determined.

By altering the length of the tube, the set-up is modi�ed which leads to variations in
the transmissions appearing in equation (7.8) and therefore introduces systematic errors.
As the di�erent parts of the tube are connected with screws, changing the tube length
always involves the risk of slightly moving the tube and therefore also the aperture at
the tube entrance which is �xed to the tube thereby changing TA1. But also the other
components of the optical system might be involved due to vibrations during the mount-
ing process and changing dust levels on the surfaces. This problem can be alleviated
by measuring not only the transmission of the full tube but also the transmission of the
empty tube. The probability to detect a photon at the PMT2 if the tube is empty is

P e
2 = PWL · P ‖BS ·RM · TA1 · TAG1 · TG1 · TAG1︸ ︷︷ ︸

entrance window

·TAG2 · TG2 · TAG2︸ ︷︷ ︸
exit window

·εPMT2 (7.10)

which leads to a ratio between the intensities measured at both PMTs of

ξe =
NphP

e
2

NphP1

=
PWLP

‖
BS ·RM · TA1 · TAG1 · TG1 · TAG1 · TAG2 · TG2 · TAG2 · εPMT2

PWL · P⊥BS · εPMT1

. (7.11)

Taking the ratio of ξf and ξe yields the transmission of the tube

T (d, C,Λatt) =
ξf
ξe

=
TGS1TGS2
TGA1TGA2

exp

(
− d

Λatt

)
= C exp

(
− d

Λatt

)
, (7.12)

which again allows to determine the attenuation length by measuring T for multiple
lengths. Compared to equation (7.8) most of the dependencies of the constant C on
the experiment's parameters are eliminated which signi�cantly reduces systematic errors.
Note, that in order for the parameters to cancel, the set-up must not be changed while
the tube is �lled with LSc which requires a �uid system which is able to handle this task.
For the same reason the experimental procedure is to �rst measure the empty tube, �ll
the tube with LSc and �nally measure the transmission of the full tube. Measuring the
full tube �rst and the empty tube afterwards would not work, as this would require to
clean the windows of the tube in between which could alter the remaining transmissions.
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Figure 7.4: Sketch of the �uid and N2-system in the con�gurations used for scintillator �lling
(left) and for nitrogen �ushing (right). Each segment of the tube is individually connected with
a tube at the bottom to transport the scintillator and at the top to allow the air in the tube to
leave the tube during LSc �lling. During the LSc �lling, the scintillator tube and the exhaust
tubes are connected to a movable scintillator container. The �lling height is regulated via the
height of the LSc container. For nitrogen �ushing, the N2 is pressed through the whole tubing,
passes through the LSc and exits the system through a washing bottle serving as a check valve.

7.2.3 Fluid and nitrogen system

The �uid system has to ful�ll two main tasks: First it has to allow �lling the LSc into the
tube without touching the tube to keep the systematic error under control. Of course, it
also has to provide a possibility for the inverse process, i.e. to transfer the LSc from the
tube to the LSc container. Second, the whole system has to be �ushed with gaseous N2

before the measurements, as oxygen contaminations in the LSc can degrade its optical
properties. For both tasks, the purity of the LSc has to be preserved.

Filling and emptying the tube:
Due to the apertures between the individual tube segments, each of the tube segments has
to have its own LSc access which is provided by a small tube at the bottom. To allow the
air to leave the tube, an additional tube is mounted at the top of each tube segment. This
is schematically shown in �gure 7.4 (left). To avoid air bubbles after the �lling and to
allow for a complete drainage of the LSc, the tube is slightly tilted (slope about 3 cm per
meter of tube). Thus, the scintillator and exhaust tubes can be mounted at the absolute
lowest and highest points of the tube. The scintillator and exhaust tubes are connected
via a hose with a scintillator container whose height can be adjusted with respect to the
tube. Thus, by lifting the container above the tube, the scintillator is transferred to the
tube; by putting the container back on the ground, which is below the level of the tube,
the scintillator is drained.

N2-�ushing:
To �ush the system with gaseous nitrogen, the exhaust hose is disconnected from the LSc
container and connected to the nitrogen feed (see the right scheme on �gure 7.4). Addi-
tionally, the top of the LSc container is connected to a washing bottle serving as a check
valve. Thus, to exit the system, the nitrogen passes through the whole set-up (including
all tubes) to remove the oxygen contained. Moreover, it also passes through the LSc thus
bubbling the LSc which removes some of the oxygen dissolved in the LSc.

Cleanliness:
Contamination of the LSc can occur due to four di�erent reasons:
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� The sample of LSc which is used for measurements can be contaminated before it
reaches the experiment, e.g., during production, �lling or transport. As these steps
are not under the control of the experimenter, basic tests concerning the optical
properties of the LSc are performed using the a UV/Vis spectrometer. Obviously
polluted samples are rejected.

� Before the LSc is �lled into the system, there might be some contaminants in the
system which pollute the LSc as soon as it is �lled into the experimental set-up.
Thus, the system was extensively cleaned before the measurements. First, each
tube segment itself was cleaned using ultra pure water, an industrial detergent and
isopropanol. Successively, the set-up was �lled with ultra pure water (conductivity
between 16MΩ/cm and 18MΩ/cm). The water has been drained and replaced with
fresh ultra-pure water multiple times to get rid of all contaminants. To remove
any residual water from the system and for additional cleaning, the whole system
was �lled with isopropanol which was successively drained. Finally, to remove the
remnant isopropanol and any remnant non-polar impurities, the system was �lled
with LAB which was successively discarded.

� To prevent recontamination of the LSc by the measuring system itself, all the mate-
rials have to be compatible with the LSc. The tube and all additional components
are made of stainless-steel. For additional protection, the tube including all compo-
nent welded to the tube (like the access tubes and the �anges to connect two adja-
cent tube segments) were covered with a chromium-oxide layer, which also reduces
the re�ectivity of the tube (see section 7.2.1 ), using the INOX-SPECTRAL [127]
procedure. This is especially important for the welded joints which would not be
passivated otherwise. The �lling system is made up from stainless steel tubes and
stainless steel braided polytetra�uorethylen (PTFE) hoses. All connections in the
�lling system were made using metal-sealed Swagelok tube-�ttings [128]; while the
tube segments were connected with �uorinated ethylene propylene (FEP)-coated
o-rings.

� Finally, care has to be taken that no dust or other external dirt enters the system
while the tube is dismounted. Thus, while the tube is open, the �uid system is oper-
ated in the nitrogen-�ushing mode. Therefore, a slight overpressure is maintained in
the tube which prevents dust from entering the system. This also keeps the oxygen
levels in the tube low. Additionally, due to the air-conditioning in the new Garching
underground laboratory which includes �lters, the external dust levels in the labo-
ratory are very low (∼309 particles/l for particles with a diameter below 0.3µm and
∼49 particles/l for particles with a diameter above 0.5µm [129]). To keep dust from
entering the tube sections which are currently not used, custom-designed covers
were fabricated for a dust-free sealing of the segments.

7.2.4 Optics

The optics have to provide an adequately parallel light beam which is as monochromatic
as possible for the experiment. Therefore the �rst task is to generate monochromatic
light. Successively, this light has to be formed to a proper beam which �nally has to be
guided right through the tube to the measurement PMT.
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Figure 7.5: The intensity of the light beam
as a function of the wavelength directly after
the �ber optics and after the wavelength �lter
as measured with an Ocean Optics Maya2000
Pro spectrometer. The data taken after the
wavelength �lter was scaled to match the max-
imum of the data without wavelength �lter.
Additionally, both data sets are dark-noise cor-
rected.
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Figure 7.6: The transmission of the win-
dows to the scintillator tube as a function of
the wavelength of the light as measured with
a Perkin Elmer LAMBDA 850 UV/Vis spec-
trometer. Note that the shown transmission
corresponds to the total transmission of the
window, i.e. no correction with respect to the
re�ection at the surfaces was applied.

Generation of monochromatic light:
The optical system starts with the LED4 used as a light source which emits at a center
wavelength of (430 ± 5)nm and a spectral range of 25 nm full width at half maximum
(FWHM) [130]. It is coupled into a �ber-optics5. The spectrum of the light exiting
the �ber was measured with an OceanOptics Maya2000 Pro spectrometer and is shown
in �gure 7.5. Comparing the characteristics of the LED with the data recorded by a
UV/Vis-spectrometer shown in �gure 7.2, such a wide-band beam clearly incorporates
too many wavelengths for a meaningful result. Thus, a wavelength �lter6 with a center
wavelength of 430 nm and a FWHM of 10 nm was used to further narrow the spectral
width of the beam. The spectral composition of the beam after the wavelength �lter is
also shown in �gure 7.5. The remaining spectral with is about 8.5 nm (FWHM) which is
su�ciently small, that no signi�cant variations of the attenuation length are expected in
this wavelength range. Note that the central wavelength of 430 nm, which is used for the
attenuation length measurements, corresponds to the wavelength with the highest contri-
bution to the signal measured in LENA (see section 4.1). Additionally, as can be seen in
�gure 7.6, the used entrance and exit windows of the tube show a good transparency in
the used wavelength range without any spectral features present which could distort the
measurements.

4Roithner Laser, LED 430-33
5ThorLabs, M15L01 105µm, 0.22 NA SAM �ber
6ThorLabs FB430-10
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Generation of a well correlated beam:
A parallel beam can be created by putting a point-like light source in the focal point
of a lens. To generate a light source which is as close to being point-like as possible, a
�ber with a small core diameter of df = 105µm was used to transport the light from
the LED to the optics. Additionally, this solution prevents any stray light from the LED
from entering the dark box. Albeit the small diameter of the �ber, its extension induces
a non-negligible angular divergence of the light. The induced opening angle of the light
beam is

∆αb ∼=
df
2f
, (7.13)

where f is the focal-length of the used lens. Thus, a larger focal length of the lens can
reduce the divergence of the beam. On the other hand, a larger focal length means a larger
distance between the end of the �ber and the lens and therefore results in a lower beam
intensity7. Thus a compromise between angular divergence of the beam and its intensity
has to be found. The lens used in this experiment8 has a focal length of f = 45mm and
a diameter of dl = 1′′, resulting in an angular divergence of ∆αb = 1.2mrad. To avoid a
bad quality of the beam due to lens errors like chromatic aberration, which spoiled the
performance of the beam of the experiment described in [99], an achromatic lens was used
which is corrected for most of the lens errors.
As the maximum diameter of the beam at PMT2 is given by the 1� aperture right in
front of the PMT, the beam generated by a 1� lens is still too wide to be used. Therefore,
it was restricted to a 5mm diameter by the aperture right in front of the tube entrance
window, which means the optimum diameter directly in front of measurement PMT2 is
about 1.6 cm which is well within limits set by the apertures.

Alignment of the beam with the tube:
To align the beam with the LSc tube, the mirror9 was mounted on a variable mount10

which allows to control the beam direction with high precision. While this works well for
the measurements with an empty tube, for a full tube, especially at longer tube lengths,
an additional problem arises: As discussed in section 7.2.3, the system is �ushed with
gaseous nitrogen, which is also passing through the LSc, prior to each measurement. The
nitrogen is taken from a pressurized gas cylinder. Thus, when the nitrogen is taken from
the gas cylinder it adiabatically expands and therefore features a temperature below the
ambient temperature. Hence, the LSc is cooled by the passing nitrogen. Consequently,
when the scintillator is �lled into the measurement tube, it is not in thermal equilibrium
with the surrounding materials. As the scintillator's density depends on its tempera-
ture, a temperature gradient develops with the isothermal surfaces being horizontal. This
translates into a gradient in refractive index which forms in the tube. Due to the small
tilt of the tube required for �lling and emptying the tube (see section 7.2.3), the light
beam passes the surfaces of equal refractive index at a very shallow angle which leads to
a refraction of the beam. This causes a displacement of the beam spot at PMT2 which

7Strictly speaking, this is only true if the numerical aperture of the lens NAl = sin[arctan(dl/2f)] [131]
is smaller than the numerical aperture of the �ber NAf = 0.22. This condition was ful�lled for the lens
used in the experiment.

8ThorLabs, AC254-045-A, 1� diameter
9ThorLabs, BB1-E02, broadband dielectric mirror
10ThorLabs, KM100
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is strong enough to cause clipping and therefore distorts the measurement. This has two
important consequences for the measurement: First of all, it takes time for the situation
to stabilize. Especially at a tube length of 5m, directly after �lling the tube the beam
was found to move quite rapidly which forbids any measurements. Thus, after �lling the
tube, the system was allowed to thermalise for two days prior to the measurement. After
this time, the beam position was found to be stable but still has to be readjusted for the
longest tube lengths.

7.2.5 Light detection and data acquisition

The intensity of the light after the beam splitter and after the measurement tube is
determined using two PMTs11. The diameter of PMT2 is 1.13� which is signi�cantly
larger than the diameter of the �nal aperture used to suppress edge e�ects. To avoid
problems with the linearity of the PMTs, they were operated in photon counting mode.
Therefore, the height of the rectangular pulses of ∆tp ≈ 2µs width provided by the
pulser12 to drive the LED was adjusted to result in 3 to 4 photons detected (on average)
by each of the PMTs during each light pulse. As the FWHM of a single electron pulse is
only 3.1 ns [132] and 5 ns [133], respectively, the probability for two single photon signals
to overlap is very tiny.
As shown in �gure 7.7, the signal obtained by the PMTs is ampli�ed13 and successively
digitized using a fast Analog-to-Digital-Converter (ADC)14 with a sampling frequency
of fs = 500MHz at a resolution of 8 bit. The read out of the ADC is triggered by a
logical signal emitted by the pulser synchronously to each emitted pulse. For each pulse,
2048 samples are acquired corresponding to an acquisition window ∆ta = 4096 ns, which
is about twice ∆tp. By setting a proper trigger position, this allows for a well de�ned
determination of the baseline before the pulse starts as well as for enough time for the
afterglow of the LED to decay away. The data recorded by the ADC is read out using
the Versa Module Eurocard-bus (VMEbus) backplane15. Finally, the obtained data is
transferred from the crate controller16 to the DAQ-PC17 via an optical �ber. Typically
150000 pulses are acquired and saved on disk for each measurement to collect the required
statistics.
The required software to control the DAQ via the VMEbus has been developed in the
course of this thesis. Pro�ting from the experiences gained in [134], it was designed and
written from scratch using C++ by the author of this thesis. For fast control of the
experiments' parameters, a graphical user interface has been developed using the Qt-
libraries [135] enhanced with the Qwt-libraries [136] for scienti�c plotting. This also gives
rise to the possibility to perform some very preliminary live analysis during data-taking
which allows to �x many errors before doing the actual data-analysis. Finally, the data
was written to disk using the data-format provided by the ROOT-framework [108]. The
sustained event rate obtained during the measurements was about 1.1 kHz, which means

11PMT1: Electron tubes 911B with RB1107 Voltage Divider, PMT2: Electron tubes 9124B
12Philips PM 5770
13Kuhne Electronics Broadband Super Low Noise Ampli�er KU LNA BB 0515 A-SMA-445
14CAEN V1721 8Ch 8 Bit 500 MS/s
15Used VME crate: Wiener 6U VME64x 6021
16CAEN V2718 VME-PCI Optical Link Bridge
17Used PCI-Card: CAEN A2818
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Figure 7.7: Block diagram of the electronics set-up used for the measurement of the attenuation
length. The LED providing the light for the experiment is driven by a pulser which also triggers
the readout of the PMTs which detect the light. The signals from the PMTs are ampli�ed
and digitized by a fast ADC (FADC), which is read out via the VMEbus. Finally the data is
transferred from the crate controller to the DAQ-PC via a �ber-optics.

that a measurement took a bit more than two minutes. The readout software developed
in this thesis is currently also used by an experiment for liquid argon spectroscopy [137]
and the core modules from this library serve as the innermost building blocks of other
programs for VMEbus based DAQ [62, 138, 139, 140].

7.3 Data analysis

To determine the attenuation length of the measured LAB, the transmission as de�ned in
equation (7.12) has to be determined from the acquired data for all measured tube lengths.
Starting from the raw traces as recorded by the ADC, the �rst step is to determine the
number of detected photons within each photon pulse (see section 7.3.1). Successively, the
data obtained in the series of measurements for each length is combined to determine the
transmission, as detailed in section 7.3.2. As already discussed in section 7.1.1, scattered
light which is detected by PMT2 might produce a false result. The possible in�uence
of scattered light on the experimental result is discussed in section 7.3.3. Apart from
scattered light, there are also additional systematic errors due to instabilities of the set-
up and the necessary changes of the set-up while changing the tube length. Their e�ect
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on the accuracy of the measurement is outlined in section 7.3.4. In section 7.3.5, the
previous results are combined resulting in a �nal value for the attenuation length of the
scintillator. As the LED provides a pulsed light beam, additionally the e�ective index of
refraction of the LSc can be determined, as outlined in section 7.3.6.

7.3.1 Preprocessing

The �rst step in the data analysis chain is to extract the number of photons detected
at each PMT for each pulse. This starts with the determination of the baseline b1,2

of the pulses of PMT1 and PMT2, respectively. It is calculated from the mean of the
�rst 200 samples of the acquired traces, which corresponds to a time window of 400 ns.
Due to the used pretrigger settings, no photons are expected in this part of the pulse.
Successively, the pulses are corrected with respect to the obtained baseline value , i.e.,

ubij = uij − bj, (7.14)

where uij is the ith raw sample obtained in the channel corresponding to PMT j ∈ {0, 1}
and the superscript b indicates the value after baseline correction. Figure 7.8 shows a
sample raw pulse18 after baseline correction. To determine the number of single photons
recorded during each pulse, a simple threshold algorithm is used: Every time the baseline-
corrected pulse rises above the threshold ubij > uthr the number of detected photons is
increased by one. To make sure that every photon is counted only once, no additional
photons are accepted in a window of ti = 20ns width each time the baseline-corrected
pulse crosses the threshold. Additionally, the time and the height of the photon pulse are
determined by searching for the �rst global maximum in the 20 ns window after crossing
the threshold19. Note that the photon search is not applied in the region of the trace
which was used to determine the baseline.

To determine a suitable threshold for the analysis, one measurement was analyzed with
the lowest possible threshold corresponding to one ADC channel and the pulse height
spectrum was determined. It is depicted in �gure 7.9. Successively, the threshold was set
to uthr = 35.1mV which removes the non-Gaussian part at low pulse heights. Note that
the exact threshold used for the analysis is not relevant for the analysis as long as the
contribution of the noise is negligible and that a signi�cant amount of single-photon pulses
still triggers the algorithm. It is, however, relevant that the threshold is kept constant
for all analyzed samples as changing the threshold would change the e�ciencies of the
PMTs and thus invalidate equation (7.12). The positions of the pulses found with the
determined uthr for the sample pulse, shown in �gure 7.8, are also indicated in the �gure.

7.3.2 Determination of the transmission

With the photons in the events being identi�ed, the next step is to calculate the transmis-
sion as given in equation (7.12). Thus, the found photon pulses of a complete measurement
at a �xed tube length are histogrammed according to their distance in time from the start

18The pulses obtained from the PMTs feature a negative polarity. They are, however, inverted during
the ampli�cation process.

19No proper constant fraction discriminator could be used to determine the time of the pulses as the
time resolution of the ADC is not su�cient to properly sample the pulse shape.
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of the pulse as shown in �gure 7.10. In a next step, the dead time introduced by the in-
hibit window after each pulse is taken into account. As on average only 3 to 4 photons
per 2µs pulse are detected, the probability that a photon is shadowed due to the dead
time is in the percent region, which is signi�cant in this experiment. Thus, a dead time
correction which is adapted from [43] is done. The true possibility ptruei to have a photon
pulse in a given bin i is given by the measured probability pmeasi and the probability that
a pulse has been shadowed by a previous pulse

ptruei = pmeasi + ptruei

i−1∑
j=i−Ni

pmeasj , (7.15)

where Ni = 10 is the number of bins the inhibit window corresponds to. Note, that only
measured pulses can trigger the dead time, thus in the shadowing term pmeasj appears.
Solving this equation for ptruei and replacing the probabilities by their best �t values from
the obtained number of photon pulses in the event pi = ni/Npulses, where Npulses is the
number of acquired pulses and ni the number of photon pulses in the ith bin, yields

nci =
ni

1− 1
Npulses

i−1∑
j=i−Ni

nj

, (7.16)

where nci is the dead time corrected count rate. The statistical error of the single bins are
propagated by Gaussian error propagation [106]. Note that the sum in equation (7.16)
leads to a small correlation between the bins which is neglected in the following.
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Figure 7.10: The time distributions of the detected single photons for both PMTs. Note that
the �rst 400 ns of the pulse are not shown as they are used for baseline determination and not
for pulse �nding. The time window between the two vertical blue lines is the region where
the photons from the LED pulse are expected. It is used to determine the number of photons
detected on each PMT (see equation (7.17)). Note that PMT2 features a higher number of
detected photons in comparison to PMT1 due to its higher quantum e�ciency.

The DN of the PMTs at the used threshold was generally below 100Hz directly after
closing the box and continuously decreases thereafter. Thus, the probability to obtain a
dark count in the window of the LED pulse is below 100Hz · 2µs = 2 · 10−4. Due to this
small DN rate, it was also not possible to determine the DN from the window between
the baseline and the start of the LED pulse (see �gure 7.10) as the number of obtained
dark counts in this region generally was zero. Thus, due to the very low DN rate, the DN
was neglected in the analysis.

Note that there is a small number of photons behind the main LED pulse, which are
most properly due to very slowly decaying states in the LED. They can be removed
by a time cut. Due the di�erence in TOF of photons, the position of the LED-pulse in
the histogram is dependent on the tube length. This induces a small di�erence in the ef-
fect of this cut with changing tube length, which is, however, not relevant for the analysis.

Finally, the number of photons Nγ detected by a PMT is given by

Nγ =

800ns<τi<3200ns∑
i

nci , (7.17)

where τi is the time corresponding to the center of the ith bin. Thus, the measured
transmission Tm, as de�ned in equation (7.12), can, for a given tube length, be calculated
using

Tm =
ξf
ξe

=
N full
γ,2 /N

full
γ,1

N empty
γ,2 /N empty

γ,1

, (7.18)

where the indices full and empty denote the results of the full and empty measurement,
respectively, and the number index denotes the PMT.
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Figure 7.11: Sketch of the set-up of the simulation used to determine the e�ect of the scattering
on the result of the attenuation length experiment (not to scale). Light is injected into the set-
up from the left. It propagates through a cylindrical tube which is �lled with LAB and which
features apertures at the distances corresponding to the real experiment. Analogously to the
experiment, the PMT is attached to the tube by a small spacer. The PMT is simulated using a
single, photosensitive disk.

7.3.3 In�uence of scattering in the scintillator on the measured
transmission

As already discussed in section 7.1.1, equation (7.3), which describes the light intensity
as a function of the length the light traveled through the LSc, is only valid as long as all
scattered light is taken to be lost. This is experimentally not totally possible due to the
�nite extension of the light detector. Additionally, even though the tube was blackened
on the inside and even though apertures are used to suppress stray light (see section 7.2.1)
a small amount of re�ected light might also be detected on PMT2. To study the e�ect
of the scattering on the determined attenuation length, the set-up was simulated with a
Geant420 [102, 103] based simulation which was written in the course of this thesis. The
simulated set-up, which is a simpli�ed version of the real set-up, is depicted in �gure 7.11.
It consists of a 2� tube, which is �lled with LAB. Inside the tube, 1� apertures are added
at the same positions as in the real experiment. The length of the simulated tube can be
varied to take the di�erent tube lengths which can be assembled in the real experiment
into account. At the end of the tube, there is a 2.5 cm long spacer with a diameter of
1�. Behind the spacer, a photosensitive disk is mounted which registers the positions of
arriving photons. If a scattered photon arrives at the photosensitive disk, it is tagged as
scattered and the position of its �rst scattering is written to disk.
The optical properties of the components used in the simulation are critical for the result of
the simulation. To obtain a realistic optical behavior for the scintillator, the enhanced op-
tical description developed for the LENA-simulation has been used (see section 4.1). Also
the values for the di�erent optical properties of the scintillator are taken from section 4.1.
As the re�ectivities of neither the tube nor the aperture nor the spacer are known, the
values have been conservatively estimated. These values form the �standard assumptions�
and are listed in table 7.1. Additionally, a set of unrealistically high re�ectivities, the so
called �high re�ectivity assumptions� which are also listed in table 7.1, is used to check
for the most extreme case. Note that all surfaces were assumed to have a perfect surface

20Version 4.10.1
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Property Standard assumptions High re�ectivity assumptions
Tube re�ectivity 50% 90%
Spacer re�ectivity 20% 90%
Aperture re�ectivity 90% 98%

Table 7.1: Assumed optical properties of the mechanical components of the experiment. All
components were assumed to have perfect surfaces and to be polished.
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Figure 7.12: The simulated transmission as a function of the tube length using the un-
realistically conservative high-re�ectivity assumptions. Additionally, the data obtained tak-
ing only non-scattered photons into account is shown. Both data sets have been �tted ac-
cording to equation (7.12). The resulting relative di�erence in the attenuation length is
∆Λatt
〈Λatt〉 =

Λall
att−Λdirect

att

(Λall
att+Λdirect

att )/2
= (1.11 ± 0.07) · 10−3, where Λall,direct

att denotes the attenuation length

resulting from the �t to the total data sets (�all�) and to the dataset containing only direct light
(�direct�) respectively. For the standard re�ectivity assumptions, ∆Λatt

〈Λatt〉 = (9.0± 2.0) · 10−5.

�nish which should be a very good approximation, especially for the tube with its surface
treatment. For each simulation, 107 photons are started from the side of the tube op-
posing the light-sensitive disk using a circular beam pro�le with linearly expanding radius.

The simulation shows that the detection of scattered photons is very rare. Using standard
re�ectivity assumptions, a fraction between 1.3 · 10−4 and 1.7 · 10−4 (dependent on the
tube length) of all detected photons have been scattered before they were detected. For
high re�ectivity assumptions this value rises to about 6 · 10−4.
Figure 7.12 shows the transmissions obtained as a function of the tube length using the
very conservative high-re�ectivity assumptions. Additionally, the transmissions obtained
taking only direct, i.e. non-scattered, photons into account are shown. The data sets are
�tted according to equation (7.12) to extract the attenuation lengths Λall

att and Λdirect
att ob-

tained using all detected photons and only the direct photons, respectively. The relative
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deviation between both attenuation lengths is

∆Λatt

〈Λatt〉
=

Λall
att − Λdirect

att

(Λall
att + Λdirect

att )/2
= (1.11± 0.07) · 10−3. (7.19)

which is negligible compared to the e�ect of the other systematic errors of the measure-
ment. Note, that this relative deviation was determined using the unrealistically pes-
simistic high-re�ectivity assumptions. Using the still conservative standard assumptions
results in

∆Λatt

〈Λatt〉
= (9.0± 2.0) · 10−5 (7.20)

being one order of magnitude smaller than in the high re�ectivity case due to the lower
amount of scattered photons which arrive at the detector. Thus, it can be concluded that
the in�uence of the scattered light on attenuation length determined from the experiment
is negligible.

7.3.4 Systematic errors

While the investigation of the e�ect of scattering on the attenuation length in the last
section showed that this contribution is negligible, some other systematic errors connected
to the used set-up and to the used measurement procedure are relevant. They will be
discussed in the following.

Time instabilities
Due to changing environmental conditions, some of the parameters which seem to be
eliminated during the calculation of the transmission (see equation (7.12)) actually do
not fully cancel as they vary with time. In this set-up, the e�ciencies of the PMTs (due
to �uctuations in the high voltage) and the transmission of the aperture directly in front
of the tube21 are most susceptible for changes with time. To investigate the time stability
of the set-up, a 24-hour measurement was performed with a reduced data taking rate.
This measurement was successively subdivided into 100 measurements of equal size each
containing roughly the statistics of a normal measurement. As all measurements feature
a slightly di�erent statistical error, it is not su�cient to determine the total error from
the spread of the distribution and then solve for the systematic error. Thus, a di�erent
approach is used: First, the weighted average of all calculated intensity ratios ξe (see
equation (7.18)) is calculated:

〈ξe〉(σt) =
∑
i

wi · ξe,i
wi

, with wi =
1

σi
=

1√
∆ξ2

e,i,stat + σ2
t

, (7.21)

where ∆ξe,stat is the statistical error of ξe,i and σt is the systematic error due to time
instabilities. Successively, the distribution of the relative deviations

ξe,i − 〈ξe〉√
∆ξ2

e,i,stat + σ2
t

(7.22)

21The aperture directly in front of the tube is critical as the beam before the aperture is inhomogeneous.
Thus, a small change in the optical set-up, e.g., due to thermal e�ects, leads to a noticeable change of the
aperture's transmission. Moreover, the aperture is mounted directly at the tube to assure a central beam.
Hence, the aperture can change its position with respect to the incident light beam due to movements of
the tube which might occur, e.g., due to the added weight during �lling.
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Figure 7.13: Results from a 24 h stability measurement. The collected data was subdivided
into 100 equal parts, each with roughly the statistics of a normal measurement. On the left,
the obtained distribution of the relative deviations of the measurements from the mean value
is shown, taking only statistical errors into account. The used bin width in ξe − 〈ξe〉/∆ξe,stat
is 1.26. On the right, the standard deviation of the relative deviations of the measurements
from the mean value is shown as a function of the added systematic error. The most probable
systematic error is given by the point where the standard deviation of the relative deviation of
the measurement is equal to one. It is marked in the right graph.

is determined. Figure 7.13 (left) shows the obtained distribution of the relative devia-
tions from the mean, when only statistical errors are taken into account (σt = 0). If
no systematics would be present, the standard deviation of the distribution should be
compatible with 1, which is not the case. Thus, to determine the systematic error, the
systematic error is increased until the spread of the distribution equals 1. The resulting
spread of the distribution of the relative deviations from the mean as a function of the
systematic error σt is shown on the right of �gure 7.13. This leads to a systematic error
due to timing uncertainties of σt = 1.7%. Note that this value has not been determined
on the transmission but on the ratio of the count rate of the PMTs for an empty tube. It
thus has to be propagated to determine the full systematic error due to timing. Here, a
quadratic propagation is adequate as the time variations do not follow a given direction,
i.e., the correlation between the deviations due to time instabilities can be considered to
be small.
Finally, note that the stability of the light source is not su�cient for this experiment,
thus a reference measurement of the beam intensity before it enters the tube is necessary.
Without this measurement, the error due to the timing uncertainty would be about an
order of magnitude higher.

Window cleaning:
Between a measurement with a scintillator-�lled tube and a measurement with the empty
tube, the remaining scintillator has to be removed from the entrance and the exit window
of the experiment. The cleaning of the windows is done with isopropanol which is washed
o� using ultra pure water. Finally, the window is dried using lint-free wipes. Note, that
this cleaning procedure requires to unmount the windows from the tube. While utmost
care was taken to remove any remaining dirt from the cleaned windows, especially to
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Nominal length [m] Measured length [m]
1 1.030
2 2.045
3 3.060
4 4.075
5 5.090

Table 7.2: The measured and the nominal lengths for the di�erent tubes. The uncertainty of
the measurement is estimated to 0.5 cm.

prevent contamination of the scintillator, it is more di�cult to ensure that the window
has exactly the same optical properties each time it is mounted. This error could be
signi�cantly reduced by mounting the circular windows always with the same direction as
the optical properties of the window are not totally homogeneous.
To determine the e�ect of dismounting, cleaning and remounting the windows on the
measurement, 10 measurement each have been conducted with an empty tube with a
length of 5m and 1m. Between two successive measurements, the windows were dis-
mounted, cleaned and mounted again. To maximize the e�ect of the cleaning procedure
of the entrance window on the measurement, the measurements with the 5m long tube
are evaluated to determine the corresponding systematic error. To separate the error due
to the timing and the statistical error from the error due to the window cleaning, the same
approach that was already used to determine the systematic errors due to time variations
of the set-up was used. As a result, the systematic error introduced by the cleaning proce-
dure of the entrance window is σw = 1.7%. To keep the in�uence of other systematics on
the e�ects of the exit window as low as possible, it was evaluated using the measurements
with a 1m tube. No signi�cant e�ect of the back window cleaning procedure could be
found, therefore it is neglected in the following. Thus, the e�ect of the cleaning of the
entrance window being much stronger than the e�ect of the cleaning of the exit window.
This shows that this error is mainly caused by variations in the optical path of the beam
due to the front window mounting. Thus, this error could be signi�cantly reduced by
using a detector with a response, which is more homogeneous over its active surface than
a PMT, the latter can exhibit quite signi�cant changes of the quantum e�ciencies over
its active surface, see e.g. [141].

Tube length:
While the original parts of the tube were exactly 1m long, they were machined in the
workshop to attach the required access tubes and the �anges required for connecting the
tubes. Thus the tube lengths had to be remeasured. The values found are listed in ta-
ble 7.2. The measurement used incorporates an error which was estimated to be 0.5 cm
which enters the calculations as a systematic error. While this value can be surely im-
proved if necessary, it turned out that its contribution to the error is nearly negligible.
Thus there is no bene�t of a more exact measurement of the tube length.
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7.3.5 Final �t

The �nal step to determine the attenuation length from the obtained data is to �t the
data with equation (7.12).

Fresnel factor:
The constant C in equation (7.12) is generally called the Fresnel-factor. It can be calcu-
lated, if the refractive indices of the glass (nG) the scintillator (nS) and the air (nA) are
known [131] using the following equation

C =
TGS1TGS2
TAG1TAG2

=
(1−RGS)2

(1−RAG)2
=

1−
(
nG−nS
nG+nS

)2

1−
(
nG−nA
nG+nA

)2


2

. (7.23)

As nS and nG are not known precisely enough, C has to be determined from the �t.
Nevertheless, an approximate calculation is possible using nS = 1.484 from the LENA
simulation, nG ≈ 1.52 [142] and na ∼= 1 which yields C ≈ 1.09. The most critical problem
for evaluating C is that the exact optical properties of the glass windows are not known.
Judging from the spread of the available nG in [142], the obtained value for C is accurate
only to 1% - 2%.

χ2-�t:
To determine the attenuation length from the acquired data D = {(di, Tmi )}, a χ2-�t,
which is a special case of a negative logarithmic likelihood �t where all errors are of Gaus-
sian shape [106], can be used. Taking only statistical errors into account, the χ2-function
reads

χ2(C,Λatt|D) =
Nm∑
i=1

[
Tmi − T (di, C,Λatt)

∆T stat
i

]2

, (7.24)

with Nm being the number of measurements and ∆T stat
i being the statistical uncertainty

of the ith measurement at a distance di. To determine the attenuation length and the
Fresnel factor, χ2(C,Λatt|D) has to be minimized with respect to C and Λatt.
To take the systematic errors into account, the nuisance parameters d̃j and T̃i are in-
troduced, which shall describe the possible variation of the parameters [143]. Note, that
the nuisance parameter for the tube length features a di�erent index to indicate that
the errors of the tube length for multiple measurements at the same length are 100%
correlated. The nuisance parameters are coupled to the corresponding measured value
using pull terms thus incorporating the information of the measurement in the �t [143].
Consequently, the �nal χ2-function reads:

χ2(C,Λatt|D)→ χ2(C,Λatt, {T̃i}, {l̃j}|D) =

=
Nm∑
i=1


[
T̃i − T (d̃i, C,Λatt)

∆T stat
i

]2

+

(
Tmi − T̃i
∆T syst

)2
+

5∑
j=1

(
dj − d̃j
∆lsyst

)2

,(7.25)

where ∆T syst is the systematic error as discussed in section 7.3.4, with the di�erent sub-
errors linearly added, and ∆lsyst is the error of the tube length. Using this approach,
the full correlation of all systematic errors is taken into account. To determine Λatt in
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Figure 7.14: The measured transmission as
a function of the tube length. The blue line
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systematic error. The axis intercept of the �t
function corresponds to the Fresnel factor C
(compare equation (7.23)).
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Figure 7.15: The obtained χ2 as a function of
the Fresnel factor and the attenuation length
Λatt (top) with the nuisance parameters being
pro�led out. The short and the long dashed
lines show the 1-σ and 3-σ region (one pa-
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is 0.3-σ wide. The one-dimensional graph be-
low below shows χ2 as a function of Λatt with
all other parameters being pro�led out. The
red and blue dashed lines indicate the 1-σ and
3-σ region of Λatt, respectively.

this case, the minimization has to be done with respect to the full set of parameters
C,Λatt, {T̃i} and {l̃j}. Figure 7.14 shows the data along with the �t result.

Determination of the error:
To determine the error of Λatt, �rst the other degrees of freedom of the χ2 function have
to be dealt with. This is done by calculating the pro�le χ2-function

χ2
prof(Λatt) = min

C,{T̃i},{l̃j}

[
χ2(C,Λatt, {T̃i}, {l̃j}|D)

]
. (7.26)

The con�dence interval CI of Λatt at the n-σ con�dence level can �nally be calculated
as [106]

CI =
{

Λatt : χ2
prof(Λatt)− χ2

min < n2
}
, (7.27)

where χ2
min is the global minimum of the χ2-function. This procedure to determine the

errors for Λatt is illustrated in �gure 7.15. To split the total error σtot obtained with this
method into a statistical error σstat and a systematic error σsyst, the whole procedure is
repeated using the χ2 function from equation (7.24) to determine the statistical error.
Finally, the systematic error is determined using

σ2
tot = σ2

stat + σ2
syst (7.28)

for the lower and the upper error separately.
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Final result:
The �nal result of the measurement is

Λatt = (8.89± 0.05(stat)+0.59
−0.53(syst))m (7.29)

which is compatible with the result obtained using UV/Vis-spectroscopy (see section 7.1.3).
The resulting value of the Fresnel factor is C = 1.051± 0.003(stat) +0.022

−0.021(syst), showing a
1.8 sigma deviation from the estimated value of C = 1.09. Even though this might hint to
a possible problem of the experiment, considering also the uncertainty of the estimation
of C the signi�cance of this deviation is further reduced and thus no hint for a potential
problem of the experiment can be found.
Figure 7.14 shows that the �tted curve passes through all error bars, which already indi-
cates that the errors have been estimated rather conservatively. An additional cross-check
of the given error estimates can be obtained by looking at the relative deviation of the
nuisance parameters from the measured values. With a standard deviation of 0.8 < 1, no
hints for a strong deviation of the data from the model and therefore an underestimation
of the errors can be found.

As the found errors are still relatively large, a new version of the experiment was de-
signed and built which is described in chapter 8. For an in-depth comparison of the
results obtained with the UV/Vis-spectrometer, the result from this experiment, and the
result from the new experiment see section 8.3.

7.3.6 Determination of the e�ective index of refraction

As the LED is used as a pulsed light source, the di�erence in the photon arrival times
induced by the dependence of the TOFs on the di�erent tube lengths can principally be
traced by looking at the time shift between the photon distributions obtained for PMT1
and PMT2. As both, the pulse time and the rise time of the pulse are much longer than
the expected time shift ∆t, the latter cannot be determined by a constant fraction trigger
but has to be obtained by matching the two distributions to each other as, for example,
done in [144]. By �tting the obtained ∆t values as a function of the tube length with a
linear function, the velocity c of light in the scintillator can be determined and thus the
e�ective22 index of refraction ne� = c0/c can be obtained, where c0 is the velocity of light
in vacuum.

However, during the data analysis, it turned out that the obtained photon distributions
(see �gure 7.10) are modulated with half the sampling frequency of the ADC, i.e. 250MHz.
This can be seen by looking at the Fast-Fourier transformation (FFT) [145] of the photon
distribution after dead time correction as shown in �gure 7.16 for a typical measurement.
The peak at 250MHz is clearly visible. This modulation is most probably due to a cross-
talk between the ADC-clock and the analogue input signal. The problem is that it also
spoils the χ2-comparison between the histograms: For time shifts corresponding to an
even number of 2 ns bins, the resulting χ2-values are reduced compared to the χ2-values

22ne� is called e�ective index of refraction to emphasize that it is connected to the group velocity
of photons in the scintillator in contrast to the normal index of refraction n which describes the phase
velocity of the light. They can be connected using ne� = n+ω ∂n∂ω [131], where ω is the angular frequency
of the light.
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Figure 7.16: The magnitude of the FFT of
the dead time corrected single photon tim-
ing spectrum before (black) and after (red)
low pass �ltering with maximum frequency of
fcut = 240MHz as a function of the frequency.
Note the peak at 250MHz in the original spec-
trum which is due to correlated noise on the
ADC. The di�erences between the spectra for
f < fcut are due to the numerical inaccuracies
of the FFT.
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Figure 7.17: The obtained minimum χ2-
values as a function of the time shift dt be-
tween the photon distributions of the two
PMTs for a measurement with an empty 5m
tube. The obtained values have been �tted by
a polynomial of order 3 (blue line). The ver-
tical red line shows the �tted time shift ∆t,
the small red-crossed area indicates the error
of ∆t.

resulting from time shifts corresponding to an odd number of time bins which makes a
precise determination of the minimum impossible. To overcome this problem, all photon
distributions are low pass �ltered before matching the distributions: They are �rst trans-
formed into the frequency domain using a FFT, then all components corresponding to
frequencies above fcut = 240MHz are discarded and the inverse FFT is applied to obtain
the �ltered spectrum in the time domain. The frequency spectrum of the measurement
after the cut is also shown in �gure 7.16. Due to this low pass �ltering, the statistic of
the histogram is changed: The error of a bin is no longer given by the square root of
its contents and the bins are no longer independent. However, due to the cut removing
selectively only a very small part of the frequency range, this e�ect should be very small.
Hence, they are neglected in the following.

After removing the crosstalk of the ADC-clock, another e�ect has to be taken into account:
The time resolution23 of PMT1 σ1 = 0.5ns [132] does not match the time resolution of the
PMT2 σ2 = 1.7ns [133]. This di�erence in resolution leads to a mismatch of the photon
time spectrum obtained on the PMTs. This causes a systematic o�set of ∆t which is
correlated to the transmission of the measurement. This e�ect can be reduced by smear-
ing the obtained photon time spectrum of PMT1 with a Gaussian PDF with a standard
deviation of ∆σ =

√
σ2

2 − σ2
1 in order to obtain approximately the same resolution for the

photon distributions from both PMTs. Thus, the number of entries nc(1)
i in the ith bin of

23As the exact shape of the transit-time spread of the PMTs is not known, it is approximated by its
main Gaussian component (see section 4.2).
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the dead time corrected photon time distribution of PMT1 becomes:

n
c(1)
i → ñ

c(1)
i =

Nbins∑
j=1

ti>∫
ti<

dt′n
c(1)
j

{
1√

2π∆σ
exp

[
− t2

2(∆σ)2

]
⊗ 1

δtb
Θ

(
|t− tj| −

δtb
2

)}
(t′)

=

Nbins∑
j=1

ti>∫
ti<

dt′
n
c(1)
j

2δtb

[
erf

(
t′ + δtb/2√

2∆σ

)
− erf

(
t′ − δtb/2√

2∆σ

)]
, (7.30)

where Nbins is the number of bins in the histogram, ti< and ti> are the upper and lower
boundaries of the ith bin, δtb is the width of a bin and Θ(x) denotes the step function
which is 1 for x ≥ 0 and 0 otherwise. The summand in the �rst line of equation (7.30)
corresponds to a convolution of the Gaussian time resolution with a rectangular bin at
position tj.

Finally, the obtained dead time corrected photon distributions can be matched using
a χ2-comparison. As the histograms can also di�er in number of detected photons, the
χ2-function depends on two parameters: The (integer) time di�erence dt in units of bin
widths and the transmission24 τ :

χ2(dt, τ) =
∑
i

[
ñ
c(1)
i − ( 1

τ
)n

c(2)
i+dt

]2

ñ
c(1)
i +

(
1
τ

)2
n
c(2)
i+dt

, (7.31)

where the sum runs over all signal bins between tfmin = 800ns to tfmax = 3600ns which
have at least nχ

2

min = 20 entries. Here, nc(2)
i is the number of photons in the ith bin for the

distribution belonging to PMT2. The quadratic error in the denominator is calculated
from the sum of the quadratic errors of nc(1)

i and (1/τ)n
c(2)
i+dt. Obviously, for such a conver-

sion, only integer values of dt are possible. Therefore, χ2(dt, τ) is minimized separately
with respect to τ for each possible dt value between25 ∆tmin = 0 and ∆tmax = 80 ns.
The resulting minimum χ2-values are subsequently plotted as a function of dt as shown
in �gure 7.17 for a tube length of 5m. In the region of the point with the minimum
χ2-value (dtmin, χ

2
min), the χ

2-function is �tted by a polynomial of order 3, where the �t
region is de�ned as [dtmin − 10ns, dtmin + 10ns]. The minimum obtained is subsequently
considered to be the time shift ∆t between the two distributions. Note, that ∆t does
not directly correspond to the di�erence in time of �ight of the photons between PMT1
and PMT2, as it features a constant o�set due to di�erences in the transit time of the
PMTs26 Figure 7.18 shows a comparison of the photon-time distributions of both PMTs
after shifting the distribution of PMT2 by27 dtmin. The two obtained distributions match

24The transmission here does not correspond to the transmission as de�ned in equation (7.12) as it
does not take both, the full and the empty measurement into account. Thus, also a di�erent symbol is
used.

25Typically, the minimum is in the range between 10 ns and 45 ns. Using such a large interval in dt to
look for the minimum ensures the absence of boundary e�ects.

26There should be only a negligible constant o�set due to di�ering cable lengths as both PMTs were
connected to the ADC with a 10m cable.

27As the photon time distributions can only be shifted by integer bin widths, it is impossible to shift
the distribution by ∆t. Thus, dtmin is used instead.
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Figure 7.18: The upper panel shows the dead
time corrected photon time distributions for
both channels after shifting the distribution
of PMT2 by dtmin (see text) and scaling it to
the corresponding distribution of PMT1. The
lower panel shows the normalized residuals of
the comparison between the two histograms.
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Figure 7.19: The obtained time shifts be-
tween the photon distributions on the �rst and
second PMT as a function of the tube length
for a calibration measurement with ultra pure
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best �t with a linear function. The correspond-
ing speeds of light for both measurements are
indicated in the legend together with their sta-
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well even at the steep slope.

To be able to assign a proper statistical error to the position of the minimum, an error for
the χ2(dt)-values is required. The error of this value is due to the statistical �uctuations
of the bin contents [146]. It is determined by applying Gaussian error propagation to
equation (7.31). Successively, the error of the minimum can be calculated from the �t
errors by Gaussian error propagation. Here, it is relevant to take the correlations between
the parameters into account [106]. Note, that in this case the error cannot be determined
directly from the �tted χ2-function using equation (7.27) as the error obtained this way
is much smaller than the error due to the statistical �uctuations of the di�erent points28.
Figure 7.19 shows the resulting ∆t as a function of the tube length including errors for
a measurement with ultra pure water and for the corresponding measurements with an
empty tube. By �tting the data with a linear function, the speed of the photons in the
empty tube can be determined. The obtained values are compatible with the speed of
light in vacuum c0 = 2.998 · 108 m/s [21] and the speed of light in water [147, 131]

cwater =
c0

ne�,water
=

2.998 · 108 m/s
1.3733

= 2.183 · 108 m
s
. (7.32)

To also obtain a systematic error for the determination of the velocity of the photons in
the scintillator, all available measurements, where the e�ective index of refraction was
known, were collected compared to their literature values. Figure 7.20 shows the absolute

28The relevant di�erence between section 7.3.5 and this section is that in the former case a function is
�tted to experimental values while in this section two experimental distributions are tried to match.
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Figure 7.21: The obtained time di�erence
∆t between the photon distributions obtained
with PMT1 and PMT2 as a function of the
tube length for the �nal measurement done
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deviations between true and reconstructed speed of light. The distribution shows a sys-
tematic o�set of ∆co�set = (0.13± 0.03) · 108 m/s. It is caused by the remaining e�ect of
the di�erences between the two time resolutions of the PMTs. This e�ect cannot be fully
taken into account as the real shape of the TTSs of the PMTs is not known and as the
e�ect of the PMTs' TTS would have to be added before the crosstalk of the ADC-clock
a�ects the distribution which is, of course, not possible. To correct for this e�ect, all
obtained photon velocities are increased by ∆co�set. As this correction is also a�icted
with an error, a systematic error corresponding to the spread of the distribution shown
in �gure 7.20 is added29: ∆csyst = 0.11 · 108 m/s.

Finally, �gure 7.21 shows the result obtained from the LAB measurement shown in sec-
tion 7.3.5. The resulting speed of light in the empty tube is compatible with c0 and the
speed of light in the LAB is found to be

cLAB = (1.88± 0.06(stat)± 0.11(syst)) · 108 m
s
. (7.33)

This translates to an e�ective index of refraction of

ne� = 1.59± 0.05(stat)± 0.10(syst). (7.34)

29The error of the correction is by default of course given by the error of the mean. However, as it
cannot be excluded that this e�ect varies from measurement to measurement, here the sample error is
used instead.
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Note, that the result is compatible to the index of refraction used in section 4.1. A higher
accuracy could, of course, be reached by using a beam with shorter pulses. This, however,
would have required a dedicated measurement which was not performed, as the main goal
is to determine the attenuation length in a liquid scintillator.

7.4 Drawbacks of the used set-up

The error of the attenuation length obtained in section 7.3.5 is dominated by systematical
errors. The most relevant contributions are the timing instability of the set-up and the
large e�ect of the window dismounting-cleaning-remounting procedure on the transmission
of the optical system. These large errors can be traced back to a few properties of the
set-up used for the measurement (see section 7.2):

� PMTs were used to detect the intensities of the reference beam and of the beam
after the tube. The PMT gain G is strongly coupled to the supply voltage V [43]

dG

G
= nD

dV

V
. (7.35)

Here, nD = 10 [132] and nD = 11 [133] are the number of dynodes of the PMT1 and
PMT2, respectively. Hence, even small �uctuations in the voltage lead to signi�cant
di�erences in the gain of the PMTs and thus in their photon detection e�ciencies.
Additionally, even µ-metal shielded PMTs are susceptible to magnetic �elds which
can be produced by other experiments in the same laboratory.

� At the full tube length of 5m, the width of the beam is in the same order as the
diameter of the apertures. Additionally, due to the coupling of the LED into the
�ber, the beam intensity was very small even if the LED was continuously driven
at full power. This made the alignment of the beam very di�cult. It therefore
cannot be fully excluded that a part of the observed systematic errors is due to an
unobserved clipping of the beam.

� The quantum e�ciency of a PMT generally varies by ∼10% over the surface of the
PMT (see e.g. [141]). Thus, even small changes of the intensity distribution in the
beam and/or of the position of the beam lead to signi�cant changes in the overall
quantum e�ciency.

� As already discussed in section 7.2.4, the beam position varies due to refractive-
index layering in the LSc in the tube. As the used PMTs do not feature any position
resolution for the detected photons, it is di�cult to ascertain that the set-up really
has entered a stable state before the measurement starts.

� The used combination of a LED and a pulser does not constitute a very stable light
source which is, of course, not optimal even though most of the e�ect of the light
source's variability is suppressed by the reference PMT.

� The aperture used to collimate the light before entering the tube was �xed at the
tube and thus very prone to changes of its position inducing a possible systematic
error.
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� Changing the tube length requires lots of mechanical work and signi�cant changes
in the set-up which is the root of many systematic errors.

The listed problems of the experiment motivate the construction of an improved exper-
iment for measuring the attenuation length as presented in chapter 8. In the improved
experiment, all listed points could be addressed except the last one. It would require a
redesign of the tube which will be done in the planned upgrade of the experiment pre-
sented in chapter 8 (see section 8.5).
However, the improvement in the attenuation-length accuracy comes at the price, that
the upgraded experiment will no longer be able to measure the e�ective index of refraction
ne� of the scintillator as a continuous light beam is used for the measurement. Hence,
instead of using one measurement to measure ne� and Λatt, the idea is to use two special-
ized measurements which feature an improved performance in measuring one parameter
each. As the present thesis is about the measurement of the attenuation length, no further
experiment was designed to measure ne�.



Chapter 8

Measurement of the attenuation length:

The set-up using a halogen light bulb

as light source and a CCD as detector

Even though the precision in attenuation length obtained using the experiment described
in chapter 7 is a major progress compared to the measurements with the UV/Vis-spectro-
meter, the obtained accuracy is not su�cient to determine large attenuation lengths
of order 24m, as required for JUNO (see section 2.3.3), with a precision signi�cantly
below 10%. Based on the considerations in section 7.4, a new set-up was constructed
which is presented in section 8.1. After adapting the data-analysis to the new set-up
(see section 8.2), an improved result is derived which is presented in section 8.3. The
consequences of the obtained attenuation-length results for LENA and JUNO are brie�y
outlined in section 8.4. In section 8.5, a further step in the evolution of the experiment,
which is currently being installed, is presented. Finally, section 8.6 outlines why the
accuracy obtained with the set-up presented in this chapter makes this experiment an
important factor for the success of the next generation of LSc detectors.

8.1 Experimental set-up

As discussed in section 7.4, a signi�cant part of the systematic error of the experiment
presented in section 7.2 is due to a combination of an unstable light source, using PMTs
as light detectors and an insu�cient performance of the optical system. Thus, a new
set-up was developed in which these critical parts have been completely redesigned.

Section 8.1.1 provides a general overview of the new set-up while the following sections
provide an in-depth description of the relevant changes of the set-up compared to the
set-up presented in section 7.2, i.e., the new optical system (section 8.1.2) and the new
light detector (section 8.1.3).

8.1.1 Overview of the set-up

The overall set-up of the experiment is shown in �gure 8.1. It uses the same sample
container as the experiment described in section 7.2, i.e., the modular tube which can be
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Figure 8.1: Sketch of the second generation of the experiment to determine the attenuation
length in liquid scintillators. The measured �uid is contained in a modular tube which can be
assembled to feature a length between 1m and 5m in 1m steps. Its inside is blackened and it
features additional apertures to suppress scattered light. A continuous halogen light bulb with
a band-pass wavelength �lter is used as light source. The produced light is collected using a
condenser lens. From the collimated light, a small light source is created using a pinhole. This
pinhole is imaged onto the detector, a CCD-camera, using a lens. Before entering the tube, the
light beam is collimated by an aperture.

assembled to have a length between 1m and 5m in 1m steps. Also the apertures mounted
in the �anges of the tube, which suppress the scattered light, are still present. As the
same tube is used, also the �uid system, which is described in detail in section 7.2.3, has
not been changed. Note, that this also means that the orientation of the tube is still the
same, i.e. that the time required for the experiment to enter a thermally stable condition
is still 2 days. For a better comparison of the performances of the two set-ups, the �uid
measured in both experiments is the same LAB. The light is generated by a continuous
halogen light bulb and successively collected by a condenser lens. Using a pinhole, a small
object is created which is imaged onto the detector, which is a 8.4MPixel-CCD camera.
The whole optical system is contained in a dark box to prevent ambient light from enter-
ing the system.

The intensity If measured by the detector for a full tube1 is

If = I0 · TA1 · TAG1 · TG1 · TGS1 · exp

(
− d

Λatt

)
· TGS2 · TG2 · TAG2 · εCCD, (8.1)

where I0 is the intensity of the beam after the imaging lens and εCCD is the quantum
e�ciency of the charge-coupled device (CCD). The remaining parameters have already
been introduced in section 7.2.2. Analogously, the intensity measured for an empty tube
is

Ie = I0 · TA1 · TAG1 · TG1 · TAG1 · TAG2 · TG2 · TAG2 · εCCD. (8.2)

Taking again the ratio of these two quantities yields the transmission

T (d, C,Λatt) =
If
Ie

=
TGS1TGS2
TGA1TGA2

exp

(
− d

Λatt

)
= C exp

(
− d

Λatt

)
(8.3)

corresponding to equation (7.12).

1Again, the e�ect of multiple re�ections on parallel surfaces is neglected.
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8.1.2 Optics

As the inadequate performance of the optics was one of the major problems of the exper-
iment presented in section 7.2, a new optical system was designed following a discussion
with A. Ulrich [148]. In contrast to the optics presented in section 7.2.4, here no nearly
parallel beam is produced but a small object emitting light is imaged onto the detec-
tor. This incorporates two tasks: Generation of a well de�ned object emitting nearly
monochromatic light, and imaging the object onto the detector. Additionally, the set-up
has to suppress parasitic light from the light bulb. The whole optical system was mounted
in a rigid frame2 to ensure a good stability of the set-up.

Generation of the light:
The light is generated using a 100W halogen light bulb3. As in this con�guration of
the experiment no monitoring of the initial beam intensity was implemented, the time
stability of the light source is of utmost concern. Thus, a very stable current source4

was used to drive the halogen lamp. To obtain maximum stability, the lamp was driven
in a current-controlled mode with the a current of 4.8A. This was signi�cantly below
the speci�cations for the lamp but already provided enough intensity for the experiment.
Even though the lamp was not driven at its speci�ed working point, a very high stablity
in time is accomplished (see section 8.2.3).
The light emitted from the lamp was collimated by a 2� aspheric condenser lens5. To
prevent accidental imaging of the �lament of the lamp6, the condenser lens was adjusted
to produce an image of the �lament in the imaging lens. Strictly speaking this is, of
course, only true for the case that the imaging lens was adjusted for the 5m tube. For
all other tube lengths, the image of the �lament was either ∼5 cm in front of the imaging
lens (4m tube) or after the imaging lens which also prevents a real image of the �lament
at the detector position.
The light obtained from the condenser lens is successively monochromated using a band
pass wavelength �lter7. Its transmission is depicted in �gure 8.2. Finally, the required
object for imaging is de�ned by a precision pinhole8. A photo of the set-up is shown in
�gure 8.3.

Imaging optics:
As the size of the detector is only 17.6mm times 13.52mm [149], the produced image at
the end of the tube has to be very small. The magni�cation M of the image compared to
the object is [131]

M = − b
a

= 1− b

f
, (8.4)

2Spindler & Heuer (now Linos), Macrobench
3LOT-QuantumDesign, LSB117/5
4Heinzinger TH 30-300
5Thorlabs, ACL50832U-A
6The �lament features a complicated three-dimensional structure. Thus, it cannot be fully imaged on

a �at detector. If this is attempted, small changes of the optical set-up lead to imaging of di�erent parts
of the �lament and thus compromise the stability of the experiment.

7As the wavelength �lter in the old experiment could not stand the high light intensity produced by
the halogen light bulb, a new �lter had to be used: LOT-QantumDesign, 430FS10-25

8Edmund Optics, E39-730
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Figure 8.2: The transmission of the used
wavelength �lter as a function of the wave-
length as measured with a Perkin Elmer
LAMBDA 850 UV/Vis-spectrometer. The
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Figure 8.3: A photo of the set-up for gen-
erating a well de�ned object to be imaged.
From the left to the right, the halogen light
bulb, the condenser lens, the wavelength �lter,
the precision pinhole and the additional aper-
tures to catch stray light from the halogen light
bulb are visible. All elements are mounted on
custom-designed holders in a rigid frame.

where f is the focal length of the imaging lens, b is the image distance and a is the object
distance, i.e., the distance between the pinhole and the imaging lens. Thus, as in the
experiment b > f holds, the modulus ofM increases with rising b and declines with rising
focal length of the lens. In contrast to section 7.2.4, a lens with a much longer focal
length can be used, as much more light is available and thus more losses are acceptable.
Here, the focal length is basically limited by the available space in the frame holding the
optics as a longer focal length requires a larger distance between the precision pinhole
and the imaging lens. Finally, two lenses were used: One lens9 with 50 cm focal length
for tube lengths of 3m and below (|M | . 6) and one lens10 with focal length of 1m for
tube lengths of at least 4m (|M | . 4.5). Both lenses were achromatic doublets to avoid
aberrations. With their 2� diameter, the lenses are larger than required11 to obtain the
1� beam to �t through the apertures mounted in the tube. This allows to utilize the good
imaging properties in the center of the lenses. To obtain a beam which �ts the tube, the
size of the beam was reduced by an aperture mounted right behind the imaging lens. In
contrast to the optics described in section 7.2.4, in this case the aperture was deliberately
not attached to the tube. Note that the requirement to refocus the optics as soon as
the tube length is changed, leads to a few important points which are mentioned in the
following:

� Due to the refocusing of the optics, the intensity I0 after the imaging lens (see
equations (8.1) and (8.2)) di�ers for every tube length. Therefore, in this set-up

9Thorlabs, AC508-500-A-ML - f=500mm, Ø2" Achromatic Doublet
10Thorlabs, C508-1000-A-ML - f=1000mm, Ø2" Achromatic Doublet
11Typically, the best imaging properties of a lens are obtained close to its optical axis where the paraxial-

approximation works best. Thus, by using only the central Part of a lens, the imaging properties can be
improved.
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the comparison between the measurements with an empty tube and a full tube does
not only reduce the systematic error but is mandatory to determine the attenuation
length.

� The di�erences in intensity I0 also pose a problem for the dynamic range of the
detector. As the lamp current was kept constant to keep the wavelength spectrum of
the emitted light constant, the intensity at the detector is regulated by the diameter
of the aperture directly behind the imaging lens. While for the 5m measurement
an aperture radius of 12mm is used, the aperture radius is reduced down to 3.5mm
for smaller tube lengths. As the aperture is positioned directly behind the imaging
lens, it does not reduce the imaging quality.

� As the scintillator has a refractive index of n ≈ 1.48 > 1, it is not possible to
obtain an image directly on the detector for both, the empty and the full tube
measurements. Experience has shown, that the best overall performance can be
achieved by adjusting the position of the imaging lens to result in a sharp image
∼10% of the tube length behind the detector.

To be able to position the image directly on the detector, the optical setup can be pre-
cisely aligned using two precision x- and y-actuators which are installed at the front and
at the back of the frame holding the optical assembly.

Suppression of parasitic light:
As the intensity of the halogen light bulb is strongly reduced by the monochromator and
the pinhole, direct light from the lamp must not enter the measuring tube. Thus, directly
behind the precision pinhole, two 1� apertures are mounted which block all direct light
paths from the lamp to the entrance of the tube. The apertures expand all the way out
to the dark box. Using two apertures also e�ectively suppresses light which might pass
through the point where the dark box touches the aperture. Additionally, the inside of the
dark box and the apertures are covered with a low re�ectivity foil12. This also eliminates
ambient light entering through the openings in the dark box required for the ventilation
of the light-bulb.

8.1.3 Light detection

The light is detected using a 8.4MPixel-CCD detector13. Figure 8.4 (left) shows an exam-
ple of a beam detected after transversing an empty 5m tube. The beam is nicely circular
with a radius between 2mm and 3mm showing the good performance of the optical sys-
tem. On the right of �gure 8.4, the same beam is shown but this time after transversing
a 5m tube freshly �lled with LAB. Compared to the beam spot measured with an empty
beam, the shape of the detected beam changed drastically: It is now signi�cantly �attened
in the horizontal direction. The breaking of the beam's symmetry is due to the thermal
layers which correspond to layers in refractive index which develop in the non-thermalised
scintillator (confer section 7.2.4). The passing of these layers at a very high angle with
respect to the axis of incidence leads to a focusing e�ect in the vertical direction. As
already mentioned above, before each measurement the system was allowed to thermally

12Thorlabs, BKF12 Matte Black Aluminum Foil
13ATIK 383L+ (monochrome version)
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Figure 8.4: The image of the beam as recorded by the CCD for a measurement with an empty
tube (left) and with a full tube (right). Both images were taken using a 5m tube. The right image
was taken directly after �lling the tube. The deformation of the beam is due to the refractive
index layers which are created in the tube due to the non-thermalised scintillator (compare
section 7.2.4). The small visible dots (see, e.g., left �gure) featuring a di�erent intensity are due
to dust on the entrance window of the CCD camera.

stabilize for at least two days. After this stabilization period, the deformation of the
beam is reduced but it is still visible, showing that even after two days of stabilization, a
small layering e�ect remains. However, after two days the impact of this e�ect is reduced
to a shift of the beam position of less than 0.5mm per hour thus providing acceptable
measurement conditions. The small points which are visible in the images shown in �g-
ure 8.4 correspond to small dust particles on the entrance window of the CCD camera. To
avoid bigger e�ects due to dust, the CCD camera was always covered immediately after
being removed from the tube. Additionally, the reduced dust conditions in the laboratory
(confer section 7.2.3) are advantageous for keeping the camera clean.
Compared to a PMT, a CCD camera shows a much higher homogeneity of the quantum
e�ciency over its surface. This signi�cantly reduces the impact of the window cleaning
procedure from 1.7% (see section 7.3.4), which was caused by a small tilt of the beam due
to the di�erent mounting of the windows, down to about 0.3% (see section section 8.2.3).
As, on the other hand, the stability of the light source was not controlled, the sequence
of the measurements was conducted the other way around compared to the procedure
presented in section 7.2.2: First, the measurement using the full tube is performed. Suc-
cessively, the tube is emptied, the windows are cleaned and the empty tube is measured.
Thus, the measurements of the empty and the full tube are separated by typically around
two hours instead of two days which is required for a thermally stable scintillator.
The camera's CCD chip can be cooled down to a preset temperature which is at maximum
40 ◦C below ambient temperature using a Peltier element. This has two advantages: First
of all, cooling the CCD chip signi�cantly reduces the chip's noise and especially strongly
reduces the number of pixels which show an excess noise. Additionally, as the tempera-
ture is controlled by the shipped software [150] to about 0.1 ◦C [149], this results in a very
stable detector. In all the measurements, the ambient temperature was at (22 ± 1) ◦C.
Consequently, the chip's temperature was set to -15 ◦C, not to drive the cooler to its limits
and thus obtain a stable measurement under all circumstances.
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8.2 Data analysis

To determine the attenuation length, again the transmission has to be obtained from
the acquired data for each tube length. In a �rst step, the CCD camera is calibrated
(see section 8.2.1). Using this information allows to determine the transmission for each
length as discussed in section 8.2.2. Successively, as elaborated in section 8.2.3, the
systematic errors of the experiment are investigated. Finally, the attenuation length can
be determined according to the procedure already described in section 7.3.5. The result
is presented in section 8.3.

8.2.1 Calibration of the CCD

The calibration of the CCD camera consists of three steps: First, some of the pixels show
an excess noise and have to be removed from the analysis. Successively, the linearity of
the device is tested using �at �eld measurements. Finally, a pixel-by-pixel gain calibration
is performed to reduce the error of the measured intensity.

Removal of hot pixels:
To identify pixels with an excess dark noise, so called hot pixels, measurements in a dark
environment were conducted. This environment was provided by a walk-in dark box.
Additionally, using a dedicated function in the software, the shutter of the camera was
disabled. Thus, it was kept closed during the exposure. Figure 8.5 shows the distribution
of the pixels' intensities recorded in such a dark measurement. While the obtained distri-
bution can generally be well described by a Gaussian (see blue curve in �gure 8.5), there
is a small shoulder as well as a �at tail to higher intensities. These deviations from the
Gaussian behavior are due to pixels with an excess dark noise. Note, that the shoulder
of the distribution can be removed by not taking the �rst line of the CCD into account,
already indicating that the performance of the �rst line is not optimal (see �gure 8.5).
The �at tail however is nearly unchanged by this cut, indicating that there are additional
hot pixels in the remainder of the detector. To identify the hot pixels, 100 dark mea-
surements, each with a 2 s exposure, were acquired. The intensity distribution obtained
from each of these measurements was �tted with a Gaussian distribution using a χ2-�t14

resulting in a mean µI and a standard deviation σI for each distribution. All pixels with
an intensity Iij > µI + 5σI were tagged as hot pixels of this measurement. Figure 8.6
shows the distribution of the number of measurements where a speci�c pixel was tagged
as hot. Obviously, most of the pixels which were tagged as hot multiple times are from
the �rst line, even though the pixels which are tagged hot in all the measurements are
not from the �rst line.
All pixels which were tagged hot in at least three of the 100 measurements were declared
as global hot pixels and thus removed from any further analysis. Additionally, all pixels
from the �rst line were removed from the analysis as the �rst line features too many hot
pixels to be used anymore. This results in a loss of 3·10−4 of all pixels. Considering the
�rst line to be lost anyhow, the remaining globally hot pixels make up only a very small
fraction (∼5·10−6) of all pixels. Figure 8.7 shows the positions of all global hot pixels.
Apart from the �rst line, no further clusters of hot pixels can be found. Finally, �gure 8.8

14In this case the χ2 �t was preferred compared to the binned negative logarithmic likelihood �t as it
is less sensitive to small tails of the distribution.
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Figure 8.5: Distribution of the intensities of
the pixels of the CCD obtained from a dark
measurement. The blue curve shows the re-
sult of a Gaussian �t to the distribution. Ad-
ditionally, the same distribution is shown after
removing the �rst line from the data set. Note
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feature the same bin contents.
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Figure 8.6: The distribution of the number of
measurements (out of 100 conducted) where a
pixel intensity is more than 5σ above the mean
of the intensity distribution. Additionally, the
same distribution is shown after removal of the
pixels from the �rst line.

Figure 8.7: The 2D intensity distribution ob-
tained from a dark measurement. Superim-
posed, the red dots show the positions of the
hot pixels which are excluded from the further
analysis.
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the pixels of the CCD for a dark measurement.
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Figure 8.9: The set-up (not to scale) used to test the linearity of the CCD camera. The camera
was put into a walk-in dark box and illuminated by a halogen light bulb which was positioned
at a variable distance d to the CCD camera. To reduce the in�uence of light re�ected from the
walls of the dark box, a cardboard tube with apertures was �xed in front of the camera.

shows a comparison of the intensity distributions obtained before and after removing the
hot pixels from the data-set. The resulting intensity distribution after removal of the hot
pixels shows no deviations from a Gaussian shape.

Linearity test:
To test the linearity of the CCD, the set-up shown in �gure 8.9 is used. The CCD is
mounted on an optical rail facing a halogen light bulb which is mounted on the same op-
tical rail. By varying the position of the halogen light bulb on the optical rail, the distance
d between the camera and the light bulb can be changed. To avoid in�uences from ambi-
ent light, the set-up is mounted in the same walk-in dark box already used to determine
the hot pixels. As the walls of this dark box feature a re�ecting color, a ∼ 1m cardboard
tube with apertures was mounted in front of the CCD camera to ensure that only direct
light can hit the CCD. As the lamp cannot be positioned inside the cardboard tube, this
imposes d > 1m. Thus, for all the measurements d� dCCD holds, where dCCD = 22mm
is the maximum extension of the CCD chip. This has two important consequences: First
of all, the light intensity should be nearly constant over the whole active area of the CCD.
At a d = 1m, the maximum deviation from the constant intensity is about 2 · 10−4. Fur-
thermore, the solid angle covered by the CCD is well described by Ω ∝ 1/d2. Thus, the
mean intensity after dark noise correction (for details see section 8.2.2) should follow

〈I〉 =
I0

d2
=

I0

(x− x0)2
, (8.5)

where x is the position of the light bulb on the optical rail, x0 is the position of the
CCD and I0 is a normalization parameter. Due to the used holder for the CCD camera
on the optical rail, a precise determination of the position of the camera on the optical
rail is di�cult. As the uncertainty of x0 is about a few cm, this parameter is treated as
a free parameter. Figure 8.10 shows the obtained data together with a �t according to
equation (8.5). The resulting value for x0 = (28± 8)mm is well within expectations. As
the �tted curve matches the data quite well (χ2/NDF = 19.5/15 = 1.3) and the resid-
uals (not shown) do not show any preferred direction, it can be concluded that within
this calibration measurement no hints for a deviation from a linear behavior of the CCD
can be found. As the linearity of the CCD is very important for this measurement, two
additional calibration measurements have been conducted which are not shown here in de-
tail: The transmission of a precision quartz-glass plate was measured as a function of the
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Figure 8.11: The standard deviation of the
intensity distributions of all non-hot pixels of
the CCD as a function of the overall mean in-
tensity for the raw data and after calibration
using the data shown in �gure 8.10.

angle of incidence of the light and compared to the predictions by the Fresnel-formulas.
Additionally the transmission of two successive polarizers was measured as a function
of the angle between the polarization directions and again the results were compared to
the predictions. In both cases, no signi�cant deviation from the predictions and thus no
deviation from linearity of the CCD could be found.

Pixel-by-pixel gain calibration:
Figure 8.11 shows the standard deviation of the intensities of all CCD pixels (except the
hot pixels) as a function of the recorded intensity using the data already shown in �g-
ure 8.10. The variation of the intensities is a linear function of the overall mean intensity.
Note that this deviation is much higher than expected due to the inhomogeneities of the
incident intensity. One explanation for this behavior are small di�erences between the
gains of the di�erent pixels. Thus, to increase the resolution of the CCD, a pixel by pixel
gain correction factor cij is introduced. Hence, the calibrated intensity Icij reads

Icij = cijIij, (8.6)

where the indices i and j denote the line and the column number of each pixel. To
determine cij, equation (8.5) was applied to every pixel:

Iij(x, I0,ij) =
I0,ij

d2
=

I0,ij

(x− x0)2
. (8.7)
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For x0, the value form the global �t was used. By �tting equation (8.7) to the data of
every pixel, I0,ij can be determined. Finally, the correction factor can be calculated to be

cij =
〈I0,ij〉
I0,ij

, (8.8)

where 〈I0,ij〉 is the mean over all I0,ij from pixels which are not tagged as hot. The re-
sulting spread of the recorded pixel intensities as a function of the mean overall intensity
after the calibration is also shown in �gure 8.11. A signi�cant improvement in comparison
to the same data without calibration is found. Therefore, for the remainder of this thesis,
the calibrated intensity is used to evaluate the measurements. Note, that the calibration
coe�cients were determined after dark noise correction (see section 8.2.2)) and thus shall
also be applied after dark noise correction.
To make sure that this improvement is not due to the fact that the same data was used
for calibration and testing of the calibration, a test was performed where the calibra-
tion was done by simply taking the measurement with the highest intensity and de�ning
cij = 〈Iij〉/Iij. Even this simple calibration resulted in a signi�cant improvement com-
pared to the raw data for all measurements. However, as the obtained standard deviations
are approximately 30% worse than the standard deviations resulting from the more so-
phisticated calibration method detailed above, the results presented above are used for
the remainder of this chapter.

8.2.2 Determination of the transmission

After the calibration of the CCD, the transmission of the scintillator can be determined
from the data obtained with the set-up shown in �gure 8.1. To reduce the statistical
variations of the intensity measurement, Nimages = 10 images were taken for each mea-
surement15. They are combined by calculating the mean intensity for each pixel:

〈I〉ij =
1

Nimages

Nimages∑
k=1

I
(k)
ij , (8.9)

where I(k)
ij is the intensity on the pixel ij recorded in the kth measurement. In a next step,

the dark noise is removed. Therefore, directly after measuring the beam intensity, Nimages

additional measurements are performed with the light beam being blocked directly after
the precision pin hole. Thus, the �nal intensity for each pixel after dark noise correction
and calibration is given by

Icij = cij

[
〈I〉lightij − 〈I〉darkij

]
, (8.10)

where the superscripts �light� and �dark� denote the measurements with normal and with
blocked beam, respectively. Finally, the intensity I attributed to a measurement is the
mean of the dark noise corrected and calibrated intensity of all pixels, which are not
tagged as hot:

I =
1

Nactive pixels

Nactive pixels∑
ij

Icij, (8.11)

15The procedure shown here to reduce the statistical variations of the measurement as well as the
removal of the dark noise by means of a measurement without light, were also applied to the CCD
calibration measurements.
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where a pixel is called �active� if it is not tagged as hot and Nactive pixels is the number of
active pixels.

Finally, the measured transmission Tm is given by

Tm =
Ifull
Iempty

, (8.12)

where the indices �full� and �empty� denote the measurement performed with the full and
the empty tube, respectively.
The statistical error of the measurement is determined by calculating the error of the
mean intensity Ifull,empty from the spread of the intensities of the individual pixels. As
Iempty & Ifull, the statistical error of Tm can be calculated by Gaussian error propagation16.

8.2.3 Systematic errors

For the measurements with the improved set-up, the same types of systematic errors have
to be taken into account which have already been discussed in section 7.3.4.
As the same tube system is used, the error of the length is still the same as in section 7.3.4:
∆lsyst = 0.5 cm. For the same reason, also the statement made in section 7.3.3 that scat-
tering has a negligible in�uence on the resulting attenuation length still holds.

To determine the systematic error of the transmission ∆T syst, a di�erent approach is
chosen compared to section 7.3.4: The transmission of a LAB-�lled 5m tube is measured
four times following the full measurement protocol for each measurement. Thus, every
measurement includes the �lling of the tube, the two days of thermalization time, the
measurement with the full tube, the removal of the scintillator from the tube, the clean-
ing of the tube windows and �nally the measurement with the emptied tube. The spread
of these measurements

∆Tsyst = (0.39± 0.20)% (8.13)

is used as a measure for the systematic error, conservatively neglecting the in�uence of
the statistical errors. As the in�uence of the systematic errors should be maximal for a
5m tube, this value was conservatively adopted as the systematic errors for all lengths.
Comparing this systematic error to the systematic errors obtained in section 7.3.4 for
the PMT based experiment, an improvement of nearly one order of magnitude is found.
To ensure that this very good result is not due to the low number of measurements, the
bottom-up approach from section 7.3.4 was repeated to cross check the result obtained
above:

First the time instabilities were investigated by measuring the intensity17 at the end
of an empty 5m tube regularly over a period of 18 h. The resulting relative deviations

16As the glass-air transmission is lower than the glass-scintillator transmission, Iempty > Ifull can
be violated in a very clean scintillator where situations up to Ifull ≈ 1.09Iempty can be possible (see
section 7.3.5). Even for this extreme scenario, Gaussian error propagation is well applicable.

17As the measurement system is conducting the measurements automatically, no dark measurements
could be obtained for every measurement. Thus, all measurements were corrected with respect to a dark
measurement taken prior to the long-term measurement.
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Figure 8.12: The relative deviation from the
mean intensity of all measurements as a func-
tion of the time of the measurement since the
�rst measurement. The data shown was ob-
tained during an 18 h long-term measurement
with an empty 5m tube.
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Figure 8.13: The distribution of the rela-
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shown in �gure 8.12 for measurement times
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dard deviation of the �tted Gaussian is also
shown.

from the mean intensity are shown in �gure 8.12 as a function of the time since the
long-term measurement was started. After a warm-up period of about 4 h a very stable
measurement condition was reached. As it is important to reach this high stability in
each measurement, the halogen light bulb was switched on at least 4 h prior to each mea-
surement. Figure 8.13 shows the distribution of the obtained intensities for measurement
times above 4 h. Fitting the obtained distribution with a Gaussian function shows that
the obtained distribution can be assumed to follow a Gaussian with a width of(

∆I

I

)
= (0.089± 0.006)%. (8.14)

Comparing this result to the result obtained in section 7.3.4 shows that the time stability
of the system has increased by more than an order of magnitude even though the initial
intensity of the beam is not monitored in the new set-up.

To assess the e�ect of the window cleaning, �ve measurements were conducted with
an empty 5m tube. Between each of the �ve measurements, both windows were dis-
mounted, cleaned the same way as in the measurements with the scintillator and re-
mounted again. Again conservatively neglecting the statistical errors, the mean relative
deviation of the intensity after the tube due to the window cleaning procedure was found
to be (0.26 ± 0.08)%. Comparing this value to the value obtained for the old set-up in
section 7.3.4, again a strong reduction of the error is found, showing that the majority
of the e�ect of the window cleaning is not due to a changed transmission of the window
itself but due to the change in the optical parameters which leads to a de�ection of the
beam that in turn results in an error if the detector response is not homogeneous enough
over its surface.
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Combining the errors of the window cleaning and of the time instability, the relative
error of the transmission is expected to be (0.35± 0.08)%. As the transmissions are of
order 1, this is well compatible with the value determined above, showing that the im-
provement in the systematic error is due to both, to an improvement of the stability of
the measurement in time and due to a reduced susceptibility of the system to the changes
in the optical system caused by the window cleaning procedure.

8.3 Result

Using the systematic errors discussed in section 8.2.3 and the �tting procedure presented
in section 7.3.5, the attenuation length for the used LAB sample can be determined
from the data. Figure 8.14 shows the obtained data together with the prediction for the
transmission resulting from the best-�t values. Figure 8.15 shows the corresponding χ2-
function as a function of the Fresnel factor C and the attenuation length Λatt. All other
parameters have been pro�led out. The �nal result of the experiment is

Λatt = (9.60± 0.04(stat)± 0.11(syst))m (8.15)

C = 1.082± 0.002(stat)± 0.005(syst). (8.16)

In section 7.3.5 the Fresnel factor was estimated to be C ∼1.9. While there was a slight
tension between and the estimated value for C and the value measured in the �rst version
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Figure 8.16: A compilation of all available results for the attenuation length Λatt of the mea-
sured LAB sample at a wavelength of 430 nm with the inner error bars showing the statistical
errors and the outer error bars showing the total errors. The red line indicates the global best
�t value and the red-crossed area the corresponding error of the global best �t. Note, that no
correlations were taken into account when combining the experiments. The UV/Vis result corre-
sponds to the measurement shown in section 7.1.3, the PMT based set-up is the result presented
in section 7.3.5 while the CCD based set-up corresponds to the result presented in this section.

of the experiment (see section 7.3.5), this tension is resolved by the results presented in
this section: The obtained Fresnel factor is well compatible to the estimation of C. Fig-
ure 8.16 shows an overview of all measurements performed in the present thesis on the
same LAB sample along with the global mean of all measurements. While the UV/Vis
measurement presented in section 7.1.3 is compatible with both measurements due to its
huge errors, the two measurements using the long tube show a slight disagreement at the
1.2σ level. Due to the low signi�cance of the disagreement, the most probable reason for
the deviation is that it is just caused by a statistical �uctuation.

With the attenuation length given in equation (8.15) and the scattering lengths already
being measured in [123] (Λscat = (25± 1.9(stat)± 1.6(syst))m), the absorption length can
be calculated using equation (7.4) resulting in

Λabs = (15.6± 0.8(stat)± 0.9(syst))m. (8.17)

8.4 Applicability of the measured LAB for the next

generation of liquid-scintillator detectors

The next step is to determine the applicability of the LAB measured in the present thesis
for the planned next generation of experiments, i.e., the LENA detector (see section 8.4.1)
and the JUNO experiment (see section 8.4.2). The discussion will be based on the assump-
tion that the addition of �uors to the LAB will not a�ect the attenuation length at 430 nm
which is a good assumption for the obtained attenuation length [65] of Λatt = 9.6m. For
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attenuation lengths of order 20m, however, a much cleaner solvent (i.e., a much cleaner
LAB) is required. Thus, even though the optical scattering and absorption e�ects induced
by the �uors are suppressed by the small concentration of the �uors, they may signi�-
cantly contribute to the total attenuation of the light. Thus, the in�uence of the �uors
on attenuation lengths of order 20m will have to be examined in the future.

8.4.1 LENA

The LENA detector, which is presented in detail in chapter 3, has only relatively mod-
est requirements on the attenuation length: The baseline design foresees an attenuation
length between 10m and 20m [57] and the simulation used to determine LENA's physics
potential - by default - assumes Λsim

att = 10.9m.
Therefore, the measured Λatt = 9.6m is already quite close to the requirements of the
detector. Using the LENA MC-simulation, the number of observed photo-electrons for
events featuring electrons with a kinetic energy of T = 1MeV can be determined as a func-
tion of the attenuation length (see �gure 7.1). Thus, the di�erence between the default
performance of the LENA simulation and the performance expected from the measured
scintillator can be estimated:
Considering a full �ducial volume18 of 13.5m radius, the number of obtained photo-
electrons is reduced by about 16% (about 17% for the 9m radius �ducial volume). This
means that using the measured scintillator in LENA would degrade the attainable en-
ergy resolution by about 10%. On the other hand, using a better scintillator with an
attenuation length of about 20m would allow to increase the attainable energy resolu-
tion by about 30%. Applied to the end point of the electron-recoil spectrum caused by
interactions of 7B-neutrinos at 665 keV [110], the measured scintillator would result in
a relative energy resolution19 of 7.8%, the default scintillator (Λsim

att = 10.9m) from the
simulation would yield 7.1% and a scintillator with 20m attenuation length results in 5%
relative energy resolution. Thus, while the measured scintillator and the scintillator used
per default in the simulation produce relatively similar results, a signi�cant increase in
performance could be expected from an even cleaner scintillator.

8.4.2 JUNO

For the JUNO experiment (see section 2.3.3), the requirements for the transparency of
the scintillator are much more stringent compared to the LENA experiment due to the
di�erent geometry and the required excellent energy resolution. In [6] it is stated that the
attenuation length of the scintillator has to be more than 24m. Obviously, this require-
ment is not ful�lled by the measured scintillator. While there exist measurements [151]
which state that some scintillators feature attenuation lengths of about 15m as delivered
from the company, this is still not good enough for JUNO. Thus, the scintillator has to be
optically puri�ed. Currently, the most promising possibility to enhance the transparency
of the scintillator is by column puri�cation using Al2O3 as packing material. In this
method, the scintillator passes through a column which is �lled with Al2O3 that absorbs

18Using the full 14m-radius cylinder of the detector as �ducial volume does not work as no reliable
energy and position reconstruction can be performed for events with a distance to the wall smaller than
0.5m, see section 4.5.1 and [41].

19Here the values from the 9m �ducial volume are used.
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Figure 8.17: Comparison of the attenuation lengths as a function of the wavelength obtained in
the LAB sample measured in this experiment and in the same sample after passing the scintillator
through 50 g of acid Al2O3 with 90Å pore size. The measurement was done by S. Prummer [152]
using a Perkin Elmer LAMBDA 850 UV/Vis-spectrometer with a 10 cm cuvette. The step in
the attenuation length of the cleaned measurement around 377 nm is due to an experimental
artifact of the used spectrometer which switches between two lamps used as light sources at this
wavelength.

some of the scintillators' impurities thus increasing its transparency. Figure 8.17 shows
a comparison of the attenuation lengths of the investigated sample in its raw state and
after Al2O3-column puri�cation. A signi�cant improvement of the attenuation length can
be observed over the whole wavelength region. The plan for the JUNO scintillator is to
apply Al2O3-column puri�cation to the scintillator which already features a good atten-
uation length in its raw state to obtain the required attenuation lengths. Additionally,
the puri�cation e�ect of Al2O3 can be increased by passing the scintillator successively
through di�erent kinds of Al2O3 [152].

8.5 Planned upgrades

The set-up presented in chapter 8 is a major improvement compared to the set-up de-
scribed in chapter 7 as the obtained resolution is now adequate for the needs of the next
generation of LSc experiments. However, the practical usability of the set-up to develop
new scintillators as well as to study methods for scintillator puri�cation is limited due to
multiple factors:

� It takes three days to measure one transmission for a given length: Two days of
thermal stabilization and another day for the measurement and the required con-
struction works to change to the next length of the modular-tube. Thus, the whole
experiment takes up to one month. The long measurement times make a fast pro-
totyping of scintillator puri�cation methods di�cult.
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� The fact that the scintillator tube has to be opened includes the danger of polluting
the LSc sample. A set-up where this is not the case would be preferable.

� One measurement requires 24 l of LSc: 12 l for the initial �ushing of the experi-
ment to remove residual impurities from the previously measured LSc and the same
amount for the actual measurement run. In comparison, the typical amount of
scintillator which can be puri�ed with the current puri�cation set-up in one go is
∼200ml [152]. Hence, a production of a sample with a su�cient size to be charac-
terized with the experiment is very time consuming. Additionally, the amount of
packaging material which can be used in the current puri�cation set-up is .100 g
which is not enough to ensure constant puri�cation properties during the production
of a 32 l sample [152]. Thus, an experiment with a signi�cantly reduced sample size
would be bene�cial.

� Currently, the attenuation length is measured at a wavelength of ∼430 nm. While
the wavelength �lter can of course be changed, the measurement at the next wave-
length would take an additional month. Additionally, due to the used optics, only
wavelengths above ∼390 nm can be measured due to the lacking UV-transmission
of the optical components. A measurement in the UV would be highly desirable as
it would allow to compare the results with those of the UV/Vis-spectrometer in the
UV wavelength region where it still provides accurate results due to the lower atten-
uation lengths in this wavelength region. Thus, a set-up with a higher wavelength
�exibility would be preferable.

To solve this issues, a new set-up, which is depicted in �gure 8.18, was designed together
with A. Ulrich [148] and S. Prummer [152]. It is currently being set-up by S. Prummer.
Instead of a nearly horizontal tube, the new set-up features a vertical tube as inspired
by [151, 153]. Thus, the distance the light beam travels through the scintillator can be
changed by altering the liquid scintillator level in the tube without mechanical modi�-
cations of the set-up. This is technically realized by a �uid tank which can be moved
vertically and which is connected to the tube. The current liquid level is determined by
two pressure sensors measuring the liquid pressure PF at the bottom of the tube and the
gas pressure PG at the top of the tube. To reduce the required amount of �uid, a thinner
tube without apertures is used. To suppress the scattered light, an additional tube is
mounted above the scintillator tube which features apertures. Additionally, the tube is of
course blackened and passivated using the INOX-SPECTRAL [127] method. Using the
Geant4-based simulation already presented in section 7.3.3, this new method is found to
feature an increased suppression of scattered light by a factor of two for the high re�ectiv-
ity assumptions and by more than one order of magnitude for the standard assumptions
(see table 7.1). Additionally, the layers of equal refractive index are now perpendicular
to the beam direction which signi�cantly reduces their in�uence on the beam direction.
Therefore, the long measurement times due to the required thermalization of the LSc
can be signi�cantly reduced. Moreover, as the tube can be kept closed throughout the
measurement, no additional nitrogen �ushing is required. Thus it should su�ce to let the
scintillator thermalize once.
Concerning the optics used, the �rst idea was to use the same optics as in section 8.1.2 with
the wavelength �lter being removed. Additionally, the CCD detector would have been
replaced by the entrance �ber of a spectrometer. Note that as the spectrometer �ber does
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Figure 8.18: Sketch of a possible next generation of the experiment presented in this chapter
(not to scale). Here, the 5m tube is oriented vertically and the distance the light beam travels
through the scintillator can be adjusted by varying the �uid level which is determined by the
position of the scintillator tank. To reduce the amount of �uid required, a thinner tube without
apertures is used. Thus, an additional tube with apertures is added after the tube to provide the
required suppression of scattered light. The optics are oriented horizontally and the light beam is
coupled into the tube by a mirror. To obtain monochromatic light at an adjustable wavelength, a
monochromator is used. The imaging is done using mirror optics to provide achromatic imaging
down to the UV. The same CCD camera as presented in section 8.1.3 is used as a light detector.
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Figure 8.19: The transmission as a function of the wavelength for various tube lengths as
determined using an OceanOptics Maya2000 Pro spectrometer as detector instead of the CCD
camera. The transmission was normalized to the result presented in section 8.3. Note that the
maximum transmission for the 4m tube is signi�cantly too high and that the ordering of the
transmissions changes with wavelength. Possible reasons for this behavior are discussed in the
text.

not cover the full beam, a measurement with the CCD and the wavelength �lter in place
would still be required for an absolute normalization of the intensity. Figure 8.19 shows
the result of a measurement conducted using the set-up presented in section 8.1 and a
spectrometer20 as light detector. The resulting transmissions are unphysical in two ways:
First, between 500 nm and 600 nm, the transmission resulting from the measurement with
a 4m tube features a transmission which is signi�cantly above the maximum possible
transmission C ≈ 1.09. This odd feature was reproduced in multiple measurements which
also featured other measurements in between, i.e., between two of the conducted measure-
ments the tube was assembled for another tube length. Furthermore, the transmissions
change their order with changing wavelength. From equation (8.3) the ordering

T (1m) & T (2m) & . . . & T (5m) (8.18)

would be expected which is obviously not the case in the 500 to 600 nm region. After
extensive investigations which included the linearity of the used spectrometer and the
variability of the spectrometer's noise with time, the most probable reason for this defect
was concluded to be the the strong dependency of the acceptance of the spectrometer �ber
on the angle of the incident light. As the index of refraction of the LSc is greater than
one and dependent on the wavelength of the light, this leads to a wavelength-dependent
distribution of the angles of incidence of the light and thus to a wavelength-dependent
acceptance of the light which leads to the problems mentioned above. Thus, in the verti-
cal set-up, instead of a spectrometer behind the tube, a monochromator is used instead
of the wavelength �lter to obtain monochromatic light with an adjustable wavelength.
To ensure an achromatic behavior of the imaging optics down to the UV a mirror-based
imaging system is used. Additionally, the windows of the tube are exchanged for windows

20OceanOptics, Maya2000Pro
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Figure 8.20: The expected relative upper and lower errors as a function of the true attenuation
length for the experiment presented in section 8.1 (�default set-up�) and for the next generation
update presented in this section (�vertical set-up�). Note that the expected relative error is
larger than the error on the result shown in equation (8.15) as the simulation assumes only one
measurement per available tube length while two measurements for each length were preformed
in the measurement presented in chapter 8.

made from quartz glass to ensure su�cient transmission for wavelengths below 330 nm
which is di�cult with normal glass (see �gure 7.6). The light detection is still done with
the CCD camera presented in section 8.1.3.

While the design of the new set-up is mainly driven by practical concerns, the new design
also reduces the systematic errors as no more window cleaning will be required during
the measurements. Thus, in the best case, the systematic errors can be reduced to the
uncertainty in time (see section 8.2.3). For this optimistic case, the expected relative
errors as a function of the true attenuation length are shown in �gure 8.20 assuming a
measurement at 10 di�erent light paths in the scintillator. They were computed using
the Asimov data-set [154] for each true attenuation length after validating the results at
one attenuation length using a full MC to generate the data. For comparison, the errors
expected using the set-up presented in section 8.1 are additionally shown. The superior
performance of the new set-up is clearly visible.
Thus, the next generation of the set-up will provide faster measurements at multiple wave-
lengths and a continuously adjustable light path length in the scintillator with a smaller
error at a reduced sample-volume. It therefore will constitute a good tool to study the
e�ects of scintillator cleaning and to develop new high-performance scintillators.
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8.6 Importance of the obtained accuracy for the next

generation of liquid-scintillator based neutrino de-

tectors

The attenuation length of Λatt = (9.60± 0.04(stat)± 0.11(syst))m, which was determined
with the current system, is insu�cient for the next generation of neutrino detectors (see
section 8.4). On the other hand, it was shown that the set-up allows to measure this
attenuation length with an accuracy of 1.2%.
This high accuracy is required by the next generation of liquid-scintillator based neutrino
experiments especially for two tasks:

� As already discussed in section 8.4, the best scintillators provided by the manu-
facturers feature an attenuation length of ∼15m. Thus, puri�cation procedures,
like Al2O3 column puri�cation, need to be developed to improve the optical prop-
erties of the LSc for wavelengths around 430 nm, which are most relevant for the
photon transport in LScs. Typically, this is done using an UV/Vis-spectrometer to
characterize the optical properties of the scintillator before and after puri�cation.
However, the resolution of an UV/Vis-spectrometer is not su�cient to resolve the
e�ect of the puri�cation in the relevant wavelength region. Thus, often the perfor-
mance of puri�cation methods is assessed by looking at the puri�cation e�ect at
lower wavelengths which feature a lower attenuation length that can be precisely
measured by the UV/Vis. However, recent measurements have shown that the pu-
ri�cation e�ect strongly depends on the photon wavelength [152]. Thus, a method
to precisely measure the attenuation length of puri�ed scintillators around 430 nm
is mandatory for the successful development of puri�cation methods.

� When a detector is built, it has to be �lled with LSc prior to data-taking. As
removing the scintillator from the detector is di�cult, expensive and time consuming
it should be avoided. Thus, a quality control of the scintillator is necessary before
it enters the detector to exclude contamination of the scintillator. Checking the
optical properties of the scintillator, including the attenuation length, is a major
part of this quality control. Thus, a high precision measurement of the attenuation
length is required for quality control of the scintillator prior to �lling.

For the experiment presented in chapter 8, the expected relative resolution in attenuation
length is plotted as a function of the true attenuation length in �gure 8.20. It would allow
to measure a scintillator with an attenuation length of 24m, which is the projected goal
for the JUNO-LSc, at a precision of 6.5% (corresponding to about 1.6m) which is su�-
cient for scintillator development and quality assurance. If the upgrade of the experiment
(see section 8.5) works as expected, the resolution at an attenuation length of 24m will
even be reduced to 1.2%, corresponding to about 0.3m.



Chapter 9

Conclusions

This work is focused on preparative work that is required to ensure the success of the
next generation of liquid scintillator (LSc) based neutrino detectors like the planned 20 kt
JUNO detector and the proposed 50 kt LENA detector. The �rst part covers the develop-
ment of algorithms used to reconstruct the event properties in LENA from the observed
light signal at the photomultiplier tubes (PMTs). As the photons produced in the LSc
have to reach the PMTs, the second part of this thesis deals with measuring the trans-
parency of LScs.

9.1 Event reconstruction

The work to reconstruct events is split up into three parts. In a �rst step, events with
deposited energies in the MeV regime (e.g., caused by interactions from geo-neutrinos or
astrophysical neutrinos), which is the energy region the detectors are designed for, are
reconstructed. In the next step, the algorithms are extended to cover single lepton tracks.
In a �nal step, the events resulting from neutrino interactions at the GeV scale, as e.g.,
caused by atmospheric neutrinos or neutrinos from a neutrino beam, are dealt with. As
LENA does not exist yet, the performance of these algorithms is evaluated using events
obtained from a Monte Carlo (MC) simulation [41] based on the Geant4 libraries [102, 103].

Reconstruction of MeV events:
Interaction of (anti-)neutrinos with energies in the MeV range typically produce electrons
or positrons in the same energy range. The range of these particles is generally below
∼1 cm which can be considered to be point-like with respect to the position resolution of
the detector (∼10 cm). Thus, no directional information can be obtained from these par-
ticles. Therefore, an algorithm was developed which allows to determine the position, the
kinetic energy and the time of single particle events. It is based on a full likelihood �t to
the obtained photon multiplicities and arrival times of the PMTs. The calculation of the
required probability density function (PDF) takes into account the light concentrators'
acceptance function, scattered light, the dark noise (DN) of the PMTs, the �nite size of
the light detectors and the transit-time spread (TTS) of the PMTs. The �tting procedure
was extended to deal with the multiple minima appearing for events close to the detector
boundary.
The performance of the algorithms was tested on single electrons with kinetic energies
between 0.2MeV and 3MeV, distributed over the �ducial volume of the detector which is
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at least 25m away from the detector end-caps (see section 4.1). The fraction of converged
events was found to be nearly 99% for low-energy events and declines slightly to 97%
for events with a kinetic energy of 3MeV due to the rising probability for bremsstrahlung
emission. For events with a distance to the principal symmetry axis of the detector of
less than 10m, the one-dimensional resolution in the x-y-plane can be well described
by ∆x = ∆y = (6.25 ± 0.12) cm/

√
T true
s /MeV− (0.07± 0.06), with T true

s being the true
kinetic energy of the event. For events closer to the detector wall, the resolution im-
proves by up to 50%. In z-direction, the resolution in the detector center increases with
rising energy from about 24 cm for 0.2MeV events to about 6.5 cm for 3MeV events,
but cannot be described by a simple function like the resolution in the x-y-plane. Fur-
thermore, the z-resolution can improve by more than a factor of two when going to
higher radii. The start-time resolution is below 0.6 ns for the whole detector over all
energies which is su�cient for all applications. It can even go down below 0.14 ns for
central 3MeV events. The relative energy resolution was found to be well described by
∆Ts/T

true
s = (6.0±0.1)%/

√
T true
s /MeV− (0.01± 0.06). This is compatible with the rela-

tive resolution expected from photon statistics only, demonstrating that the performance
of the algorithm has reached its statistical maximum. A signi�cant degradation of all
resolutions was found for events with a distance of less than ∼30 cm from the outer cylin-
der walls, showing that this region of the detector is too inhomogeneous to be properly
handled by a reconstruction and thus cannot be used for physics analysis.
Subsequently, the in�uence of the DN rate fDN on the performance was determined for
fDN up to 50 kHz. It was found that the DN only a�ects events with a kinetic energy
below ∼1MeV. For very low energetic events with Ts ∼0.2MeV, in contrast, a deterio-
ration of the resolutions of up to a factor of 5 was found. Additionally, to ensure a high
robustness of the �t, an advanced detector electronics is required which allows to resolve
multiple photon hits on a single PMT.
Moreover, the in�uence of the TTS on the obtained resolutions was investigated. It was
found that using the full TTS from the Borexino PMTs [105] instead of the Gaussian
assumption which is generally used in this thesis, decreases the spatial resolutions only
by about 2 cm and the time resolution only by about 0.06 ns over the whole energy range.
The energy reconstruction is not in�uenced by the TTS.

Reconstruction of single lepton tracks:
The likelihood �t was subsequently expanded to be able to additionally deal with extended
events, which requires to take into account the light-yield of a particle as a function of
its distance to the start point. Testing the algorithm with simulated muon events with
energies between 0.2GeV and 1GeV revealed an one-dimensional vertex resolution of be-
low 10 cm and a start-time resolution below 0.15 ns over the whole energy range. The
angular resolution improves with energy from 7deg down to 1.8 deg with a reconstruction
e�ciency between 80% and 98%. The relative energy resolution was found to be about
1% for the covered energy range. Some badly reconstructed tracks occur for events being
very close to the detector boundary. Additionally, the performance was determined for
a set of 0.5GeV electron events, which are more challenging to reconstruct than muon
events due to the higher event by event variations in the energy loss. While the fraction
of converged events improved by about 4% compared to the muon events, it was found
that the vertex resolution as well as the time resolution are about 4 to 5 times worse than
in the muon case. In contrast, the angular resolution deteriorates by only 50% compared
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to the muon value and basically no di�erence is visible for the energy reconstruction. For
both, the electron and the muon data-set, a signi�cant number of outliers was observed.
In case of the muon data-set, they were connected to events which passed close to the wall
of the detector. For the electron dataset, a small fraction of events additionally su�ered
from a very high deviation of the realized from the mean shower pro�le at a given energy.

Analysis of full neutrino interactions:
The likelihood analysis cannot be applied to full neutrino interactions, due to the high
diversity of possible outcomes of such an interaction and due to the missing start pa-
rameters, which are required by the used numerical minimization methods. Nevertheless,
algorithms were designed to extract basic information from these events which in the fu-
ture might pave the way to gather enough information to �nally be able to do a full �t
to the events.
First, a clustering algorithm was developed which splits the high energy neutrino interac-
tions into the primary interaction and the secondary interactions. It was tested on 3400
simulated νµ-CC interactions. The resulting total detection e�ciency for a muon decay
is (88± 3)% for µ− and (92.4± 2.5)% events for µ+.
In a next step, the energy response of LENA for high energy neutrino events was deter-
mined which is a required input to evaluate the capabilities of LENA as a far detector for
a neutrino beam [96].
Furthermore, an algorithm was developed, which allows to visualize the muon event. It
was applied to muons passing through Borexino [119] resulting in an angular resolution of
(1.62 ± 0.10)deg, which is a signi�cant improvement compared to the established muon
reconstruction methods in Borexino ((2.44 ± 0.19)deg on the same data set). Applying
this algorithm to simulated neutrino interactions in LENA, it was possible to determine
the vertex of the resulting events with a one-dimensional accuracy of below 10 cm.
By performing a time-of-�ight correction with respect to the reconstructed vertex of the
interaction, the number and the direction of tracks in the exit channel with a signi�-
cant length could be determined. This method was tested on simulated high-energy CC
neutrino interactions resulting in a good performance of the method for reconstructing
primary lepton tracks: For primary lepton energies above 1GeV this technique allows to
identify more than 60% of all primary electrons and above 95% of all primary muons.
As νe-CC events are the most important signal channel when using LENA as a far de-
tector for a conventional neutrino beam, an attempt was made to obtain new parameters
to discriminate between νe-CC and νx-NC interactions from the results of the developed
algorithms. Here, especially the number of secondary clusters and the number of track
candidates were found to be promising. By including these parameters in the event dis-
crimination used for LENA [96, 100], there is a good chance to increase the capabilities
to determine the mass hierarchy using LENA as a far detector for a neutrino beam (see
section 6.6).

9.2 Attenuation-length measurements

The huge sizes of the next generation of neutrino detectors requires very transparent liq-
uids with attenuation lengths of at least 10m (LENA) and 24m (JUNO), respectively. To
determine the attenuation length of liquid scintillators, an experiment was devised which
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allows to measure the drop in intensity of a light beam after transversing a modular tube
�lled with LSc which has a length between 1m and 5m. The wavelength of the light
beam is 430 nm which is the most important wavelength for the transport of scintilla-
tion light in LSc over distances of order ∼10m. As scattered light is a background for
the attenuation-length measurement, a strong suppression of scattered light is required.
Thus, the tube was blackened on the inside and additional apertures were added to the
inside of the tube to de�ect scattered light. Using a MC simulation, the e�ect of the
scattered light on the determined attenuation length was estimated to be . 0.9 · 10−3 at
an attenuation length of 11m.

PMT based set-up:
In the �rst version of the experiment, PMTs were used to monitor the intensity of the
beam before and after transversing the LSc. The light beam was provided by a pulsed
LED which was coupled into a �ber optics. After exiting the �ber optics, the light
was subsequently parallelized. To obtain a narrow wavelength spectrum, the light ad-
ditionally passes a wavelength �lter. As a main obstacle of measuring the attenuation
length, thermal layers in the nearly horizontal tube were identi�ed. They cause a gra-
dient in refractive index which de�ects the beam and thus disturbs the measurement.
Hence, a thermalisation time of two days was required prior to each measurement. Using
this set-up, the attenuation length of the measured LAB sample was determined to be
Λatt = (8.89± 0.05(stat)+0.59

−0.53(syst))m.
By evaluating the time shift of the detected light as a function of the distance the light
travels through the scintillator, the speed of light in LAB could be evaluated to be

cLAB = (1.88± 0.06(stat)± 0.11(syst)) · 108 m
s
, (9.1)

resulting in an e�ective index of refraction of

ne� = 1.59± 0.05(stat)± 0.10(syst). (9.2)

CCD based set-up:
The large systematic error of the attenuation length as determined with the PMT-based
set-up rooted in a lacking time stability and a high variability of the observed transmission
after cleaning the window which is positioned at the entrance of the tube containing the
LSc. As these problems are believed to be mainly due to the high variability of the PMT's
quantum e�ciency over its surface, the unstable light source and the bad beam-quality, a
new set-up was devised. In this set-up, the light was detected by a 8.4MPixel temperature-
stabilized CCD-camera mounted at the end of the tube. Intensive investigations con�rmed
the high uniformity and the high linearity of this device. Due to the small active size of
the CCD, a new optical system was set up which imaged a precision pinhole, illuminated
by a halogen light bulb, directly on the CCD. To achieve monochromatic light, a bandpass
wavelength �lter was used. With a variation of the transmission of the empty 5m tube of
less than 10−3 over 14 h of measurement time, the set-up was found to be more than one
order of magnitude more stable than the PMT-based set-up. Additionally, the in�uence
of the window cleaning was reduced by a factor of ∼5. With the improved set-up, the
attenuation length of the same LAB sample was determined to be

Λatt = (9.60± 0.04(stat)± 0.11(syst))m. (9.3)
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Using the scattering lengths determined in [123], this corresponds to an absorption length
of

Λabs = (15.6± 0.8(stat)± 0.9(syst))m. (9.4)

The measured attenuation length makes the measured, uncleaned LAB de�nitely not
suitable for the JUNO detector and only marginally usable for LENA, even without
taking a possible degradation of the attenuation length in a full scintillator due to added
�uors into account (see section 8.4). Thus, a puri�cation of the scintillator to improve
its optical properties is necessary. A promising possibility is column-puri�cation using
Al2O3 as packing material, which was found to greatly improve the attenuation length of
LAB [152].
Using the obtained result, the expected accuracy of the experiment for larger attenuation
lengths was determined: At an attenuation length of Λatt = 24m, which is required for
JUNO, the experiment described in this thesis will still feature an accuracy in attenuation
length of about 6.5%. Thus, the accuracy achieved with the experiment is su�cient for
the requirements of both next-generation detectors.
However, one measurement takes about one month which makes it very cumbersome to be
used in scintillator development. Thus, based on the experiences with the current set-up,
the next generation of the set-up is currently under construction (see section 8.5). Its main
improvement is a vertical tube which will allow the experimenter to continuously change
the distance the light travels through the LSc. Additionally, this will make modi�cations
of the tube during the measurement unnecessary and thus further reduce the systematic
errors: With the next-generation experiment, the expected accuracy at an attenuation
length of 24m will be improved to 1.2%. Moreover, a monochromator will be used
instead of the wavelength �lter to be able to easily change the wavelength.
Hence, this new set-up will provide faster measurements at multiple wavelengths and a
continuously adjustable light path in the scintillator with a smaller error. It therefore will
constitute an important tool to study the e�ects of scintillator cleaning and to develop
new high-performance scintillators.
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Appendix A

Calculation of atmospheric neutrino

rates

The doubly di�erential interaction rate Rα
ν (Eν , cos(ϑν)) of atmospheric neutrinos of �avor

α with energy Eν and angle ϑv with respect to the z-axis in LENA is given by

Rα
ν (Eν , cos(ϑν) =

∑
β∈e,µ,τ

σαν (Eν) · Φβ
0 (Eν) · Pνβ→να(Eν , cos(ϑν))

mT

mn

(A.1)

where σαν (Eν) is the total CC cross section per target nucleon for να which was extracted
from GENIE [42], Φβ

0 (Eν) is the unoscillated atmospheric νβ �ux 1 taken from [155],
mT = 50 kt is the target mass and mn is the mass of a nucleon. Finally, the oscillation
probability Pνβ→να(Eν , cos(ϑν)) was calculated with the GLoBES library [31, 32] using the
PREM model of the earth to model the density in the earth [33, 34]. As it is impossible
to discriminate ν from ν̄ on an event by event basis, given the detector is not magnetized,
the relevant quantity in the detector is

Rα = Rα
ν +Rα

ν̄ . (A.2)

The result for muon neutrinos can be seen in �gure 3.5.
The doubly di�erential rate including detector e�ects Rα

d (Ed, cos(ϑd)) is given by:

Rα
d (Ed, cos(ϑd)) =

∞∫
0

dEν

∫ 1

−1

dcos(ϑν) R
α
ν (Eν , cos(ϑν)) ·

· εα(Eν , cos(ϑν)) · P (Ed, cos(ϑd)|Eν , cos(ϑν)) (A.3)

where εα(Eν , cos(ϑν)) ∈ [0, 1] is the e�ciency to detect a neutrino with energy Eν and an-
gle ϑν and P (Ed, cos(ϑd)|Eν , cos(ϑν)) is the detector response function, i.e. the probability
density function to reconstruct a neutrino with properties Ed, cos(ϑd) given the incident
neutrino featured the parameters (Eν , cos(ϑν)). Note, that any kinds of misidenti�cation
of events is not accounted for in this calculation.

1 The �ux given in [155] is for the Super Kamiokande location. In principle, it has to be adjusted to the
di�erent latitude of Pyhäsalmi. As this just represents an initial rough study and as full calculations for
Pyhäsalmi are done [156] but not yet available, this was not done here. Thus, the atmospheric neutrino
�ux might be about a factor of two too low.
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Figure A.1: Mean angle between the neutrino momentum and the momentum of the primary
lepton as a function of the energy split up in the di�erent interaction types for νe (left) and νµ
(right).

As the detector response to atmospheric neutrinos is not known, a few assumptions were
made to come up with a detector response function. First of all, for an initial glimpse, all
e�ciencies were treated to be one: εα(Eν , cos(ϑν)) = 1. Given that the real e�ciencies
for beam events are typically about 30% this will overestimate the detected rate. The
energy resolution was assumed to be Gaussian, taking the RMS of the beam events as
resolution: ∆E/E= 8% (confer section 6.3). Note that the energy resolution does not
depend on the angle of the incident neutrino. To estimate the angular resolution of the
detector, the assumption was made that it is dominated by the deviation of the lepton
direction and the neutrino direction. Thus, the angular resolution of the detector has
been neglected. Therefore, the probability to detect a given angle is independent of the
reconstructed neutrino energy. Hence, the detector response function separates:

P (Ed, cos(ϑd)|Eν , cos(ϑν)) = P (Ed|Eν) · P (cos(ϑd)|Eν , cos(ϑν)). (A.4)

To determine the corresponding angular PDF P (cos(ϑd)|Eν , cos(ϑν)), neutrino interac-
tions were simulated using the GENIE [42] event generator. The resulting mean devi-
ations as a function of the true neutrino energy is shown in �gure A.1. Slices through
the �nal PDF are shown in �gure A.2. Note that these distributions signi�cantly deviate
from a Gaussian distribution i.e. using a Gaussian distribution is not enough.
The �nal distributions including detector e�ects are shown in �gure 3.6.
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Figure A.2: The PDF P (cos(ϑd)|Eν , cos(ϑν)) for various �xed true neutrino energies as indi-
cated in the di�erent plots.
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Appendix B

Dimensionality reduction using the full

detector geometry

In chapter 4 the dimensionality of the required tables is reduced by exploiting the symme-
tries of the detector. To reduce the �nal dimensionality, the only events with |z| < 25m
are dealt with to be able to neglect the in�uence of the end caps. In this chapter, the
same reduction is done without this simpli�cation.
Given a function f(rs|r), where rs is a position inside LENA and r is the position of a
PMT, which describes some physics in the detector. An example for such a function is
R(rs|r) (see equation (4.31)). As the PMT is con�ned to the wall of the detector, its
position is dependent only on two variables (ϕ, ξ) where ϕ is the same angle as used in
cylindric coordinates and ξ de�nes the position of the PMT on the wall:

ξ =


z for PMTs on the sidewall of LENA
1
2
hLENA + ρPMT,wall − ρ for PMTs on the top of LENA
−1

2
hLENA − ρPMT,wall − ρ for PMTs on the bottom of LENA,

(B.1)

where hLENA is the height of the �ducial volume and ρPMT,wall is the mounting radius of
the PMTs on the sidewall of LENA.
Due to the rotational symmetry of LENA around the z axis a, transformation in a coor-
dinate system s(1) with ϕ(1) = 0 does not change the physics: f (1)(r

(1)
s , ϕ(1) = 0, ξ(1)) =

f(r
(1)
s , ϕ(1) = 0, ξ(1)) which already reduces the dimensionality to from six to four. Note,

that in this case ξ(1) = ξ.
While it is not possible to reduce the dimensionality of the function any more, the size
of the parameter space can be further reduced. Using LENA's symmetry with respect to
the x-y-plane, a coordinate system s(2) can be found, with the PMT being in the upper
half of LENA: ξ(2) > 0. Again, due to the symmetry of LENA, the f is invariant with
respect to this transformation. Note, that the second transformation does not change ϕ:
Thus, ϕ(2) = 0. Finally, using the mirror symmetry with respect to the x-z plane, the
�nal dependency of f is given by:

f(rs|r) = f(x(2)
s , |y(2)

s |, z(2)
s , ξ(2)). (B.2)

Thus, in comparison to chapter 4, one additional dimension is required for the tabulations.
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