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Abstract

Longitudinal functional imaging studies of neurological diseases are key
in identifying the disease progression and possible therapeutic interventions.
Optoacoustic imaging is an emerging method that promises high tissue pen-
etration and non-invasive imaging of optical contrast in whole volumes. This
thesis demonstrates the advantages of optoacoustic imaging and works to
apply the method for neuroimaging applications. In doing so, the applica-
bility of real-time functional optoacoustic imaging for monitoring of stroke
progression in the whole brain of living animals is demonstrated. The mid-
dle cerebral artery occlusion model was used to model stroke in mice, and
an asymmetry of deoxygenated haemoglobin in the brain is observed as a
region of hypoxia in the hemisphere affected by the ischaemic event. Further-
more, the penumbra is visualised in vivo as a localised haemodynamically-
compromised area adjacent to the region of the stroke-induced perfusion
deficit.

In efforts to increase the achievable resolution, a hybrid focus optoa-
coustic microscope is developed, providing a smooth transition from optical
resolution in superficial layers to acoustic resolution at greater depths within
intensely scattering tissue layers. However, a variety of acoustic and light-
related effects introduced by the adult murine skull severely compromise the
performance of optoacoustics in transcranial imaging and microscopy. An
adapted perfusion-based fixation technique is used to better quantify effects
of the skull on the optoacoustically-generated signals, independently from
other possible in vivo imaging artefacts. It is shown that strong low-pass
filtering characteristics of adult murine skulls may significantly deteriorate
the achievable spatial resolution in non-invasive animal studies, limiting the
possibility of imaging capillary structures in deep brain tissues where light fo-
cusing is not possible. Significant improvements to the minimally detectable
resolution are seen through cranial windows and thinned skull experiments.

While imaging neural activation via haemodynamic changes is possi-
ble, direct imaging using activatable calcium indicators offers a faster re-
sponse to neuronal events. Here, a real-time volumetric and multispectral
(five-dimensional) optoacoustic tomography platform for imaging of neural
activation deep in scattering brains is described. Experiments performed
in immobilised and freely swimming larvae and in adult zebrafish brains
demonstrate, for the first time, the fundamental ability to optoacoustically



track calcium dynamics in the nervous system of animals labelled with the
genetically encoded calcium indicator GCaMP5G.

In summary, this thesis uses experiments with model organisms in an
effort to combine the merits of optoacoustic imaging with the high impact
of neuroscience.
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Chapter 1

Motivation -
Neurodegenerative diseases
and socioeconomic impact

The significance of neurodegenerative diseases is ever increasing in causing
morbidity and mortality in the developed world [1]. This development can be
largely attributed to changes in the world population demographics, where
changes include the ageing population, due to increased life expectancy and
the ageing of baby boomers [2].

By the year 2030, 25% of Europe’s population is expected to be over
65, profoundly increasing the socioeconomic impact of the neurodegenera-
tive diseases linked to age. These diseases include Alzheimer’s disease (AD),
Parkinson’s disease (PD) and Motor neurone diseases (MND), with demen-
tias creating current costs in excess of e130 billion per annum in Europe
alone [3]. The total cost of brain disorders however, was estimated to be as
high as e798 billion in 2010 [4]. In the United States, AD alone is projected
to create costs of above 1000 billion US$ by 2050 (see Fig. 1.1) [5]. As the
population ages and the occurrences of these diseases increase - the preva-
lence of dementias doubles every 4-5 years after the age of 60 [6]- it will
therefore become vital to improve the understanding of the diseases them-
selves and to develop more advanced and effective treatments and therapies
[2]. Without these developments, the personal, social and economic costs of
neurodegenerative diseases will increase unfathomably [7]. Reducing the so-
cioeconomic cost, could be achieved through more advanced early detection
techniques, possibly limiting the severity of the disease progression [8].

Many of the neurodegenerative diseases are defined through the prop-
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erties of the corresponding neuropathological lesions associated with the
disease. These lesions are however not mere markers, but appear to be tied
closely to the disease pathogenesis. Furthermore, many of these lesions ex-
hibit similarities between disorders and are therefore promising targets for
future therapies [2].

Structural imaging of AD has previously yielded results showing promise
in finding markers for early detection of disease onset [8]. It follows, that
both longitudinal and functional imaging are essential tools in understand-
ing the progression of these diseases and are invaluable in finding suitable
treatments and therapies [9], thus reducing the burden on the patients and
socioeconomic system.

It is this clear need for the advancement of imaging techniques in the
neuroscientific setting, that is the motivation for this thesis, where a new
modality for neuroimaging is described and applied.
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Figure 1.1: Projected cost of AD in the USA alone. Reproduced from [5].
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Chapter 2

Neuroimaging

The objective of neuroimaging is to visualise the nervous system. In general,
neuroimaging can be divided into structural and functional imaging. While
both branches either directly or indirectly image the nervous system, their
applications are different.

Structural imaging is mainly concerned with large scale changes that in-
clude tumours and injuries, where the imaging procedure aims to represent
the biological system in temporally invariant datasets. In order to treat the
patients, therapeutical and surgical plans are created using the information
gained from the analysis of the datasets and reconstructed images. The
beginnings of clinical structural neuroimaging date back to 1919 when Wal-
ter Dandy developed ventriculography, a method where x-rays were used
to image the ventricular system by replacing most of the cerebral spinal
fluid with a gas [10]. Current structural imaging technologies have become
less invasive, requiring less extreme procedures and can produce both two-
dimensional and three-dimensional imaging data.

Functional imaging deals with the diagnosis of smaller scale changes that
affect the metabolic status of the nervous system [11]. Since these metabolic
changes are usually directly linked to brain acitivity, time-resolved imaging
can visualise the activity of brain regions and their interconnections [12].
Functional imaging has become an invaluable tool in cognitive neuroscience
as well as in clinical applications. One of the earliest forms of functional
imaging was electroencephalography (EEG) [13]. EEG is a one-dimensional
modality that offers unprecedented safety and high temporal resolution at
the millisecond scale. Its spatial resolution is however very limited. As
EEG merely records the potentials at the scalp surface, reconstruction algo-
rithms solving an ill-post inversion problem are required to produce spatial
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maps of potential changes, resulting in highly artefact prone imaging data
[14]. Current methods provide higher dimensional data, with the most com-
mon being functional magnetic resonance imaging (fMRI), single photon
emission tomography (SPECT), positron emission tomography (PET) and
optical imaging. As an example, functional MRI was first demonstrated by
Belliveau et al. over 20 years ago [15]. This research proved that gadolinium
could be used to image and monitor activation-related increases in the cere-
bral blood volume of the visual cortex upon visual stimulation. The method
has seen rapid development and spread since 1991, owing largely to the fact
that it is able to reliably obtain clear and reproducible brain activation data
[16]. Over the years, fMRI has enabled developments producing more robust
and faster processing platforms, higher field strengths and more advanced
radio frequency coil systems. This, combined with imaging protocols of ever
increasing sophistication have equipped the modality for future research.

Overall, these modalities produce data that is at least two-dimensional
(planar images or slices), with some being able to create volumetric data.
The resulting research has created new insights to the interconnections of
cortical tissue and the effects that disease and injuries can have on these
connections [14]. A description of the main imaging techniques used in
clinics today can be found in Chapter 6.
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Chapter 3

Objectives

Optoacoustics (OA) is an emerging field in biomedical imaging, with a
promising future in both biological and medical research. This thesis aims to
advance and equip optoacoustics for biological and preclinical neuroimaging
studies. In achieving this goal, several questions and challenges arise that
need answering and solving.

Can optoacoustics be used to perform functional neuroimaging studies?
The power of an imaging modality lies in its ability to perform well in
functional studies. Most model organisms and disease models are very well
characterised with regard to their structural and anatomical information.
The functional interconnections between cellular processes within tissues
and between different tissues, however has yet to be characterised. It is
therefore imperative to proof that optoacoustics can be used in functional
studies.

Is optoacoustic imaging applicable in longitudinal studies, is it non-
invasive? Most disease models do not require data from just one single
time point. Disease progression and the possible inhibition of it is what is
needed in understanding the disease itself and in developing drugs and ther-
apies to treat the disease. Because invasive imaging that requires ionising
radiation or surgical procedures can change the outcome of a disease, it is
crucial that the new and enhanced modality is non-invasive.

Can the whole brain be imaged? Is the depth penetration high enough?
Imaging large organs is challenging. All functional parameters and intercon-
nections are however important in understanding the fundamental processes
of neural activation and disease breakout and progression. If optoacoustics
is to become the valuable tool it promises to be, it will have to be able to
acquire whole brain data, deep within the tissue.
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What are the current limitations? Improving a modality or any tech-
nology or process requires understanding the current limitations, be they
related to technological, conceptual or application constraints.

What spatio-temporal resolutions can be achieved? Highly resolved data
in the spatial and in the temporal domain enable analysis of the observed
processes in great detail. The higher the spatio-temporal resolution achiev-
able with optoacoustics, the greater its impact can be in the biomedical
sciences.

What challenges arise when increasing the resolution? As mentioned
above, limitations are not only technological in nature. Especially in biomed-
ical research, the context and application play an immense role in deciding
the outcome of a study. In biomedical imaging, the effective achievable res-
olution can be greatly influenced by the size and anatomy of the imaged
organism. It is therefore critical to understand what difficulties and chal-
lenges a certain application creates for the chosen modality and imaging
setup.

How can we monitor neural activation with optoacoustics? Is direct
imaging of neural activation possible? Neural activation has been linked to
functional changes in the cerebral blood flow and blood volume. Monitoring
these changes can yield great insights, is however limited in its temporal
resolution, because vascular responses are only secondary effects of neural
activation. The possibility of direct imaging using indicators and dyes would
therefore be highly beneficial.

This thesis will answer these questions on both, a theoretical and exper-
imental basis and explain remaining challenges for optoacoustic neuroimag-
ing.
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Chapter 4

Thesis Outline

As this thesis aims to bridge the gap between the novel optoacoustic imaging
modality and neuroimaging in order to combine the superior qualities of
the modality with the significant impact of neurological research, several
obstacles have to be overcome. This includes producing proof of optoacoustic
imaging’s applicability for functional neuroimaging, increasing the spatio-
temporal resolution of optoacoustic imaging systems and overcoming the
difficulties imposed by imaging small animal models longitudinally and non-
invasively.

Part II describes the theoretical background of optoacoustics and gives
first descriptions of the existing imaging modalities based on the method. It
further compares optoacoustic imaging to the most common and established
clinical and biological imaging modalities.

In Part III, the applicability of real-time multispectral optoacoustic to-
mography is investigated as a tool for monitoring stroke progression in a
longitudinal functional imaging study. The middle cerebral artery occlusion
model is used to induce stroke in mice. Visualising major blood vessels in
the whole head is possible and the optoacoustic data show a decrease in
cerebral blood volume in the cortex during occlusion. An asymmetry in
the deoxygenated haemoglobin signal was identified as the penumbra – a
hypoxic area surrounding the ischaemic lesion.

Part IV deals with the development of a hybrid focus optoacoustic mi-
croscope. It describes the system and its imaging performance parameters
and shows results of several studies conducted with the setup, this includes
imaging of zebrafish in both the larval and adult stages. Furthermore, a
fixation method is described for creating biological samples perfectly suited
for optimising a system prior to in vivo imaging. Additionally, the strong

8



frequency dependent attenuation effects of the murine skull are studied.
The strong attenuation effects are in part responsible for the study de-

scribed in Part V. The much thinner skulls of zebrafish, together with the
lower central frequency of the volumetric optoacoustic scanner allowed for
direct optoacoustic imaging of neural activation, using the genetically en-
coded calcium indicator GCaMP5G. Mutant zebrafish are imaged as larvae
in both freely swimming and immobilised settings. Freshly excised brains of
adult fish are imaged to provide proof of the method’s superior penetration
depth, even deep into optically scattering tissues.

Part VI summarises the thesis and describes ideas and plans for future
developments and studies to be conducted with regard to direct optoacoustic
imaging of neural activation.

All procedures were performed in conformity with institutional guidelines
for animal welfare law and approved by the local administration.
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Part II

Theoretical and Technical
Background
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Chapter 5

Optoacoustic Imaging

This chapter introduces the theoretical background of the optoacoustic ef-
fect. It moves on to give a short description of possible biomedical applica-
tions and outlines the optoacoustic technologies developed and in develop-
ment thus far.

5.1 The Optoacoustic Effect

The optoacoustic (or photoacoustic) effect was discovered by Alexander Gra-
ham Bell in 1880 and describes the formation of sound waves succeeding light
absorption in a sample [17]. Herein, sound waves are generated through
optical stimulation. A prerequisite for the effect is the presence of vary-
ing light intensities, this can be achieved by illuminating the sample with
pulsed laser light [18], [19]. The pulsed energy deposition within the sample
causes the absorbers to undergo thermal expansion, thus creating broad-
band ultrasound waves that propagate outwards. These pressure waves are
then registered using ultrasound transducers and converted into voltages,
with the amplitude of the typical N-shape signals being proportional to the
energy deposited in the absorber, see Figure 5.1.

In an effort to formally describe and express the process, the following
formulas are adapted from Li et al. [20] and Diebold et al. [21] and describe
the process of energy absorption, local heating and the following expansion.

h(r) =

∫ τ

0
µa(r)Φ(r, t)dt = µa(r)φ(r), (5.1)

describes the energy h(r) absorbed per volume during a pulse of length τ
is dependent on the fluence rate Φ(r, t) in (Js−1m−2) and the fluence φ(r)
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Figure 5.1: pulsed laser light (red) excites absorbers (green) in a sample.
The thermal expansion creates pressure waves (blue) that are recorded by
a transducer (grey), resulting in a typical N-shape signal (black).

in (Jm−2), at position r. Because the excitation pulse duration is τ < 1µs,
thermal diffusion is negligible and the thermal confinement approximation
holds true [22], more specifically:

τ < τs =
dc
vs
, (5.2)

where vs is the speed of sound and dc the size of the absorber. In aiming
for a resolution of 15 µm, we get τp < 10ns. The local temperature rise is
described by:

∆T =
h

ρCV
, (5.3)

where h is the deposited energy, ρ is the volume density and CV its heat
capacity. In considering the volume to be constant for pulses below τ <
10ns, with a taget resolution of 15µm [20], it follows that the pressure
change is given by:

∆p =
β∆T

KT
, (5.4)

with β being the volume thermal expansivity in (K−1) and KT being the
isothermal compressibility in (m2N−1). Inserting equation (5.3) into equa-
tion (5.4) yields:

∆p =
βh

KTρCV
. (5.5)

With the square of the speed of sound in the medium v2s = cp(KTρCV )−1,
the specific heat at constant pressure cp in (JK−1g−1) and by defining the
Grüneisen coefficient as Γ = βv2s/cP we get

∆p = Γh. (5.6)
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Using equation (5.1) we can relate the pressure change to the local optical
absorption and fluence:

∆p = ΓµaΦ. (5.7)

It is this pressure change that gives rise to the propagating optoacoustic
waves and is therefore the source of optoacoustic data.

The most dominant and abundant absorbers in biological tissues are
water and haemoglobin [23] (see Fig. 5.2). The strong absorbance of
haemoglobin in the short wavelength ranges of the visible spectrum means
that light cannot penetrate to deep within the tissue, thus limiting the op-
tical imaging depth. The haemoglobin absorbance decreases however sig-
nificantly in the near-infrared region of the spectrum. Conversely, the ab-
sorbance of water rises with wavelength, starting from the visible spectrum.
This rise prohibits imaging in the far-infrared region of the electromagnetic
spectrum. Most deep tissue optical imaging is therefore done in the imaging
window of between 650 nm and 900 nm.

Biomedical imaging must not result in skin burns, it is therefore impera-
tive that the excitation fluence remains lower than the maximum permissible
exposure set by governing bodies [24]. To calculate typical values, an exci-
tation wavelength of 800 nm is chosen. The resulting fluence maximum is
32 mJ/cm2 and the absorbance of blood is approximately µa = 4.22. Using
Γ = 0.25 [20], it follows that:

∆p = 0.25× 4.22× 32 = 33.8kPa. (5.8)

In the case of water [25], KT = 4.6× 10−10 m2/N and β = 4× 10−4 K−1
yield from Equation 5.5:

∆T =
33.8× 103 × 4.6× 10−10

4× 10−4
= 39 mK (5.9)

5.2 Optoacoustic Sources

The possible sources for optoacoustic imaging are mainly dictated by the
available illumination. In order for optoacoustic signals to be created, the
imaged sample has to absorb enough energy to produce a detectable optoa-
coustic wave. This means that samples and illumination have to be matched.
In most established setups, lasers operating in and above the visible spec-
trum are used for illumination, thus requiring samples that absorb in this
wavelength range. Black sutures and microsphere have been the samples of

13
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choice for system characterisation and demonstration, as they exhibit strong
absorption throughout the visible spectrum.

5.3 Biomedical Optoacoustic Imaging

While the underlying principles were discovered over 100 years ago, it wasn’t
until the 1970s, when the optoacoustic effect saw its first implementation,
where photoacoustic spectroscopy was used in analytical chemistry [26]. The
first imaging application in tissue mimicking media was proposed by Kruger
et al in 1994 [27]. In his work, Kruger first proposed xenon flash lamps as the
excitation source, not pulsed lasers. Interest in the field continued to grow
and with the development of high power pulsed nanosecond lasers, biological
applications became reality [28]. The growing interest and the continued ef-
forts to develop the field are largely motivated by the fact that optoacoustics
can, unlike purely optical techniques, retain resolution at depth independent
of optical scattering, while still retaining spatial information of the absorp-
tion distribution map in the region of interest. With the detection being
based on ultrasound, the significantly reduced scattering of ultrasound in
tissues causes only minor deterioration in the achievable resolution.

5.4 Optoacoustic Imaging Setups

The optoacoustic effect has found multiple applications in biological and
medical imaging, with setups becoming ever faster and higher in resolution.
This section gives a short summary of current setups.

One of the first fully functional setups was described by Razansky et al.
[29], [30]. This setup acquired images by rotating the sample and recording
time-resolved projection data from a single element transducer. The result-
ing data can be reconstructed to yield very high resolution images with very
little artefacts, owing to the high number of projections. This method is
however slow, as only one single projection can be acquired with every laser
pulse. Acquiring several slices further multiplies the acquisition time.

The natural progression was therefore to use transducer arrays to ac-
quire signals [31], see Chapter 8 for a more detailed description. Here, each
transducer element in the ring shaped array is responsible for acquiring a
projection along a specific angle. This means that a full set of projections is
acquired for every laser pulse, massively reducing acquisition time. However,
because of technical limitations that include the finite element size and con-
struction hindrances, the number of projections and the angle of coverage is
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limited, resulting in images that are more prone to artefacts.
In enhancing the approach, fully volumetric systems have been designed

and built [32], [33]. Similar to the ring shaped array, multiple elements are
used to acquire a set of projections for every laser pulse. The elements are
however distributed on a spherical surface, meaning that whole volumes are
acquired for every excitation pulse. An example of such a setup is presented
and used in Part V.

Optoacoustic microscopes have been developed using high frequency
transducers [34]. They typically acquire images in a raster scanning sce-
nario, thus creating data of whole volumes on the fly. Part IV describes
such a high frequency system.

Other applications include intravascular catheter systems. As optoa-
coustics is able to perform spectral analysis, it could be used to differentiate
harmful vessel changes, like in the case of atherosclerosis. A common ap-
proach herein is to excite optoacoustic sources using a thin optical fiber and
recording the resulting acoustic pressure wave with an intravascular ultra-
sound system [35]. Long acquisition times and the high abundance of blood
in the vessels remain to be solved.

Efforts have furthermore been made to create optoacoustic endoscopes
[36]. These, like catheters would allow for minimally invasive spectral imag-
ing, even reaching the deep organs in humans.

As largely biological and preclinical systems, optoacoustic setups typi-
cally acquire structural and functional data from small animals [29]. Recent
developments have however translated the modality closer to the bedside
[37].

The following chapter compares optoacoustics to the already established
imaging modalities.
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Chapter 6

Existing modalities and
Comparison to Optoacoustics

In this chapter, I will introduce existing biomedical imaging technologies
and will compare them to the field of optoacoustics. The modalities will
be compared in a multitude of characteristics, that include the acquisition
cost, resolution performance, throughput and contrast. The most common
clinical and biomedical imaging modalities are described below.

6.1 Ultrasound

Diagnostic sonography or ultrasonography, is an imaging technique based on
the use of ultrasound (US), meaning sound waves with frequencies too high
for humans to hear. For medical use, frequency bands between 1−10MHz are
typical [38]. Ultrasound images are formed by exciting an ultrasound trans-
ducer with a known electrical pulse, thus creating and sending an ultrasonic
pulse into the tissue [39]. This pulse then gets reflected at the interfaces of
different tissues and structures within the samples and the resulting echoes
are collected by the transducer and used to form the image. US images can
be made up of line scans, two-dimensional cross-sectional B-mode images
and even three-dimensional images [40]. Functional data such as blood flow
can also be imaged and tracked over time using the doppler effect [41]. US
imaging is a real-time technique that is cheap to run and portable enough,
to be operated at the patients’ bedside. Due to the absence of ionising radi-
ation, it is considered very safe. It’s limited ability in imaging behind bone
and air cavities is however a major drawback for some applications [42].
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6.2 X-ray Computed Tomography

X-ray computed tomography (XCT) uses x-rays to produce cross-sectional
images of the imaged sample. A largely anatomical modality, it creates
images that map the radiodensity, meaning the x-ray attenuation of the in-
vestigated tissues [43], [38]. XCT uses ionising x-ray radiation to produce
images and its use in medical practice should therefore be planned and con-
trolled to reduce adverse effects [44]. In medical XCT, a source and detector
gantry rotate about the patient and acquire projection images at different
angles. The resulting reconstructed images then correspond to the density
distribution within the tissue. XCT has excellent contrast between bone
and soft tissue, it is however very difficult to distinguish between different
kinds of soft tissues. The high penetration depth of x-rays makes XCT a
highly valuable tool for whole body imaging in humans [42].

6.3 Single Photon Emission Tomography

Single photon emission tomography (SPECT) is a functional imaging modal-
ity with applications ranging from oncology to cardiology and neurology. It
uses a gamma camera to acquire images at different projection angles and
the resulting data is reconstructed to form images [45], [46]. The photons
acquired by the cameras are emitted by contrast agents usually injected
into the bloodstream of the patient, allowing SPECT to be used to image
blood flow in the brain [47]. Its acquisition speed and resolution are however
limited.

6.4 Positron Emission Tomography

Positron emission tomography (PET) is a functional imaging modality based
on positron-emitting contrast agents. The most common contrast agent is
fluorodeoxyglucose, an analogue of glucose that is metabolised in the body.
The radioactive labelling is capable of highlighting tissues with increased
metabolic activity. In PET, the tracer isotope decays by emitting a positron,
which in turn annihilates together with an electron. This process emits to
photons travelling in opposite directions. It’s these photons that are then
recorded using gamma cameras positioned around the patient [48] ,[49]. Like
SPECT, the temporal and spatial resolution of PET are comparatively low,
but the acquisition cost of a PET scanner can run as high as US$ 2.5 million
[38].
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6.5 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) can be used to image both, the anatomy
and functional parameters of a patient. MRI is a non-ionising technique
that can image whole volumes, but at a low temporal resolution, with each
scan requiring minutes of acquisition time [38]. Typical clinical scanners
operate above 1.5T and cost in access of US$ 1 million [38]. MRI scanners
function by aligning the spins of protons in the patient’s body along strong
magnetic fields. Gradient fields are used to spatially encode the spins within
the volume of interest and the spins’ precession phases and frequencies are
recorded by radio-frequency coils in order to reconstruct images [38], [50].
By varying the imaging parameters and sequences, the contrast between
different tissue types and their functional parameters may be enhanced [51].

6.6 Optical Imaging

Optical imaging (OI) in a biomedical setting has applications ranging from
clinical diagnosis to molecular biology. OI can be used to obtain both func-
tional and anatomical data at high temporal and spatial resolution [52]. The
main limitation of OI is its inferior penetration depth. Due to strong opti-
cal scattering, resolution degrades quickly as the light travels through tissue
and signals acquired beyond a few millimetres in depth consist of diffuse
light [53]. The optical contrast in in vivo settings is however strong and the
signal-to-noise ratio in many other molecular imaging modalities does not
match that of optical imaging [54].

6.7 Summary

The key characteristics of the different modalities described above have been
summarised in Table 6.1 on page 21. Different modalities offer different
benefits and drawbacks. While some applications might require the best
performance in a single category, no modality combines as many advantages
at once as optoacoustic imaging.

No ionising radiation is required in optoacoustics. Assuming safety stan-
dards are met, the illumination wavelengths are not able to cause any dam-
age to the animals or patients. This holds true during the actual experi-
ments, but also in studies that require long term imaging.

Many biological changes cause differences in the optical contrast. While
planar optical imaging works great in identifying these differences, it is not
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able to acquire the images at depth. Optoacoustics can image this optical
contrast in deep tissues non-invasively.

Using multispectral optoacoustics and the spectral information of con-
trast agents, the method performs with molecular specificity. The resulting
information can be used to perform biodistribution and pharmacokinetic
studies non-invasively, see Chapter 8 for more details.

Like ultrasound sonography, optoacoustic imaging is scalable. Imaging
systems can be build for different penetration depths and resolutions, de-
pending on the application requirement.

Cost-effectiveness is becoming more and more important. Optoacoustic
imaging setups do not require expensive liquid helium cooling like MRI and
require much less physical space than MRI, PET or SPECT.

Using multi-element transducer arrays, volumetric real-time imaging has
become a reality (Chapter 22). The short acquisition times are highly bene-
ficial for in vivo experiments and result in volumetric data at unprecedented
resolution of the optical contrast distribution.

Overall, these advantages make optoacoustics a valuable tool in a variety
of biomedical applications and make for a rapidly developing field and create
the scientific groundwork for this thesis.
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Part III

Whole Head Imaging of
Haemodynamic Responses in

Mice
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Chapter 7

Introduction

This part explains biomedical optoacoustic imaging in more detail. A study
concerned with the functional imaging of a mouse model for stroke is used
as an example. This part thus describes the technical details of a biomedical
optoacoustic imaging setup, covering the necessary components for imaging
as well as details about image reconstruction and physical difficulties and
limitation of optoacoustic imaging.

7.1 Study Background

With 17 million people suffering a stroke each year, stroke is a leading cause
of morbidity and mortality, leading to permanent disability in many of its
survivors. While the survival rate has been increased for patients, stroke
still results in permanent disability for a large portion of the survivors,
with 40% of stroke patients requiring active rehabilitation [55]. Stroke has
many subtypes, but its most prevalent form is ischaemic stroke, with 80%
of clinical strokes being ischaemic [56]. Caregivers of stroke patients face
the difficulty of dealing with the patients’ impaired mobility, self-care and
communication, as well as the patients’ cognitive impairment, depression
and personality changes [57]. The occurrence likelihood of a stroke can
be influenced by several diseases and patient behaviours, with the most
common, including smoking, high blood pressure, heart disease, diabetes,
atherosclerosis and gradual cholesterol deposition causing a narrowing of
the arteries in the neck or head [58]. Upon sufficient narrowing, blood clots
may form, possibly occluding the blood supply. In ischaemic strokes, blood
supply through the arteries to the brain is no longer sufficient or possible.
This occlusion is usually caused by the formation of a blood clot, either
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forming within a cerebral artery (thrombotic) or somewhere outside the
brain (embolic) [58]. In the case of embolic strokes, the clot travels in the
bloodstream and gets lodged in a cerebral artery, occluding it and restricting
the blood flow. In the thrombotic case, both the formation of the clot and
the site of occlusion belong to the cerebral vasculature network. The latter
case is responsible for over 50% of all strokes [58]. While stroke is a disease
of the brain, the effects of stroke can influence the functionality of the whole
body. These effects can include, to different degrees of severity, paralysis,
problems with thinking and speaking and emotional problems. Pain and
numbness are further common outcomes [56].

Quick and immediate treatment is key in trying to increase the chances
for recovery. Currently, only one treatment, tPA (tissue plasminogen activa-
tor), for stroke is approved by the FDA. Herein, tPA is administered through
intravenous injection into the arm and works to dissolve the clot and recover
and improve blood flow to and in the brain. If administered within between
3 and 4.5 hours after the occurrence of a stroke, tPA can help to improve
the outcome of the disease. Other treatments, currently under development,
include endovascular procedures to remove the clots [59].

In trying to reduce the incident rate of strokes, a carotid endarterectomy
can be performed. This procedure entails the surgical removal of fatty tissue
build up, known as plaque in the carotid arteries and is usually performed
in older patients. The procedure was able to reduce the 2-year risk of stroke
by more 80%, to less than 10% [58].

The last 25 years have shown great progress in understanding the dis-
ease, but research is far from being completed. It has been the objective of
(pre-) clinical and small animal studies to further understand the develop-
ment and formation of the ischaemic lesion, with non-invasive imaging being
an essential tool in conducting the studies. Advances include the detection
of ischaemic and infarcted tissue, as well as hypoperfused tissue, at the risk
of becoming infarcted [60]. These new capabilities have increased the under-
standing of the pathology of stroke, thus creating a wealth of opportunities
for possible treatments.

7.2 Why combine optoacoustics and stroke research?

As described above (see Chapter 6), the imaging modalities most commonly
used to visualise and study stroke in clinical and preclinical settings typi-
cally have high acquisition and running costs and in some cases suffer from
inferior specificity, low spatial and temporal resolution as well as low pene-
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tration depth [61], [9], [62]. The need for the development of new therapies
and treatments is however great and ever increasing. We therefore propose
the use of multispectral optoacoustic tomography to study the disease pro-
gression of stroke in a mouse model. Optoacoustics can provide a low-cost
and high throughput alternative to the established methods, thus potentially
enabling groundbreaking and necessary research on a much larger scale. This
study has been published in Kneipp et al. [63].
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Chapter 8

Multispectral Optoacoustic
Tomography

This chapter describes the optoacoustic setup, its components and gives de-
tails concerning image reconstruction and practical effects influencing imag-
ing outcome, such as light penetration and contrast agents.

8.1 Imaging Setup

Multispectral optoacoustic tomography (MSOT) is an imaging modality
based on the optoacoustic effect and has become a significant tool for in
vivo biomedical research [64]. In MSOT, absorbers are excited using a
wavelength tuneable light source, with optical parametric oscillator (OPO)
technology providing high power illumination combined with the possibility
of fast wavelength switching. Because the aim is to translate optoacous-
tic imaging to preclinical and clinical applications, the maximum exposure
limits have to be accounted for [24].

Optical absorption is very high in biological samples in the visible range,
MSOT therefore usually operates in the red or near-infrared (NIR) range
[23]. Since the optoacoustic signal amplitude is proportional to the en-
ergy deposited in the tissue, lasers capable of exhausting the maximum per-
missible exposure limits are favourable. A setup comprising a Q-switched
Nd:YAG laser is used in this application. The laser delivers laser pulses
in the nanosecond range at λ = 1064 nm. The pulses are then frequency
doubled to 532 nm and coupled into the OPO, which in turn is capable
of working in the NIR tuning range. For spatial guidance of the illumi-
nation, the light is coupled into fiber bundles, that are used to direct the
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Figure 8.1: a: a 64-element transducer array acquires optoacoustic signals.
Illumination is achieved using multimode fiber bundles. b: the mouse holder
with integrated anaesthesia supply translates the mouse through the imaging
plane.

light safely to the sample and illuminate it uniformly. A custom made 64-
element transducer array (Imasonic, France) handles ultrasound detection.
The transducer array covers a solid angle of 172◦ around the imaged sample,
therefore acquiring a whole cross-sectional slice instantly. Each of the 64 ele-
ments is manufactured using piezocomposite technology, giving the elements
a central frequency of around 5 MHz with a bandwidth of over 50% (when
considering the -6dB drop-off) [64]. The arrangement of the transducer el-
ements results in cylindrical-like focusing, achieving an in-plane resolution
of around 150 µm.

Optoacoustic signals are generally considered weak [65]. It is therefore
essential that the data acquisition system is characterised by an ultra-low
noise floor and a sampling frequency high enough to satisfy the Nyquist-
theorem regarding the maximal acquirable ultrasound frequencies.

The imaged sample is translated through the imaging plane using a stage-
mounted mouse holder that is capable of supplying gas anaesthesia through
a breathing mask, see Figure 8.1. The imaging chamber is filled with water
to ensure ultrasonic coupling between the sample and the transducer array,
with a thin film being used to protect the animal from direct contact with
the coupling medium. Feedback controlled heating elements ensure that the
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Original 180 Projections8 Projections1 Projection Filtered 180 Proj.

Figure 8.2: Reconstruction details improve with the number of projections.
Filtered back projection recovers smearing of the objects, yielding an almost
identical result to the original image.

animal’s body temperature is stable and the speed of sound shifts due to
temperature shifts are kept to a minimum.

8.2 Image Reconstruction

Optoacoustic signals are acquired using a multi-element detector array, dras-
tically reducing acquisition time. Because multiple projections (64 in the
64-element array) covering 172◦ are acquired for every laser pulse, there is
no need to rotate the sample or the transducer to produce a single slice.
This improvement comes at the cost of image quality. Because the trans-
ducer array does not form a complete ring with 360◦ of coverage, limited
view artefacts appear in the image reconstructions [42], [64], [66], [29]. Two
methods for image reconstruction in optoacoustic experiments are presented
below.

8.2.1 Back projection Image Reconstruction

Tomographic images may be reconstructed using a back projection algo-
rithm [67], [68] (see Fig. 8.2). This method is computationally inexpensive
and allows for fast real-time reconstruction at very high frame rates. In
back projection, several assumptions are made to reconstruct the images.
The time resolved optoacoustic signals are translated into signals along a
straight line away from the transducer, where the time of flight of a sig-
nal amplitude is translated into distance from the transducer surface. By
summing the signals onto a two-dimensional grid, the spatial distribution
of absorbers may be found. A limited number of projections results in a
non-uniform acoustic field that will cause smearing upon summing onto the
grid. Filtering and weighting factors have been used in efforts to account
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Figure 8.3: a: optoacoustic signals are acquired using a transducer array and
the single wavelength images are reconstructed using a PC b: By combining
the single wavelength images with spectral information of contrast agents,
their distribution can be found with unmixing algorithms.

for the detection geometry of different signals [69], [68], the results however
still remain inaccurate.

8.2.2 Model-based Image Reconstruction

In order to yield more accurate results, a model based reconstruction ap-
proach was developed by Rosenthal et al. [70]. This method is based on
modelling the imaging system and inverting the resulting model matrix to
calculate the image. This can be described as:

~p = M~z, (8.1)
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where ~p is a vector containing the measured signals, M is the model ma-
trix describing the imaging system and signal propagation and ~z is a vector
containing the image, thus the image can be reconstructed by inverting the
model matrix. M is geometry specific and depends on the imaging grid, not
on the imaged object. The image is formed by solving equation (8.1) for ~z.
The solution is found by minimising the square error of:

~zsol = arg min
z

‖ ~p−M~z ‖ (8.2)

where ~zsol is the solution image that minimises the square error. In most
applications, the method of choice for minimising the error and solving the
equation is the LSQR algorithm [71].

The main advantage of the model based approach is its adaptability
to different imaging scenarios. It can include non-uniform and non-ideal
characteristics, such as incomplete projection data [31]. These incomplete
projection sets are the norm in real setups, as it is often a mechanical and
technical requirement to include gaps in the transducer arrays for sample
translation or to facilitate uniform illumination in the imaging plane.

Further adding to the benefits of the model based approach is the pos-
sibility to include the transducer shape in the reconstruction. While most
reconstruction algorithms use idealised point detectors, including a more
realistic finite-sized transducer surface can recover lateral resolution [72].

The method is however computationally very expensive and image recon-
struction of data from a typical experiment using the model based approach
takes multiple times longer than reconstruction using back projection. The
computational time can be divided into two separate parts, the calculation
of the model matrix and the iterative process of minimising the error of the
reconstruction. Overall, the obvious benefits mentioned above outweigh the
algorithm’s drawback of being computationally expensive.

8.3 Spectral unmixing

In spectral unmixing, the goal is to convert the information contained in the
acquired stack of images and produce new images that correspond to the
distribution maps of single absorbers.

In linear unmixing, as illustrated in figure 8.3, the reconstructed stack
of single wavelength images can be spectrally unmixed by combining the
images with prior knowledge of the spectral behaviour of the contrast agents
and absorbers. These contrast agents can be endogenous, like oxygenated
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haemoglobin (HbO2) and deoxygenated haemoglobin (Hb) (see Fig. 5.2a),
or may be injected like indocyanine green, see Section 8.5 for details.

Spectral unmixing of the reconstructed images to find the spatial distri-
bution of contrast agents, is done using a linear regression method [30]. The
unmixing procedure is performed on a per-pixel basis by solving the linear
set of equations:

µa(λi) =

N∑
j=1

εj(λi)cj , (8.3)

where λi is the illumination wavelength, εi is the wavelength-dependent
molar extinction coefficient of a particular chromophore j at a local con-
centration cj [73]. By solving equation (8.3) using the LSQR algorithm, a
distribution map of the particular chromophore within the imaging plane is
created. In order to produce reliable results, the stack of images has to be
corrected for wavelength-dependent fluence and energy fluctuations of the
excitation laser prior to unmixing. Furthermore, because of the wavelength-
dependent absorption, not all wavelengths are able to penetrate equally deep
into the tissue. This difference in penetration depth has to therefore be neg-
ligibly small or the analysis has to restricted to shallow regions under the
skin, see Section 8.4 for more details.

Alternatively to using prior knowledge of the absorbers, blind unmixing
can be used to separate the distribution of absorbers within a sample [74].
This method has its merits, because absorbers might change their absorption
spectra, depending on the environment. A purified absorber is not required
to retain the exact same absorption spectrum, when injected into a model
organism. Furthermore, because the optoacoustic signature of an absorber
depends not only on its absorption coefficient, but also on the wavelength-
dependent fluence, blind unmixing can potentially yield realistic results of
the absorber distribution.

Blind unmixing typically uses either principal component analysis (PCA)
or independent component analysis (ICA) [74]. In PCA, components are
separated using orthogonal transformations to create a dataset of linearly
uncorrelated absorbers. In ICA, components are separated by assuming that
they are statistically independent from each other.

In efforts to maximise the value of the image stack, single wavelength
images at the isosbestic point of haemoglobin can be used to represent
anatomical data, because they include equal contributions from both de-
oxygenated and oxygenated haemoglobin. By then overlaying unmixed dis-
tribution maps of Hb and HbO2 over these anatomical images, individual
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veins and arteries may be easily identified.

8.4 The Light Attenuation and Fluence Problem

The optoacoustic signal depends on the initial pressure distribution, which in
turn is proportional to the absorbed energy. The local absorption properties,
together with the available local fluence govern the amount of absorbed en-
ergy. In biological tissues, the fluence distribution varies and cannot be mea-
sured accurately and reliably. This inaccuracy poses problems concerning
quantitative imaging experiments with multispectral optoacoustics. Overall,
the fluence that an absorber sees is dependent on two things.

First, tuneable lasers do not have constant output energies. Rather their
output energy is wavelength-dependent, also known as the tuning curve.
Correcting for this wavelength dependence can be achieved in a very trivial
manner. The tuning curve is either recorded before the measurement, or
a sampling diode records the laser output fluctuations in real-time. The
images are then corrected by normalising them with the corresponding diode
or tuning curve value.

Second, light is attenuated as it propagates through tissue. The atten-
uation is caused by both scattering and absorption of light in biological
tissue. This leads to optoacoustic images that generally exhibit a drop-off
in fluence with tissue depth. Since the attenuation is wavelength-dependent,
every single-wavelength acquisition suffers from a different attenuation map
than the other acquisitions in a stack.

Correcting for this effect is not as simple as in the first case and poses
a substantial problem for quantitative imaging. A possible approach for
correction could be to invert non-linear models that model light propagation
in tissue mimicking media. These are however computationally expensive
and not suitable for real-time imaging. A robust correction method for this
problem, combined with the quantitative nature of the reconstructions has
yet to be found.

8.5 Optoacoustic Contrast in Biomedical Applica-
tions

Optoacoustic imaging creates spatial distribution maps of optical contrast.
In biomedical applications, it maps the position of absorbers present in
tissue samples. Overall, two main types of optoacoustic sources can be
described for biological applications. The first consists of intrinsic contrast
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agents that include haemoglobin and melanin. The second type, exogenous
contrast agents includes indocyanine green and gold nanorods. The contrast
agents will be explained below.

8.5.1 Intrinsic Optoacoustic Contrast

Blood is most likely the optoacoustic contrast agent with the highest im-
portance. It is present in almost all types of tissues and therefore highly
abundant throughout the body of humans and model organisms alike. Fur-
thermore, it exhibits significant optoacoustic contrast. The absorbance of
whole blood is largely governed by haemoglobin, which creates high con-
trast when comparing haemoglobin to the surrounding tissue [75]. This
makes vascular imaging a highly interesting field for optoacoustic imaging
and advances in the method have yielded promising first results, even in
humans [32]. Haemoglobin is furthermore the main contrast agent used in
the stroke study described below.

Haemoglobin is however also highly useful for functional optoacoustic
imaging. As apparent from Figure 5.2a, deoxygenated and oxygenated
haemoglobin exhibit different absorption spectra. Using unmixing algo-
rithms (see Section 8.3), the spatial distribution of oxygenated and deoxy-
genated haemoglobin can thus be found and the oxygen saturation of the
tissue can be estimated using:

SO2 =
HbO2

HbO2 +Hb
, (8.4)

where SO2 is the oxygen saturation, HBO2 is the concentration of oxy-
genated haemoglobin andHb is the concentration of deoxygenated haemoglobin.

A second strong intrinsic source for optoacoustic is melanin. Melanin is
a dark and thus highly absorbing biological pigment that is most abundant
in the skin and hair. The strong absorption of melanin makes optoacoustic
imaging a possible tool in studying the progression and possible treatments
of melanomas [76]. An example of optoacoustic imaging with melanin as
the main source of contrast is presented in Chapter 16.

Optoacoustic imaging has furthermore been proven to be applicable in
imaging both water and lipid distributions [77], [35]. Specifically, water
imaging was proposed for the imaging of tumours, as they exhibit increased
water retention. Due to the high abundance of water in the healthy sur-
rounding tissue, this method is limited regarding its achievable SNR. Op-
toacoustic imaging of lipids may become very important in vascular imaging,
where atherosclerotic plaques are a sample of interest.
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8.5.2 Exogenous Optoacoustic Contrast

A common property amongst most of the exogenous contrast agents used in
optoacoustics is their absorption in the near-infrared part of the spectrum.
This ensure detectability at greater tissue depths. The simplest application
for such exogenous contrast agents would entail the constant monitoring of
a region of interest at a single wavelength, preferably the peak absorbance of
the contrast agent, over time. Upon injection of the agent, the signal would
increase, thus capturing the kinetics of said agent.

In in vivo experiments, motion artefacts can severely change the position
of the observed tissue or organ. This is especially apparent in long term
studies that require imaging at several distinct time points, where the animal
is removed from the system in between measurements, and thus it is not
possible to perform simple single wavelength analysis anymore. In order
for spectral unmixing to yield reliable results, the contrast agents should
exhibit a characteristic absorbance spectrum, allowing for clear separation
of the absorbers present in the imaged sample.

In an ideal case, the absorption spectrum is characterised by a narrow
peak in near infrared range. This enables unmixing with a minimal number
of wavelengths. Specifically, a minimum of two wavelengths could be theo-
retically sufficient for unmixing. If the sample is excited once at the peak
absorbance of the contrast agent and once at a wavelength very close to
the narrow peak, but much lower in absorbance, a simple difference image
would then result in the distribution map of the contrast agent. This is
possible, because the average background absorbance of biological tissue is
considered relatively flat for small changes in wavelength. To the author’s
knowledge, such contrast agents do not exist, a typical multispectral image
stack therefore usually includes more than two wavelengths.

One of the key deciding factors for choosing a contrast agent is the
desired application. In small animal models, the possibilities are far greater
than in clinical or preclinical settings. Specifically, indocyanine green (ICG)
is approved for clinical imaging, gold nanorods are not.

Organic dyes have seen widespread applications in optoacoustic imaging
[30], [64]. These dyes have been established in biological research and have
mainly seen fluorescence applications. They therefore offer great possibilities
in extending current biological research with the superior imaging capabil-
ities of multispectral optoacoustics. Many of these dyes are commercially
available and their absorption characteristics are well understood. Dyes ex-
ist for applications with a myriad of wavelengths, including the near-infrared
range and are therefore well suited for optoacoustics.
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Apart from organic dyes, nanoparticles have been applied in an increas-
ing number of optoacoustic experiments [78]. Gold nanorods are particles
that exhibit high optical absorption and therefore create strong optoacous-
tic signals. Their absorbance peak is situated in the near infrared and is
tuneable through their longitudinal plasmon resonances.

A short overview of contrast agents can be seen in Table 8.1.

Agent name Peak absorbance

Methylene blue 677 nm

Indocyanine green 810 nm

IRDye 800CW 774 nm

Gold nanoparticles tuneable in near infrared

Carbon nanotubes flat spectrum

Table 8.1: List of exogenous contrast agents.

Overall, contrast agents, both exogenous and intrinsic offer a wealth
of opportunities for multispectral optoacoustics. It should be noted that
contrast agents have to be chosen carefully for each application and that
there is no single contrast agent suited best for optoacoustics. Limitations
arise from a legal point of view, where not all agents are equally approved for
biological, preclinical and clinical research, but also from specific limitations
such as targeting, absorption characteristics, photostability etc. Contrast
agents with sharply defined peaks are preferred, but the large tuneable range
of current OPO technology increases the useable arsenal of agents.
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Chapter 9

Experimental Outline

This chapter explains the required procedures to perform the in vivo study.
It is split into two parts, explaining the stroke model as well as the imaging
protocol used in this study.

9.1 Middle Cerebral Artery Occlusion Model

The majority of ischaemic strokes, around 80%, appear in the territory of
the middle cerebral artery [79]. Therefore, the stroke model chosen for this
experiment was the middle cerebral artery occlusion model (MCAO) [80].
MCAO is used to study experimental focal ischaemia after permanent or
transient occlusion of the middle cerebral artery (MCA) and can be used in
mice [79]. The clear benefit of using mice is that, because of the availabil-
ity of transgenic and knockout strains, more comprehensive and complete
studies can be performed.

Compared to other established methods, MCAO is technically easier to
perform and less invasive as it does not require a craniotomy to achieve local
occlusion of the MCA [81].

As described in Figure 9.1, a filament is used to limit the blood supply to
a partial volume of the brain tissue. The animal is anaesthetised using 1.5%
isoflurane (Penlon vaporiser, UK) vaporised in pure oxygen. Constant body
temperature is ensured with a heating pad. When the animal is sufficiently
subdued, the neck area is disinfected and a small incision is made at the
neck of the animal and the left external and internal carotid arteries (ECA,
ICA) are freed from the surrounding tissue. A filament is coated in silicone
to reduce friction between the filament and the vessel walls and to increase
its diameter enough in order to fully occlude the target artery. Sutures and
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Figure 9.1: Middle cerebral artery occlusion: The filament (black) is for-
warded into the MCA (1) through the ICA (3), starting at the bifurcation
of the CCA (5) into the ECA (4) and ICA. This causes formation of the
stroke volume (2).

vessel clips are used to inhibit bleeding upon opening of the artery. The
coated filament is inserted into an incision made in the common carotid
artery (CCA) and advanced into the ICA, until it reaches the origin of
middle cerebral artery (MCA). It is then secured using a suture knot and
left in place for 60 minutes. After 60 minutes of ischaemia, the procedure is
reversed. The securing knot is loosened, the occlusion filament is extracted
and the wound is closed. The animals are kept alive for the next 24 hours,
after which the animals are sacrificed, with their brains being removed for
slicing and imaging result validation.

9.2 Multispectral Optoacoustic Tomography Imag-
ing

The optoacoustic data in this experiment is acquired using a cross-sectional
MSOT scanner (see Chapter 8). The acquired multispectral data is subse-
quently reconstructed using a model-based reconstruction approach. This
allows for accurate modelling of light and sound propagation and incorpo-
rates the detector geometry, thereby ensuring that highly accurate results for
the functional blood parameters can be extracted from the acquired datasets.
The spectral signatures of oxygenated and deoxygenated haemoglobin can
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1. Initial MSOT

6. 24 post MSOT 7. Animal sacri!ced and data 

reconstructed and validated

5. 24 hour rest period

3. Ischaemia MSOT2. MCAO 4. Filament removal

Figure 9.2: Experiment schedule for middle cerebral artery occlusion func-
tional MSOT imaging.

be seen in Figure 5.2a and Figure 8.3b. By using the spectral information
in combination with the acquired multispectral image stacks, spectral un-
mixing through linear regression results in distribution maps of oxygenated
and deoxygenated haemoglobin (Figure 8.1).

The animals are scanned as follows (see Fig. 9.2). Every mouse in the
study, the total amounting to seven mice, undergoes an initial multispectral
scan in the MSOT system. This scan is used as an initial pre-ischaemia con-
dition, thus creating a highly precise and individual base line for every mouse
of the experiment cohort. The animals then undergo surgery (see Section
9.1) to create the stroke volume. While the filament is in place, the mouse
is scanned again, yielding a dataset that contains functional haemodynamic
characteristics during ischaemia. After 24 hours, the mice are scanned a fi-
nal time, before being sacrificed. The brains of the animals are excised post
mortum and frozen for sectioning at −80◦ C. For validation of the stroke
volume, the brains are sliced using a cryostat. Slices are 10µm in thickness,
with two copies being mounted on glass slides every 500 µm. The slices
are then histochemically stained using H & E staining to analyse the stroke
volume.
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Chapter 10

Optoacoustic Visualisation of
Stroke

This chapter presents the results of the optoacoustic imaging study of stroke.
It is divided to represent two distinct parts of study. In the first part, the
functional nature of optoacoustic imaging is presented through imaging of
the blood oxygenation status of the the näıve mice, allowing for the differ-
entiation of arteries and veins. The second part presents the imaging results
following the occlusion procedure, more specifically, results during occlusion
and 24 hours post ischaemia. Furthermore, it describes an analysis of the
changes in the cerebral blood volume following occlusion.

10.1 Pre-Ischaemic Functional Imaging

Both a typical cross-sectional reconstruction and a stained cryosection can
be seen in Figure 10.1. As blood is the main source of contrast in in vivo
optoacoustic imaging, the major blood vessels are readily visible. Other
discernible anatomical features include the dentate gyrus, the cortex and the
midbrain reticular formation and are easily matched to the corresponding
structures in the cryosection. The true value of the data becomes apparent
when looking at the unmixed data. An overlay of the distribution maps
of Hb and HbO2 not only visualises the distribution of the two types of
haemoglobin, but further adds functional information (Figure 10.2). By
looking at the signals of different vessels, it is possible to distinguish arteries,
such as the superficial temporal artery from its venous counterpart, the
superficial temporal vein.
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Figure 10.1: Whole-brain optoacoustic images of a mouse. Structural fea-
tures visible in the cryosection (right) are matched with the corresponding
optoacoustic image features (left). The representative stained cryosection
shows the infarct area caused by 1h MCAO followed by 24h reperfusion. In
the optoacoustic image, the area corresponding to the brain is enclosed by
a green dotted line. The area affected by MCAO has been enclosed by a
yellow dotted line.

Figure 10.2: The multispectral data unmixed for the oxygenated and de-
oxygenated haemoglobin are overlaid on the single wavelength image from
above (790 nm) in blue and red, respectively; the sagittal sinus is highly
oxygenated due to the oxygen-isoflurane anaesthetic.
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Figure 10.3: A coronal-slice set from a representative animal (distance be-
tween slices: 1 mm) with the multispectral unmixed data for deoxygenated
haemoglobin in the brain presented in blue. The top row shows the pre
ischaemia scan. The bottom row shows the data 24h post ischaemia of the
same animal, with the Hb asymmetry marked by an arrow in one slice.

10.2 Ischaemic and Post-Ischaemic Functional Imag-
ing

10.2.1 Whole Head Imaging

In analysing the scan data unmixed for Hb acquired at the time point of 24
hours post ischaemia, a clear asymmetry is visible (see Figure 10.3). The
asymmetry is apparent throughout the whole brain and shows a distinct and
finite core of strong Hb signal.

This increase of Hb however does not represent the necrotic ischaemic
core of the stroke model. While the brain is reperfused after 60 minutes, the
area adjacent to ischaemic core remains insufficiently perfused, creating an
increased abundance of Hb at one side at 24 hours post ischaemia [82]. A
similar asymmetry is visible during occlusion (see Figure 10.4). We propose
that this area is part of the ischaemic penumbra [61]. The penumbra consists
of tissue that is still considered viable but suffers from hypoperfusion. This
area is therefore not completely destroyed, may however, depending on the
progression dynamics of the stroke either recover or become part of the
spreading necrotic core [83].

The necrotic core differs in both size and shape between different animals,
with the extent and size of the Hb asymmetry exhibiting similar behaviour.
More precisely, mouse A exhibits the largest stroke volume of approximately
58.5 mm3, followed by mouse B (49 mm3) and mouse C (48.5 mm3), where
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Figure 10.4: Deoxygenated haemoglobin distribution in several mice. From
top down: Pre-, during, and 24 hours post-ischaemia MSOT images for
three MCAO mice (left to right) with corresponding HE stained cryosec-
tions for each mouse (bottom; per mouse). MSOT: multispectral data for
deoxygenated haemoglobin are presented in blue. Compared with the pre-
ischaemia situation, images taken during and 24h post ischaemia show clear
asymmetry in the vicinity of the infarcted regions, as also apparent in the
corresponding histological sections.
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the volumes are calculated from the stained histological slices. The volume
size likely relates closely to the strength of the Hb asymmetry. It should be
noted that some mice (mouse A and B in Fig. 10.4) seem to show very little
or even no Hb signal in the cortex, even 24 hours after reperfusion. As the
infarct core is characterised by no (or dramatically reduced) cell activity,
oxygen consumption is significantly reduced. Thus the local haemoglobin
supply is not deoxygenated, resulting in pseudo-normal or reduced Hb signal
[83].

10.2.2 Cerebral Blood Volume Dynamics

In order to analyse the behaviour of the cerebral blood volume (CBV),
ratios within the single wavelength data recorded at 790 nm are calculated.
The illumination wavelength of 790 nm is very close to the isosbestic point
of haemoglobin. Both Hb and HbO2 therefore contribute equally to the
acquired signals, thus directly relating the signal strength to total CBV.
Comparisons are made by using ratios of the mean values of contralateral
regions of interest selected in the cortex and in the striatum. Changes of the
ratios are calculated as percentages relative to each pre-ischaemia value. The
Friedman Repeated Measures Analysis of Variance on Ranks is performed
to compare the absolute ratio data statistically. If a significant difference
was detected, a Tukey Test (all pairwise multiple comparison procedures) is
used as post hoc analysis; p < 0.05 was considered significant (see Figure
10.5).

It is apparent that during artery occlusion, the total CBV in the cortex
is reduced (Fig. 10.5a), and all mice show a similar reduction in the ratio
value. After 24 hours of recovery, the ratios have returned to near normal
values. The overall trend is found by averaging the data for the seven mice.
This shows that a significant difference exists between the ratios during
and 24 hours post ischaemia (illustrated by an asterisks in Fig. 10.5). No
such difference exists between the initial pre-ischaemia scan and 24 hours
post-ischaemia.

The analysis of the striatum exhibits a different ratio behaviour, see
Figure 10.5b. The ratios increase during artery occlusion for all mice and
even remain elevated after 24 hours. The data averaged over all seven mice
shows a significant difference between the ischaemic and post-ischaemic data
set when compared to the initial pre-ischaemia data (Fig. 10.5).

Overall, the ratios between hemispheres demonstrate different longitu-
dinal behaviour in different parts of the brain. The dropping ratios in the
cortex are easily explained by the reduced CBV due to artery occlusion. The
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Figure 10.5: CBV ratio analysis for all the 7 imaged animals based on
single wavelength optoacoustic images acquired at isosbestic wavelength of
blood at 790nm. Ratios of the mean in the ischaemic cortex to the mean of
its contralateral counterpart were calculated for the cortical areas (top left
panel) and striatum areas (bottom left panel) and % changes relative to pre-
ischaemia values are presented. a: All mice show reduction in CBV in the
cortex, followed by return to normal values after reperfusion at 24h (mid-
dle). b: For the striatum areas, the mice show an increase of CBV during
ischaemia, which remains elevated in most of the animals after reperfusion.
Averaged data of absolute ratio values from all the mice (box plots with
median and 25th and 75th percentile) are shown in panels c and d for the
cortical and striatum areas, respectively.
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increasing ratios in the striatum are however more difficult to explain. We
propose the following explanation. The reduced blood flow in the penumbral
region causes autoregulatory dilation of the local cerebral vasculature, thus
leading to an increase in CBV [84]. If the blood flow is sufficient, the cells
located in the hypoxic penumbra will be able to maintain their metabolism
and survive the occlusion. In areas where the blood flow is not sufficient
and the vessel dilation is not able to compensate the loss of flow, the cells
will not be able to keep up their activity and the area will become part of
the infarcted region.

45



Chapter 11

Summary and Conclusion

Investigation into potential treatments for stroke requires non-invasive imag-
ing studies to track and validate findings. MSOT has proven to work as a
non-invasive functional imaging technique for stroke.

While the ischaemic core could not be imaged directly, it was possible
to visualise the penumbra in the animal model as a site of local hypoxia
in the brain. This is promising for future studies to investigate potential
treatments affecting the development of this hypoxic area and thus limiting
the spread of the potentially dangerous necrotic core.

The intrinsic sensitivity of MSOT to functional blood parameters, com-
bined with its strong spatio-temporal resolution make it a valuable tool for
future studies. Clinical translation of current knowledge of stroke has been
slow [56], largely owing to the complicated pathophysiology of stroke and
its connection to what is known about regeneration and repair. Because of
the characteristics explained above, MSOT should play a key part in these
translational efforts.

However, it is clear that compared to other techniques, the presented
data has not exhausted the full extent of possibilities, especially with regard
to resolution. While the demonstrated resolution is enough to differentiate
between different structures of the brain and to distinguish major vessels in
the head and neck, it is not sufficient to visualise the fine cortical vasculature.
For finer tracking of disease progression, high resolution data allowing for
the real-time calculation and tracking of the penumbral volume would be
immensely valuable.

Therefore, increasing the achievable spatial resolution in volumetric op-
toacoustic imaging is of high importance and will be able to further increase
the value of the modality. Current micro CT and dedicated small animal
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MRI scanners perform very well concerning high resolution imaging, but
still exhibit the drawbacks of their larger scale cousins of high acquisition
and running costs.

Combining the proven abilities to image endogenous contrast like the
oxygenation status of haemoglobin and exogenous contrast agents like in-
jected fluorescence indicators with increased spatial resolution promises valu-
able results.

Parts IV and V deal with increasing the spatial resolution in optoacous-
tic neuroimaging and describe two approaches to high resolution volumetric
optoacoustics using higher frequency transducers. Part V furthermore in-
cludes the optoacoustic monitoring of fluorescent indicators, a promising
way of going beyond the typical blood oxygenation dependent imaging sce-
narios (e.g. functional blood-oxygen-level-dependent or BOLD MRI) and
directly image and track neural activity.
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Part IV

Development of
High-Resolution Deep

Penetration Optoacoustic
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Chapter 12

Introduction

Microscopes have been used for an extended period of time to image objects
too small for the naked eye to resolve. To date, microscopes commonly use
beams of light (or electrons in electron microscopy) that interact with the
imaged sample. By collecting the result of this interaction, be it scattered
light or fluorescence photons, microscopes enable studying small objects
at high resolution. Technological advances have resulted in developments
such as the confocal laser scanning microscope or multi-photon excitation
microscopy, ever pushing the boundaries of what is achievable in terms of
temporal and spatial resolution and depth penetration.

Optoacoustic Microscopy (OAM) uses the optoacoustic effect (Section
5.1) to create high resolution images. In optoacoustic microscopy, like in tra-
ditional bright field microscopy, samples are investigated using light. The
signals that form the actual images are however ultrasonic in nature. It
follows that optoacoustic microscopy can be categorised into two types of
setups, namely optical resolution and acoustic resolution optoacoustic mi-
croscopy, see Figure 13.1. The dual nature of the method in terms of both
excitation and detection and focusing, promises a wealth of possible appli-
cations.

The next chapters describe the two established approaches and the devel-
opment of a third, new method to acquire high resolution optoacoustic data.
Validation experiments are presented that cover imaging of agar phantoms,
the analysis of the murine skull, as well as first in vivo results of zebrafish
and mouse imaging experiments.
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Chapter 13

Existing Types of
Optoacoustic Microscopy
Setups

This chapter describes current optoacoustic microscopes and explains their
respective limitations, thus highlighting the need for the development of a
novel approach presented in Chapter 14.

Optoacoustic microscopy operates in the 1 − 100 MHz range, with the
frequency spectrum of each measurement being dependent on the physical
size and shape of the absorbers responsible for creating the optoacoustic sig-
nal. Smaller absorbers create higher frequency signals, meaning that as the
imaged structures reduce in size (i.e. capillary structures, instead of larger
vessels, like the sagittal sinus or the vena cava), the frequency spectrum of
their respective optoacoustic signatures shifts to higher frequencies.

Generally, this relationship follows:

fc ≈ 0.8 · c/d, (13.1)

where fc is the peak frequency of the optoacoustic spectrum, c is the
speed of sound and d is the diameter of the sample.

OAM images are typically formed by scanning the sample. This can
be achieved by scanning the incident beam of focused light [85], [86], or
the transducer [87]. The transducer and data acquisition systems used in
OAM record time resolved data for each position. By raster scanning in two
dimensions, whole three-dimensional volumes are acquired. The different
methods of creating and acquiring optoacoustic data in microscopy setups
is described below.

50



sample holder

objective

unfocused

transducer

focused

transducer

unfocused

illumination

a       b

Figure 13.1: a: Optical resolution is achieved by tightly focusing the ex-
citation beam (red) through a microscope objective. An unfocused high
frequency ultrasound transducer records the optoacoustic wave (blue). b:
the excitation beam (red) is delivered through unfocused fibers. Resolution
is achieved through the focused ultrasound transducer.

13.1 Optical Resolution Optoacoustic Microscopy

In optical resolution optoacoustic microscopy (OR-OAM), resolution is achieved
by focusing the excitation beam into the sample, see Figure 13.1a. This al-
lows for diffraction limited focusing governed by [88]:

d =
λ

2n sin θ
, (13.2)

where n sin θ is known as the numerical aperture NA, λ is the wavelength
of the observed light and θ is half the opening angle of the objective. The
diffraction limit d is the achievable resolution, or the distance between two
lines of a lattice, required for them to be resolvable using the microscope.
In the case of a common 10X microscope objective with a NA of 0.25, in
conjunction with light of a wavelength λ of 550 nm, we get:

d =
550 nm

2 · 0.25
= 1100 nm (13.3)

Potentially achieving a resolution of 1.1 µm is excellent, this superior
resolution however comes at a price. OR-OAM suffers from the same limi-
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tations as the established optical microscopy techniques. Photon scattering
heavily limits the achievable resolution at depth. Here, the limit of the
imaging depth is governed by the mean free path (MFP), which describes
the distance that a photon travels between two consecutive scattering events
[89]. In biological tissues, a scattering event is a process where a photon in-
teracts with a cellular structure and in result changes its direction. While
this direction change is usually in the forward direction, the large number
of scattering events, even within a typical and comparatively small mouse
organ results in a random walk of the photons. The MFP is given by [89]:

MFP =
1

µt
, (13.4)

with the transport coefficient µt = µa + µs being made up of the scat-
tering coefficient µs and the absorption coefficient µa. For visible light, the
MFP typically lies in the order of 100µm in tissues and results from the
interaction of photons with cellular structures at these wavelengths. This
means that blurring of the focused excitation beam occurs after the first
100 µm, when the bulk of photons has experienced at least one scattering
event. This therefore limits the achievable resolution at depth.

13.2 Acoustic Resolution Optoacoustic Microscopy

In acoustic resolution optoacoustic microscopy (AR-OAM), resolution is
achieved using focused ultrasound transducers (Fig. 13.1b) [87]. AR-OAM
setups typically use spherically focused transducers with a high central fre-
quency to achieve diffraction limited acoustic resolution. A typical trans-
ducer with a central frequency of 50 MHz can be used to achieve a lateral
resolution of 45 µm and axial resolution of 15 µm at the focal zone [90]. In
order to recover out of focus signals, virtual detector approaches have been
used, producing promising three dimensional results [91]. A fast scanning
coaxial AR-OAM system was introduced by Ma et al [87] to counteract the
drawbacks of previous designs. Namely, owing to the difficult alignment of
the illumination with the focal zone of the transducer, previous AR-OAM
iterations had to sacrifice imaging speed for signal-to-noise ratio (SNR) by
averaging shots at every imaging position. By aligning the illumination with
the focal zone of the transducer through an aperture in the transducer’s cen-
ter, real-time imaging could be achieved. While this approach solved one
big issue, AR-OAM still suffers from inferior resolution, when comparing it
to optically focused methods.
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Chapter 14

Hybrid Focus Real-time
Optoacoustic Microscopy

As apparent in Sections 13.1 and 13.2, development concerning optoacoustic
microscopy is not yet complete. While efforts to focus light through scatter-
ing media exist, for example using spatial light modulators [92], these ap-
proaches are usually slow and do not yet deliver the energy, time resolution
and field of view needed for functional deep brain microscopy. Therefore,
we developed a new approach that enables the combination of high optical
focusing with the high penetration depth of acoustic focusing. This work
has been partly published in Estrada et al. [34] and [93].

As illustrated in Figure 14.1, the approach uses a hybrid optical and
acoustic focusing method to achieve the desired performance. The deciding
factor for this approach is the optoacoustic head that enables coaxial align-
ment of the two foci. A special lens and fiber combination is inserted into
the central aperture of the spherically focused transducer, thus aligning the
foci.

A diode pumped Nd:YAG Q-swichted laser (IS8II-E, Edge-Wave GmbH,
Würselen, Germany) is combined with a dye laser (Credo, Sirah Lasertech-
nik GmbH, Grevenbroich, Germany) as the illumination source. The setup
provides pulses with a duration of 8 ns at a repetition frequency of up to
10 kHz. By using Pyrromethene 597 as the active agent in the dye laser, the
illumination is tuneable between 575 and 605 nm. The light is subsequently
coupled into a photonic crystal fiber (LMA20, NKT Photonics A/S, Birk-
erd, Denmark), with a gradient-index (GRIN) lens (Grintech GmbH, Jena,
Germany) with a focal distance of approximately 6.5 mm attached to the
fiber output.

53



hybrid focal zone

optical 

focal zone

acoustic 

focal zone

Figure 14.1: A fiber inserted into the transducer aperture enables coaxial
alignment of the optical (orange-red) and acoustic (blue) focus. As the
optical focus spreads within the tissue, the acoustic focus takes over.

This combination (see Figure 14.2) was chosen for several reasons. Pho-
tonic crystal fibers are single mode fibers, the light from their output is
therefore focusable to a small spot. Unlike traditional single mode fibers
however, they are able to transmit high amounts of energy. The flat sur-
face of GRIN lenses simplifies handling at the small sizes required in this
setup. Furthermore, the low NA of the GRIN lens allows for an extended
focal zone with a Rayleigh length of zR = πω2

0/λ = 2.2 mm, where λ is the
wavelength of the light and ωo = 20.3 µm the beam waist of the Gaussian
beam. In order to ensure proper alignment of the fiber output and the lens,
the pair was securely mounted in a metal housing. The central bore of the
transducer is however smaller than 0.9 mm in diameter, therefore requiring
very precise manufacturing of the lens and lens housing.

The final part of the optoacoustic head consists of the ultrasound trans-
ducer. An ultrawideband spherically-focused Polyvinylidene Fluoride (PVdF)
ultrasound transducer (Precision Acoustics, Dorchester, United Kingdom)
is used (see Figure 17.2d for a typical frequency response). It has an active
diameter of 6 mm and a focal length of 7.4 mm.

The optoacoustic head is mounted on motorised stages for scanning. By
mounting the head on a fast linear piezoelectric stage (M683, Physik Instru-
mente GmbH, Karlsruhe, Germany), a frame rate of 18 frames per second is
achieved for 3mm B-scans. To facilitate lateral scanning in two dimensions,
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Figure 14.2: a: microscopy photograph of a 20 µm core photonic crystal
fiber. b: The changing gradient index n of a GRIN lens focuses light

a second linear stage (LTM 60F, Owis GmbH, Staufen, Germany) translates
the optoacoustic head in the second dimension. The combination of a fast
piezoelectric stage and a slower linear stage has created two possible modes
of acquiring three dimensional data (see Figure 14.3).

In raster scanning mode, a region of interest (ROI) is predefined by
setting the lateral ranges and the step size. The stages then move the op-
toacoustic head from position to position, halting at every position until the
A-line data is acquired (blue arrows in Figure 14.3). This has the advan-
tage that it allows for the averaging of multiple shots at every grid position,
greatly enhancing the achievable SNR. Because continuous acceleration and
deceleration of the stages is very time consuming, this method of scanning
is slow and is used only for non-dynamic and ex vivo studies.

In continuous mode, the movement of the stages is initiated once and
shots are acquired on the fly (green line in Figure 14.3). This has the great
advantage of resulting in much shorter acquisition times, in the range of
several seconds for a whole volume, but lacks the ability of signal averaging.
In order to achieve near uniform shot distribution throughout the ROI, the
stage motion has to be calibrated. This is done by tracking the piezo stage
motion with a laser distance sensor. When the range of motion and the
speed of the stage is chosen before a scan, the calibration is started. Herein,
the stage moves back and forth over the predefined distance and its position
data is read out from an internal sensor. This process is slow and cannot
be done on the fly, requiring a new calibration for every new set of imaging
parameters. The stage position data is then matched to the readout of
the laser distance sensor, thus allowing for accurate predictions of the stage
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Figure 14.3: A phantom can be scanned in raster (blue arrows) or in contin-
uous mode (green arrow). A PC stores individual shots into a signal matrix.
Maximum amplitude projections are a way of displaying the acquired data
(bottom row).
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Figure 14.4: The sample is illuminated through a GRIN lens attached to
a photonic crystal fiber. This emits ultrasound (red waves). In pulse-echo
mode, the pulser excites the transducer to send out an ultrasound wave (blue
wave), that will experience scattering and reflection in the imaging sample.

position from the laser distance sensor readout. By knowing the desired step
size, as well as the stage speed, the repetition frequency of the trigger signal
generator is calculated. During the scan, a shot is then acquired, every
time the signal generator triggers a laser pulse, with the stages moving at a
constant velocities.

One of the main advantages of PVdF transducers is their ability to be
operated in both receive and pulsed mode. This means that the system is
able to acquire both pure pulse-echo ultrasound data as well as optoacoustic
data with the same transducer. To achieve this, the transducer is excited by
pulses with a duration of 6 ns generated by an ultrasonic pulser and receiver
(5073PR, Olympus, Japan) (Fig. 14.4)[93].

The ultrasound or optoacoustic data is then recorded using a data ac-
quisition (DAQ) card (M3i.4142, Spectrum Systementwicklung Microelec-
tronic GmbH, Grosshansdorf, Germany). The card is installed in a personal
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Figure 14.5: Photograph of the finished setup (a) with a closeup of the
transducer (c). Example of an ultrasound image acquired of a skull with a
thinned cortical window (b).

computer (PC), which is also responsible for data storage and control of
measurement parameters, (see Fig. 14.5). Image reconstruction, as well as
live previews are also handled by the same PC.
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Chapter 15

Imaging of Agar Phantoms
with Hybrid Focus
Optoacoustic Microscopy

This chapter shows comparatively simple experiments used to characterise
the system’s imaging performance. The samples used are absorbers, sutures
in the shown example, embedded in agarose (or agar). Unless otherwise
stated, the agar was prepared by mixing 1.3% of agar (Sigma-Aldrich, USA)
and distilled water. The mixture is then heated to the boiling point, after
which the absorbers are moved into their desired position and shape and
the agar is left to cool down. As the agar sets, it fixes the absorbers in the
desired shape. Because of their similar speed of sound to water, agar phan-
toms can be used in optoacoustic imaging, without creating huge impedance
mismatch artefacts. Furthermore, the simple preparation allows for the ad-
dition of scattering agents like Intralipid (Sigma-Aldrich, USA) or absorbing
agents like ink to be added to the mixture, thus allowing for a wide range of
possibilities to create scattering and even tissue mimicking phantoms using
agar.

15.1 Optical Resolution Imaging

The result shown in Figure 15.1a consists of a small region of interest con-
taining one 10 µm suture and is acquired using optical resolution mode. In
this manner the effective system resolution is created through optical focus-
ing. By using the focused illumination from the output of the GRIN lens
in non-scattering samples or at the surface (below one mean free path) of
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Figure 15.1: a: optical resolution optoacoustic microscopy of a 10 µm suture.
An example shot is shown in the inset. b: acoustic resolution scan of a 50
µm suture. An example shot is shown in the inset.

scattering phantoms, the resulting lateral resolution will be created by the
focused spot. The tightly focused spot is able to resolve small details and
shows clear boundaries when imaging the thin suture.

15.2 Acoustic Resolution Imaging

Typical results from an acoustic resolution scan are seen in Figure 15.1b.
To achieve acoustic resolution, unfocused illumination is used to ensure that
only the focusing properties of the ultrasound transducer affect the system
resolution. This can be achieved by illuminating the samples through mul-
timode fibers or through a liquid light guide (Lumatec, Germany). The
sample consists of a 50 µm suture embedded in highly scattering agar, to
ensure uniform illumination. The acoustic focus is less tight, when compared
to the optical focus. The boundaries of the larger suture are less defined,
yet the suture is still clearly visible.
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Chapter 16

Imaging of Zebrafish

Zebrafish have become a widely used model organism. Mutants have been
created to study the embryonic development of vertebrates and many other
applications in biological and preclinical research [94]. As fish, they are
perfectly suited for optoacoustic imaging, as they can survive in the coupling
medium water without the need for complicated breathing masks. This is
especially true for zebrafish larvae that survive through perfusion and can
even be restrained by being embedded in agar during in vivo experiments.

This section shows the results of zebrafish experiments using the optoa-
coustic microscope for imaging of larval stages through to adults. In the case
of the larvae, a longitudinal study was performed that imaged the develop-
ment and migration of melanophores over time. Zebrafish were chosen for
imaging, because they enable first in vivo and ex vivo imaging of biological
targets with greatly reduced difficulty compared to mammals. Their small
size reduces the requirements for the size of the ROIs and thus the amount
of resulting data. In the developmental stages, zebrafish are almost entirely
transparent. Validation of imaging results by taking planar photographs
is therefore much easier than in the case of the highly scattering tissue of
mammals. This work has been published by Kneipp et al. [95].

16.1 Ex vivo Imaging of Zebrafish

In producing these results, the fish were sacrificed and embedded in agar.
The agar was prepared using phosphate buffered saline (PBS) instead of
distilled water. Distilled water would greatly speed up the cell degradation
because of the huge saline concentration gradient between the cells and the
surrounding agarose.
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21 days

7 days

48 hours

Figure 16.1: The optoacoustic microscope is capable of imaging zebrafish
throughout all ages (left: OA images). In the larval stages, melanophores
are the main source of contrast on the largely transparent fish. As the fish
grow, the complexity of their shape and pigmentation increases. Scale bars
are 200 µm for the 48 hour and 7 day fish and 1 mm for the 21 day old fish.

Figure 16.1 shows the results from imaging fish of different ages. The
system was used to image larvae at the very young age of 48 hours post
fertilisation (hpf). The fish are virtually transparent at this age, with the
main source of contrast being the melanin contained in the melanophores
that have spread across the body of the fish. The eyes are also strongly
pigmented and therefore create excellent contrast for optoacoustics.

As the fish grow, the melanophores are no longer visible as blob-like
structures, but have started to give the fish its characteristic striped pig-
mentation pattern. At 7 days post fertilisation (dpf), several stripes are
visible along the body of the fish.

By 21 dpf, the zebrafish has reached its adult shape and pigmentation
pattern. It will now only continue to increase in size, given the right condi-
tions.

Optoacoustic microscopy is inherently three dimensional. This opens up
new possibilities for structural imaging. As can be seen in Figure 16.2, fea-
tures whose z-position is unknown from looking at planar photographs can
be analysed in all three dimensions using optoacoustics. This is especially
important in cases similar to Figure 16.2a. A stripe that appears to be made
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up of melanophores at one depth in the photograph is actually, as revealed
by optoacoustics, made up of three cells at different depths.

a            b

y x

z

y

z x

y

x

z
z

yx

Figure 16.2: Optoacoustic datasets are three-dimensional. a: The green
arrows mark melanophores that appear to be a stripe at one depth in the
photograph. The optoacoustic slice reveals their different z-positions (blue
box). b: The z-positions of the eye and the melanophores (arrows) are
indistinguishable in the photograph. The optoacoustic slice reveals their
relative position (blue box). Scale bar is 100 µm.

16.2 In vivo Imaging of Zebrafish

While ex vivo measurements are an elegant way of characterising a system
and testing its abilities, the true value of an imaging modality lies in its
possibility to excel in in vivo measurements. This means that the modality
has to perform to the desired standards without being harmful. Potential
damage can be caused by the excitation illumination, where just like in
traditional forms of optical microscopy, high fluence can cause phototoxicity
and photobleaching, potentially harming and killing cells [96].

After running a phototoxicity test series assessing the effects of focused
illumination on melanocytes in young zebrafish, a longitudinal session was
launched to image the development and migration of melanophores. The
wild type larvae are embedded in agar made with fish water at 24 hpf and
moved to the microscope setup. Imaging was performed once an hour for
11 hours, with a per pulse energy of 280 nJ.

As visible in Figure 16.3, the optoacoustic microscope is able to perform
longitudinal imaging studies. In the shown time series, the eyes are the first
to become pigmented and therefore the first to appear in the optoacoustic
scans. Melanophores then originate in the head and trunk crest [97], after
which they spread to cover the whole body (Fig. 16.3a). Individual body
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Figure 16.3: a: time lapse of developing zebrafish embryo, during
melanophores formation and spreading. The time interval between each
snapshot is one hour. The orange and green arrows mark the position of the
head and trunk crest respectively. Scale bar is 200 µm. b: 35 hpf old fish.
Different body regions and cells identifiable from the optoacoustic data are
labeled. c: Colour-coded overlay for two different fish. The eyes are the first
to express melanin (yellow). Signal then appears centralised around the pu-
tative region where head and trunk neural crest derived melanophores orig-
inate, with the eyes reaching full pigmentation (green). The melanophores
likely spread outwards to eventually cover the whole body (blue). Time
points are also marked in (a) with colour-coded dashed boxes. d: The mean
optoacoustic signal of the fish increases over time. Different parts exhibit
different dynamics. Standard mean error (n=3) is shaded.
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parts are readily distinguishable in the scan data (Fig. 16.3b). Melanin is the
main source of contrast in this study, an increase in the mean optoacoustic
signal is therefore directly proportional to an increase in melanin present in
the region of interest. A signal increase over time is apparent for several fish
(n=3) in Figure 16.3c,d. As mentioned above, the eyes exhibit much steeper
and earlier increase when compared to the rest of the body.
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Chapter 17

Analysis of the Murine Skull

The murine skull is a strong hindrance in optoacoustic neuromicroscopy.
This chapter describes the analysis of said skull using the hybrid focus op-
toacoustic microscope.

17.1 Background

Studies involving zebrafish are highly fascinating and are able to produce
valuable insights, in order to understand and treat human diseases, other
model organisms are however even better suited. It was shown in Part
III that optoacoustics is able to image mammals, specifically mice. Mouse
models are used to study a vast variety of human diseases [98]. As mam-
mals, they are genetically and physiologically closer related to humans than
zebrafish. For optoacoustic neuroimaging, they do pose a great challenge
however. Mice posses a comparatively thick skull bone that is scattering
and attenuating to both light and ultrasound and can therefore strongly
influence the result of an optoacoustic measurement. This chapter aims to
analyse the effects of the murine skull on optoacoustic imaging.

The work in this chapter has been published by Kneipp et al. [99].

17.2 Skull Phantoms

The proposed effects of the skull are illustrated in Figure 17.1. Signals from
sources on or very close to the top surface of the skull will experience reflec-
tions at the skull-tissue interface. These will potentially mask the vascula-
ture underneath the skull or even appear as shadow vasculature, where there
is none. Furthermore, the skull effectively acts as a low-pass filter, meaning
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that higher frequency signals experience stronger attenuation. Here, this
is illustrated by the smaller sphere, creating higher frequency signals and
therefore suffering stronger attenuation. In optical resolution mode, the op-
tical scattering of the skull becomes apparent. When trying to focus light
onto an absorber below the skull, the effective resolution is reduced through
broadening of the focused beam by the scattering skull.

broad illumination

signal ringing dispersion

skull

focused illumination

spherically focused 

detector

a b

Figure 17.1: Schematics of the experimental approaches. (a) Acoustic reso-
lution optoacoustic microscopy configuration using broad illumination. Op-
toacoustic sources located just above the skull generate ringing artefacts and
shadow signals due to reverberation in the skull (vertical line in the blue box
denotes temporal position of the skull). Frequency dependent attenuation
leads to higher frequency signals (generated by smaller objects) experienc-
ing stronger attenuation compared to lower frequency content (generated
by larger objects), see green box. (b) Optical resolution optoacoustic mi-
croscopy configuration using focused light illumination. Focused light is
scattered by the skull, broadening the excitation beam and affecting the
lateral resolution performance.

In order to quantify these aspects, the signal of a 10 µm microsphere
is compared with and without having to pass through an excised piece of
murine skull. The microsphere is fixed in an agar phantom an illuminated
broadly at a 90◦ angle, see Figure 17.1a. This step is taken to ensure no
difference in fluence would affect the signal intensities whether the data is
acquired through the piece of skull or not. The microsphere is moved into
the focal plane of the transducer and two separate scans are acquired. One
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without and one with a 230 µm thick piece of skull obstructing the direct
view of the transducer.

Figure 17.2 shows the results of the skull and microsphere experiment.
The frequency dependent insertion loss is calculated by dividing the with
and without skull signal traces of the microsphere, by each other in the
Fourier domain. Finite bodies support the existence of leaky guided waves,
namely leaky Lamb and Scholte-Stoneley waves [100]. Because of these ef-
fects and the fact that the microsphere acts as an ultrasound point source,
the transmitted waves experience both frequency and angle dependent fil-
tering. Together with the finite detection angle of the spherically focused
transducer, these factors explain the non-monotonic behaviour of the inser-
tion loss (Fig. 17.2c).The insertion loss can be simulated using a homogenous
plate model [101]. The insertion loss IL is approximated by:

IL(ω) ≈
∫ θ2
θ1
T (k0 sin(θ), ω) sin(θ)dθ

cos(θ1)− cos(θ2)
, (17.1)

where k0 is the wavenumber in the fluid, ω is the angular frequency and
T corresponds to the transmission coefficient of the plate model. A close
correlation between the measured and simulated data can be achieved by
using a density value of 1800 kg

m3 [102], a speed of sound of 2900 m
s and 1444

m
s for longitudinal and shear waves respectively [103] and a thickness of

245.5 µm. Along with the general trend, the maximum transmission around
5 MHz and other peaks and troughs resulting from leaky lamb modes can
be explained [100]. With increasing frequency, the relationship between
prediction and measurement becomes largely qualitative, but remains in
close relation above 25 MHz.

The FWHM of the Hilbert-transformed signals is 35 ns (53 µm) and 62
ns (93 µm) for the unattenuated and attenuated case, respectively. This is
larger than expected for a 10 µm microsphere, it is however expected, as the
axial resolution is governed by the acoustic focus of the transducer. Because
of the low-pass filtering effects described above, the peak of the signal is
boarder and lower in amplitude after it has been attenuated.

As a consequence of the above mentioned frequency and angle dependent
filtering effects, the skull will introduce both time shifts and ringing artefacts
in the measured signals. Specifically, it can be observed that the signal
arrives earlier, when it travels through skull bone. This is because of the
higher speed of sound of bone compared to that of water. A signal travelling
through a combination of water and bone arrives earlier than a signal that
covers the same distance just in water.
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Figure 17.2: Results of the microsphere experiments demonstrate acous-
tic dispersion and ringing effects of adult murine skull. (a) Optoacoustic
signal traces generated in the presence and absence of the skull. The at-
tenuated peak is lower in amplitude and broader when compared to the
non-attenuated peak (marked by arrows). The signal shift ∆t is labeled.
(b) Time domain signal of a microsphere placed in the immediate vicinity
of the skull surface clearly shows signal ringing due to reflections at the
skull-tissue interface. (c) Simulated (black) and measured (red) frequency
dependent insertion loss of the skull showing a strong increase with fre-
quency. (d) Normalised US frequency spectrum of the signal of a single 10
µm microsphere excited with a nanosecond laser pulse and measured with
a ultrawideband PVdF transducer.
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By using:

csk =
cw · w

w − cw · 4t
, (17.2)

where w is the skull’s thickness of 230 µm, cw is the speed of sound in
water and 4t is the time shift of 72ns, we can calculate the speed of sound
in skull csk to be 2828 m

s . This value is very close to the value range found
in literature of 2800-2900 m

s [104], [105].

An example of signal ringing can be seen in Figure 17.2b. The typical
N-shaped signal is followed by reflections that potentially mask underlying
absorbers.
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Figure 17.3: Effects of acoustic attenuation on imaging performance in the
acoustic resolution mode. (a) Three-dimensional optoacoustic image (pro-
jection image colour-coded for depth) of four absorbing sutures randomly
arranged inside tissue-mimicking scattering agar phantom. (b) The corre-
sponding image acquired in the presence of skull. Scale bars correspond to
1.5 mm. Yellow arrows mark irregularities in the skull measurements. White
arrows mark the position of FWHM measurements: 365 µm, 261 µm, 210
µm and 402 µm, 308 µm, 236 µm in (a) and (b) respectively.

While the signal analysis of 10 µm microspheres is highly useful for the
technical characterisation of the skull and its effects, full volume effective
imaging performance is just as important. In order to assess the acoustic
resolution imaging performance with and without the skull, a phantom with
several 50 µm sutures positioned in a scattering agar phantom at different
depths is scanned. The agar is made to be highly scattering with 1% total
intralipid concentration and illumination is delivered through a multimode
fiber positioned underneath the phantom, again to ensure no difference in
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fluence between the skull and no skull cases. The acoustic data was recon-
structed using spatial impulse response weighted synthetic aperture focusing
[106]. This algorithm is based on similar approaches in radar and ultrasound
array technology, but caters to the special case of the optoacoustic micro-
scope, that uses a single scanning detector. The algorithm is able to recover
acoustic resolution outside of the focal zone of the transducer, resulting in
a reconstructed volume with uniform resolution.

Figure 17.3 shows the result of the measurement. When introducing the
skull, the FWHM increases only by 13% on average. This is in accordance
with the results described above, as the sutures create spectra with a lower
peak frequency than the smaller microspheres. Their signal therefore expe-
riences less attenuation. The skull is irregular in shape and its multilayered
make-up distort the acoustic signals. Such distortions can be seen in Figure
17.3b, where they are marked by yellow arrows.

17.3 Optoacoustic Imaging of the Perfused Mouse
Brain

The ultimate goal of developing a system for biological and translational re-
search is however not to image phantoms. Because in vivo imaging is highly
prone to motion artefacts due to the beating heart and breathing, a method
for creating stable but biological samples for optoacoustic imaging was de-
veloped. By imaging these samples, the system performance in biological
samples can be assessed and optimised without the added difficulties of in
vivo imaging and without creating unnecessary discomfort for any animals.
Here the results are dominated by the optical resolution regime.

The procedure entails an adapted perfusion fixation technique [107].
Adult CD1 mice are sacrificed with an overdose of ketamine and xylazine,
with 200 units of heparin being administered post delivery of the lethal
dose of anaesthesia via intraperitoneal injection. The animal’s chest cav-
ity is opened and the animal is perfused through the left ventricle with
heparinised PBS (5 units heparin per ml PBS). A second perfusion agent,
prepared earlier, consisting of a 1:4 mixture of Pelikan 4001 ink (Pelikan
Holding AG, Switzerland) to agar is used to perfuse the animal. The agar
used in this case is prepared using 1.5% low gelling agar (SeaPrep, Lonza,
Switzerland) in PBS. The animal is perfused with the second solution until
all the blood and heparinised PBS has been replaced with the ink and agar
mixture. The animal is then transferred into a 4◦ C fridge, where the agar
is allowed to set for 45 minutes. This procedure allows for the complete re-
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Figure 17.4: An excised brain perfused with agar and ink mixture.

placement of blood with highly absorbing ink, without disrupting the tissue
integrity, see Figure 17.4. The agar acts as a stabilising medium for the fine
vasculature and closely matches the speed of sound of both tissue and water,
therefore minimising any adverse effects and reflections because of possible
impedance mismatches. The method is adaptable for a myriad of different
contrast agents that can be introduced into the second perfusion agent.

In order to accurately test the transcranial imaging performance in a
biological setting, the head is removed from the body after the agar has
set and the scalp is cut away. The skull is then prepared in the desired
fashion. For this study, three different scenarios are prepared for comparison.
The first consists of the skull being left completely intact, with only the
scalp removed. This aims to minimise the effect of skull surface absorbers
producing shadow signals through the ringing artefacts described above.
The second scenario consists of a thinned skull preparation. Here the skull
is thinned down using a high speed handheld drill (IDEAL Micro Drill,
Cellpoint Scientific, USA). This is a common technique in many microscopy
studies [108]. For the third scenario, the brain is exposed by removing the
skull completely, resulting in an unobstructed view for the transducer and
focused illumination of the perfused brain. The acquisition time was around
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one minute for all three scenarios.
Maximum intensity projections are shown in Figure 17.5. Even through

the intact skull (Fig. 17.5a), the cortical vasculature is readily visible. The
finer capillary network is however hidden. The FWHM of the resolvable
vessels decreases, when the skull is thinned (Fig. 17.5c). The finest vascula-
ture is visible in the case of the completely removed skull (Fig. 17.5b). The
FWHM goes down to as low as 21.8 µm with the cases of the thinned and
intact skull producing higher FWHMs at 29.4 µm and 40.5 µm, respectively.
As stated above, the results in this experiment are largely governed by the
optical resolution. Here the reduction in effective resolution is largely due
to the optical scattering in the skull, broadening the beam and therefore re-
ducing the lateral resolution. By then low-pass filtering the created signals,
the skull has further adverse effects on the optoacoustic signals. In some
cases, the skull even completely masks the underlying vasculature, mainly
due to strong absorbers still present in and on the bone tissue.

These strong attenuation effects make it clear that work towards di-
rect optoacoustic imaging of neural activation cannot be done directly in
mice, without first solving the issue of the skull. Until a method of choice
for skull preparation, as well as possible combinations with correction al-
gorithms have been found and validated, the validation and analysis of the
performance characteristics of optoacoustic imaging of direct neural activa-
tion should be performed using a simpler model organism. In doing so, the
next part (Part V) will describe an approach, where a volumetric optoa-
coustic scanner, with a lower central frequency than the microscope is used
to image genetically encoded calcium indicators in zebrafish.
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Figure 17.5: Murine skull affects the effective lateral resolution performance
in optical resolution optoacoustic microscopy scans of biological targets.
Maximum amplitude projections of optical resolution images of the per-
fused brain recorded through an intact skull (a), thinned skull (c) and with-
out presence of the skull (b). Dashed lines mark the area where the skull
was thinned (c) or removed (b). (b) and (c) each show one hemisphere (LH:
left hemisphere, RH: right hemisphere) of the whole brain depicted in (a).
Scale bars are 375 µm. Arrows mark the position of FWHM measurements,
resulting in 40.5 µm, 21.8 µm and 29.4 µm for (a), (b) and (c) respectively.
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Chapter 18

In vivo Imaging of a Mouse
Ear

Biologically driven experiments typically require the ability to image samples
in vivo non-invasively. In order to demonstrate these capabilities, the ear of
an anaesthetised adult mouse was imaged non-invasively in vivo.

In doing so, the mouse is anaesthetised using a mixture of isoflurane
and oxygen. When the mouse is sufficiently subdued, it is transferred to
a stereotactic mouse holder to fix its position and reduce motion artefacts.
A heating pad is used to ensure a constant physiological well-being of the
mouse. Because the mouse cannot be easily submerged in water in in vivo
experiments, coupling between the ear and the transducer is more difficult
than for phantoms or fish. Therefore, the base of the imaging chamber is
removed and replaced with a thin transparent film. This film is optically and
acoustically transparent, but is strong enough to support the small column
of water resting on it, without tearing. The chamber is then filled with water
and the transducer is aligned with the region of interest. To further increase
coupling between the ear and the film, a drop of water is placed on the ear
and on the thin film prior to establishing physical contact between the two.

The result can be seen in Figure 18.1. The ear consists of highly vas-
cularised tissue. Because of the high optical resolution in the hybrid focus
optoacoustic microscope, vessels down to the capillary level are identifiable.
Branching of larger vessels into finer vessels is readily visible, with the com-
plex structure of the vasculature system becoming apparent. At 4.5 by 4.5
mm2, the region of interest is sufficiently large to image a variety of organs,
diseases and biological processes in the murine model organism.
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Figure 18.1: Projection image of an in vivo mouse ear. Larger vessels branch
off into finer vasculature down to the capillary level. Scale bar is 500 µm
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Chapter 19

Summary and Conclusion

A novel approach to optoacoustic microscopy was developed. The system
uses hybrid focusing to combine the benefits of tight optical focusing with the
superior penetration depth of acoustic focusing. The system can therefore
excel in experiments, where systems based on optical focusing with high
numerical aperture are not applicable because of their limited penetration
depth. The coaxial alignment of the optical and acoustic axis and therefore
their respective focal zones, allows for a seamless transition between optical
resolution in the superficial layers of a sample and acoustic resolution in the
deeper layers. While the high frame rate of up to 18 frames per second is
already impressive, faster stages could further improve this figure.

The fusion between the fast scanning optoacoustic microscope and pulse-
echo ultrasound biomicroscopy not only simplifies the focusing and align-
ment process, but enables the system to perform comparison studies and
help in the development of multimodal contrast agents.

However, as shown in Chapter 17, the skull creates indisputable difficul-
ties in optoacoustic imaging. By affecting both lateral and axial resolution
in acoustic and optical resolution scenarios, the skull limits the achievable
effective resolution in future non-invasive in vivo experiments. Optical scat-
tering and frequency dependent acoustic attenuation shift the achievable
spectrum peaks of measurements to the lower frequencies, thereby limiting
the ability to image the high frequency signature of the fine capillary net-
works. The next part will therefore tackle direct optoacoustic imaging of
neural activation using genetically encoded calcium indicators in fish. Their
much thinner skulls have a reduced disruptive effect on the optoacoustic
measurements.

Future developments of the system will include the realisation of dual
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wavelength acquisition. At present, imaging is possible with either the pump
laser at 532 nm or with the output of the dye laser (wavelength is dependent
on the dye). Switching between the two requires changing the beam paths
in the coupling optics in order for the 532 nm beam to bypass the dye
laser cell, or for it to to be aligned into said cell. The coupling optics of
the fiber further require optimisation following a wavelength switch. Pockel
cells enable the fast switching between two wavelengths [109], adding yet
another dimension (multispectral imaging) to the system.

In order to image deep within highly scattering and absorbing tissues
like the brain, the number of incident photons has to be greatly increased.
Focusing the required light intensities onto a small spot would create huge
fluences, capable of cavitating and ablating tissues. In order to bypass this
danger, a dual illumination setup is proposed, where a tightly focused spot
is superimposed onto broad unfocused illumination.

In summary, the high spatial and temporal resolution together with the
deep penetration into scattering tissue and the remaining expandability of
the method are promising for the setup’s future as a valuable tool in diag-
nostics, neuroimaging and cancer research.
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Part V

Functional Optoacoustic
Neurotomography of Neural

Activation
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Chapter 20

Introduction

In studying the single-cell physiology of neurones, it has been found that cal-
cium is responsible for regulating cellular signalling events in many tissues
and organisms [110]. These signalling events are known as action potentials
in neurones and arise synchronically with rapid changes in intracellular cal-
cium [111], specifically an influx of calcium ions through voltage-gated ion
channels into the cell.

Neural activation is usually not a single, isolated event, but rather a
systemic process, where different parts of an organism’s nervous system react
to a stimulus. In vivo and in vitro electrophysiology techniques have tried
to track these events and their interconnections by monitoring neurones in
varying degrees of separation [110]. The pattern of these processes reflect
the interconnections and the relationships between the different parts of the
nervous system. The interconnected parts communicate in neuronal sub-
circuits for information processing, decision making and governing general
survival tasks. In attempts to study these networks proper, techniques to
monitor whole populations had to be developed. To this end, synthetic
calcium indicators have been used to measure action potentials in neural
activation studies [112].

It follows that imaging techniques to volumetrically track neural ac-
tivation with high spatial and temporal resolution deep within the brain
would be key in understanding the fundamental processes of neural acti-
vation. Efforts of simulating the natural behaviour of neural networks has
lead to technologies that allow for optical imaging of large, distributed neu-
ral populations [113], [114]. While advances have been made in imaging
transparent organisms using single [115] and multi-photon [116] light-sheet
and light-field microscopy [117], their inability of imaging scattering tissues
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still limits the possible applications of the respective technology. This part
therefore describes a method for imaging neural activation via genetically
encoded calcium indicators using volumetric functional optoacoustic neuro-
tomography.

The results presented in this chapter have been submitted for publica-
tion.

81



Chapter 21

Genetically Endcoded
Calcium Indicators

21.1 Background

Most modern in vivo imaging studies of living brains rely on microscopy
technology and fluorescent contrast labels [110]. Through bulk and intra-
cellular loading, small molecules like fluorescent calcium indicators can be
introduced into cells. These methods however do not allow for targeted
imaging, as it is not possible to selectively load certain cell types, popula-
tions or cell organelles. Due to the aggressive and invasive nature of the
technique, prolonged and repetitive loading is also not possible [118], [119].
Genetically encoded calcium indicators (GECIs) are an alternative to the
synthetic indicators that facilitate targeted and longitudinal in vivo exper-
iments [120]. Targeting of GECIs is not limited to cell types, but can be
specified to range from populations of cells, over single cells to sub-cellular
structures including dendrites or synapses [119]. Because delivery of the
GECIs is at maximum minimally invasive (delivery either through transge-
nesis or viral constructs), they are compatible with long-term and repeated
in vivo experiments [120].

These genetically encoded indicators are comprised of amino acids and
consist of a calcium binding domain and at least one fluorescent protein.
After being genetically expressed, they are formed spontaneously within
cells. They further mainly localise in the desired location of the cytosol and
do not leak from the expressing cell [120]. GECIs have the strong advantage
that they allow for chronic, non invasive imaging of highly defined cells and
cellular compartments [121].
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Conceptually, GECIs can offer very high contrast between their bound
and unbound states. In their resting states, the intracellular calcium concen-
tration in neurones is extremely low [122]. Upon activation, voltage-gated
calcium channels open and a rapid influx of calcium ions increases the local
calcium concentration [119]. It is this strong difference between the rest-
ing and activated state that has the potential to illicit strong variations in
suitable calcium indicators.

The actual performance of the indicators depends on a variety of vari-
ables. Their calcium affinity, brightness (governed by the extinction co-
efficient and the quantum yield), the pH sensitivity, folding stability and
potential photobleaching all influence the acquirable signals [119].

21.2 GCaMP

State of the art GECIs include Förster resonance energy transfer indicators
[123], but the GCaMP family of GECIs is one of the most prominent in-
dicators in current research [111]. Efforts of improving the GCaMP family
have increased its sensitivity both in culture and in vivo in worms, flies
and mice [111]. In vitro experiments have been able to produce a fluores-
cence increase of 1200% upon calcium binding for GCaMP3 [111]. Using the
GCaMP3 variant to track activity changes, large populations of neurones in
the motor cortex, the barrel cortex and the hippocampus were studied in
behaving mice [121]. Additional efforts have included probing light-evoked
responses in the zebrafish tectum [124], Drosophila [125], and the mouse
retina [126].

GCaMP5G is chosen for this study, as it exhibits strong absorption
changes upon binding to calcium [121]. It was shown that GCaMP5G has
superior calcium detection, exhibits a stronger response and has a greater
dynamic range than the GCaMP3 variant [121]. Here, the GECI was geneti-
cally expressed in zebrafish. The specific zebrafish imaged in this experiment
is the HuC:GCaMP5G strain, with both larvae and excised adult brains be-
ing the subject of the imaging study.

Figure 21.1 shows the absorption dependence of the chosen calcium indi-
cator. The greatest absorption difference between the bound and unbound
state, and therefore the greatest proposed difference in optoacoustic signal is
around the second peak of shown spectrum. Imaging is therefore performed
at 488 nm. A reference image was taken at 530 nm. This wavelength is
characterised by low GCaMP absorption. From Figure 21.2, it follows, that
the zebrafish clearly express GCaMP in their nervous system. The spine and
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Figure 21.1: Spectral dependence of GCaMP5 absorption in bound and
unbound states (reproduced from [121]).

Figure 21.2: GCaMP is expressed in the spine and brain and clearly visible
when excited at 488nm. At 530 nm, the minimal absorption of GCaMP
limits the visible structures to the melanin expressing eyes. Scale bar is 250
µm.
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brain are readily visible in the image acquired at 488 nm. At 530 nm, only
the eyes are visible. Their signal is created by highly absorbing melanin.
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Chapter 22

Functional Optoacoustic
Neurotomography Setup

22.1 Motivation

Handheld and small animal optoacoustic scanners (see Part III) have been
able to acquire two-dimensional cross-sectional images in real-time [33], but
thus far suffer from several technological difficulties and drawbacks. Uniform
illumination, especially in handheld systems is difficult to achieve. Inefficient
illumination from the lateral sides of the transducer, together with limited
angular coverage of the region of interest greatly restricts the achievable
image quality. While steps have been taken to improve the image quality by
using cylindrically focused transducer arrays, the acquired data is still only
two-dimensional [127].

This limited dimensionality can be considered a major drawback, as two-
dimensional data is not accurately representative of the physical phenomena
it is trying to reproduce. Furthermore, the reconstruction algorithms used
for the visualisation of two-dimensional data are based on simplifications to
the three-dimensional optoacoustic wave propagation model and therefore
create quantification errors in the reconstructed images [33].

In imaging neural activation in real-time without these quantification
errors, a high frequency spherical transducer array is used to acquire the
vast amounts of data, typical in three-dimensional tomography. The imaging
system and its implementation is explained below.
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Figure 22.1: a: photograph of the handheld optoacoustic probe. b: element
positions of the 512 elements in space. Samples are excited by inserting an
illumination fiber bundle through the central cavity.

22.2 High Resolution Volumetric Optoacoustic To-
mography

The volumetric optoacoustic tomography system used is adapted from the
256-element probe described by Deán-Ben et al. [32], [33]. The probe was de-
signed to acquire real-time volumetric tomographic data at very high spatio-
temporal resolutions, penetrating deep into tissue, far beyond the limits of
current microscopes. The high resolution is achieved through the use of high
frequency transducers. The spatial resolution in optoacoustic tomography
systems scales with the bandwidth of the ultrasound transducers. The probe
comprises a custom densely packed piezocomposite 512-element transducer
array with an element size of approximately 6 mm2. The central frequency
of the elements is 10MHz with a bandwidth of over 80%. In order to provide
a tomographic view of the imaged sample, the elements are arranged on a
spherical surface with a radius of 30mm and an angle of coverage of approx-
imately 1.3π ≈ 140◦. The elements are oriented in such a way, that they
maximise the angular coverage and therefore greatly limit the contributions
of limited-view artefacts. The distribution of the transducer elements allows
for a field of view of around 6 mm× 6 mm× 6 mm within the center of the
sphere, see Figure 22.1. A cavity in the transducer surface allows for coaxial
alignment of the illumination and detection during experiments.
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Figure 22.2: Considering the 50 µm size of the spheres, the resulting reso-
lution lateral and axial resolution are 71 µm and 52 µm. Scale bars are 50
µm.

A parallel data acquisition platform, triggered by the output of the laser
system, was custom developed to handle the simultaneous data acquisition
of the 512 channels and data transfer to the host PC over a 1Gb Ethernet
connection. The host PC is equipped with a high-end graphics processing
unit (HD7900, AMD Radeon, USA) for real time data processing [33]. The
reconstruction method for real-time visualisation is based on the back pro-
jection algorithm (see 8.2). Herein, the acquired signals are deconvolved
with the transducer’s impulse response, band-pass filtered and then finally
reconstructed using back projection [33], see Subsection 8.2.1. The more
accurate, but also more computationally expensive model based approach is
used for analysis of the data in post-processing.

Samples are excited using a tuneable optical parametric oscillator laser
(InnoLas Laser GmbH, Krailling, Germany). The beam is coupled into
a custom made silica fused-end fiber bundle (CeramOptics GmbH, Bonn,
Germany), designed to uniformly illuminate the sample with unfocused and
broad illumination.

In order to characterise the spatial resolution of the volumetric imag-
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ing system, three dimensional optoacoustic data of 50 µm microspheres is
analysed. The microsphere is embedded in scattering agar, mimicking the
scattering of biological tissue. By considering the actual size of the sphere,
this analysis yields a resolution performance of 52 µm along the z-axis and
71 µm along the x- and y-axes.

The acquisition frame rate is limited by the laser’s repetition frame rate
of 100 Hz, wich was capable of delivering a fluence of 3 mJ

cm2 to the sample at
488 nm. In order to compare the optoacoustic data to planar fluorescence
images, a rapid high resolution sCMOS camera (pco.edge 4.2, PCO AG,
Kelheim, Germany) is integrated into the setup and synchronised with the
pulsed laser. Blinding of the camera is avoided by exciting the sample with
side illumination. Figure 22.3 shows a sketch of the completed imaging
setup. Although the system would be capable of imaging the samples in real-
time multispectrally, the limited optical filtering capabilities of the camera
limit the useable wavelength range. To further avoid blinding of the camera,
only 488 nm illumination is used in the experiments.

In all experiments described here, the transducer array was filled with
agar as to ensure acoustic coupling. A small mould in the center of the cup
is made to facilitate exact placement of the samples.

89



Figure 22.3: The imaged sample is placed in the vicinity of the geometrical
center of a custom-made spherical ultrasound detection array. Light illu-
mination of the entire object is provided via an optical fiber bundle. The
generated optoacoustic signals are acquired by the array transducer while
the induced fluorescence is simultaneously recorded by the high speed sC-
MOS camera.
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Chapter 23

Optoacoustic Imaging of
Neural activation

This chapter describes the experimental procedures and presents the results
of the optoacoustic neurotomography study.

23.1 Experimental procedures

Two sets of stimulation experiments are run. With the two test subjects
being in vivo zebrafish larvae and freshly excised and still activatable adult
zebrafish brains. The breeding and maintenance of all fish is done under
standard conditions [128]. All fish belong to the HuC:GCaMP5G strain,
originating from the lab of Michael B. Orger and arrived as a kind gift of
Hernán López-Schier. Embryos are raised in embryo medium at a constant
temperature of 28◦C with a standard light-dark-cycle.

Larvae experiments are conducted on freely swimming and immobilised
6-day old fish. The freely swimming fish are released into the above men-
tioned, fish water filled mould. The animals are given up to a minute to get
used to their new surroundings before the stimulation procedure is initiated.
Immobilisation of the second experimental group is achieved by placing the
larvae in fish water containing 0.5% muscle relaxant (Gallamine triethiodide,
Sigma-Aldrich). This step is to be performed before embedding the larvae in
0.5% low gelling agar, which is used to position the fish correctly in the field
of view of the neurotomography setup. Stimulation is achieved by applying
50 mM Pentylenetetrazole (PTZ, [129]) using a syringe pump to deliver a
volume of 100-200 µL at a flow rate of 5 µL, directly into the surrounding
environment of the larvae. PTZ most likely interferes with GABAergic sig-
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nalling to cause ictal-like spikes in the larvae’s nervous system, also resulting
in changes in their swimming behaviour [130].

Ex vivo brains are isolated from adult HuC:GCaMP5G fish at the age
of 1.5 months. The fish are euthanised and the brains excised as described
by Tomizawa et al. [131]. The excised brains are immediately submerged
in artificial fish cerebral spinal fluid (aCSF: 100 mM NaCl, 2.46 mM KCL,
1mM MgCl2 · 6H2O, 0.44 mM NaH2 PO4 H2, 1.13 mM CaCl2 ·H2O, 5 mM
NaHCO3, pH 7.2, [132]). The brains are mounted in 0.5% low meting agar
made with aCSF and positioned, as above, in the field of view of the trans-
ducer array. Application of PTZ follows the same procedure described above.

23.2 Optoacoustic Results

23.2.1 Optoacoustic Imaging of Immobilised Larvae

The exposure to the neuroactivating agent PTZ causes robust activation
waves, characterised by transient changes of intracellular calcium concen-
tration, spreading along the larvae’s spinal cord. The wave travels from the
posterior, the site of injection to the anterior of the larvae (see Fig. 23.1).
Simultaneous coaxial acquisition of the planar fluorescence and three di-
mensional optoacoustic data allows for direct comparison of the respective
signal traces. The fluorescence signal and the optoacoustic signal exhibit
strong correlation at both, the tip and the midtail section (R2 = 0.98 and
R2 = 0.97 respectively), see Figure 23.1b, c.

23.2.2 Optoacoustic Imaging of Excised Adult brains

As previously discussed, zebrafish larvae are ideal first test subjects, as they
are virtually transparent, allowing for easy co-registration of optoacoustic
and fluorescence data. They do however not demonstrate the three di-
mensionality of optoacoustics sufficiently. For demonstration of the deep
penetration capabilities of the method, excised adult brains are imaged.
Several brains are examined, measuring 2-3 mm on their short axis. The
brains are highly scattering, yet the neurotomography system is capable of
providing high-quality time-resolved three dimensional data (see Fig. 23.2,
23.3). The one-sided illumination limits the penetration depth of the ex-
citation photons. As described above, the samples were illuminated from
the side to avoid blinding of the fluorescence camera. This creates a bias
of the fluence to one side of the sample. In the shown case, the illumi-
nation was capable of exciting the forebrain and most of the optic tectum
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Figure 23.1: a. Planar epi-fluorescence (green) and 3D optoacoustic (brown)
images of a 6 day old larvae at 4 time points post injection of PTZ show
similar signal (scale bar - 500 µm). The arrows indicate the direction of the
activation as it progresses from the posterior (site of injection marked by a
double arrow) to the anterior part of the tail. b. Traces of the fluorescence
and absorption (optoacoustic) signal changes in the posterior region of spinal
cord (marked by red rectangle in panel A). The corresponding traces in the
anterior region marked by the blue rectangle are shown in panel c. The time
points shown in panel a are marked by vertical dotted lines. Since both the
background fluorescence and optoacoustic signals were close or below the
noise level, the changes in the signals (4S) were normalised to unity instead
of being divided by the respective resting signals. The injection phase caused
image artefacts and is therefore excluded from the graphs.
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Figure 23.2: Strong correlation can be seen in selected regions of interest
between fluctuations in the planar fluorescence images (left column) and the
optoacoustic data (middle column). Normalised signal traces (right column)
exhibit high similarities.
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(OT). For analysis, five volumes of interest (VOIs) are selected to display
the dynamics of the GCaMP5G activity. Figure 23.3 matches the absorp-
tion (optoacoustic) to the planar fluorescence activation traces. Analysis of
the three dimensional optoacoustic data shows that the greatest activation-
related changes, reaching a 4Amax/A0 value of 8.5 are to be found deep
within the tissue. These regions include the grey, pink, yellow and cyan
VOIs in Figure 23.3, with more superficial VOIs, including the one marked
in blue showing less extreme behaviours. The planar fluorescence images
lack this information. The depth penetration is severely limited by scatting
within the tissue and therefore cannot yield the same uniform resolution at
depth as optoacoustics. The resulting images therefore represent a smeared
and averaged surface representation of the true volumetric events [133].

Figure 23.3 therefore exemplifies that epifluorescence imaging is not able
to acquire and illustrate the correct spatial and volumetric signals of the
activation dynamics in scattering tissue, due to severe blurring.

23.2.3 Optoacoustic Imaging of Freely Swimming Larvae

Tracking neural activation during natural and unaltered behaviour remains
as one of the great challenges of current neuroscientific research. Experi-
ments conducted on immobilised, anaesthetised samples already offer great
insights into the interconnectivity of neural networks, they however lack the
the ever important natural behaviour component. Previous developments
that include bioluminescence imaging [134] and light-sheet microscopy [135]
have produced great first results in imaging the natural behaviour of ze-
brafish, are however limited in their volumetric imaging capabilities. The
system described here is therefore tested for its applicability as such a nat-
ural behaviour imaging tool. The comparatively large field of view poses no
limit on the ability to image neural activation simultaneously to the natural
swimming behaviour of larvae. To test the high frame rate volumetric scan-
ner, the larvae were placed in the agar mould acting as an imaging chamber,
with an approximate footprint of 0.5 cm2, allowing the larvae to navigate
the chamber freely. During data acquisition, the larvae are then exposed
to PTZ, causing the same transient calcium concentration change and re-
sulting activation change, as described above. The activation agent elicits
rapid movements of the larvae that are followed by long periods of complete
rest. The optoacoustic data is able to reveal that the absorption changes of
GCaMP5G amount to 4A/A0 = 1.8 throughout the nervous system before
the abrupt start of rapid tail motion initiates the quick movements (see Fig-
ure 23.4). A white arrow marks the spine of the fish in Figure 23.4, the site
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where a strong increase is visible when comparing the first to the last frame.
Rapid tail movement followed the frames shown here, thus translating the
fish in the imaging chamber.
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Figure 23.3: a. Typical 3D optoacoustic image acquired from a highly scat-
tering brain of adult fish in its resting state (two side views and one isometric
view of the 3D reconstruction are shown). The olfactory epithelium (OE)
and most of the optic tectum (OT) are clearly visible. Five 300 µm x 300
µm x 300 µm VOIs were chosen at different locations and depths within the
brain. b. Traces of the fluorescence (top) and optoacoustic (bottom) sig-
nal changes are shows for the five VOIs in corresponding colours (all signal
changes are normalised to the resting signal levels). Note that the optoa-
coustic traces are calculated over volumes whereas the fluorescent signals are
calculated over the roughly corresponding planar areas. Snapshots acquired
at 5 different time points before and after introduction of the neuroactiva-
tion agent are shown (scale bar - 500 µm). The injection phase caused image
artefacts and is therefore excluded from the graphs.
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Figure 23.4: Time series of volumetric optoacoustic images from a freely
swimming larva is shown. Following PTZ injection, the larva occasionally
stops swimming while experiencing a surge of activation through its tail (the
arrows point to the location of optoacoustic signal increase) before it starts
moving promptly to a new position (notice movement of the tail in the last
frame). Scale bar is 500 µm.
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Chapter 24

Summary and Outlook

24.1 Summary

In summary, the optoacoustic neurotomography setup is shown to be capa-
ble of direct imaging of neural activation, yielding data with high spatio-
temporal resolution, even deep within scattering brains. The experiments
have shown that modern GECIs are viable contrast agents for optoacous-
tics. Specifically, GCaMP5G shows a direct relationship between its flu-
orescence increase and its optoacoustic response upon binding of calcium.
This promises to open doors in combining established activatable microscopy
probes with optoacoustics, to produce data showing responses with high spa-
tial and temporal resolution.

By illuminating the samples with widely-tuneable nanosecond OPO lasers,
the system is not limited to a small number of probes. The wavelength can
be conveniently adjusted to fit the excitation spectrum of many different
probes. These probes could include the next generation GCaMP6 [136] or
red shifted examples like RGECO [137], with the only requirement being
that the absorption and not just the molecular quantum yield changes upon
activation. The flexible illumination therefore enables the neurotomography
setup to become a multi-colour modality, exhibiting high spatial resolution
at depth, without sacrificing temporal resolution. As there is no need to
change the excitation and emission filters like in traditional optical imaging,
the temporal resolution is merely limited by the wavelength switching speed
of the laser, which in this case can be performed on a per pulse basis with
a repetition frequency of 100 Hz.

The system proved its ability to image and track the movement and
neural activation simultaneously in freely swimming larvae, creating the
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Figure 24.1: A projection image in z direction of optoacoustic micrsocopy
data of an adult zebrafish brain reveals cortical structures. TeO - Tectum
opticum, CCe - corpus cerebelli, Tel - telencephalon, EY - eye, OB - olfactory
bulb. Scale bar is 750 µm.

possibility for previously impossible behavioural studies.

24.2 Outlook

While the system already produced great results in imaging zebrafish and
tracking neural activation, potential for future developments remains. The
setup already has an increased central frequency over the original design
[32], [33], but as shown in Part IV, even higher frequency transducers can be
used to acquire images with higher spatial resolution. Figure 24.1 shows an
exemplary image of an adult zebrafish brain acquired with the optoacoustic
microscope. Cortical structures are readily identifiable, even through the
intact skull. This is highly promising for future devices that could yield
unprecedented spatio-temporal resolution even at great depths, deep within
scattering tissue. Behavioural studies with such imaging performance would
also proof highly valuable.
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Part VI

Thesis Summary, Future
Directions and Final

Remarks

101



24.3 Summary

In this thesis, several advances in the field of optoacoustic neuroimaging
were presented. In doing so, an introduction to the theoretical background
of optoacoustic was given and several types of optoacoustic imaging systems
were introduced and compared to other imaging modalities. Three different
setups were described in detail and neuroscientifically motivated applications
were demonstrated. Overall, this thesis set out to answer questions that arise
when fusing neurological research with optoacoustics. In more detail:

Part III showed the applicability of optoacoustics for functional neu-
roimaging. Functional blood parameters were resolved in a stroke study
using the middle cerebral artery occlusion model. It was possible to iden-
tify an area of malperfused tissue, known as the penumbra. The study
furthermore proved the non-invasive nature of the method, as the animals
were scanned several times over 24 hours without being harmed. This set
the scene for the continued efforts to evolve optoacoustics for neuroimaging
applications and lead to the additional research described in this thesis.

Additionally, Part III was able to prove that optoacoustic setups can pen-
etrate deep into the tissue thus enabling whole brain imaging of mice. The
system used was however not perfect, and showed the need for further devel-
opment. Clear limitations herein include the two-dimensional cross-sectional
images and the low spatial resolution. In efforts to increase the resolution,
Part IV introduced the concept of optoacoustic microscopy and described
the development of a hybrid focus optoacoustic microscope, achieving high
lateral resolution down to 20 µm. High resolution optoacoustic microscopy
of the mouse brain is however challenged by the mouse skull, the attenuat-
ing effects of which on both the optical and acoustic path were described in
Part IV.

Part V then described an alternative setup for high resolution volumet-
ric imaging, using a tomography based approach. Furthermore, it proved
the applicability of tracking neural activation through the absorbance traces
of established genetically encoded calcium indicators. This direct imaging
approach enables faster tracking of the neural responses as it does not suf-
fer from time delays introduced by slower neurovascular effects. The part
described the successful tracing of neural activation in free swimming and
immobilised zebrafish larvae, as well as in excised, but activatable brains
and validated the findings using planer fluorescence imaging.
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24.4 Conclusion and Outlook

Overall, the work presented in this thesis includes promising advances in
the combined field of optoacoustic neuroimaging. Imaging of the ischaemic
penumbra is of high importance, as this area is one of the key areas of
current efforts to develop new treatments and therapies for stroke. While
the first results are promising, research in this area should continue and can
potentially see great progress. Possible experiments could include the use
of apoptosis probes that could be used to image not just the penumbra, but
the growing ischaemic core simultaneously, thus yielding direct data of the
transition between the two tissue statuses. Longitudinal tracking of injected
labeled cells that potentially aid in the regeneration of the compromised area
could provide valuable insights into this prospective therapy.

The hybrid microscopy system has shown great potential and can lead
to a myriad of possible applications. Technological and theoretical develop-
ments would aid the setup in living up to its potential. These include, but
are not limited to:

Steps should be taken to realise dual illumination to suit the hybrid
focusing method. In order to fully utilise the transition between optical and
acoustic focusing and thereby penetrate deep into the tissue, while retaining
optical focusing at the tissue surface, broad illumination is needed. By
coaxially aligning broad and focused illumination through a combination of
multimode and photonic crystal fibers, enough energy could reach the deep
tissue regions without breaking fluence limits set by the governing bodies.

Additionally, faster switching of the illumination wavelengths would open
up the possibility to perform first multispectral scans, even with the lim-
ited number of wavelengths. Efforts have begun in realising the required
developments.

As demonstrated, the skull still limits the achievable effective resolution
in non-invasive neuroimaging. Correction algorithms treating the skull as
a solid plate could help in recovering some of the losses introduced by the
skull.

It was shown that direct imaging of neural activation is possible with op-
toacoustics. Direct imaging and monitoring of neural activation offers faster
responses than tracking of the neurovascular effect. Red shifted calcium in-
dicators should therefore be evaluated for use in high resolution applications
(optoacoustic microscope or higher frequency iterations of the neurotomog-
raphy system). In doing so, technologies for growing neuronal networks in
a dish, such as bioengineered large-scale neuronal networks [114], could be
promising tools in initial testing selection of promising indicators.
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Overall, this thesis set the scene for a wealth of potential future appli-
cations that promise a bright future for optoacoustic neuroimaging.
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aCSF artificial Cerebral Spinal Fluid.

AD Alzheimer’s disease.

AR-OAM Acoustic Resolution Optoacoustic Microscopy.

CBV cerebral blood volume.

CCA common carotid artery.

DAQ digital acquisition platform.

dpf days post fertilisation.

ECA external carotid artery.

EEG electroencephalography.
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hpf hours post fertilisation.
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MCAO middle cerebral artery occlusion.

MFP mean free path.

MND Motor neurone diseases.

MRI Magnetic Resonance Imaging.

MSOT Multispectral Optoacoustic Tomography.

NIR near infrared.

OA optoacoustic.

OAM Optoacoustic Microscopy.

OE olfactory epithelium.

OI optical imaging.

OPO optical parametric oscillator.
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OT optic tectum.
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PC personal computer.

PCA principal component analysis.

PD Parkinson’s disease.
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PVdF Polyvinylidene Fluoride.

ROI region of interest.

SNR signal-to-noise ratio.

SPECT Single Photon Emission Tomography.
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tPA tissue plasminogen activator.

US ultrasound.

VOI volume of interest.

XCT X-ray computed tomography.
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