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Abstract

For safety critical electronic systems which are integrated in advanced technol-
ogy nodes, the fulfillment of high reliability requirements is an important issue.
This work focuses on modeling and monitoring the impact of degradation mecha-
nisms on the reliability of digital CMOS circuits. Thereby, the impact of negative
bias temperature instability (NBTI) as a dominant aging mechanism in 65nm and
40nm CMOS technologies is regarded. During the design phase the effect of NBTI
is estimated by a novel aging analysis tool on circuit level. The developed tool
evaluates the impact of an aging induced threshold voltage shift on the perfor-
mance of the circuit and evaluates the permanent part as well as the recoverable
component of NBTI.
To evaluate the impact of degradation mechanisms on the circuit over its lifetime
and also to predict the possible upcoming failures, the circuit is equipped with a
monitoring system. Since aging of devices results in a performance reduction of
digital circuits, timing properties of the circuits are observed by in situ monitors.
If in the extracted timing information a delay increase is detected, this is an indi-
cation for the degradation level and thus the reliability status of the circuit. To be
able to interpret the extracted information, timing is converted to a digital code
by either a centralized approach or a decentralized approach. In the centralized
approach, several in situ monitors extract the remaining timing slack of several
paths under test. The remaining slack of these paths and the entire circuit is then
measured by a time to digital converter. In the decentralized approach, in situ
monitors provide the remaining slack of the equipped path by digital outputs. The
resulting digital code is transferred to higher layers of abstraction to determine the
remaining slack of the entire circuit and thus to diagnose the system reliability.
By observing the reliability status of the circuit under test, necessary counter-
measures can be carried out. For instance by dynamically adjusting the operating
parameters, e.g. supply voltage and/or clock frequency, large design guard-bands
chosen for a mostly unrealistic worst case condition are reduced. In this work,
potential stabilization of circuit characteristics by adaptation of operating pa-
rameters is investigated in detail. Thereby, two safety critical applications are
equipped with the monitoring system. The quantitative evaluations by simulation
and experimental data show the applicability and the benefits of the monitoring
concept for highly reliable systems.
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1. Introduction

1.1. Motivation

For safety critical applications such as aeronautic, automotive and medical, relia-
bility is a crucial design goal. In today’s advanced integrated circuits, with tech-
nology shrinking new effects in terms of reliability are emerging. Due to higher
circuit sensitivity and more complexity, risk of failures in the circuits is increased.
Moreover, the presence of dominant aging mechanisms induced by bias tempera-
ture instability (BTI), hot carrier injection (HCI), and time-dependent dielectric
breakdown (TDDB) can get more severe in advanced technologies [1, 2, 3].
Therefore, in new technologies the decrease of circuit performance over time due
to aging effects is not negligible. Depending on the structure and the operating
conditions, transistor aging may result in more than 20% speed degradation [4].
In the extreme case, the circuit cannot continue to operate below the specified
error rates at the same supply voltage and clock frequency for which it was orig-
inally designed. In the state of the art design, to prevent delay faults during the
lifetime, worst case guard banding approach is used. Worst case guard banding
approach considers extra margins for operating parameters such as supply voltage
and clock frequency. Moreover, it recommends up-sizing of critical devices to fulfill
reliability requirements under all operating conditions. However, aging of devices
is strongly dependent on the workload and not all devices are aged to the same
level. In addition, not all circuits may experience the worst case stress conditions
during their operation.
For applications with high reliability requirements the reliability assessment is
necessary during both the design phase and the lifetime of the circuits. Precise
characterization of circuits during the design phase enables predicting the prod-
uct lifetime [5]. Moreover, reliability simulations are necessary for developing new
design methodologies for resilient and reliable circuits. To encounter the resulting
increasing reliability costs and tighten the guard-bands, the reliability analysis in
the early design phase is inevitable. For digital circuits flexible and yet sufficiently
accurate analyzing methods and models on circuit level are required.
During the product lifetime the ability to predict near-future failures is highly
advantageous for strict reliability requirements. Prediction of failures enables a
reliability management during the entire lifetime of the circuit. Moreover, pre-
diction of failures allows to reduce the margins and thereby reduces the cost and
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1. Introduction

ensures that the application specific reliability requirements are met. In dynamic
approaches, the design is equipped with special circuitry, i.e. test structures that
monitor the status of circuit-level properties. These test structures evaluate the
impact of degradation mechanisms over the lifetime [6]. Therefore, in future highly
reliable SoCs, internal system states will have to be constantly monitored. This
provides a means for dynamic adaptation of the system to the current operating
conditions. By dynamically adjusting the operating parameters, over-constrained
guard-bands can be reduced resulting in area and power efficient design [7, 8, 9].
The gradual nature of aging mechanisms such as NBTI enables monitoring the
degradation level [10] of digital circuits during lifetime to predict performance
failures. Therefore, by monitoring the current reliability status of the circuit
maintenance before failure or adaptation of operating parameters is possible.
This thesis addresses the circuit level reliability simulation considering NBTI aging
mechanism during the design phase and proposes a reliability assessment approach
for the circuits during the product lifetime.

1.2. State of the Art

Traditional modeling approaches for simulation of aging mechanisms in digital
circuit blocks include transistor level simulation and gate level simulation [11,
12, 13]. Moreover, there is a lot of ongoing research on physical device models
[14, 15, 16, 17]. The challenge is to utilize new advanced device models and bring
them into the design flow by applicable methods for aging simulation of digital
modules. The modeling approach presented in this work builds a bridge between
advanced physical device models and reliability assessment of digital circuits in
terms of aging.
There are several approaches that monitor the timing of the circuits, either as
stand-alone circuits or as in situ monitors. In [18], the aging monitor circuit
emulates the operating conditions of the critical circuits (replica). The monitor
evaluates the aging of performance measures, and alerts the system if the degrada-
tion exceeds a certain pre-determined limit value. In another approach, tunable
replica circuits (TRCs) [19], containing different logic stages, are implemented
adjacent to each pipeline stage and calibrated to track local critical path delays.
The authors in [20] use a buffer ring with a simple ring oscillator circuit and a
pulse counter which monitors its oscillation period. The approach presented in
[21] measures the beat frequency of two ring oscillators, one stressed and the other
unstressed. However, dominant degradation mechanisms such as NBTI are mainly
dependent on the workload and operating condition of the circuit. Since global
monitors work with different operating condition and workload compared to the
functional circuit, they are not able to provide completely accurate aging mea-
surements. Moreover, within-die variations of process, voltage and temperature
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affect the timing of such global speed monitor differently compared to the real
circuit, which leads to inaccurate timing measurement. Therefore, in order to be
able to predict the circuit failure accurately, using in situ monitors [9, 22, 23] is
more advantageous than replicas and stand-alone circuits. In [24] a logic-level cir-
cuitry for detection of late-transitions occurring due to transistor aging in modern
FPGAs is presented.
Nevertheless, there is a lack of highly accurate and aging resistant monitoring sys-
tems which evaluate the degradation level by a high resolution and report about
the near future reliability status of the circuit.

1.3. Contribution of this Work

For the design process, this work proposes a novel reliability assessment tool which
characterizes circuits precisely in terms of reliability during the design phase of
digital circuits. The tool includes NBTI degradation and its recovery effect. The
NBTI simulation tool is based on single device models and the corresponding mea-
surement data. Thus, the tool builds a bridge from the device models to aging
simulations of complex digital circuits. The circuits under test can be custom de-
signed on transistor level and/or designed on gate level. Considering not only the
permanent component of NBTI but also the recoverable part, the tool provides a
useful means to prevent an early circuit failure at minimum costs.
For reliability assessment and management during the lifetime of the circuits, this
work proposes accurate monitoring of the reliability status of digital circuits by
measuring the remaining timing slack of the system. The optimized design and the
implementation of the required aging resistant circuitry in 350nm, 65nm and 40nm
is proposed and evaluated. Besides the quantitative evaluations regarding the ac-
curacy and robustness of the monitoring circuitry, the overhead of the monitoring
system is also evaluated. The applicability of the proposed approach is tested and
the benefits and the efficiency of the monitoring system is demonstrated.

1.4. Structure of the Thesis

Chapter 2 gives an overview of the aging mechanisms in nanometer technologies
and discusses the effect of NBTI as a dominant aging mechanism. In chapter 3 the
developed NBTI simulation tool is explained in detail. Moreover, the reliability
analysis utilizing the developed aging tool for test circuits is shown. Chapter 4
discusses the developed in situ timing monitoring systems. Chapter 5 shows the
design of the required circuitry for the in situ monitoring system. In this chapter,
the required circuitry for two timing slack measurement approaches, namely cen-
tralized and decentralized, are discussed. Chapters 6 and 7 give an evaluation of
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the efficiency of the proposed approach in two different applications, respectively.
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2. Aging and its Impact on

Digital CMOS Circuits

Design technology faces challenges such as increasing silicon and system complex-
ities [25]. This is due to effects such as the impact of process scaling and the
increasing transistor counts, respectively. In advanced technology nodes the effect
of time-dependent variations on device parameters over the lifetime has become
crucial. In such technologies, the feature size is scaled more aggressively than the
supply voltage. Thus, the electric field is enhanced, the impact of aging effects is
increased and the parameter drifts are elevated. The shift in the device parame-
ters results in overall performance degradation during the lifetime. To ensure an
operation with an acceptable error rate below the defined value for the product
lifetime, excessive margins to maintain the circuit reliability are necessary. How-
ever, the increasing reliability costs (including increased design cost, area, power
etc.) tend to compensate the performance gain by moving from one technology
node to the next. Consequently, a transition to the next technology node with the
state of the art solutions might no longer be profitable. It should be noted that on
the other hand an optimistic design might degrade the reliability of the circuit and
result in wear out before the end of the expected product lifetime. This indicates
a need for new low cost, reliable and resilient design methodologies. Developing
new reliable design methodologies as well as defining guard bands for the worst
case design requires new tools that estimate the reliability of the circuit in the
early design phase.
In this chapter first the dominant aging mechanisms in nanometer technologies
are discussed. Afterward, the effect of NBTI as a dominant aging effect in digital
circuits is shown.

2.1. Aging Mechanisms

In this section the dominant wear-out mechanisms in advanced technologies such
as bias temperature instability (BTI), hot carrier injection (HCI) and Time-
dependent gate oxide breakdown (TDDB) are discussed.
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2. Aging and its Impact on Digital CMOS Circuits

2.1.1. Negative Bias Temperature Instability

One of the dominant degradation mechanisms in advanced CMOS technologies
is bias temperature instability (BTI). BTI tends to increase the magnitude of
the threshold voltage for metal-oxide-semiconductor field effect transistors (MOS-
FETs). Accordingly, the drain current is reduced and the delay of logic gates is
increased. The major form of BTI mechanism is the negative bias temperature
instability (NBTI) which occurs in PMOS transistors with negative gate source
voltage. Due to non-constant field scaling, thinner gate oxides and the introduc-
tion of non-nitrided gate oxides the degradation caused by NBTI is increased [26].
NBTI is a charge trapping mechanism of defects in the gate stack when a transis-
tor is under stress. When a PMOS transistor is under stress, a captured positively
charged defect increases the magnitude of the transistor threshold voltage. This
results in a decreased drive current and a temporal performance degradation of
a gate. The threshold voltage drift is accelerated at higher negative gate-source
voltages and elevated temperatures.
The stress condition for NBTI occurs while the transistor works in the triode re-
gion, i.e. at high |VGS| (VGS ≈ −VDD) and low VDS (VDS ≈ 0) voltages. In the
triode region the channel is in inversion and can contribute to charge trapping.
Hence, defects in the oxide can trap holes from the channel. Every defect possesses
a specific capture time constant, τc depending on defect type and location in the
oxide, determining when a certain defect becomes positively charged. Removing
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Figure 2.1.: Charge trapping and detrapping mechanism

the stress voltage leads to emission of a certain percentage of trapped charges with
a typical emission time constant τe, which is different for every defect. Therefore,
every defect can be individually characterized and identified by its stochastic cap-
ture and emission time constants. Fig. 2.1 shows a cross section of a PMOS during
device stress phase. Defects with emission time constants smaller than the relax-
ation interval can return to their pre-stress occupancy. Activated defects with
longer recovery time constants do not return to their uncharged state. Therefore,
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the effect of these defects is visible as a permanent threshold voltage shift. Thus,
for a given relaxation time only a certain percentage of charges will be emitted.
This results in two distinct components contributing to NBTI, a removable and a
permanent component [27].

2.1.2. Positive Bias Temperature Instability

In NMOS transistors the corresponding BTI phenomenon is positive bias temper-
ature instability (PBTI). Similar to NBTI, PBTI originates from filling of preex-
isting electron traps in the oxide in combination with a process of trap generation
[28]. However, PBTI appears with much lower magnitudes compared to NBTI if
no high-k metals are used [29]. High-k oxides and metal gates are introduced to al-
low further gate oxide scaling with reduced gate leakage [30, 25]. In high-k oxides,
the vertical field decreases but more traps are available to be charged. Therefore,
with the introduction of high-k metal gates also PBTI becomes a significant issue
and can no longer be ignored.

2.1.3. Hot Carrier Injection

The hot carrier injection (HCI) degrades the transistor due to accelerated carriers.
HCI degrades both NMOS and PMOS transistors [10] and increases the effective
channel resistance by degrading carrier mobility and increasing the magnitude of
the threshold voltage. The term “hot” refers to the required carrier velocity cor-
responding to the average kinetic energy. For NMOS transistors damage occurs
when in the lateral electric field the carriers gain enough energy to overcome the
potential barrier between the silicon and the gate oxide and leave the channel. For
PMOS transistors a similar mechanism occurs by hot holes. However, due to the
lower mobility of holes compared to the electrons, HCI is more critical for NMOS
devices. Fig. 2.2 shows the HCI mechanism in NMOS devices as explained by the
lucky electron model [31, 32]. When the NMOS transistor is turned on, impact
ionization results in generation of hot carriers in the high electric field close to the
drain. Some of the hot carriers are injected into the gate. Hot carriers degrade
the dielectric and shift the threshold voltage of the transistors. In the contrary,
holes are repelled from the drain and gate, resulting in a substrate current.
Similar to NMOS transistors, in PMOS devices a threshold voltage increase is
induced by the small portion of carriers which are caught in the gate oxide. A
reduced drain current by HCI decreases the gate performance.
In scaled technologies other mechanisms such as electron-electron scattering (EES)
[33] or multiple vibrational excitation (MVE) [34] give a different explanation of
HCI process. The rate of hot carrier degradation is related to the length of chan-
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Figure 2.2.: Hot carrier injection mechanism

nel, oxide thickness and the supply voltage. An enhanced HCI degradation can
be observed due to a continuous increase in the lateral electric field in scaled
technologies. Regarding digital CMOS circuits, in contrast to NBTI, HCI degra-
dation requires a flow of current and thus occurs during transitions in between
logic states.
HCI degradation strongly depends on the signal slope described by parameters
such as the slew rate or the fan-out [35]. HCI is negligible in the fast slope regime
and becomes nearly as severe as NBTI for slow input slew rates. In high-k devices
PBTI is believed to have a larger influence than HCI [36].

2.1.4. Non-Conducting-HCI

Non conducting HCI (NCHCI) is dominant in NMOS transistors in the non-
conducting state. NCHCI occurs due to the leakage currents. NCHCI is becoming
more of a problem in the nanometer technologies as leakage currents increase by
scaling. In this mode, due to a high drain-source voltage, hot carrier injection oc-
curs in the gate-drain overlap region and generates interface traps which degrade
the current. However, parameter shifts due to conducting HCI degradation are
dominant compared to NCHCI and lead to a higher performance degradation.

2.1.5. Time-dependent Dielectric Breakdown

Time-dependent dielectric breakdown (TDDB) of SiO2 occurs when the gate oxide
breaks down as a result of a conducting path through the oxide to the substrate.
When a large electric field is applied to the dielectric which is larger than the
maximum it can sustain, a hard breakdown occurs. When lower electric fields are
applied, the wear-out mechanism of the insulator occurs more slowly and finally
results in the time-dependent dielectric breakdown [37].
Due to the scaling of the interconnect dimensions and using low-k materials,
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TDDB is becoming more of a problem [38].

2.2. Technology Scaling

To increase the performance and the density by technology scaling the electric
field needs to be kept constant. If the voltage levels are scaled proportional to the
device dimensions and the doping is scaled inversely proportional to the device
dimensions to obtain the required threshold voltage, the resulting electric field
would stay constant. The constant electric field then leaves the carrier velocities
unchanged. Ideally, if the dimensions are scaled by 1/λ (λ > 1), the circuit is
sped up by a factor of λ. Moreover, the power consumption is reduced by a factor
of 1/λ2 due to the voltage scaling.
However, it is not possible to scale the supply voltage by 1/λ due to the system
requirements, small noise margins and etc. Scaling down the supply voltage to
higher values results in an increased electric field. This results in effects such as
hot carrier injection which degrade the MOSFET transistors operation [39].
To prevent loss of performance when scaling down the supply voltage, the tran-
sistor threshold voltage needs to be decreased. This in turn results in higher
off-state leakage currents and increases the power consumption. To reduce the
leakage currents and achieve lower power consumption high-k materials have been
introduced, which increase the sensitivity to PBTI.
Scaling the oxide thickness by few atomic layers increases the effect of NBTI and
TDDB. Moreover, introduction of nitrides in oxides increases the sensitivity to
NBTI [40].

2.3. Impact on Digital Circuits

This work considers the effect of NBTI as a dominant aging mechanism in ad-
vanced digital CMOS circuits. NBTI is best modeled as a voltage drift corre-
sponding to the ∆Vth at the gate of a PMOS transistor. In this section the effect
of an aging induced threshold voltage drift due to NBTI on the performance of the
standard library components is discussed. As long as PBTI is neglected, only the
degradation of the threshold voltage of the pull-up stage of a CMOS gate affects
the performance of the digital circuit. To determine the performance degradation
due to NBTI, the correlation of the gate delay to an increased |Vth| is discussed.
Moreover, the conditions for the occurrence of the threshold voltage shift are eval-
uated.
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2.3.1. Logic Gates

In this part the effect of NBTI on combinatorial gates in a commonly used static
CMOS logic is discussed. In CMOS logic every combinatorial gate consists of a
pull-up and a pull-down network. The gate propagation delay is defined as the
time from a VDD/2 point of an input transition to a VDD/2 point of the output
transition. Since the pull-up network is only composed of PMOS transistors and
the pull-down stage only of NMOS transistors, it is sufficient to consider only the
degradation of the pull-up stage for NBTI. Here, each logic stage is considered
independent of its pre and post stages.
NBTI is strongly dependent on the applied stress pattern. Transistors in the
same circuit might not experience the same stress due to a varying stress pattern.
Whether the PMOS transistor is under stress or not depends on the applied in-
put patterns and the structure of the circuit, e.g. if a PMOS stacking is present.
Moreover, for multi-stage gates, which are composed of several single-stage gates
in series additionally all internal nets connected to the transistor gate terminals
are considered. Thus, different circuit structures and workloads result in different
shifts in the threshold voltage of PMOS devices. Different threshold voltage shifts
result in different increases in delays for different gates. This asymmetric delay
degradation leads to parts of a circuit being more prone to aging than others. The
following describes dependency of NBTI on the circuit structure.
For an inverter the stress condition is fulfilled when the PMOS is negatively bi-
ased with respect to the source and drain. This means that a logic “0” at the gate
terminal is applied, resulting gate source voltage is VGS = −VDD and the PMOS
is degraded. Since the transistor is in inversion, the drain voltage is also charged
to VDD (VDS = 0). For the sake of simplicity the small voltage drop over the
transistor itself caused by its on-resistance is neglected.
For a falling input transition the degraded PMOS results in a degraded output
slope as the output load is charged slower. Consequently, the gate delay is in-
creased. For the rising input transition of an inverter the propagation delay change
can even be negative. The reason is that the NMOS pull-down discharges the out-
put load faster due to the weakened PMOS. However, this effect is only observed
for a slow input slew rate.
The delay for an inverter can be approximated by the α-power law for the short-
channel MOS transistors and derived as [41]

tpHL =

(

1

2
−

1− νT
1 + α

)

· tT +
CL VDD

2 ID0

, νT =
Vthp

VDD

(2.1)

where ID0 is the drain current at VGS = VDD, Vthp is the threshold voltage of
the PMOS and tT is the transition time of the input waveform. For a typical
short-channel MOS transistor α is approximately 1. It can be observed that a
higher threshold voltage results in an increased gate delay. Moreover, the delay is
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Figure 2.4.: NBTI degradation of the 2-input a) NOR gate and b) NAND gate

dependent on the input slope by tT . Figure 2.3 shows the simulated dependence
of the inverter delay on the threshold voltage shift.
For multiple input gates the applied input pattern determines if a PMOS transis-

tor experiences NBTI stress or not. This is the case if a multi-input gate contains
transistors connected in series, i.e. in a stack. As an example, Fig. 2.4a shows
a 2-input NOR gate where two PMOS transistors are in a stack. For transistor
MP1, similar to an inverter, if a logic “0” is applied at input A, the PMOS is un-
der stress. However, for transistor MP2 to enter the stress condition, both inputs
need to be “0”. As a consequence, either both PMOS transistors are experiencing
NBTI stress or just the one connected directly to VDD. Hence, whether the second
transistor in series is under stress depends on the input combination [42, 13]. For
gates with more transistors in a stack even more cases need to be considered.
However, not for all multi-input gates the states of other transistors need to be
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Figure 2.5.: Simulated dependence of the 2-input a) NOR gate and b) NAND gate
delay on the threshold voltage shift

regarded. In comparison to the NOR gate, in a 2-input NAND gate (see Fig. 2.4b)
the sources of all PMOS transistors are tied to the supply voltage VDD and hence
VGS is always either −VDD or 0. Therefore, if the input signals are independent,
the stress condition for each PMOS is also independent of the others.
It can be assumed that the delay of a gate in dependence of Vth based on the
α-power law follows [43]

τd ≈
CL VDD

ID0

∝
VDD

(VDD − Vth)α
(2.2)

Where the the exponential parameter α is between 1 and 2. From this equation,
an expression for the gate delay degradation with the threshold voltage can be
formed [44]

∆τd
τd

∝
α∆Vth

(VDD − Vth)α
(2.3)

Figures 2.5a and 2.5b show the simulated dependence of the gate delays on the
threshold voltage shift for NOR and NAND gates, respectively. For the NOR gate,
an increased performance degradation compared to the NAND gate is observed.
This is due to stacking of PMOS transistors in the NOR gate. Thus, degradation
of two PMOS transistors in series results in a higher delay increase compared to
the NAND gate.

2.3.2. Flip-Flops

Synchronous digital designs use edge-triggered flip-flops as the sequential cells.
Therefore, the impact of a threshold voltage drift on commonly used flip-flops is
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investigated. Here, the setup and hold times of flip-flops should not be violated.
To determine the impact of NBTI degradation on flip-flops an state of the art
scan master-slave D-flip-flop is evaluated. Therefore, the setup time degradation
of a the flip-flop with asynchronous reset and a multiplexer as input stage (as in
Fig. 2.6) is evaluated. The setup time constraint will be violated as soon as the
path delay is increased such that the data signal arrives after the setup time at
the flip-flop (see Fig. 2.7). Thus, an increased setup time by aging might result
in setup time violation and timing errors. However, in high performance systems,
the setup time amplification is not significant compared to the large delay of the
logic gates.
Fig. 2.8 shows a simulation of a fresh and an aged flip-flop for three corner cases
and a supply voltage range from VDD = 0.9V to VDD = 1.2V. The flip-flop was
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Figure 2.8.: Setup time comparison of a fresh and an aged master slave D-flip-flop

aged in AC mode for 10 years at a temperature of 85 ◦C with the developed aging
tool which is introduced in the next chapter. As expected, the setup time of the
aged flip-flop is increased compared to the fresh one. Fig. 2.8 shows an increase
between 7.8% to 10.5% depending on the supply voltage. For the nominal process
at a supply voltage of VDD = 1.2V the setup time displays an increase of only
7.8%.
For the hold time constraint the short combinatorial paths are considered as the
hold time is violated if a signal is not stable long enough to be captured correctly.
An increased hold time compensates the increased gate delay along a path to a
certain amount. Hence, a hold time degradation has no crucial impact and is thus
negligible.

2.4. Aging and Digital Design Flow

To meet the application specific reliability requirements, the traditional approach
in the digital design flow introduces sufficient safety margins by the worst-case
guard banding approach. Hence, very conservative safety margins are encountered
in scaled technologies where drift-related parameters severely impact the circuit
performance. However, generous guard-bands result in a waste of power, perfor-
mance and area. Since aging effects such as NBTI lead to an increase the minimum
operating voltage and reduce the maximum operating frequency, variation-aware
design techniques are more advantageous to ensure reliable products.
To achieve a high level of system reliability, all aging effects need to be taken into
account. It should be noted that the impact of device degradation on the circuit
performance cannot be generally predicted but is strongly dependent on the op-
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erating conditions [45]. This work only focuses on the modeling and simulation of
NBTI as the most dominant effect in advanced technologies.

2.5. Aging and IC Qualification

To evaluate the product lifetime accelerated conditions are used to imitate the
expected reliability and operating lifetime over shortened test period [46].
Figure 2.9 shows the failure rate as a function of the product lifetime. As can be
seen in this picture, the number of detected defects in the chip is relatively large
during the infant mortality period. To evaluate this phase in terms of reliability,
the burn in tests are designed which accelerate the aging by 1.3 to 1.4 times the
operating temperature and voltage [47]. Depending on the application, different
burn-in tests such as DC, dynamic (by applying input vectors), test in burn-in etc.
are performed. Another reliability test is the high temperature operation life test
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Figure 2.9.: The bathtub curve displaying the failure rate as a function of the
product lifetime

(HTOL) which applies accelerated temperature and voltage over longer periods,
e.g. 1000h. HTOL is performed over small sample sizes to determine the lifetime
and the failure rate of the products [46]. According to the typical foundry IC
qualification methods ([48]), HTOL is performed by an accelerated voltage of 1.1 to
1.2 times the nominal value, and a stress temperature of Temp = 125 ◦C or higher.
The passing criterion of the HTOL test is determined by the required failure rate.
Based on the HTOL acceleration model and the Arrhenius relationship, various
points in the lifetime of the devices with different failure rates can be mapped to
different stress intervals [49].
In the accelerated setup utilized in this work to identify the degradation status
of the circuit over the lifetime, the aging of chips is accelerated with alternating
stress measurement phases. Therefore, it would be possible to track the gradual
aging of devices.
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2.6. Summary

In this chapter the dominant aging mechanism in advanced technologies were
discussed. Moreover, the effect of scaling on the aging effects was explained.
Afterward, the impact of a threshold voltage shift induced by NBTI as a dominant
aging on digital circuits was discussed. Finally ensuring the product reliability
during the design phase and IC qualification for accurate estimation of the lifetime
reliability was discussed.
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CMOS Circuits

In safety critical applications precise characterization of circuits to predict the life-
time reliability is a key challenge. This chapter proposes a reliability assessment
tool to model and simulate the NBTI degradation including its recovery effect
during the design phase of digital circuits.
Since the 90nm node, NBTI is considered as the predominant cause of device reli-
ability degradation and lifetime limitation. To deal with reliability concerns, state
of the art design introduces generous safety margins arising from the worst-case
scenario. However, systems used in space, avionic, and biomedical applications
require high reliability levels. Therefore, in such applications very conservative
safety margins are used, where drift-related parameters severely impact the cir-
cuit performance. This results in high waste of power, area and performance [50].
Nevertheless, device degradation is strongly dependent on the circuit structure
and workload. Therefore, all devices within a circuit are not aged to the same
level. Moreover, for reliability issues with a recovery effect such as NBTI, after
the stress is removed, the drift in parameters is partly recovered [51, 16, 52]. As
many guard banding approaches consider only the permanent component of de-
graded parameters under worst case stress, they underestimate the recoverable
component of NBTI.
Therefore, accurate prediction of the NBTI effect is still challenging due to its
strong recovery characteristic. To achieve this, not only the workload and struc-
ture of the circuit, but also the stress and recovery behavior of aging effects need
to be taken into account.
Despite of the known existence of the reliability challenges, there is still a lack of
flexible and yet sufficiently accurate analyzing methods on circuit level for digital
circuits. Therefore, this chapter proposes to predict the timing degradation due
to NBTI induced aging with a novel sufficiently accurate model that is capable of
analyzing even complex digital circuits when considering both NBTI stress and
recovery.
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3.1. Conventional NBTI Modeling

3.1.1. Physical Single Device Model

The charge trapping models for NBTI analysis assume that under stationary con-
ditions defects randomly exchange charge with the substrate. Considering the
charge trapping/detrapping mechanism, every defect can exist in two states, a
charged (positive) and an uncharged (neutral) state with stochastic transitions be-
tween them determined by two time constants. Here, a two state Markov model
can explain the charge trapping detrapping mechanism, as shown in Fig. 3.1.
Therefore, every defect has a specific capture time constant τc determining when

charged

Figure 3.1.: Two-state Markov model for defects in the oxide of the transistor

a certain defect becomes positively charged. Removing the stress voltage leads
to emission of a certain percentage of trapped charges with a typical emission
time constant τe. Mean values of the transition probabilities between neutral and
charged states in the Markov model can be expressed as

τcharged→neutral = τc = E {τc} =
1

k1,2
(3.1)

τneutral→charged = τe = E {τe} =
1

k2,1
(3.2)

in which the transition rate ki,j is the transition probability per unit time.
If the stress is applied, meaning that the VSG bias is switched to a larger value,
the bias dependent capture time constants become smaller. This results in defects
with smaller capture than emission times to be in their charged states. Capture
and emission time constants are widely distributed over time (due to different
properties and location of the defects) and transitions occur at different times
for each defect. Both capture and emission time constants range from the mi-
croseconds regime up to several years. As mentioned before, a captured positively
charged defect increases the magnitude of the transistor threshold voltage. The
summation over all defects in turn results in the overall NBTI degradation.
Recent investigations have shown that the charge exchange between the border
states and the channel occurs via a nonradiative multiphonon process (NMP).
NMP has also been exploited for random telegraph noise [53] and 1/f noise in
devices [54]. The large range of time constants described by the NMP results
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3.1. Conventional NBTI Modeling

from the thermal barrier upon charge capture.
From a two-state Markov model and the nonradiative multiphonon theory, the
two time constants describing the capture and emission times of an individual
defect can be derived [27]. After the derivation of the stochastic process which
describes the time constants of the charge trapping and detrapping, the transmis-
sion rates are linked to a physical model. The nonradiative multiphonon theory
renders the best fit with the experimental data. The basic idea of NMP comes
from the premise of the conservation of the total energy, meaning that charge
capture and emission are only possible if the sum of the electronic and the vi-
brational energies of a defect are conserved. Figures 3.2a and 3.2b show the
adiabatic defect potentials for a two state defect versus its reaction coordinate.
Only nonradiative transitions are considered. Thus, no direct transition between
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Figure 3.2.: Bias dependence of nonradiative multiphonon (NMP) transition rates
due to a shift of the defect energy level for charge a) capture and b)
emission mechanism

the states is possible. The energy increase is due to phonons and a transition is
possible at the intersection point of the parabolas. Using Boltzmann statistics for
the occupation probability, the transition rates can be calculated by a first order
kinetic rate equation [55] and derived as

k12 ≈ p vth σ e−βEAc (3.3)

k21 ≈ Nv vth σ e−βEAe (3.4)

where β = 1/ (kB Temp), in which Temp is the absolute temperature and kB is
the Boltzmann’s constant. σ is the capture/emission cross section and the thermal
velocity is vth =

√

8 kB T/ (π m). The density of holes is p = NV exp (β(EV − EF )
and NV is the effective density of states in the valence band. EV is the energy of
the valence band and EF is the Fermi energy. The barriers EAc and EAe are given
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3. Aging Simulation in Digital CMOS Circuits

by the adiabatic potentials and determine the energies that have to be overcome
for a change in charge state [27].
With the derived expressions for τc and τe from equations 3.1 and 3.2, respectively,
as the time constants are uncorrelated to the depth of the defect into the oxide
equations 3.3 and 3.4 can be simplified to

τc = τ0 e
β EAc (3.5)

τe = τ0 e
β EAe (3.6)

where τ0 is an experimentally determined prefactor depending on the technology.
To describe more than one individual defect the capture emission time (CET) map
modeling of [56] is utilized. A CET map describes the distribution of capture
and emission times of traps in the gate oxide. Experimentally gathered CET
maps for most nitrided gates show that NBTI in general consists of two distinctly
different components: A recoverable component R and a permanent component
P. This results to the fact that not only the permanent component is the crucial
degradation mechanism determining the lifetime [57], but also the recoverable
part is highly crucial in transient reliability assessment. The reason is that in low
activity nodes within the circuit toggling with much lower frequencies than the
system clock, a temporal (recoverable) increase of Vth shift can be present. As this
∆Vth is not recovered to a great extent within the interval of few clock periods,
the recoverable component of NBTI has to be considered.
The time constants for a specific trap are weakly correlated and depend on the gate
bias voltage and the temperature. However, instead of using the time constants
directly, the distribution of the activation energies can be modeled so that the
parameters impacting them need not be regarded. The overall degradation S arises
from adding the recoverable and the permanent components [58]. The recoverable
and permanent components are well described by two regular bivariate normal
distributions derived as

ΦR(EAR, µR c,e,CR) =
1

2π
√

det(CR)
exp(−

1

2
(EAR − µR c,e)

T
C

−1

R
(EAR − µR c,e))

(3.7)

ΦP (EAP , µP c,e,CP ) =
1

2π
√

det(CP )
exp(−

1

2
(EAP − µP c,e)

T
C

−1

P
(EAP − µP c,e))

(3.8)

Here, P and R denote the permanent and recoverable terms for NBTI. µc,e =

[µc, µe]
T is the vector of mean activation energies for capture and emission mech-

anisms. C is the correlation matrix for the capture and emission mechanisms in
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the energy domain

C =

[

σ2

e ρc,eσeσc

σeσc σ2

c

]

(3.9)

where σc and σe are the standard deviations of the activation energies for charge
capture and emission mechanisms, respectively and ρc,e is the correlation factor
between the activation energies for charge capture and emission.
All parameters of the distributions in equations 3.7 and 3.8 can be obtained by a
least-squares fit to the measurement data. Eventually, the threshold voltage shift
results from the integration over all defect energies. The parameter shift increases
with time under negative gate bias and at elevated temperature. The threshold
voltage shift of the recoverable and permanent component are given by

∆Vth,R(t) =

(

Vs

Vs0

)m

·





β
∫

α

δ
∫

γ

ΦR(EAR, µR c,e,CR)dEARedEARc



 (3.10)

∆Vth,P (t) =

(

Vs

Vs0

)m

·





β
∫

α

δ
∫

γ

ΦP (EAP , µP c,e,CP )dEAPedEAPc



 (3.11)

where Vs is the bias voltage, and Vs0 and m are experimentally determined con-
stants [56]. α, β, γ and δ are the boundaries of integration, which will be discussed
in the following. The term (Vs/Vs0)

m shows the strong dependence of ∆Vth on the
bias voltage. The overall ∆Vth is then given by the sum of the two components

∆Vth = ∆Vth,R +∆Vth,P (3.12)

Based on the type of the stress (DC or AC-pattern), the stress/recovery times
and the stress duty factor (DUF) determine the boundaries of the integration in
equations 3.10 and 3.11. In case of a DC-stress, a constant stress voltage is applied
to the transistor for a certain time tstress after which the transistor enters recovery
for the relaxation time trelax. On the other hand, for AC-stress a periodic pulsed
gate source voltage with a constant frequency fAC and DUF is applied to the
transistor. The area of integration in equations 3.11 and 3.10 to determine the
threshold voltage shift for an AC-stress scenario is then dependent on the duty
factor as well as the stress period TAC = 1/fAC . Compared to a DC-stress, an
AC-stress leads to a more optimistic prediction of the degradation over the lifetime
and thus less conservative safety margins.
Depending on the measurement technique used for generating capture emission
time maps, only a certain part of the existing charged defects are seen in the
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Figure 3.3.: Charged defects in the τ -domain for a) DC-stress scenario mea-
sured with “measure-stress-measure” method and b) AC-stress sce-
nario ([56])

resulting ∆Vth [57]. Thus, only the contributing defects to achieve a fit of the
calculated values and the experimentally obtained data need to be regarded. To
specify the integration boundaries and to fit the model correctly the measurement
technique is considered. Figures 3.3a and 3.3b show the charged defects energies
in the τ -domain. The marked areas correspond to defects that are charged for the
chosen measurement technique and thus contribute to the threshold voltage shift.
The total area of charged defects in the τe-τc-plane results in the total charge. An
integration over all defects then determines the ∆Vth [56].
As shown in Fig.3.3a, in the DC-stress scenario all defects with emission time

constants smaller than the measurement delay tM are discharged. All defects from
0 to tstress and from tM to ∞ are charged and contribute to the degradation. The
∆Vth for any combination of tstress and trelax in between this area is obtained from
an integration over the bivariate normal distribution of the activation energies
(equations 3.10 and 3.11).
In the AC-stress scenario strong duty-factor dependence is observed and the area
of integration is divided into three regions. Defects with emission times smaller
than (1 − DUF ) ·TAC are emptied during each relaxation cycle and recharged
during the next stress cycle. Defects with very large emission times stay charged
in the emission cycle and charge up to τc < DUF · tstress. In the transition region
in between, all defects with τe < τc/γ with γ = DUF/(1−DUF ) remain charged
(see Fig. 3.3b.)
This can also be interpreted as integration over the whole region similar to Fig. 3.3a
with a subsequent subtraction of the upper triangle, whose lower boundary is
described by the linear function τc = τe · γ. The missing upper triangle of the
defect density map suggests a sequential filling of the defects. During the AC-
stress, defects fill up from the bottom to the top while the occupancy level is
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3.1. Conventional NBTI Modeling

continuously rising with stress time. Hence, only the levels right of the linear
function τc = τe · γ are filled. Interruption of stress leads to discharging of the
defects beginning from the left to the right until the point τe = (1−DUF ) · tstress
is reached. Due to the missing triangle the ∆Vth for AC-stress is much smaller.
Therefore, even for very high duty factors a decreased threshold voltage shift
is observed. Eventually, after a certain recovery time, the AC-stress contains a
rectangle and the recovery curves obtained by an AC-experiment merge with the
recovery curves of a DC-experiment.

3.1.2. Transistor Level Simulation

There are several approaches which analyze the impact of aging effects on transis-
tor level [11, 12]. The degradation due to the aging effects such as NBTI, PBTI,
CHCI and NCHCI on transistor level is modeled in terms of shifts in the transis-
tor threshold voltage, ∆Vth, and drain current, ∆Id [59, 60, 61]. NBTI and PBTI
reliability mechanisms mainly increase the magnitude of Vth of MOS transistors
and conducting and non-conducting HCI reduce the Id. HCI also gives a smaller
contribution compared to BTI to the Vth shift. Figure 3.4 shows modeled Vth and
Id shifts on transistor level.
Commercially available tools on transistor level such as BERT [62] or RelXpert
[63] simulate the fresh circuit and store the current and voltage waveforms at the
transistor terminals to determine the workload for each transistor. Afterward,
degraded transistor models are generated and a second simulation with the aged
circuit is performed. However, such models are only accurate if they describe the
degradation of the transistors precisely. Moreover, they are proprietary and not
interchangeable by the user. More importantly, such tools are mainly built for
the analysis of small analog circuits and are not capable of verifying the timing
constraints of more complex digital circuits with thousands of transistors and very
different possible stress scenarios. Thus, a more resource efficient method is re-
quired for the aging simulation of digital modules.

Vth

(a)

Vth

(b)

Figure 3.4.: Modeling the parameter shifts on transistor level for a) PMOS and b)
NMOS devices
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3. Aging Simulation in Digital CMOS Circuits

3.1.3. Gate Level Simulation

Gate level approaches evaluate the effect of aging on the digital circuit on the
gate level. Gate level approaches based on aged look-up tables (LUT) store the
gate performance as a function of the input signals, output load and operating
conditions such as temperature, supply voltage and signal probability. These
approaches characterize aged netlists for predefined operating conditions over life-
time. However, a very time consuming re-characterization is necessary for other
operating conditions [45].
Other modeling approaches on gate level commonly estimate the aged gate delay
[13] due to a threshold voltage shift as the sum of the delay of the fresh circuit and
the aged delay. However, these models are inaccurate compared to device level
models as only one threshold voltage shift per gate is considered and no equation
for the aged output slope is provided. Gate level approaches such as [13] use a
canonical gate model which provides the aged gate performance for parameter
drifts of individual transistors. However, with gate level approaches analysis of
custom designed circuits is not possible. Moreover, to efficiently update the aging
analysis for new technologies it is advantageous to have interchangeable parame-
ter models. This necessitates separating the physics behind the aging model from
the aging analysis tool-set. Separating physical model from the aging framework
enables to integrate effects such as recovery of aging mechanisms into the aging
analysis tool. Moreover, it speeds up integrating new developed models for scaled
technologies into the aging tool-set.

3.2. From NBTI Device Models towards Aging

Assessment of Digital Circuits

In this chapter the NBTI simulation tool applicable on circuit level is discussed
[5]. The developed approach combines gate level and transistor level approaches
to accurately characterize digital circuits with low computational effort compared
to the transistor level approaches. The approach performs an evaluation of the
timing behavior of the digital circuit over the lifetime. The delay and output slope
calculations result from a SPICE simulation of an aged netlist. As the physical
model is separated from the circuit analysis, integration of updated models for
new technologies is highly efficient. The developed aging analysis tool utilizes the
NBTI device model and measurement data of [56], in which both NBTI stress and
relaxation are regarded. In the circuit level modeling approach presented in this
section the effect of the recoverable component of NBTI is carefully evaluated.
Therefore, the tool is more accurate than current approaches for aging analysis of
digital circuits.
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3.2.1. Workload Definition

The model of [56] distinguishes DC- and AC-stress scenarios. Compared to a
pure DC-stress, a shorter stress time is applied in the AC case and a number of
defects can recover. This results in a lower threshold voltage shift depending on
the duty factor. Hence, considering AC-stress instead of the worst-case DC-stress
will result in a substantially lower prediction of the delay degradation and thus a
reduction of the necessary guard-bands.
However, this assumed periodic stress with a certain frequency and DUF cannot
represent signals in digital circuits. Instead, a model is required that deals with
diverse aperiodic patterns. This is due to different activity rates of the nodes
within the circuit. Since it is not feasible to track the signals for every PMOS to
gather information about this aperiodic behavior, the workload of a transistor is
approximated with a statistical approach. Afterward, the aperiodic signal patterns
are adapted to periodic patterns such that the AC NBTI model of [56] can be
applied to estimate the threshold shift.
Different nodes within a digital circuit might have considerably different activity
rates. In other words, not all nodes operate with high frequencies relative to
the (high) clock frequency. Therefore, if the gate terminal of a PMOS transistor
toggles rarely, the stress pattern applied to this node must be mapped to a much
lower frequency than the clock frequency. At lower frequencies the induced ∆Vth is
increased compared to higher frequencies [64, 65]. Extreme case would be similar
to the DC stress pattern. It should be noted that for such low active nodes the
recoverable component of ∆Vth is the crucial degradation mechanism and plays an
important role in determining the transient performance degradation. This can
be understood when short clock periods in practical applications (frequency in
the range of several hundreds of MHz to GHz) compared to time constants of the
NBTI recovery phenomena are used. Fig. 3.5 shows the ∆Vth degradation when
applying stress/recovery sequences [66]. Besides DUF, the activity rate of each
node is considered to take the recovery component of ∆Vth into account.
For the approximate AC NBTI model, the stress toggle rate at each PMOS gate

terminal as well as the duty factor of stress is collected. This information about
the activities of all transistors is gathered for a statistically significant number of
inputs by the developed aging tool and is used to map aperiodic input patterns
to periodic patterns as expected from the developed AC model. For large circuits
the information about the activities of all transistors is gathered by applying a set
of most likely patterns to the circuit. Therefore, the average duty factor DUFAV

and the average period TAV over the applied stress pattern seen at a PMOS are
calculated. The average duty factor is defined by

DUFAV =
NBTIstress

tAC

(3.13)
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Figure 3.5.: NBTI degradation with an alternating stress-recovery pattern.

where NBTIstress denotes how often the stress condition was fulfilled for a tran-
sistor. tAC = n ·Tclk is the overall stress time where n is the number of applied
clock cycles.
Although the frequency dependence vanishes at relatively moderate frequencies
[15], it is crucial to consider both frequency dependency and the recoverable com-
ponent of ∆Vth for nodes with low activity within the circuit. Therefore, it is
additionally possible to differentiate between different stress shapes which result
in the same duty factor. It is then assumed that one period consists of a stress
phase followed by a relaxation phase. The average over all these periods results
in

TAV =
n ·Tclk

nstress−relax

(3.14)

in which nstress−relax specifies the number of stress relaxation cycles and can easily
be calculated as half of the number of stress toggles on a certain gate terminal.
After collecting the statistics for every PMOS and performing the average of these
values over the given number of clock cycles constant values are gained for the
originally variable stress and relaxation times. With these constant values for
DUFAV and TAV the model for a single transistor is applied and an individual
constant threshold voltage shift is calculated for every PMOS. This shift is then
added to the SPICE netlist as a voltage source in a sub-circuit by the developed
aging tool. The clock frequency determines the length of recovery interval after
stress for the ∆Vth. This enables a transient reliability assessment, preventing an
underestimation of the guard-bands.
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Figure 3.6.: Data flow diagram of the developed tool extrapolating aging for circuit
lifetime

3.2.2. Circuit Level NBTI Simulation

Figure 3.6 shows the flow diagram of the developed NBTI aging simulation tool.
The core of the developed aging tool is the modified analytic AC NBTI model. The
aging tool reads in the structural information of a circuit from a SPICE netlist.
Two inputs are provided including a fresh netlist and a set of input patterns. The
set of input patterns is chosen either completely random for small modules or
is a set of more likely ones for large circuits. Based on the HDL description of
the standard library elements, logical functionality of each gate in the library is
determined. The aging tool scans the netlist and establishes two graph structures
on gate level and transistor level.
In the gate level graph the information about the connections between different
logic gates and/or custom designed components is included. Thus, the gate level
graph GGL = (VGL, EGL) is formed, where vertex set VGL = {v1, v2, .., vm} is the
set of gates or custom designed components and edge set EGL = {e1, e2, .., en} is
the set of gate level interconnects (nets). The gate level graph is directed as it is
formed by directed edges (arcs). This is due to the fact that the CMOS combina-
torial logic is unidirectional. The gate level graph also includes the set of primary
input and output edges. Each vertex is linked to its corresponding library compo-
nent through its Library property. It is also linked to its input and output edges
through input and output edge properties. Each edge has several basic properties
which are extracted from netlist. These include edge number, name, input and
output vertices. Edge number and name are reference properties while input and
output vertices refer to the vertices which are linked to this edge object. A valid
property is required for the evaluation of graph edges and this valid property has
the logical value of the edge after the evaluation of the gate level graph. Other
properties such as number of toggles, number of zeroes and ones are used for eval-
uating statistical characteristics of each edge after evaluation of the circuit for a
number of different input combinations. The NBTI aging property NBTIStress is
included to determine the characteristics of the edge for different stress conditions
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Figure 3.7.: A simple digital circuit as an example to demonstrate the logic prop-
agation by the developed aging tool. On gate level logic values are
propagated and on transistor level structure dependence of NBTI is
regarded.

based on the circuit structure. Other aging properties can be easily included when
the corresponding physical model is included into the tool.
In the gate level graph, logic values are propagated by utilizing the first depth
search algorithm in the graph and digital signal simulation (see Fig. 3.7). If the
component belongs to a standard library, logic simulation is accomplished by a
functional VHDL description of the logic gates. Thus, the gate level description
enables propagating signal values within the circuit which decreases the computa-
tional effort compared to transistor level simulation. If the component is custom
designed the logic simulation is performed on transistor level.
The graph also considers sequential cells and is capable of digital signal simulation
for synchronous designs with feed-backs.
The transistor level graph GTL = (VTL, ETL) includes the transistor vertex set
VTL = {v1, v2, .., vi} as well as the transistor level interconnect edge set EGL =
{e1, e2, .., ej}. The transistor level graph is undirected and the transistors within
the graph are sorted from the voltage sources to the output. As an example the
sorted transistors of a NOR gate are shown in Fig. 3.8. Based on the sorted tran-
sistor graph, switch mode simulation for custom designed circuits as well as stress
evaluation for all components is performed.
The desired inputs are applied and propagated through the circuit where the
statistics for NBTI stress for the gate terminal and the stress toggle rate for every
PMOS transistor are gathered. The transistors that are identified such that they
experience stress are indicated by ovals in Fig. 3.7.
Subsequently, the aged netlist will be prepared with parameters for the aging
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Figure 3.8.: Transistors in an exemplary 2-input NOR gate sorted to enable switch
level simulation and BTI stress evaluation

sub-function. For every sub-circuit where a transistor experiences a ∆Vth, a new
equivalent aged sub-circuit is written into the netlist. This sub-circuit comprises
a voltage source at the gate terminal to incorporate the PMOS threshold volt-
age shift. The ∆Vth is then set as an individual parameter for each transistor at
the corresponding voltage source. The parameter value of this voltage source is
stored in a separate parameter file according to the parameter variable added in
the netlist.
Next, a function with the NBTI model for a single transistor reads out the sta-
tistical information and calculates the average duty factor (DUFAV ) and average
stress period (TAV ) for every PMOS. The corresponding individual ∆Vth for every
PMOS is obtained from a look-up table (LUT) containing all possible threshold
voltage shifts. These threshold voltage shifts are calculated and stored from the
approximate AC NBTI model by a sweep over all possible TAV and DUFAV for a
certain clock and use profile. For every transistor, the obtained statistical values
for NBTI stress and toggle rates result in a specific DUFAV and TAV for which
the closest corresponding ∆Vth is taken from the table. The table is dependent on
Tclk and the defined use profile. The defined use profile includes the temperature,
Vstress and the time span for which a circuit is aged. It is possible to create LUTs
for different desired use profiles.
By considering the approximate NBTI AC-stress model, an evaluation over the
desired lifetime is performed and the ∆Vth is written into a separate file containing
all parameter values. Both the aged netlist and the parameter files are directly
taken into a SPICE simulation, with the benefit that the statistics are gathered
only once for a statistically reasonable amount of inputs. This is computationally
feasible even for big circuits. For other aging scenarios with different use profiles
only the parameter file is changed. Furthermore, the simulations retain their sim-
ulation speed due to the constant ∆Vth and hence no further large computational
effort is added.
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The developed tool enables reliability assessment of a circuit considering NBTI
with a low computational effort and thereby provides a valuable means to predict
the lifetime constraints of a circuit. Moreover, the developed aging tool is able
to handle netlists with high level, gate and transistor level components. As an
additional feature clock and power gating as used in state-of-the-art low power
technologies are included.

3.2.3. Clock Gating

Clock distribution refers to distributing the clock signal from the phase locked
loop (PLL) as the clock generator to the synchronous circuit elements. The clock
distribution network can contribute up to 40% of the total power consumption of
the digital circuit [67]. This is due to the high operating clock frequency and large
load of the clock signal [68]. In addition to sufficient drive strength for the heavily
loaded clock signal, the clock jitter and skew constraints need to be fulfilled during
the required lifetime. The clock skew is defined as the maximum difference in the
arrival times of the clock signal at different sequential elements which can interact
with each other due to a connecting combinatorial path. The clock jitter is the
temporal variation of clock edge with respect to the nominal undisturbed clock.
The minimum clock period corresponding to the maximum frequency of the clock
signal is then given by

Tclk >= Tcq + Tpd + Tskew + Tjitter + Tsetup (3.15)

where Tcq is the clock-to-Q delay of the flip-flop, Tpd is the propagation delay
through the combinatorial path, Tskew is the clock skew, Tjitter is the clock jitter
and Tsetup is the setup time of the capturing flip-flop.
Therefore, the clock signal is one of the most critical signals in the digital circuit
and a reliable clock distribution network has to satisfy the power limitations as
well as the timing constraints (equation 3.15). Ignoring the temporal clock jitter,
it can be seen from equation 3.15 that the clock skew has a direct impact on the
maximum possible operating frequency of the digital circuit. Thus, decreasing
the clock skew is a major design concern. Advanced clock trees often require a
symmetric clock tree topology, e.g. H-tree. Moreover, complex signal routing
algorithms are required to equalize the arrival times of the clock signal at all se-
quential elements. To meet the power constraints, the clock distribution networks
also utilize clock gating techniques which deactivates unused parts of the clock
tree. Clock gating components usually include a latch followed by an AND/OR
gate [68]. The latch avoids glitches and premature ending of the clock signal. For
a AND gate as the output stage the logic low is the controlling value, while for
the OR gate the controlling logic high is used [69].
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Thus, clock gating influences the extent of ∆Vth induced by NBTI for differ-
ent paths in the clock tree. Moreover, clock gating increases the occurrence of
nonuniform NBTI degradation. Asymmetrically aged clock buffers increase the
clock skew and lead to the clock signals arriving at different times with bigger
skews at the flip-flops. Without clock gating, the clock signals in all parts of the
clock tree switch every cycle. That means that the PMOS transistors in clock
buffers experience alternate AC stress and recovery phases of equal duration. On
the contrary, the transistors that are a part of heavily gated clock buffers do not
experience equally alternating stress. Thus, ∆Vth in gated clock buffers would
be different from the remaining non-gated clock buffers. This nonuniform aging
results in a large clock skew in the clock tree and might in turn result in timing
violations.

3.3. Exemplary Use Profiles

3.3.1. Mobile Phone

The constraints for an exemplary mobile phone use case are defined as four years of
operation at a maximum temperature of 85 ◦C and a 5% increased supply voltage
compared to the enhanced value of VDD = 1.3V. The specified product lifetime is
considered as 4 years of continuous operation.

3.3.2. Automotive

For safety critical applications such as in automotive system errors due to perfor-
mance failures must be avoided. Automotive products are designed to operate in
harsh environments at high temperatures and for long lifetimes. Typical use cases
are temperatures in the range of 85 ◦C-175 ◦C for a lifetime of 10-15 years [70].
Thus, aging as a temporal variation is enhanced significantly.
The conditions for an exemplary automotive use case for stress temperature and
supply voltage are 125 ◦C and 105% of an enhanced VDD = 1.3V, respectively.
The specified product lifetime is considered as 10 years of continuous operation.

3.4. Test Circuits

3.4.1. Standard Library Components

As an example of the effect of threshold voltage shift on CMOS gates and to mimic
dangerous scenarios within digital circuits, chains of standard core elements are
characterized in a 65nm technology. Assume an inverter chain with low activity
rate, i.e. the elements are in a steady state for long intervals. With high operating
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frequencies, the relaxation time would be short and the recoverable part of NBTI
has the dominant effect. Thus, for high activity nodes permanent NBTI and for
low activity nodes both permanent and recoverable NBTI are considered. Here,
the mobile use profile is used. Table 3.4.1 summarizes the delay increase after
this use profile for slow corner with peak Temp = 125 ◦C. The difference between
NAND and NOR chain is due to the serial connection of NMOS or PMOS tran-
sistors, respectively.

Permanent NBTI Permanent and recoverable

with periodic AC stress NBTI with short recovery time,

and frequency of 500MHz shortly after steady state of 1h

(similar to DC-stress with short recovery)

Inverter 2.3% 7.8%

NOR 2.6% 8.9%

NAND 2.2% 4.6%

Table 3.1.: Delay increase in standard core components (chain of gates)

3.4.2. 16 by 16 bit Multiplier

To demonstrate the applicability of the tool to complex circuits, first an arithmetic
test circuit is evaluated in terms of reliability. The circuit under test is a 16 by 16-
bit multiplier synthesized in an industrial design flow. The re-simulations of the
aged netlists for the mobile use profile are performed at the nominal supply voltage
of VDD = 1.2V at a moderate temperature of 27 ◦C for the following case studies
including the standard instances and the multiplier. Figure 3.9 shows an example
of the varied output diagram of three critical paths. Besides the delay increase,
parameter shifts also affect the timing behavior of the circuit, e.g. resulting in de-
glitching or generation of new glitches. However, in Fig. 3.9 the final signal values
do not result in errors, as they arrive to the flip-flops in time without violation of
the flip-flop setup time. Fig. 3.10 shows the percentage propagation delay increase
for the aged circuit in AC and DC mode with respect to the fresh circuit, which
always does not exceed a % margin.

3.4.3. Secure Hash Algorithm

To demonstrate the ability of the developed aging analysis tool in detecting
nonuniform aging, which is a result of structural dependence of NBTI, the se-
cure hash algorithm (SHA-1) is implemented and synthesized. SHA-1 is a cryp-
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Figure 3.9.: Timing diagram for the outputs of the 3 critical paths belonging to a
16 bit booth multiplier circuit, when applying the worst case patterns.
The fresh circuit shown in solid lines and the aged circuit in dashed
lines.
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Figure 3.10.: Percentage of the delay increase for all paths of the 16 bit multiplier,
worst case pattern simulation: AC-stress and DC-stress with respect
to the fresh circuit. Performance simulation in nominal process,
VDD = 1.20V and Temp = 27 ◦C

tographic algorithm used in the automotive applications. The synthesized SHA-1
circuit includes several high-level components. When investigating the SHA-1 cir-
cuit in terms of aging, nonuniform degrading paths were detected. An extreme
nonuniform aging can reorder the critical paths and even result in a violation of
the timing specifications if the safety margins were underestimated.
Nowadays, data bus systems connect nearly all electronic control units (ECU) in
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vehicles. Since all these bus systems are coupled together, it is possible to have
access to nearly all critical components within the car. To provide different safety
relevant functions, several bus systems for communication are available. This
means that, automotive communication networks have access to several safety
related components of the vehicle such as brakes, airbags or the engine control.
Moreover, cars equipped with driving assistant systems such as adaptive cruise
control require extra functionality [71] depending on the underlying data net-
works [72].
Currently, modern cars are equipped with more than 80 ECUs [73], which are
internally connected via serial buses and communicate using standard protocols.
New car multimedia networks as well as wireless interfaces such as global system
for mobile communications (GSM) or Bluetooth are introduced in cars which are
coupled to the internal communication network. Since these multimedia networks
are unsecured compared to the internal communication networks, there would be
a possibility to externally corrupt internal critical functionality [74]. Moreover,
recently the customer has the ability to send and receive data from the car via
consumer electronics such as smart-phones or tablets. This also results in addi-
tional security risks [75]
Thus, to ensure confidential communication for the in-vehicle network, crypto-
graphic algorithms such as SHA-1 is used [76]. The SHA-1 algorithm produces
a 160-bit representation of a message, so called as digest, with variable length
smaller than 264. Any change in the message results in a different hash value and
the authentication fails to verify.
The SHA-1 algorithm includes two steps, the message padding and the hash cal-
culation. SHA-1 processes only 512-bit blocks. Therefore, the message padding
step is necessary to expand a message with variable length such that the result-
ing length is a multiple of 512. The hash calculation is based on a non-linear
function fi which operates on the 32-bit words m0, m1..., m15 contained in one
512-bit block. Figure 3.11 shows the calculation of the hash value in the SHA-1
algorithm.
Due to the structure of the algorithm, some parts of the circuit are in a steady
state for a large number of clock cycles since some signals are constant for these
times. Furthermore, the algorithm includes different functionality such that gates
can experience a strongly varying workload and hence an asymmetric delay in-
crease. The SHA-1 algorithm was implemented in VHDL and synthesized in a
65nm technology for a clock frequency of 500MHz (Tclk = 2ns). Clock gating
is inherently introduced during the synthesis to reduce the operating power con-
sumption. For registers which have a particularly low switching activity, clock
gating is introduced, which also increases highly nonuniform degradation inside
the circuit.
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Figure 3.11.: Flow chart of calculating the hash value in the SHA-1 algorithm.

H0 = 67452301, H1 = EFCDAB89, H2 = 98BADCFE,
H3 = 10325476, H4 = C3D2E1F0
Ki = 5A827999, fi(B,C,D) = (B ·C) + (B ·D) for 0 <= i <= 19
Ki = 6ED9EBA1, fi(B,C,D) = B ⊕ C ⊕D for 20 <= i <= 39
Ki = 8F1BBCDC, fi(B,C,D) = (B ·C) + (B ·D) + (C ·D) for 40 <= i <= 59
Ki = CA62C1D6, fi(B,C,D) = B ⊕ C ⊕D for 60 <= i <= 79

35



3. Aging Simulation in Digital CMOS Circuits

Reliability Assessment of SHA-1

To evaluate the reliability of the synthesized SHA-1 circuit an exemplary automo-
tive use profile was chosen. Supply voltage and temperature within the life span
are considered 105% of an enhanced VDD = 1.3V and Temp = 125 ◦C, respec-
tively. The circuit is considered to be under continuous operation for 10 years.
The aging of the circuit is analyzed by the developed aging tool and the aged
netlist is created. Afterward, the simulations of the fresh and aged netlist are
executed at nominal and slow corners. The nominal corner is considered as nom-
inal process, VDD = 1.2V and Temp = 27 ◦C. The slow corner is considered as
slow process, VDD = 1.05V and Temp = 175 ◦C. Figure 3.12 shows the worst case

Figure 3.12.: Delays of the most critical paths for the fresh and the aged SHA-
1 circuit, 10 years operation. Performance simulation in nominal
process, VDD = 1.20V and Temp = 125 ◦C

delays of the 30 most critical paths with the highest delay for the fresh SHA-1
circuit. In this figure, the results of two aging regimes are depicted. In the first
regime only the permanent component of NBTI is considered. In the second one,
both permanent and recoverable parts of NBTI are present. As in the second
regime the relaxation time is of the same order of magnitude as the clock period,
due to the presence of the recoverable part of NBTI, larger ∆Vths and thus bigger
performance change is observed. As shown in Fig. 3.12, assigning different recov-
erable NBTI shifts for gates with very different workloads results in nonuniform
aging. However, in the nominal corner, aging does not result in critical operation.
This is due to the fact that an increased delay of the combinatorial path does not
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violate the setup time of the capturing flip-flop. Therefore, to take into account
PVT variations, simulations are performed for slow corner (Fig. 3.13). In the slow
corner, a voltage drop of 150mV and a short interval with a peak temperature of
Temp = 175 ◦C are considered. Considering the corner case, longer delays occur
due to slower devices and lower VDD. Thus, a large performance degradation is
observed. Considering the setup time of an aged commonly used scan flip-flop at
the slow corner, (≈ 150− 200 ps) a setup time violation occurs resulting in errors
at the output of the flip-flop. However, assuming a full time circuit operation is

Figure 3.13.: Delays of the most critical paths for the fresh and the aged SHA-1
circuit, 10 years operation. Performance simulation in slow process,
VDD = 1.05V and Temp = 175 ◦C

not realistic. Thus, another regime needs to be evaluated to take care of the per-
manent NBTI over the life span of the circuit and both recoverable and permanent
effects under short operation times after a large recovery time (Fig. 3.14). Here,
two operating times (60s and 3600s) are considered. The delay degradations are
smaller than Fig. 3.13 but yet considerably larger than only permanent NBTI. The
remaining timing slack within a clock period is very small. Thus, the setup-times
of the capturing flip-flops might be violated and a reliable operation is not pro-
vided. Table 3.2) summarizes the resulting data for permanent NBTI (NBTIP ),
recoverable and permanent NBTI (NBTIP,R) after over 10 years. Moreover, it
summarizes the simulation results for permanent NBTI (NBTIP ), recoverable
and permanent NBTI (NBTIP,R) after over 10 years and operation times of 60s
and 3600s, respectively.
Thus, with the developed aging analysis tool, an accurate evaluation of the aging
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Figure 3.14.: Delays of the most critical paths for the fresh and the aged SHA-1
circuit, permanent NBTI (NBTIP ) over 10 years, recoverable and
permanent NBTI (NBTIP,R) for operation times of 60s and 3600s.
Performance simulation in slow process, VDD = 1.05V and Temp =
175 ◦C

Aging regime Delay increase
fresh circuit slow corner -

NBTIP 10 years continuous operation 6.9%
NBTIP,R 10 years continuous operation 20.7%
NBTIP in 10 years continuous operation 10.2%

and NBTIP,R in 60s
NBTIP 10 years continuous operation 13.7%

and NBTIP,R in 3600s

Table 3.2.: Performance degradation due to NBTI for SHA-1 circuit, perma-
nent NBTI (NBTIP ) over 10 years, recoverable and permanent NBTI
(NBTIP,R) for operation times of 60s and 3600s

of the devices and the impact of device aging on circuit performance over lifetime
is possible. The recoverable NBTI also needs to be evaluated to identify the po-
tential reliability threats. In the developed aging tool, by using a physical NBTI
model, individual threshold voltage drifts were determined for each transistor. By
updating the physical NBTI model for new technologies it is possible to easily up-
date the tool for scaled circuits. This means that integrating new device models
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for new technologies is highly efficient. Moreover, by combining gate level and
transistor level approaches, the tool gathers activity information on every node
within the circuit on gate level. Afterward, the tool uses the physical NBTI model
on transistor level to determine the threshold voltage drifts. Therefore, the tool
is more accurate than the gate level approaches. Moreover, the developed aging
tool is capable of handling both custom designed and complex synthesized digital
circuits with lower computational effort compared to the purely transistor level
approaches.
The developed aging tool can be used to determine the optimal placement of in
situ monitors within the circuit. By using these monitors, reliability can be di-
agnosed and ensured during the lifetime (see chapter 4). The re-simulated aged
netlist can be used to find new critical paths which arise due to nonuniform aging
and monitors can be placed at these additional paths. By adding additional mon-
itors at paths with nodes that show a particularly high NBTI sensitivity, errors
due to nonuniform aging can be detected even without a re-simulation of the aged
netlist. Moreover, weak spots within the circuit can be identified and modified
during the design phase to ensure specific reliability requirements.

3.5. Summary

A novel aging tool was developed which is applicable on circuit level and is able
to extrapolate the aging induced ∆Vth over the lifetime of a digital circuit. The
tool considers state-of-the-art design techniques like clock gating. Besides the
NBTI permanent parameter shift, the recovery of NBTI is considered. Thus, the
tool is able to detect short term performance degradation due to the recoverable
component of NBTI. As test cases, the aging tool is used to analyze the reliability
of several circuits including a safety critical circuit. When analyzing this circuit
with the developed tool, it is possible to detect asymmetrical aging. Therefore,
the developed aging tool provides a useful means to encounter generous guard-
bands, which determined by a worst-case approach, while preventing an early
circuit failure. Moreover, the developed aging tool can be used to determine the
weak spots of the circuit to be used for ensuring the reliability during the lifetime
by in-situ monitors or component replacements.
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situ Monitoring

As aging results in performance reduction of digital circuits, timing properties of
the monitored circuit can be used as an indicator for the degradation level and
reliability status of the circuit. Other defect cases such as inline resistive faults
are also detected by monitoring the timing of the circuits. The reason is that
finite resistance interconnects and intra-gate opens introduce additional delays in
the circuit. Therefore, paths exposed to risk of malfunction can be detected by
analyzing the timing properties [77].
To resolve the problems of global speed monitors using replica paths, which do not
represent the real circuit to be monitored, in the reliability monitoring developed
in this work in situ delay monitors are exploited [50, 7, 6]. By observing the timing
properties of the monitored circuit in situ, within die variations of process, volt-
age, temperature and aging (PVTA) are monitored and an accurate assessment
of the reliability status of the circuit is possible.
This chapter provides a system level perspective for the monitoring methodol-
ogy. In order to monitor the timing of the circuit two approaches are possible:
monitoring the circuit during functional operation and/or during test sequences,
which are regarded in this chapter. Moreover, this chapter discusses an approach
to consider different parts of the circuit with different reliability criteria.

4.1. Offline Monitoring

Offline monitoring refers to monitoring the circuit during dedicated test sequences.
During the assigned time intervals, the circuit enters the test mode in which
required test patterns are applied to the circuit and the resulting test outputs are
collected and observed.

4.1.1. Design for Testability

Testing of digital circuits at the beginning of the lifetime is a necessity due to
the possibility of an imperfect manufacturing process. To have a good testability,
design for testability (DFT) methods are introduced. By applying DFT methods
the costs of test development as well as the testing execution time are reduced.
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An example of the chip level DFT technique is Built-in Self-Test (BIST), in which
test patterns are generated and applied to the circuit under test (CUT) by on-chip
hardware [78].
A systematic DFT approach is the scan based BIST, which converts the sequential
circuit into a combinatorial design. This combinatorial design is then tested. A
scan based design can be operated in functional (normal operation) mode or test
mode activated by the Scan-Enable signal. When the Scan-Enable is disabled, the
scan cells operate as normal D-flip-flops. When the Scan-Enable is activated all
the scan cells are connected and form a shift register. Two different methods are
introduced for scan based BIST, test per scan and test per clock [79]. In test per
clock scan based BIST, a test vector is applied and test responses are captured at
every clock cycle. In test per scan BIST, the test vector is shifted into the scan
chains and a functional cycle captures test responses after shift cycles.

4.1.2. Transition Delay Fault Testing

Different scan based delay fault tests have been introduced to diagnose transition
faults [80]. The delay fault testing through scan based design provides a means
to diagnose the propagation delay of the paths under test at the early time of the
life of the chips, i.e. after production. Delay fault testing is essential to ensure
reliable and high quality products for safety critical applications.
In the basic transition delay fault (TDF) model [81] rising/falling transitions at
each node are tested. The two-pattern test 〈v1, v2〉 generates a rising/falling tran-
sition at the certain node. The initialization vector v1 is applied to the circuit
and all signals retain their initial value. Afterward, the propagation vector v2 is
applied to the circuit and the outputs are sampled at-speed [82]. For the node
under test v2 is a stuck-at 0/1. The delay fault is detected if it exceeds the clock
period. When applying the two pattern test 〈v1, v2〉 into the serial structure of
scan chains, vector v2 is either a one bit shift of v1 (launch-on-shift), or the cir-
cuit’s response to v1 (launch-on-capture) [83, 84]. Figure. 4.1 shows clocking of
the launch-on-shift and launch-on-capture scan tests.
In the launch-on-shift scan test, the transition is launched in the last clock cycle
of the shift operation and the transition is captured by the system clock pulse.
The scan enable switches at speed, which requires special attention to the routing
of the scan enable signal [85]. As the launch path is the scan path, the test is
more controllable. In the launch-on-capture approach, the transition is launched
from the functional path. Thus, both launch and capture edge receive the data
on the system side of the flip-flop and not the scan input. In other words, both
launch and capture vectors are controlled by system clock pulses. The scan en-
able does not need to switch at-speed and is not critical for the timing. However,
as the launch path is the functional path, the launch-on-capture approach is less
controllable than the launch-on-shift approach.
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Figure 4.1.: Scan testing by a) launch-on-shift and b) launch-on-capture method

TDF tests are similar to stuck-at tests and the test coverage approaches stuck
at fault coverage. Here, launch-on-shift shows a better coverage than launch-on-
capture, but with the disadvantage that at-speed switching of scan enable signal is
required. However, this is normally not the case in most designs with multiplexer
based scan flip-flops [83].
It should be noted that in our lifetime monitoring method only a small percentage
of the paths are equipped with monitors (less than 10%). Thus, for lifetime delay
monitoring it is sufficient to cover only the transition test of the paths equipped
with monitors. For the monitoring system in this work launch-on-capture method
is assumed to relax the routing requirements of the Scan-Enable signal. However,
the application of scan test routine is out of the scope of this work.

4.1.3. Scan Based Design Equipped with Monitors

The aging mechanisms affect the circuit parameters gradually. Thus, it is highly
advantageous to be able to monitor the circuit during its lifetime to be able to
assess its reliability status. This section proposes a method to utilize the existing
scan chains for lifetime monitoring purpose.
Aging monitors are inserted within the scan path, as shown in Fig. 4.2. During the
test sequences, aging critical test vectors are loaded into the scan chain using the
Scan-In (Test-In) signal. These test vectors need to stimulate the paths equipped
with monitors. After applying specified critical test inputs the timing information
of the circuit is captured by the inserted monitors [50, 86]. The extracted timing
information is related to the transition time of the output of the combinatorial
logic, i.e. the delay of the path under test. In this approach, monitors are only
enabled during the test sequences, e.g. by a Monitor-Enable signal. Monitors can
be designed in a way that by disabling the monitors the dominant stress condition
is removed. Since the testing interval can be chosen short compared to the normal
operation of the circuit, aging of the monitors is negligible.
It is possible to store the information extracted by the monitoring system on
an embedded non-volatile memory. This enables comparison to the worst case
admissible slack also stored in the memory and thus decision making regarding
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Figure 4.2.: Scan based design equipped with aging monitors

the reliability status of the circuit.

4.1.4. Efficient Monitor Placement

To minimize the power and area overhead of the monitoring system while provid-
ing sufficiently accurate data, the in-situ timing monitors are placed at optimal
locations. To place the aging monitors, one approach would be to replace regular
flip-flops at the end of the most critical paths by aging monitors. The number
of critical paths used in this approach could be determined by choosing a timing
margin for performance degradation over lifetime. As aging is not considered in
the selection process of the paths, typically too many monitors are included, lead-
ing to unnecessary power and area consumption.
Another approach to obtain timing information regarding the degradation of the
circuit, is to place the aging monitor at the end of only one critical path. As dif-
ferent circuit paths degrade by different extents, critical paths may change during
lifetime and this approach may lead to deficient and incomplete aging monitoring.
Hence, to have a more reliable monitoring scheme, aging monitors are inserted at
the end of critical paths suffering from most degradation during lifetime, result-
ing in the most reduced timing slack. For big circuits the critical paths can be
identified by commercial tools such as PrimeTime. Alternatively, such paths can
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be identified during design phase by aging aware static timing analysis [35].
In smaller circuits, these critical paths can be distinguished more accurately by
the developed aging simulation tool presented in Chapter 3. Therefore, safety crit-
ical parts are identified to optimally place monitors in the circuit. By comparing
the extracted timing information to the worst case admissible slack, the reliability
status of the circuit is determined and required countermeasures are carried out.

4.1.5. Test Pattern Generation

Critical test patterns need to be identified to stimulate selected paths equipped
with monitors. Therefore, the selected paths are provided to an automatic test
pattern generator (ATPG) software in order to obtain aging-aware test patterns.
The generated test patterns are then stored on a non-volatile memory. These
test patterns are applied to the circuit by the existing scan paths equipped with
monitors.

4.2. Online Monitoring

Compared to the offline monitoring method [50, 87, 6] and BIST approaches
[88, 89], When monitoring the circuit under functional operation, no interfer-
ence with the operation of the circuit is required. Therefore, idle times for testing
are avoided. Moreover, power dissipation of the monitoring system is reduced.
Another major advantage is that for aging monitoring the very same operating
parameters (supply voltage, clock frequency and temperature) as the functional
circuit are present. The online monitoring approach can be activated from time
to time to perform tests on the functional circuit.
To minimize the aging of the monitor circuitry, monitors have a disabled mode in
which the dominant stress condition is removed. Similar to the offline monitor-
ing method, since the testing intervals are chosen short compared to the normal
operation of the circuit, aging of the monitor circuitry is negligible. However, it
is possible that a circuit does not experience critical transitions during the moni-
toring sequence and thus resulting timing information might not show the actual
criticality of the reliability status. Thus, monitors must be located in way to
achieve the most accurate data regarding the system reliability level. Therefore,
the placement of monitors is critical in this approach and requires high attention.
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4.2.1. Efficient Monitor Placement

Similar to the offline monitoring approach, monitors should provide accurate in-
formation regarding the degradation of the circuit, while having small penalty in
terms of area and power. Therefore, it is only feasible to equip a limited number
of paths with the online monitors and it is necessary to find a solution for efficient
placement of the monitors. In other words, monitors should be placed in locations
which result in extraction of the most accurate data regarding the current relia-
bility status of the circuit under test.
To optimally place the online monitors the simplest solution would be to select the
most critical paths during the lifetime. It should be noted that individual paths
are stimulated with a divergent frequency of transitions. This leads to different
stress scenarios. A path with a low transition frequency or a steady state is more
prone to timing violation by recoverable part of NBTI. The reason is that even
though the transition probability is low, the delay of the path needs to satisfy
the setup time constraint of the capturing flip flops for relatively high frequency
clock. On the other hand, a path with a high activity rate might experience more
transition at the capturing flip flop. This makes the path a suitable place for the
monitor, as there is a higher probability for the appearance of a transition. In
this section the solution for selecting the critical paths to be equipped with online
monitors is introduced. The flow diagram of the monitor placement algorithm is
shown in Fig. 4.3.
The SPICE netlist in the flow diagram is the synthesized netlist generated from
the HDL circuit description in the semi-custom design flow. In the first step of
the digital design flow, the register-transfer level (RTL) code (HDL circuit de-
scription) of the circuit is implemented. The RTL level code is synthesized into
the circuit netlist by the semi-custom design flow. The synthesized netlist is on
gate level which lists all the components of the circuit comprising of certain stan-
dard library elements. Afterward, a representative workload is used to perform
the system logic profiling. Thus, a set of input patterns are applied to the circuit
under test. The logic values are propagated through the circuit. Place and route
is an important aspect at the generation of the post layout netlist in which the
individual gates are ordered concretely. The aim here is to minimize the area
consumption whereas the chip timing has to meet the performance requirements.
The parasitic delays of the wires play an important role for the overall path delays.
Thus, connected gates are placed with the minimum distance possible. In many
cases it is not possible to minimize the wire length for all paths. Here, signals
with higher switching activity are equipped with shorter wires.
To select the paths to be equipped with the monitors, first a high number of the
potential paths in the circuit in the nominal corner are considered. Afterward,
these potential paths are examined for the impact of process, voltage and temper-
ature and also aging variability during the lifetime. Moreover, this work proposes
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Figure 4.3.: In situ monitor placement flow diagram for the online monitoring
method

that for an online monitoring system the transition probability, i.e. switching ac-
tivity (SA), plays an important role in selection of paths to be equipped with the
monitors.

Potential Paths to be Monitored

To demonstrate and evaluate the monitor placement algorithm a 16 by 16 bit
multiplier circuit is chosen. To determine the potential paths to be monitored, a
SPICE simulation with a significant number of random input patterns (1000) is
performed.
The maximum delay within the circuit is denoted as td, max. However, the proba-
bility of occurrence of such a critical timing transition in the most critical path is
very low (here 0.1%), as can be seen in Fig. 4.4. Thus, observing such a transition
by the in situ monitors might be very time consuming. It might be that the max-
imum delays of the other paths occur more frequently and thus can be monitored
earlier. Moreover, by only monitoring the most critical path, it is possible that the
other paths produce errors, even though a critical transition is not yet detected
in the most critical path. Therefore, in addition to the most critical path, paths
with a high probability for critical delays are also regarded. By this approach,
more transitions within the critical delays are observed by the in situ monitors
and timing criticality of the circuit is detected faster.
In the first step, to define the critical transitions, a window within the clock pe-
riod ∆T is defined and a transition is considered as critical if td, crt >= (1 −
∆T/td, max) · td, max. As opposed to the pre-error detection window approach [9],
the ∆T is not a fixed value and does not correspond to the clock period, but
depends on how close the delay of a path is to the maximum delay occurring
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Figure 4.4.: Frequency for the occurrence of different delays of a critical path and
the threshold at the beginning of ∆T . The maximum delay within
the circuit is denoted as td, max.

in the circuit. This is similar to the path-based reduction step in [35], in which
potential critical paths are identified for the aging aware static timing analysis
(STA). However, here in contrast with [35], ∆T as a guard-band is introduced
and td, max is the maximum delay for the fresh circuit. The effect of an aging
induced performance degradation is considered in the next steps. This is due to
the fact that the potential paths are not only identified in terms of timing criti-
cality during the lifetime, but also the observability of the occurrence of a critical
transition is crucial, i.e. what would be the critical transition rate at the end of
such paths. For a very small ∆T compared to the td, max, the probability of the
occurrence of a critical transition would be low, and the information extracted by
the monitors might not show the actual criticality of the timing properties of the
circuit under test. Fig. 4.4 shows the threshold for identifying a critical transition
when ∆T/td, max is chosen as 0.2. All transitions on the right side of the threshold
(dashed line) are defined as transitions with critical delays (td, crt).
Paths which exhibit critical transitions are nominated as the potential paths (PP ).
For these defined potential paths, the average critical delays are calculated. To
simplify the analysis, values are normalized.

Path Switching Activity

To efficiently select the paths equipped with the monitors, the node switching
activity plays an important role. As mentioned before, paths with a low switching
activity can be prone to the recoverable part of NBTI. On the other hand, paths
with high activity rates are well suited to detect timing criticality by an online
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Figure 4.5.: Probability (%) for the occurrence of critical delays of the potential
paths, td, crt >= (1−∆T/td, max) · td, max in which ∆T/td, max = 0.2

monitoring system. The reason is that the probability of a data transition at
the end of such paths is higher than at the others. The goal in the developed
algorithm is to find the spots in which the timing criticality can be detected with
higher probability. Here, only the input patterns resulting in critical delays are of
interest. Consequently, the probability for a transition at the outputs of the paths
with critical delays are determined and depicted in Fig. 4.5.

PVT Variations

To consider the effect of process, voltage and temperature (PVT) variations sim-
ulations in different corners are performed. Thereby, only the transitions with a
delay longer than (1−∆T/td, max) · td, ref, n are treated, in which td, ref, n is calcu-
lated for each specific corner case n. Here, td, ref, n is the largest delay of all paths
in the corner case n. The normalized average values are then calculated for each
potential path.

Aging

For the SPICE netlist, the reliability assessment tool presented in Chapter 3 pre-
dicts the reliability status of the circuit during the lifetime. Therefore, the sen-
sitivity of the potential paths to permanent and recoverable NBTI is evaluated.
The results of the aging evaluation as well as the corner analysis and the statistics
regarding the switching activities are considered in the developed algorithm for
choosing the paths to be equipped with the monitors, as explained in the following.
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Path Selection

To select from the potential paths efficiently and reliably, the criteria regarding the
PVTA variation and the switching activity are considered. Based on a weighting
function the most suitable paths are identified.
The weighting function for the insertion of the monitors is defined as

wm, PP =
∑

i · td, norm, i (4.1)

in which i ∈ {P, V, T, A, SA,D} is the coefficient factor for considering each de-
sign criteria (process, voltage, temperature, aging, switching activity and mean
of delays, respectively). td, norm, i shows the normalized delays for each criteria.
Here, td, norm, D shows the normalized mean of the delays over all transitions.
Based on the number of the monitors to be placed within the circuit, the paths
with the maximum values of the weighting function, wm, PP , are chosen. For our
simulations ∆T/td, max = 0.15, the factors P = V = T = SA = D = 1 and A = 2
the results for the potential paths can be seen in Table 4.1. Finally, the 4 most
suitable locations for placement of monitors by the largest values of wm, PP are
identified as paths 22, 31, 32 and 24.

Path 22 31 32 24 20 21 16 23 30
wm, PP 5.75 5.42 5.01 4.98 4.56 4.54 4.33 4.28 4.28

Path 17 25 26 18 19 27 28 29
wm, PP 4.28 4.10 4.02 3.89 3.88 3.60 3.56 3.04

Table 4.1.: Weighting function for insertion of a monitor at the end of a potential
path (wm, PP )

4.3. Section Based Design

For a complex system it is advantageous to divide the system into several sections
with different criteria for reliability (e.g. acceptable error rate). Several sections
are formed which are a set of outputs of combinatorial paths. Consider a scenario
in which for a specific section, errors are not acceptable, but for another section
a certain error rate is tolerable. For instance, for a system comprising finite state
machines and several data processing units, the finite state machines have higher
reliability requirements. Another scenario could be that a section is under ex-
treme stress conditions, resulting in more rapid degradation than for the other
sections. Consequently, future errors might appear earlier for this section than
other sections.
Considering different criteria for reliability, a customizable monitoring system can
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processed 

ed to 

Figure 4.6.: Section based monitoring system with different reliability criteria for
each section

be developed in which separate sections are considered in the monitoring process.
These criteria form the metadata for each section and are used to check the cor-
rect operation of the system. Metadata can contain information such as maximum
allowed delay (minimum slack), maximum error rate etc. In case of the first sce-
nario, with different acceptable error rates, a criterion is defined for each section.
This metadata defines the acceptable operation of the entire system, which could
be for example the acceptable error rate.
The pre-processing unit can be programmed and designed to take into account
metadata for different sections. An example of such pre-processing is pulse tuning
for slack measurements.
Taking into account the defined metadata to design the pre-processing unit can be
either in a dynamic or static manner. In case of dynamic tuning, representation
of metadata as an input word is applied. This is used for tuning of pre-processing
unit. In case of static design, metadata is applied to the pre-processing unit dur-
ing the design phase, and therefore the pre-processing unit is customized for a
certain circuit. Fig. 4.6 shows the section based monitoring system, comprising
in-situ monitors and a pre-processing unit for manipulation of monitoring data
for different sections with different reliability criteria.

4.4. Summary

In this chapter two different monitoring approaches were discussed: monitoring
during the normal operation and monitoring during the test sequences. The re-
quired criteria regarding the monitor placement in both approaches were discussed.
A novel monitor placement approach for inserting the monitors within the circuit
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in an online monitoring scheme was proposed. Moreover, the criteria to take into
account the different reliability demands for different parts of the section were dis-
cussed. Next chapter discusses the developed necessary circuits for the monitoring
approaches.
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Reliability Monitoring

The in situ delay monitors extract information regarding the circuit level timing
properties. Timing information extracted by the monitors is converted to the
digital domain and transferred to higher layers of abstraction to diagnose the level
of degradation and thus reliability of the system. Therefore, potential reliability
threats are detected and the necessary countermeasures are performed. By taking
such countermeasures, the lifetime of the circuit is prolonged and possible system
failures are avoided. In addition, in case of predicting a non-reparable failure in
the near future, a maintenance signal can be generated. The rest of this chapter
discusses the required circuitry for precise monitoring of timing properties.

5.1. Design of in situ Timing Monitors

In this section different approaches for the implementation of the in situ monitors
are discussed.

5.1.1. One Bit Monitors

In the pre-error approach [8, 90, 9, 22], in-situ delay monitors with the ability to
distinguish between relaxed and critical operation of the circuit are used as timing
monitors. These critical transitions, called pre-errors, indicate a reduced timing
slack and thus performance degradation. In the beginning [22, 8], the pre-error
detection approach was used for adaptive voltage scaling (AVS). However, the
monitors used in the pre-error AVS can be modified for monitoring the perfor-
mance degradation due to device aging.
During a certain time interval before the clock rising edge, called the pre-error
detection window, data transitions result in a pre-error signal. Therefore, the pre-
error flip-flop represents a one bit time to digital converter (TDC). The pre-error
detection window length can be adjusted to meet different reliability requirements.
Either the clock duty cycle or a delay element can be utilized to implement the
pre-error detection window.
Different approaches for pre-error monitors have been evaluated [91] in terms of
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Figure 5.1.: Different pre-error monitors: a) duty cycle based static pre-error mon-
itor b) duty cycle based dynamic pre-error monitor c) delay element
based pre-error monitor

accuracy and robustness. Fig. 5.1 shows different approaches for the pre-error
monitors.

Glitches

A glitch is an undesired transition that occurs before the intended stable value
is reached in digital CMOS circuits. A glitch occurs in digital circuits when the
differential delay at the inputs of a logic gate is greater than the inertial delay
[92]. Fig. 5.2 shows an example of the occurrence of a glitch in a digital circuit.
Fig. 5.3a shows the problems occurring for a static approach for the design of the
pre-error flip-flop. Occurrence of a glitch during the detection window of the static
pre-error flip-flop might not be observed by the pre-error monitor even though it
might result in timing errors.
Fig. 5.3b shows the occurrence of a glitch for a dynamic approach for the design of
the pre-error flip-flop. As the data should be stable before the triggering edge of
the clock signal, the glitch might result in timing errors and must be assigned as a
pre-error. However, it should be noted that in the dynamic pre-error approach the
occurrence of the first transition of the data signal triggers the pre-error detection,
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Figure 5.2.: An example of the occurrence of a glitch in a digital circuit. Inputs
(in0, in1 and in2) are assumed skew free.
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Figure 5.3.: Two scenarios of the occurrence of a glitch for a) static and b) dynamic
pre-error flip-flop approaches.

even though the second transition is more critical in timing. However, it should
be noted that the aging mechanisms such as NBTI have a slow gradual nature.
Thus, when the performance is decreased to a degree that a glitch can become
critical the pre-error monitor is able to identify the problem (the second transition
in Fig. 5.3b).

Aging Resistance

A global signal can be introduced as Monitor Enable which is fed to the in-situ
aging monitors to select between either monitor mode or normal operation of the
circuit without the monitors [6, 23]. By disabling the Monitor Enable, in-situ mon-
itors are not under stress conditions and thus do no degrade. Moreover, monitors
enter the recovery phase in case of retrievable aging effects, e.g. NBTI. Switching
off monitors during normal operation also minimizes their power overhead. Fig-
ure 5.4 shows the delay based pre-error monitor with Monitor Enable signal for
aging resistance.
The Monitor Enable signal removes the stress condition when disabling the mon-
itors. For this purpose, it is necessary to identify the dominant aging mechanism
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for the monitor structure in the specific technology. NBTI is considered as a
dominant aging mechanism in 65nm and 40nm CMOS technologies, which are the
target technologies in this work.
As mentioned in chapter 2, for PMOS transistors NBTI takes place when the gate
terminal is negatively biased with respect to its source and drain terminals, result-
ing in the inversion state of the PMOS transistor. Therefore, the stress condition
is fulfilled when logic “0” is applied to the gate terminal of the transistor and logic
“1” is applied to the source and/or drain terminal of the transistor. After the
stress is removed NBTI shows a recovery phenomenon [56, 15]. In other words,
immediately after the end of the stress phase, the drift in the threshold voltage
has the largest value [51], but partly recovers with a short time constant. By at-
speed detection of data transitions, the developed design is insensitive to recovery
behavior of NBTI.
During the switching of the transistors, they are exposed to conductive HCI
(CHCI). Since disabling the monitors results in absence of any transition, CHCI
is avoided.
In Fig. 5.4 the delay element is protected by the Monitor Enable signal. The
Monitor Enable signal forces all the NAND gate outputs and data path inputs
to the logic “1” and thus removes the stress condition in the data path and the
XOR structure. Even though the input PMOS transistors connected to the data
and the output of the monitored flip-flop may age, their degradation is negligible
compared to the delay of the delay element. When Monitor Enable is deactivated,
NAND gates retain the monitor structure in a non-switching state, which reduces
the power consumption of the monitor.

D z
ta

XOR1
Q2

Delayed

Data
Pre-Error

Clock

Flip flop Q

Monitor Enable

...

Figure 5.4.: Delay based monitor with Monitor Enable for aging resistance

5.1.2. 2-bit in situ TDC Monitor

One bit monitors distinguish between relaxed and critical transitions by only one
threshold. In order to have more precise information regarding the reliability
status of the circuit under test the degradation level should be monitored by a
higher resolution. Therefore, in this work monitors with more than one detection
threshold are designed. The developed mini time to digital converter (Mini TDC)
is an in situ monitor with few output states. Fig. 5.5 shows the design of a 2-bit
in situ TDC monitor which identifies 4 states for the remaining timing slack. The
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Figure 5.5.: Schematic of the 2 bit in situ TDC monitor, to be placed at the
end of the combinatorial path under test. The regular flip-flop is the
capturing flip-flop at the end of the path under test.

timing slack is defined as the difference between length of the clock period and
the longest propagation delay time between the flip-flops plus the setup-time of
the flip-flop.
To minimize the overhead of the monitors compared to the pre-error approach,
the output signal of the master latch of a general scan D-flip-flop is utilized. The
output of each XOR gate is flagged when equality between the master latch out-
put of the last stage and the current stage is detected. The result of the monitor
which is the output of the XOR gate is then latched by the slave latches.
When a relaxed data transition occurs, all of the master latches are able to latch
the data by the same clock cycle. This results in X1 X2 X3 = 000. The result-
ing output bit word of the monitor in this case would be “00”. When the data
transition becomes critical, first the master latch 3 fails to latch data, resulting in
X1X2X3 = 001 and the monitor output bit word of “01”. For data transitions in
which master latches 2 and 3 fail to latch the data, X1X2X3 = 010 and the out-
put bit word equals to “10”. Similarly for the most critical and yet non-erroneous
data transitions in which master latches 1, 2 and 3 fail to latch the data, the result
would be X1X2X3 = 100 and the monitor output bit word (B1B0) is “11”.
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Data

Figure 5.6.: An example of the timing diagram of signals in the 2 bit in situ TDC
monitor. In the first cycle a critical transition happens (a data tran-
sition close to the triggering edge of the clock). In cycle two master
latch 2 (ML2) and ML3 fail to latch the new data and remain at logic
“0” resulting in X2 and X3 to remain zero. However, X1 transitions
to logic “1”. The output of the monitor is the bit word “11” which
shows a highly critical and close to error data transition.

Thus, signals X1, X2 and X3 are a one hot representation of the data transition
time in reference to the next triggering edge of the clock signal. The one-hot
representation is easily converted to a binary representation by the output OR
gates. Fig. 5.6 shows the corresponding timing diagram, where a close to error
transition occurs, resulting in an output bit word of “11”. Fig. 5.7 illustrates the
simulation results of the TDC monitor for different data transition times relative
to the next clock triggering edge in the corner cases for the 65nm low power tech-
nology. The nominal corner is considered as nominal process, supply voltage of
VDD = 1.2V and the temperature of Temp = 27 ◦C. The slow corner is consid-
ered as slow process, VDD = 1.1V and Temp = −30 ◦C (due to the temperature
inversion 1) and finally the fast corner is considered as fast process, VDD = 1.3V
and Temp = −110 ◦C.

1Note that for more mature technologies typically the fast corner is at fast process and low
temperature. In advanced technologies, however, the voltage is scaled to a point where the
circuit is operated at temperature inversion. Here, the effect of decreasing threshold voltage
with temperature exceeds the mobility degradation. Consequently, the circuit exhibits an
inverted temperature characteristic, as it speeds up with increased temperature and vice
versa.
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Figure 5.7.: Simulated output of the 2-bit in situ TDC monitor, considering corner
cases in the 65nm low power technology.

5.1.3. Precise Slack Monitors

In order to have more precise information regarding the timing properties and
thus reliability status of the circuit, it is advantageous to have a time to digital
conversion with a high resolution. For this purpose special timing monitors are
designed in which the output of the monitor is a pulse with a width of the re-
maining timing slack of the flip-flop. The output pulse width of the monitor is
then converted to a binary code by a sufficiently high resolution time to digital
converter.

Low Power Latch Slack Monitor

Fig. 5.8 shows the design of the latch slack generator. When the Monitor Enable
is “0”, the monitor is disabled. This minimizes the power consumption of the
monitor. When the Monitor Enable is activated, occurrence of a data transition
during the low phase of the clock results in an output pulse equal to the remaining
timing slack of the path under test. In other words the width of the generated
pulse is equal to the time interval between the crossing of the data transition and
the next rising edge of the clock. The monitor can be turned off by deactivating
the Monitor Enable signal. Thus, when the Monitor Enable is logic “0”, data
transitions do not change the signals within the latch monitor. At this state, the
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Figure 5.9.: Timing diagram of the low power latch slack monitor

output of the NAND gate is logic “1”, resulting in latch output to be also logic
“1”. Therefore, the XOR gate and first stage of the latch are resistant to NBTI.
Compared to the ideal output pulse, the result of the monitor in all corner cases
shows low sensitivity to variations (lower than 3ps).
For the supply voltage range of VDD = 1.2V down to VDD=0.9V, the 3sigma
interval due to local variations is derived from Monte Carlo simulations and also
depicted in Fig. 5.10.
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Figure 5.10.: Sensitivity of the low power latch slack monitor to deviations from
the ideal pulse width

Aging Resistant Dynamic Slack Monitor

Fig. 5.11 shows the design of the aging resistant monitor based on dynamic logic
design [50]. The corresponding timing diagram is shown in Fig. 5.12. In con-
trast to [93], when a data transition happens during the low phase of the clock,
a pulse is generated at the output of the monitor which stays high until the next
clock triggering edge. Therefore, the width of the generated pulse is the difference
between length of clock period and the propagation delay between flip-flops. In
other words, the generated pulse width is equal to the remaining timing slack plus
the setup time of the output flip-flop.
The design shown in Fig. 5.11 uses dynamic logic to realize the XOR functionality
and detects an inequality between data and delayed data. The monitor uses a
Monitor Enable signal to minimize the aging of devices. To remove the stress
condition by the Monitor Enable signal, the output of the NAND1 gate is logic
“1” when the Monitor Enable signal is logic “0”. As a result, the gate terminal
of the transistor MP1, the PMOS transistor of the monitor, stays at logic “1”,
avoiding its aging due to NBTI. When the Monitor Enable is logic “1” the output
of the NAND1 gate is the inverted clock, which generates the evaluation phase.
Therefore, data transitions generate a pulse at the output of the monitor.
The setup-time of the standard scan flip-flops used in the 65nm technology and
the slow corner is approximately 80ps for a supply voltage of VDD = 1.2V and is
increased to approximately 170ps at VDD = 0.9V. If the widths of generated pulses
at the output of the monitors are smaller than the flip-flop setup times at the cor-
responding supply voltages, errors occur which is not acceptable in highly reliable
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Figure 5.11.: Aging resistant dynamic slack monitor
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Figure 5.12.: Timing diagram of the aging resistant dynamic slack monitor

circuits. Therefore, for error-free operation of the circuit under test, generated
monitor outputs should have bigger lengths than the flip-flop setup times at the
corresponding supply voltages. This relaxes the constraint for the minimum time
interval to be measured by the time to digital converter, as very small pulses are
identified as timing errors and do not have to be measured accurately.
Fig. 5.13 illustrates the deviations of the monitor output in the corner cases from
the ideal pulse width in the nominal case. The ideal pulse width is considered as
the generated pulse width at the supply voltage of VDD = 1.2V, nominal process
and a temperature of Temp = 27 ◦C. Monte Carlo simulations are performed to
determine the uncertainties of the monitor output due to local variations. For the
supply voltage range of VDD = 1.2V down to VDD=0.9V, the 3sigma interval due
to local variations is derived from Monte Carlo simulations and also depicted in
Fig. 5.13. In this design, global variations have a minor impact compared to local
ones. As can be seen in Fig. 5.13, the developed timing monitor is robust against
supply voltage change. This is desirable for accurate timing measurement of the
systems capable of dynamic adaptation of operating parameters especially supply
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Figure 5.13.: Sensitivity of the dynamic slack monitor to deviations from the ideal
pulse width

voltage [90]. Moreover, the monitor structure shows low sensitivity to process and
temperature variations.
Compared to the design in standard library elements, the custom designed tim-
ing monitor shown in Fig. 5.11 is designed to minimize the degradation of the
monitors as well as reducing its power consumption by introducing the Monitor
Enable signal. Therefore, the aging resistant timing monitor has a high accuracy
considering PVTA variations while it is also optimized in terms of power and area
consumption.

Aging Resistant Static Slack Monitor

Figure 5.14 shows the design of the developed aging resistant monitor in static de-
sign [6]. Figure 5.15 shows a commonly used master-slave flip-flop equipped with
the developed monitor. The corresponding timing diagram is shown in Fig. 5.16.
Occurrence of a data transition during the low phase of a clock cycle generates a
pulse at the output of the monitor. This pulse stays high until the output of the
flip-flop toggles, thus the next clock triggering edge.
For data transitions during the clock high phase, the monitor output rises directly
after the clock falling edge. Such a pulse shows a relaxed transition. For data
transitions during the clock low phase, the width of the generated pulse has direct
correspondence to the time interval between the crossing of the data transition
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9
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Figure 5.14.: Aging resistant static slack monitor

and the next rising edge of the clock. Using the output of the master latch as
the input of the monitor takes the setup time of the flip-flop and its variations
into account. In other words, the generated pulse width is equal to the remaining
timing slack plus the clock to Q delay of the flip-flop.
The design shown in Fig. 5.14 uses static logic to realize the XOR functionality,
detecting an inequality between output of the master latch and Q which is re-
quired for transition detection. It also uses a Monitor Enable signal to minimize
the aging of monitors. Similar to the dynamic design, the Monitor Enable signal
removes the stress condition when disabling the monitors. To minimize the aging
of transistors as well as the power consumption of the design shown in Fig. 5.14,
an approach similar to cell-based sleep transistor implementation is used [94]. In
the cell-based sleep transistor cell approach, a power gating control signal is used
to control the sleep transistor. This transistor is used either as a footer device
(NMOS) or a header device (PMOS). A weak pull-up/down device controlled by
the sleep signal is added to prevent floating outputs in sleep mode.
To protect aging of the PMOS transistors in the first stage in Fig. 5.14, Monitor
Enable works as the sleep signal, connected to the header device in the first stage.
Therefore, the gate terminals of MP1 and MP9 are connected to MonitorEnable
which is logic “1” when monitors are disabled. Nodes Q′ or Q are pulled down to
logic “0” by transistors MN2 and MN7, used as pull down devices. Here, drain
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Figure 5.15.: A master-slave flip-flop equipped with the developed aging resistant
timing monitor

Figure 5.16.: Timing diagram of the aging resistant static slack monitor

terminals of transistors MP2 and MP10 are pulled down to logic “0” and thus
these transistors are also protected against NBTI. In the second stage, as signals
Q′ and Q are pulled down to logic “0” and are connected to MN3 and MN8, a
footer controlled by Monitor Enable is not necessary. However, outputs of the
second stage, Q′ and Q, have to be pulled up to logic “1” through transistors MP6
and MP14, protecting PMOS transistors MP7, MP15, MP8 and MP16 in the next
stage.
To remove the stress condition for the PMOS transistors of the second stage,
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MP4 and MP12, these transistors are isolated by connecting Monitor Enable to
the gates of the transistors MP3, MP5, MP11 and MP13. The reason for this
is that nodes Q′ and Q are pulled up to logic “1” while the gate of transistors
MP4 and MP12 are pulled down to logic “0”. Therefore, these transistors would
experience stress condition, if they were not isolated from nodes Q′ and Q.
Q′ and Q are then connected to the gates of upper PMOS of the output stage,
serving as sleep transistors. The output stage implements the XOR functionality.

Figure 5.17.: Sensitivity of the aging resistant static slack monitor to deviations
from the ideal pulse width

Since the output node “Monitor Out” is pulled down to logic “0” through transis-
tors MN4 and MN5, aging of the PMOS transistors MP7, MP15, MP8 and MP16
is also avoided and a pull down device is not required.
When the clock signal is logic “0” in the circuit shown in Fig. 5.14, the master
latch is transparent to data. Therefore, the output of the master latch is equal to
data input with a delay. The worst case of this delay determines the setup-time
of the flip-flop. Occurrence of a data transition results in an inequality between
Q′ and Q, which results in a pulse at the output of the monitor.
Setup times of the standard scan flip-flops used in the 65nm technology and the
flip-flop equipped with our monitor are evaluated, as shown in Fig. 5.18. Con-
sidering the worst case definition for the setup time (obtained in slow process,
temperature of Temp = 110 ◦C) the setup-time of the standard scan flip-flops
used in the 65nm technology is approximately increased by 12% and 8% at supply
voltages VDD = 1.2V and VDD = 0.9V, respectively. This is small compared to
large timing margins added by worst case guard banding approach.
Considering the clock to Q delay, the maximum deviations (slow process, temper-
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Figure 5.18.: Setup time comparison between standard scan flip-flop and the flip-
flop equipped with the aging resistant static slack monitor

ature of Temp = 110 ◦C) of the regular flip-flop are evaluated as less than 2 ps
and 8 ps at supply voltages VDD = 1.2V and VDD = 0.9V, respectively.
Thus, adding monitors to the master slave flip-flop (as in Fig. 5.15) also changes
the characteristics of the flip-flops equipped with monitors and thus slightly de-
grades the performance of the circuit. That means that the setup time and clock
to Q delay of the flip-flop slightly increase by adding the monitors. Worst case
would be when both launching and capturing flip-flops are equipped with moni-
tors (meaning that the flip-flops at the beginning and the end of a combinatorial
path are equipped with monitors). However, at supply voltage of VDD = 1.2V
and clock frequency of 500MHz i.e. Tclk = 2ns, worst case performance degra-
dation is less than 1%. At minimum evaluated supply voltage of VDD = 0.9V
worst case performance degradation is still as low as 1.1%. The deviations of the
monitor output in the corner cases from the ideal pulse width in the nominal case
is illustrated in Fig. 5.17. The ideal pulse width is considered as the generated
pulse width at the supply voltage of VDD = 1.2V, nominal process and a temper-
ature of Temp = 27 ◦C. 500 runs of Monte Carlo simulations are performed to
determine the uncertainties of the monitor output due to local variations. For the
supply voltage range of VDD = 1.2V down to VDD = 0.9V, the 3sigma interval
due to local variations is derived from Monte Carlo simulations and also depicted
in Fig. 5.17. As can be seen in Fig. 5.17, in this design, global variations have a
minor impact compared to local ones. The monitor structure shows rather low
sensitivity to process, voltage and temperature variations.
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5.2. Abstraction of the Monitor Data

5.2.1. Offline Monitoring

To be able to accurately predict the upcoming failure, it is advantageous to identify
the most critical data transition at the end of safety critical paths and provide
it to the next processing unit. For this purpose, the output pulses of several
monitors are combined into one pulse, which corresponds to the smallest slack in
the circuit. This approach also reduces the area and power consumption of the
next processing units.
Since critical paths are activated by critical input patterns, each monitor generates
a pulse at its output. to determine the most critical delay, it is sufficient to select
the narrowest generated monitor output pulse. For this purpose a network with
AND functionality is exploited. The network is designed in a way to have the
minimum change in the pulse width of the narrowest input. Such a network can
be implemented by NAND and NOR gates symmetrical with respect to the inputs,
which are shown in Fig. 5.19.
Since the pulse combiner already selects the worst case pulse, a modification of
clock duty cycle to tune the detection window of the monitors as proposed in [95]
is not required.

Figure 5.19.: Symmetric gates used in worst case slack selector, 2-input a) NOR
gate and b) NAND gate.

5.2.2. Online Monitoring

In an online monitoring system, monitors operate in the functional circuit. As all
paths do not transition at their outputs at the same clock cycle, not all monitors
generate an output pulse. Thus, each of the monitor output pulses needs to
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be measured individually. For an online monitoring system the output of the
monitors is combined by a symmetric multiplexer (MUX) tree. Figure 5.20 shows
the simulation results for a custom designed MUX tree.
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Figure 5.20.: Simulation results of the custom designed MUX tree (16 to 1) includ-
ing the corner cases and the Monte Carlo simulations considering
local variations

5.2.3. Configurability

In order to exploit the defined metadata for accurate prediction of upcoming
failures, the pulses generated by the monitors can be tuned based on the reliability
requirements. As mentioned before, the pulse width of the output of the monitor
represents the remaining timing slack of different sections of the circuit. As the
falling edge of the generated pulse at the monitor output is determined by the
triggering edge of the clock signal, tuning the rising edge of the monitor output is
sufficient. Therefore, a delay element with the ability to delay the rising edge of
a signal is used [96]. Fig. 5.21 shows the digitally programmable pulse tuner.
The pulse tuner is optimized for maximum linearity when applying a thermometer
code input word. To increase the input bit width, two pulse tuners are connected
in series and placed between monitor output and the network which selects the
smallest pulse.
A pre-processing unit for 8 monitors MO1 to MO8 with pulse tuning ability is
depicted in Fig. 5.22. Tuning values for the monitor output pulse by the pre-
processing unit for different states and different voltages is shown in Fig. 5.23a .
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Figure 5.21.: Digitally programmable pulse tuner. The delay element delays the
rising edge of a the input pulse.

Figure 5.22.: Pre-processing unit with pulse tuning ability for an offline monitoring
system selecting the worst case slack of the circuit

The sensitivity of the pre-processing unit with pulse tuning ability for a certain
supply voltage of VDD = 1.2V in different states is shown in Fig. 5.23b.

5.3. Converting the Timing Slack to the Digital

Domain

Time to digital converters (TDCs) measure the time interval between two timing
events, the start and the stop signals, and generate a corresponding digital word.
The start and stop signals can be assigned as the rising and falling edge of the
generated pulse by the timing slack monitors. Therefore, the resulting pulse is
applied to a TDC to determine the remaining slack of the entire system as a binary
code. The resulting binary code is then transferred to higher layers of abstraction
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(a) (b)

Figure 5.23.: a) Tuning values for the monitor output pulse by the pre-processing
unit for different states and different voltages and b) Sensitivity of
the pre-processing unit for offline monitoring system for a supply
voltage of VDD = 1.2V. Input Bit Word shows the number of “1” in
the thermometer control word.

to diagnose the reliability of the system. For the most reliable test results, the TDC
should be implemented close to the circuit under test. Such a TDC should consume
low power and area while providing sufficiently high resolution. Moreover, the
TDC should be aging resistant.

5.3.1. Delay Line TDC

Figure 5.24 shows a delay line TDC. The start signal propagates through a delay
line. When the stop signal is triggered, all outputs of the delay elements are
sampled by the sampling flip-flops. Figure 5.25 shows a time measurement based
on a reference time window. The measured time interval can be expressed as

Tinterval = Tout +∆Tstop −∆Tstart (5.1)

where ∆Tstop,∆Tstart ∈ [0, Tlsb). The total error of such an interval measurement
would be

Terror = △Tstop −△Tstart (5.2)

Since the start propagation begins by triggering the start signal, ∆Tstart is zero.
Thus, the error is equal to ∆Tstop, randomly distributed between 0 and Tlsb.
Figure 5.26 shows the results of the corner analysis considering RC parasitics for
a 5-bit delay line TDC. The delay elements in the delay line TDC can be buffers
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or inverters and the resulting TDC provides a resolution of a gate delay. To
have a higher resolution sub-gate delay resolution TDCs can be used. The delay
line TDC is not practical for measuring long intervals due to asymmetric layout
design, high number of elements and increased area and power consumption. The
dynamic range of the delay line TDC can be extended by using a loop structure
and a counter. A multiplexer (MUX) can be used for closing the loop.

Start

Thermometer-to-Binary Converter

Stop

Start

Stop

d
e

la
y

e
d

 v
e

rs
io

n
s 

o
f 

S
ta

rt
 s

ig
n

a
l

0

0

1

1

1

D Q

D0 D1 D2 DN-1

D0

D1

D2

D3

D4

Figure 5.24.: Schematic of a delay line time to digital converter (TDC)
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Figure 5.25.: A time measurement by a TDC based on a reference time window,
where Terror = △Tstop −△Tstart

5.3.2. Gated Ring Oscillator TDC

Similar to the delay line TDC, the main core of a gated ring oscillator (GRO)
TDC consists of a series of delay elements whose outputs are sampled with the
stop event through registers. However, for implementing such a structure current
starved inverters as delay elements are used. The start and stop events are the
rising and falling edges of the input enable signal, which is the output of the slack
monitors. A pulse with the width of the interval which is being measured is ap-
plied to the circuit through the enable signal. Such an implementation is depicted
in Fig. 5.27. Fig. 5.28 shows the timing waveforms during a measurement.
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Figure 5.26.: Results of the corner analysis considering RC parasitics for a 5-bit
delay line TDC, a) full range b) zoomed in characteristics. The
TLSB for fast, nominal and slow corners is 20ps, 28ps and 43ps,
respectively.
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Figure 5.27.: Structure of a) the basic gated ring oscillator (GRO) TDC and b)
inverters with enable/disable capability as delay elements

Figure 5.28.: Waveforms of the basic GRO TDC during a measurement
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As shown in the Fig. 5.27, an input buffer drives the delay elements. The input
buffer is custom designed to minimize the offset error. Note that the signal fed
to the clock input of the flip-flops is a delayed and inverted enable signal. This
delay eliminates the setup time violations in the sampling flip-flops. Moreover, it
avoids double counting the loop while the last inverter in the chain has a transition
[97]. Here, the loop counter should be deactivated before the transition of the last
inverter in the chain reaches its clock input.
However, this basic structure has several disadvantages as followed. Although the
delay of a standard library inverter in 65nm technology can be as low as about
10ps, additional transistors are added in series with the inverter for enabling or
disabling the delay element. Thus, it is not possible to obtain a delay below 15ps
even with large current starving transistors.
Note that the PMOS current starving transistor in the delay element is turned
on or off with one inverter delay after the NMOS transistor. This results in an
asymmetry between falling and rising transitions while signal states are held by
the disabling signal. Therefore, the gate signal of the PMOS transistors should
arrive sooner than that of the NMOS transistors.
Moreover, the conventional master-slave D-flip-flops have a large difference be-
tween their detection thresholds for the rising and the falling transitions. In the
nominal corner, a rising signal must have a value of more than 750mV to be de-
tected as a logic “1” while for a falling transition this threshold is 350mV. Together
with different rise and fall times of the delay elements, this results in a rather big
differential non-linearity (DNL) in the characteristics of the TDC.

High resolution multi-path delay elements

In the GRO TDC developed in this work, the interpolation technique is used to
halve the resolution of the previously discussed delay element. In this approach,
the average of output signals of each two consecutive delay elements is generated
and sampled on the arrival of the stop event [98]. The interpolation can be done
through resistors or even diodes, which results in high area and power consump-
tion.
Another approach to achieve a higher resolution is to use multi-path ring oscillator
[97]. Here, each delay element has more than one input. For each delay element
instead of only using the output of the first previous delay element, the outputs of
previous delay elements with a distance of an odd number are fed as inputs. For
example, the inputs of the 9th delay element in the chain can be the outputs of
the 8th, 6th, 4th, 2nd, and so on. Since the output of each previous delay element
with a longer distance has its transition sooner than the closer ones, a higher
resolution is achieved. However, if the distance is more than half the number of
delay elements in the ring oscillator, the farthest signals will begin their transition
different to the other ones. For example, if 11 delay elements are present, once the
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(a)

¥¦PMOS

¥¦NMOS

(b)

Figure 5.29.: Multipath inverting delay element

Figure 5.30.: Waveform of the delay element outputs during an interval measure-
ment, with the sense-amplifier flip-flops as the sampling element

9th delay element is having its transition, the 8th, 6th and 4th delay elements are
having a transition in the opposite direction. This leads to a transition in the 9th

signal. When the 9th signal is having a transition, the 2nd signal also transitions
at the same direction as a result of the transition in the 8th signal. Thus, the 2nd

signal cannot be used as an input to the 9th delay element. To minimize the area
of the TDC, the length of the delay chain is chosen as 15 elements while each
delay element has 3 inputs from previous ones. Fig. 5.29 shows the design of the
delay element. The farthest signal which has its transition sooner is fed into the
gate of a PMOS transistor as it is slower than the NMOS ones.
The waveforms of the outputs of the delay elements during a measurement interval
are shown in Fig. 5.30. The difference in the detection thresholds of the flip-flops
is reduced by careful design, as explained in the following.

Sampling flip-flops

The conventional master-slave D-flip-flops have large difference between their de-
tection thresholds for rising and falling transitions, as shown in Fig. 5.28. There-
fore, sense amplifier flip-flops (Fig. 5.31) are designed with the minimum difference
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in the detection thresholds [99]. In such flip-flops, if the data-to-clock delay is large
enough, the difference between thresholds in a 65nm technology would be below
10mV in the nominal corner. However, in order to have no setup-time violations,
there is a delay of about 100ps to 150ps between holding the analog states of the
delay elements and rising edge of the sampling clock signal, tD2CP . The relatively

CLK

Set

Reset

Q

QB

Latch Circuit

Latch 

Output

D

Figure 5.31.: Sense-amplifier flip-flop as the sampling element in the GRO TDC

low delay between the data and the sampling clock edge might lead to an increase
in the difference of detection thresholds up to 30mV. This is negligible compared
to that of conventional D flip-flops (400mV in the nominal corner, Fig. 5.28). In
order to count the number of completed loops, a latch is required for the output
of the last delay element in the chain. An additional latch cannot be inserted in
parallel to the flip-flop since this will increase the capacitive load of the output of
the delay element leading to an asymmetry in the delays of the elements of the
ring oscillator. A solution would be to insert additional latches for all outputs
of the delay elements. However, this increases the circuit area significantly and
decreases the resolution by increasing each delay element load. Another solution
would be to add the latch inside the structure of the flip-flops only for the required
nodes. By properly sizing the input inverter, both thresholds are shifted up or
down together.
When the falling edge of the clock signal is triggered, the equalizer transistor
prepares the flip-flop for the next clock rising edge. If the low phase of the clock
signal is not long enough, the flip-flop does not work properly in the next sampling
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instance. Thus, it must be guaranteed that the equalization time is provided for
the flip-flops in any case. Since the outputs of the delay elements can be sampled
after their analog states are held constant by the stop event, the rising edge of the
clock is delayed up to a certain level which provides enough time for the equaliza-
tion. Such an operation is performed inside a clock buffer.

Readout circuitry

In addition to the TDC core, a processing circuit is required to convert the result
of the TDC core to a binary number representing the measured interval, as shown
in Fig. 5.32. When the delay elements used in the core of the TDC are inverters,

Figure 5.32.: Structure of the readout circuitry for the GRO TDC

the propagating signal is inverted after every stage and the output code sampled
by the flip-flops is an alternating sequence of zeros and ones. Thus, the output
code follows the pattern of a pseudo-thermometer code. A pseudo-thermometer
to binary converter (PTBC) converts the resulting output of the flip-flops (FF1,
FF2, ..., FF15) to a 4-bit binary code (Q3, Q2, Q1, Q0), denoted as Nfine in
Fig. 5.34. A change of phase of the alternating sequence indicates the length of
the measured interval. In order to detect the last transition in the chain, every
bit should be compared to the next. Thus, in the first step the generated pattern
is converted to a one-hot code. A one-hot code corresponds to a combination
of digital bits, of which only a single bit is logic high and all the others are logic
low. Moreover, a first-order bubble correction is performed to obtain more reliable
results. Thereby, a bit within a pseudo-thermometer pattern is compared to both
its preceding and its following bit. Afterward, the one-hot code is converted to a
binary code by using an encoder, as shown in Table 5.1 and Fig. 5.33.
In case of a input pulse width longer than that of the chain of delay elements, a
ring oscillator structure is active, by connecting the output of the last element back
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Figure 5.33.: Pseudo-thermometer to binary converter (PTBC) converts the out-
puts of the sampling flip-flops to a binary code

to the input. The number of full oscillations is counted by a custom designed
3-bit counter. This counter is enabled during the interval being measured and
counts the rising transitions of the last delay element in the chain.
After the falling edge of the enable signal and the sampling through the flip-flops,
an extra circuit detects the last signal in the chain with a transition. This along
with the sampled value of the last signal in the chain determines the phase state
of the ring oscillator at the disable instance. If there are Nd delay elements in the
ring oscillator, there would be 2Nd different phase states. Afterward, 2Nd times
the counter value is added to the delay value from the chain. Then the result
is subtracted from the previous interval measurement. As the number of delay
elements Nd = 15, the result of the counter is multiplied by 2Nd = 30 and added
to the binary output corresponding to the phase state provided by PTBC. To
multiply the counter value by 30, it is easier to subtract twice from 32 times the
counter value. The circuit for which the delay monitor is used, has a frequency
of 500MHz, meaning that the dynamic range of the TDC needs to be 2ns. If
the resolution of the TDC is 10ps, each full oscillation takes 2 · 15 · 10 = 300ps.
Thus, a 3-bit counter can measure a TDC dynamic range of 2ns. The output of
the counter is , denoted as Ncoarse in Fig. 5.34. The deglitch circuit in Fig. 5.34
ensures that the counter clock becomes “1” only when both O13 and O15 are “1”
and becomes “0” when both are “0”. Thus, the capacitive load of O15 is reduced
and the possibility of double counting by the counter is removed.
The PTBC uses the output of the 15th flip-flop (FF15) to determine whether it
is required to add 15 or not. If FF15 is logic one, the PTBC output is the phase
state. However, if FF15 is logic zero, 15 units must be added to the PTBC result
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Flip-Flops output pattern One-hot code Binary output
(Pseudo-thermometer)
FF1,FF2, . . . , FF15 D14, D13, . . .,D0 Q3, Q2, Q1, Q0

0 101010101010101 or 010101010101010 100000000000000 0000

1 001010101010101 or 110101010101010 000000000000001 0001

2 011010101010101 or 100101010101010 000000000000010 0010

3 010010101010101 or 101101010101010 000000000000100 0011

4 010110101010101 or 101001010101010 000000000001000 0100

5 010100101010101 or 101011010101010 000000000010000 0101

6 010101101010101 or 101010010101010 000000000100000 0110

7 010101001010101 or 101010110101010 000000001000000 0111

8 010101011010101 or 101010100101010 000000010000000 1000

9 010101010010101 or 101010101101010 000000100000000 1001

10 010101010110101 or 101010101001010 000001000000000 1010

11 010101010100101 or 101010101011010 000010000000000 1011

12 010101010101101 or 101010101010010 000100000000000 1100

13 010101010101001 or 101010101010110 001000000000000 1101

14 010101010101011 or 101010101010100 010000000000000 1110

Table 5.1.: One-hot and binary codes corresponding to each pattern at the outputs
of the flip-flops in the GRO TDC

to achieve the phase state. For such an operation, the output of the PTBC is
added to 4 repeated bits of FF15.

Final structure and results

The final structure of the GRO TDC is illustrated in Fig. 5.34. Figure 5.35 shows
the characteristic diagram of the GRO TDC. Figure 5.36a shows The differential
non-linearity (DNL) in terms of LSB zoomed in for the maximum values along
all output codes considering the corner cases and Fig. 5.36b shows the result of
Monte Carlo simulations considering local variations for arbitrary measured time
intervals. Figure 5.37 shows the power consumption in the nominal case.

5.3.3. Aging Resistant NAND Gate TDC

To decrease the area and power consumption of the TDC while adding the aging
resistance feature, an aging resistant ring oscillator TDC constructed by NAND
gates is developed, as shown in Fig. 5.38. The main core of the developed ring os-
cillator TDC consists of a series of NAND gates as delay elements. The outputs of
the delay elements are sampled with the stop event through conventional master-
slave D-flip-flops as sampling components. The second inputs of all NAND gates

79



5. Required Circuitry for in situ Reliability Monitoring

§¨PMOS

§¨NMOS

CLK

verter

N fine N coarse

Enable CLK

©
ª
«¬
®©

L
K

¯
°±
²³
´µ
¶ O

1
5

Latched-O13

Deglitch

Circuit

set

Input

Buffer

Enable

Figure 5.34.: Developed structure of the GRO TDC
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Figure 5.35.: GRO TDC characteristic diagram for different corner cases: a) full
range and b) zoomed in. The TLSB for fast, nominal and slow corners
is 6.7ps, 8.0ps and 9.5ps, respectively.

are connected to the Monitor Enable signal to minimize the aging of the TDC
circuit. When the monitoring is disabled, i.e. Monitor Enable is logic “0”, all
NAND gates have a logic “1” at the output, as shown in Fig. 5.39a. This prevents
aging of the PMOS transistors inside the Ring Oscillator due to NBTI. However,
PMOS transistors of the NAND gates connected to Monitor Enable age during
disabled monitoring time. Nevertheless, these PMOS transistors are not inside
the loop of the ring oscillator. Therefore, aging of these transistors does not affect
the operating speed of NAND gates inside the ring oscillator and thus does not
affect the resolution of the TDC.
The PMOS of the NAND gate connected to the Enable signal also ages. However,
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Figure 5.36.: a) GRO TDC differential non-linearity (DNL) in terms of LSB
zoomed in for the maximum values along all output codes considering
the corner cases b) Result of the Monte Carlo simulations considering
local variations for arbitrary measured time intervals
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Figure 5.37.: Average power consumption of the GRO TDC for different measure-
ment intervals

since the start event is triggered by the rising edge of the Enable signal, aging of
this PMOS transistor also does not affect the operation of the TDC.
When Monitor-Enable is activated (logic “1”), the interval which has to be mea-
sured is given to the TDC as the Enable signal, i.e. start and stop events are
considered as the rising and falling edges of the enable signal. As mentioned be-
fore, the Enable signal is the output of an in situ monitor within and corresponds
to the worst case slack of the circuit under test. Before the rising edge of the
Enable signal, the output of the first NAND gate is logic “1” and all other NAND
gates have either logic “1” or logic “0”, as shown in Fig. 5.39b. Thus, all NAND
gates have constant outputs and the oscillator has a stable state.
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Figure 5.38.: Aging resistant ring oscillator TDC with NAND gates
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Figure 5.39.: Aging resistant NAND loop, a) deactivated Monitor-Enable and b)
activated Monitor-Enable and NAND gates in stable state

After the rising edge of the Enable signal, NAND gate N1 works as an inverter.
Therefore, the transition is passed through the NAND gates and the oscillator
begins to oscillate. By the falling edge of the Enable signal, the oscillator attains
a stable state and the number of gates that were passed by the start event is de-
termined. This number has a direct correspondence to the length of the measured
interval. The resolution of such a TDC is equal to the delay of each NAND gate.
However, since the detection thresholds of the flip-flops for the rising and falling
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edges are different, the resolution of the TDC is limited. Considering only rising
transitions and a simple NAND ring oscillator, the resolution would be twice the
delay of NAND gates.
To measure intervals longer than the oscillation period, a counter counting the
number of full loop oscillations during operation is used. Since outputs of Nd = 15
NAND gates are available, 2Nd = 30 different phase states are obtained, similar
to the GRO TDC (section 5.3.2). Each full oscillation takes 30 times the delay
of one NAND gate. The delay of a NAND gate in this structure and in 65nm
technology is evaluated as 16.4ps, resulting in full oscillation of 492ps. Such a
resolution is sufficient for slack measurement of a system with clock frequency of
500MHz. A transition within a clock cycle is measured using a 2-bit counter.
Figure 5.40 shows the characteristic diagram of the aging resistant NAND TDC.
Figure 5.41a shows The differential non-linearity (DNL) in terms of LSB zoomed
in for the maximum values along all output codes considering the corner cases.
Figure 5.41b shows the result of the Monte Carlo simulations considering local
variations for arbitrary measured time interval. Figure 5.42 shows the power con-
sumption of the aging resistant NAND TDC in the nominal corner.
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Figure 5.40.: Aging resistant NAND TDC characteristic diagram for different cor-
ner cases: a) full range and b) zoomed in. The TLSB for fast, nominal
and slow corners is 9.8ps, 16.4ps and 23.3ps, respectively.

5.4. Overhead of the Monitoring System

To evaluate the overheads of the monitoring system, timing monitors are inte-
grated into a circuit with an array of eight 16-bit multipliers synthesized with an
industrial design flow in a 65nm CMOS technology. Monitors are placed at the
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Figure 5.41.: a) Aging resistant NAND TDC differential non-linearity (DNL) in
terms of LSB zoomed in for the maximum values along all output
codes considering the corner cases b) Monte Carlo simulations con-
sidering local variations for arbitrary measured time interval
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Figure 5.42.: Average power consumption of the aging resistant NAND TDC for
different measurement intervals

end of the eight most critical paths determined by SPICE simulations, 3.1% of all
8× 32 outputs.

2-bit in situ TDC Monitors

In situ TDC monitors provide the remaining timing slack as a 2bit digital code.
The power overhead of the monitors for the above mentioned arithmetic circuit
would be as low as 3.0%.

84



5.5. Summary

Dynamic Slack Monitor in Combination with the GRO TDC

The outputs of the precise slack monitors are fed to the pre-processing unit and
then the resulting pulse to the time to digital converter. The clock frequency
is chosen as 500MHz (Tclk = 2ns). When analyzing the power overhead of the
monitoring approach, the overhead of the entire monitoring circuitry has to be
considered. Additional power consumption arises from of the extra circuitry for
the timing monitors, pre-processing unit and the TDC. During normal operation
when the monitoring circuits are disabled the power overhead of the timing mon-
itors and the pre-processing unit are negligible (together less than 0.4%). The
power overhead of the TDC is also small and evaluated as 0.3%. Therefore, the
power overhead of the entire monitoring system when disabled is less than 0.7%.
During monitoring by applying the predetermined worst case patterns, the power
overhead of the timing monitors is evaluated as (0.82%), the power overhead of
the pre-processing unit is 0.78%. The power overhead of the TDC in this case is
11.1%. Finally, the total power overhead when applying the worst case patterns
is 12.7%. For large circuits equipped with the monitors only at few paths, the
power overhead of the monitoring system is reduced to a great extent, as the main
contributor to the power overhead is the TDC.

Static Slack Monitor in Combination with Aging Resistant NAND TDC

Here the situation is somewhat different. When disabling the monitoring circuits
by the Monitor Enable signal, the power overhead of the entire monitoring system
is negligible and drops to less than 1%. When monitoring by applying the worst
case patterns, the power overhead of the timing monitors is evaluated as less than
1%. The power overhead corresponding to the pre-processing unit is also less than
1%. The total power overhead considering in situ monitors, the pre-processing unit
and the TDC is only 6.1%. Here, the main contributor to the power overhead is
the TDC, with a power overhead of 4.5%.

5.5. Summary

In this chapter the required circuitry for precise monitoring of timing properties
was discussed. Design and properties of different developed in situ monitors were
discussed and evaluated. The timing information extracted by the monitors are
converted to the digital domain by either a decentralized approach (output of the
monitors is a binary value) or by a centralized approach utilizing time to digital
converters.
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System in Medical

Applications

Increased supply voltage in over-constrained designs with large guard-bands accel-
erates the aging of the circuitry during the lifetime and results in waste of power,
area and performance for the digital circuit. Thus, for low power and strictly re-
liable applications, too extreme guard banding of operating parameters should be
avoided. In such applications advanced methods such as adaptive voltage scaling
(AVS) are of interest.
In medical implants such as neural measurement systems (NMS) [100, 101] reli-
ability in combination with power efficiency is a crucial design goal. Such sys-
tems need to operate error-free during rather long lifetimes up to decades (e.g.
30 years). Thus, high reliability requirements need to be met and performance
degradation through aging of the circuitry should be avoided. Moreover, deliv-
ering a high power to the implanted chip within the body is very difficult. High
power consumption may result in a higher than body temperature for the im-
plant. This leads to health risks and hazardous pain for the patients. Therefore,
for such applications both reliability and power consumption become important
design criteria.
In the monitoring approach [7] presented in this chapter, in situ timing monitors
are inserted and fabricated within the digital front end of an NMS. The monitors
can distinguish between critical and relaxed operation, as discussed in section 5.1.1
[90, 91]. Extracted timing information is used for on-line adaptation of the supply
voltage in order to reduce the power consumption as well as the device aging in
the implants. Thus, the supply voltage of the digital circuitry is decreased to
the minimum possible value. This is possible by enabling the observability of the
circuit’s performance and ensuring reliable operation of the circuit.
In this chapter, implementation of the reliability monitoring approach in com-
bination with adaptive voltage scaling for a neural measurement application is
discussed. The digital front end of an NMS is equipped with the in situ tim-
ing monitoring system and the applicability of the monitoring approach for the
NMS is evaluated by experimental data. All circuits presented in this chapter are
designed and fabricated in a 350 nm CMOS technology with a nominal supply
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Figure 6.1.: The neural measurement system [100, 102] is equipped with the mon-
itoring system. The arrow from the digital unit to the DC/DC con-
verter represents the extracted and pre-processed monitor data.

voltage of VDD = 3.3 V.

6.1. Circuit under Test

The monitoring system is implemented within the digital front-end of an NMS
[100, 102], which is implanted into the human brain. The NMS measures spikes
and local field potentials in the brain. It includes measuring and pre-processing of
the neurological data which are transmitted over a wireless RF datalink [102]. The
neural signals in the brain are recorded by passive electrodes or needles. The sig-
nals are pre-amplified and passed to the digital front-end. In the NMS, the digital
front-end enables processing of neural measurement data, generates an adapted
transmission package and includes an interface to the transceiver. The operating
power of the NMS is delivered by an inductive energy supply, as shown in Fig. 6.1.
To save area and power while counteracting reliability threats, the digital front-
end is equipped with the in situ monitors similar to section 5.1.1. The monitors
observe the status of circuit-level timing properties and detect the impact of PVT
variations plus degradation mechanisms over lifetime. The information extracted
by the monitors is pre-processed and passed to the DC/DC converter. The inte-
grated DC/DC converter in Fig. 6.1 is controlled by the results of the monitoring
system. The closed loop configuration enables reliable and power efficient op-
eration. The entire monitoring system in the NMS was synthesized within the
already existing design flow, which simplifies the integration of the monitoring
system within an existing design.

6.2. Monitoring system

As mentioned before, to address both reliability and power efficiency in the neural
measurement system, the supply voltage of the digital front-end is reduced. A
lower supply voltage reduces the aging and power consumption and increases the
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lifetime of the implants within the body.
Monitoring the timing of digital circuits during lifetime enables predicting perfor-
mance failures. This enables to take countermeasures such as maintenance before
failure or alternatively adaptation of operating parameters. Here, for a medical
implant to avoid the necessity of maintenance actions, adaptive methods are de-
sirable as maintenance would require substituting the chip in the body.
According to the current status of the circuit, the operating parameter (i.e. sup-
ply voltage) is adapted to an optimal value for specific reliability requirements,
e.g. a certain error rate. By dynamic adjustment of operating parameters such as
supply voltage, over-constrained guard-bands are reduced. Thus, area and power
is saved.
To decrease the complexity and avoid occurrence of errors, in contrast to error
detection methods [103, 93], the pre-error monitoring approach with the one-bit
monitors (section 5.1.1) is used. The pre-error approach utilizes in situ delay mon-
itors capable of detecting critical transitions by only one threshold. As mentioned
in section 5.1.1, critical transitions detected by the monitors indicate a reduced
timing slack and thus performance degradation due to voltage scaling and/or ag-
ing.
As discussed in section 4.2, monitoring the circuit’s timing properties is possible
during normal operation (functional circuit) or during test sequences. Monitoring
during normal operation requires no interference with the operation of the cir-
cuit and thus avoids the idle times. In the NMS, the monitoring approach needs
to react on the fly to the performance degradation due to aging or a decreased
supply voltage. Thus, the on line monitoring is utilized which provides timing
information according to the current operating conditions and enables on the fly
adaptation of operating parameters.
The timing information regarding the current status of the circuit is provided by
in situ delay monitors at critical positions, e.g. end of most critical paths (sec-
tion 4.2.1). Based on this information, a closed control loop adapts the supply
voltage. The in situ delay monitors observe the timing of the circuit, which is
affected by PVTA variations. Fig. 6.2 illustrates the timing behavior of the used
CMOS technology considering an inverter chain (ring oscillator). In Fig. 6.2 the
delay of an inverter chain is simulated by corner analysis. The measured values
correspond to measurement results of an integrated ring oscillator within the dig-
ital front-end.
The timing information extracted by the monitors is gathered and encoded by an
intermediate module. In the next step, this information is transferred as a digital
code to the voltage regulator for online adaptation of supply voltage according
to the extracted timing information and thus reliability status. Therefore, by the
monitoring approach, the supply voltage is adapted over time according to the re-
liability properties of each individual chip and the power consumption is reduced.
The monitor output signals, i.e. the pre-errors, are generated when the timing
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Figure 6.2.: Sensitivity of the digital logic in the digital front-end of NMS to vari-
ations, evaluated by simulations and measurement data.

slack in paths equipped with monitors drops below a certain threshold. The num-
ber of pre-errors in a certain time interval, i.e. the pre-error rate indicates the
circuit delay. In other words, the intermediate module averages the number of
pre-errors over a time span. For zero pre-errors, the voltage is reduced. On the
contrary, an increased pre-error rate results in an increase in the supply voltage,
as it indicates a reduced circuit speed.

6.2.1. Integrated Monitor

The in situ delay monitors are able to distinguish between relaxed and critical
operation of the circuit. To realize the pre-error flip-flop, extra circuitry is added
to the flip-flop, as shown in Fig. 6.3a [90]. The pre-error detection window is
determined by the duty-cycle of the clock signal e.g. the low phase of the clock for
positive edge triggered flip-flop. A flip-flop with inverted clock as a clock input
is added to the regular flip-flop. In this structure, to avoid the risk of timing
errors by extreme scaling of the supply voltage in low activity phases, a transition
detector is exploited. The transition detector monitors all data transitions, either
relaxed or critical, to distinguish between active and inactive clock cycles. For the
transition detector, the inputs of an XOR gate are the data signal and the output
Q of the regular flip-flop. In case of a data transition, the input signal Data will
differ from its value in the previous clock cycle, stored as Q. Hence, a transition
signal is generated by the XOR gate. Fig. 6.3b shows the corresponding timing
diagram for both pre-error and transition detector.
The sensitivity of the monitors to voltage reduction is analyzed and the accuracy of
the window for pre-error detection is extracted through simulation. The monitors
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Figure 6.3.: a) Schematic of the in situ delay monitor including the pre-error de-
tector and the transition detector and b) the timing diagram of the
monitor, pre-error detector and transition detector, in case of detect-
ing a pre-error (data changing in the pre-error detection window)

are simulated considering the variation of the system clock. Figure 6.4 shows
the sensitivity of the pre-error detection window for the 350nm technology, at a
temperature of Temp = 37 ◦C (body temperature). Over all corners and for a
supply voltage as low as VDD = 1.5 V, the deviation of the detection window of
the synthesized monitors is less than 0.1% of the operating clock periods, with a
frequency of 3-8MHz.

6.2.2. Abstraction of the Monitor Data

Since the occurrence of one pre-error at the output of one single monitor in a
certain module is sufficient for detecting a critical timing, the output signals of
several pre-error flip-flops are fed into an OR tree. The OR tree combines the
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Figure 6.4.: Deviations of the monitor detection window over VDD under process
variation and voltage reduction

generated pre-errors and transitions as a single pre-error and transition, respec-
tively. Processing of the monitor data is performed by the monitoring control
unit, which counts the pre-errors in an observation interval comprising N active
clock cycles, distinguished by the number of transitions. Thus, the pre-error rate
is defined by averaging the number of pre-errors over all active clock cycles. The
reason is that in digital circuits an activity rate of 100% is a rare condition. This
means that data transitions at the end of combinatorial paths do not occur in
every clock cycle. Therefore, during a fixed time interval some clock cycles have
no data transitions. If regulating the supply voltage is based only on the number
of occurred pre-error pulses in a fixed time interval the probability of detecting
the pre-errors will reduce. Occurrence of no pre-errors does not necessarily mean
a relaxed timing. Thus, ignoring the activity rate of the data signals might result
in aggressive voltage reduction. An exceedingly low supply voltage increases the
possibility of timing errors in following more active clock cycles. Thus, the obser-
vation interval includes N active clock cycles (a cycle in which a data transition
occurs) instead of N fixed number of clock cycles.

6.2.3. Closed Loop Configuration

The control loop is shown in Fig. 6.5. The resulting pre-error count is translated
to a two bit control word, CW1, CW0, which shows the reliability status of the
circuit and can be used for the adaptation of the operating parameters. To elu-
cidate the count of pre-errors in an observation interval, two limits for decision
regarding the reliability status of the circuit are defined, nlimit↑ and nlimit↓. If the

92



6.2. Monitoring system

Figure 6.5.: Control loop of the in situ monitoring system for reliability monitoring
and adaptive supply voltage regulation

resulting two bit control word is the binary number “11” a flag is assigned. The
flag indicates that an observation interval is finished and the count of pre-errors is
compared to the aforementioned limits. This means that in the next clock cycle
the output control word shows the status of the timing. If the count of pre-errors,
npre, is above the upper threshold of nlimit↑, timing is critical and the control word
equals “10”. Therefore, the voltage has to be increased to increase the speed of
the circuit and relax the timing. If npre is under the lower threshold of nlimit↓, the
timing is relaxed, the control word equals “01”. Thus, the circuit is considered as
reliable and the voltage can be decreased to a lower level. If npre is between nlimit↓

and nlimit↑ no action is required, i.e. the voltage is maintained, an idle state is
assigned and the control word equals “00”. As an example a conservative setting
is used in which the voltage is reduced only if no per-errors occur. Therefore,
observation interval is set to N = 1024 clock cycles, nlimit↓ = 1 and nlimit↑ = 20.
Therefore, the voltage only decreases if no pre-errors occur.

6.2.4. Realizing the Detection Window

For high speed circuitry such as the clock divider which has the maximum fre-
quency of the system, it is desirable to optimize the operations per cycle and
thus have the minimum number of logic stages before the flip-flops. Therefore, a
considerable part of the high speed clock period can be consumed for synchroniza-
tion. Since the duty cycle of the clock signal is exploited as the detection window
for the pre-error monitors and the monitoring takes place for both positive and
negative edge triggered flip-flops, two monitoring clocks are required for pre-error
detection. The on chip clock divider is configurable for different duty cycles for
the monitoring clock. The duty cycle can be chosen between duty cycles of 1/3
and 2/3.
Figure 6.6 shows the clock pattern generator which is fed by an input high fre-
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Figure 6.6.: On chip clock divider configurable for different duty cycles for the
monitoring clock

quency clock. The clock generator operates error-free with supply voltages down
to 1.1V in the slow corner. Therefore, the supply voltage of the system cannot be
reduced beyond this limit. Moreover, for a target frequency, the entire monitoring
circuitry needs to be evaluated to ensure the operation of the monitoring system
itself under all possible supply voltages. This determines another limit for the
minimum supply voltage of the circuit. For a core clock frequency of 4MHz, this
limit is evaluated as VDD,low = 1.5V in the slow corner and 0.9V in the nominal
corner.

6.2.5. Monitor Placement

The in situ delay monitors should provide sufficiently accurate data while con-
suming small area and power. To optimally place monitors in the circuit, critical
paths are identified. To optimally place the monitors within the core logic the
simplified approach of section 4.2.1 is used. In the first step, to find the most
critical paths a timing report was performed for the test chip. Here, only the
critical paths of the high performance core clock domain are regarded. Out of
the 250 most critical paths, the 16 most critical ones have been equipped with
monitors. Moreover, 16 paths with the highest toggling activity are identified by
the coverage analysis. The reason is to be able to quickly increase the supply
voltage in case of occurrence of too many pre-errors. The resulting area overhead
of the monitoring system integrated in the digital ASIC is only 2.9%.
The monitors are implemented in Verilog and synthesized together with the func-
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Figure 6.7.: Monitoring system comprising the in situ monitors and the monitoring
control unit is implemented in Verilog and synthesized in a target
technology.

tional logic. In the Verilog code, the number of required monitors, whether they
are clocked by the negative or positive edge of the clock and the module in which
the monitors are to be included are defined. Fig. 6.7 shows the monitoring system,
with the in situ monitors and the monitoring control unit which are described in
Verilog and synthesized in a target technology (here 350 nm CMOS technology)
using the RTL-Compiler.
The pre-error flip flops can also be used to indicate the reliability status of the
signals entering a certain module. Therefore, they can also be integrated at the
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Figure 6.8.: Connections of the Neuro digital ASIC to the peripherals ([100]) and
the monitoring clock for the peripherals

input pads of the digital front end module for voltage scaling of the whole system.
In Fig. 6.8a the connection of the digital Neuro-ASIC to the peripherals is shown.
Peripheral A writes data to the output on the rising edge of the core clock. Nev-
ertheless, this domain is different to the internal core clock domain, as the clock
signal is fed out through a PAD-cell resulting in an additional skew compared
to the digital ASIC clock. The number of the monitors used for every domain
depends on the number of critical paths to monitor. In Fig. 6.8b the monitoring
clock for the peripherals is shown. Since both modules write on the rising clock
edge with a small delay, the same monitor clock is used for both modules. Moni-
tors used for the outputs of the peripheral A are the same as the monitor shown in
Fig. 6.3a. At the inputs of the ASIC from peripheral A, 8 monitors are inserted.
To monitor the peripheral B, the monitor structure is modified and a shadow flip-
flop is added, as in Fig. 6.9a. The timing diagram is shown in Fig. 6.9b. Here,
the data is launched by the positive clock edge and captured by the next negative
clock edge. In addition to data transitions violating the setup time for the neg-
ative edge triggered flip-flop, transitions occurring after the negative clock edge
result in an error. Therefore, the detection window begins after the positive clock
edge and before the negative clock edge and continues until the next positive clock
edge. Thus, for data transitions occurring during the detection window, whether
the data transition is before or after the clock falling edge a pre-error is assigned
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Figure 6.9.: a) The schematic of the monitor modified for peripheral B and b) the
timing diagram of the corresponding monitor. When a data transition
happens during the detection window, i.e. when the monitoring clock
is low, a pre-error is generated.

(both critical and erroneous signals). At the input of the ASIC from peripheral B
one monitor is inserted.
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6.3. Experimental Results

The efficiency of the in situ monitoring approach for reliable and power efficient
digital design of the NMS is evaluated by experiments on the fabricated chips.
The measurement setup evaluates the effect of voltage reduction on the test chip.
An on-chip ring oscillator is implemented. To observe the performance reduction
by lowering the supply voltage, the frequency of the ring oscillator is measured.
Moreover, the frequency degradation of the ring oscillator after stress indicates
the effect of aging mechanisms on the digital circuitry. In the measurement setup,
stress cycles are included to estimate the effect of degradation mechanisms over
the lifetime of the implant. This is due to the fact that, the implants have very
strict reliability requirements and need to operate error-free for a long lifetime (up
to decades, e.g. 30 years). By adapting the supply voltage to minimal values, the
performance degradation of the circuit is reduced.
To perform the stress and measurement cycles, the chips undergo burn-in phases
of 1, 2 and 4 hours and so on with an accelerated supply voltage of 3.8-4.5V and
a temperature of Temp = 125 ◦C. After each stress cycle there is a measurement
cycle evaluating the minimal reliable supply voltage. Figure 6.10 shows the mea-
surement setup and the connections to the test chip.
To precisely observe the resulting control words which are provided to the volt-
age regulator, first an open loop measurement performed. Thereby, during each
measurement cycle the supply voltage is set to the nominal value and afterward is
slowly decreased. Figure 6.11 shows the chip temperature, the resulting on chip
supply voltage and the ring oscillator frequency against time for the corresponding
open loop configuration. As shown in Fig. 6.11, the control word switches from the
relaxed state of CW1, CW0 =“01” to the critical state of “10” within the measure-
ment cycles by lowering the supply voltage. The crossover voltage has an increase
of 25mV through 3 burn-in phases. The control word switches from “10” to “01”
by increasing the supply voltage and entering the stress phase. Immediately after
each stress phase there is an interval in which the supply voltage is decreased,
but the temperature is yet higher than the nominal value of Temp = 37 ◦C. The
reason is that, during this interval the temperature decreases slower than the sup-
ply voltage and finally reaches the nominal value of Temp = 37 ◦C. Thus, in this
interval the ring oscillator frequency is increased as the supply voltage decreases
faster than the temperature. An idle time is assigned to reach the low measure-
ment temperature and supply voltage.
The effect of stress on monitors is negligible due to the low supply voltage. How-
ever, a slightly increased setup time of the pre-error flip-flop is partly compensated
by an increased delay of the inverter for the clock input. For applications that
experience a high performance degradation by aging mechanisms it is also possible
to design aging resistant monitors as shown in section 5.1.3. Figure 6.12 shows
the frequency at constant supply voltage of 1.5 V against the time of burn-in.
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(a)

(b)

Figure 6.10.: a) Measurement setup b) connections to the test chip
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Figure 6.11.: On chip voltage, temperature and ring oscillator frequency plus the
resulting control words against time for measurement and burn-
in/stress phases with open loop voltage regulation.
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Figure 6.12.: a) Frequency of the on-chip ring oscillator after several stress phases
measured at a constant supply voltage of 1.5 V. b) Adapted supply
voltages against stress time for a core clock frequency of 4MHz, and
detection window of 0.66 ·Tclk

In Fig. 6.12a, a frequency decay of 4 kHz can be seen between 3 stress phases.
Moreover, in Fig. 6.12b the supply voltage in which control words switch is also
depicted.
In the next step, the supply voltage is regulated by a closed loop configuration.
The voltage regulation is performed off-chip by evaluating the resulting control
words. Based on the resulting control words for a certain monitoring setup, the
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Figure 6.13.: On chip voltage and the resulting ring oscillator frequency against
measurement time for measurement and burn in/stress phases, with
closed loop voltage regulation during measurement phases

voltage is regulated and a minimum operating supply voltage is assigned. Thus, by
assigning the nlimit↓, nlimit↑ and N (number of active clock cycles as observation in-
terval) for defined reliability criteria and a certain clock frequency, a corresponding
power reduction is achieved. Figure 6.13 shows the resulting stress-measurement
cycle and the adapted operating supply voltage. The adapted operating supply
voltage is strongly dependent on the core clock frequency and the remaining tim-
ing slack. In Fig. 6.13 a core clock frequency of 3.33MHz is assigned and a adapted
operating supply voltage of 1.6V for a detection window of 0.66 ·Tclk is achieved.
Figure 6.14 shows the adapted supply voltage determined by AVS which is de-

clock guard-banding AVS guard-banding AVS power

freq. VDD VDD power power saving

6MHz 2.00V 1.56V 2.70mW 1.60mW 41%

8MHz 2.26V 1.80V 4.64mW 2.85mW 39%

Table 6.1.: Measured power savings by the adaptive voltage scaling utilizing the
monitoring approach compared to guard-banding approach for the
fresh circuit

pendent on clock frequency and monitoring settings. Moreover, in this figure the
state of the art guard-banded supply voltage for each clock frequency is depicted,
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clock guard-banding AVS guard-banding AVS power

freq. VDD VDD power power saving

6MHz 2.03V 1.60V 2.77mW 1.68mW 40%

8MHz 2.30V 1.86V 4.87mW 3.06mW 37%

Table 6.2.: Measured power savings by the adaptive voltage scaling utilizing the
monitoring approach compared to guard-banding approach assuming
a worst case performance degradation of 5%
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Figure 6.14.: Dependence of adapted and guard-banded supply voltages on oper-
ating clock frequency for a certain monitoring setup.

considering the worst case guard banding approach (voltage drop of 10%, slow pro-
cess, body temperature of Temp = 37 ◦C). For the AVS scheme two monitoring
clock duty factors of 33% and 66% are shown with detection windows of 0.66 ·Tclk

and 0.33 ·Tclk, respectively. In Fig. 6.14 the dashed lines consider a performance
degradation of 5% due to aging. Nevertheless, this is only a hypothetical value
for the 350nm technology.
At a clock frequency of 8MHz, a supply voltage of 2.26V is assigned for the guard-
banding approach. Assuming a hypothetical 5% aging during the lifetime of the
circuit, the guard-banded supply voltage increases to 2.30 V. Applying the AVS
with a detection window of 0.33 ·Tclk reduces the supply voltage of the new and
aged circuit to 1.80V and 1.86V. The measurements show the quadratic behavior
of power consumption in dependence on supply voltage. While the circuit still
operates error-free and reliable, power savings of 37% and 39% are achieved with
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and without considering the aging, respectively (see Tables 6.1 and 6.2).

6.4. Summary

In applications with strict reliability requirements, the presented in situ monitor-
ing approach enables dynamic adaptation of operating parameters such as supply
voltage and thus decreases the power consumption of the system. By minimizing
the power consumption of the NMS and yet maintaining the required reliabil-
ity, the operating temperature of the implants is controlled. Thus, the potential
health risks to the patients are reduced. Moreover, by assigning the lowest possible
supply voltage while maintaining the required reliability, device aging is reduced
and the lifetime of the circuits is prolonged. In case that errors occur during the
operation, the supply voltage can be adapted to a higher value, which ensures
continuous correct operation of the NMS system for many years. The quantita-
tive evaluations on simulation and measurement results support the applicability
of the reliability monitoring methodology for the neural measurement system.
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Nowadays, more and more electronic devices are being used. In safety critical ap-
plications, electronic devices must satisfy certain reliability specifications, which
are defined by the lifetime requirements. For example, modern cars exploit more
than 80 electronic control units (ECUs) [73]. These semiconductor devices en-
able efficient, safe, comfortable and better performing operation of the vehicles
[104, 71]. However, devices used in vehicles have to withstand wide range of
electrical transients, strong thermal and mechanical stresses [105]. Moreover, an
increased functionality in modern high-end cars is demanded. Thus, the electron-
ics in the car is further increasing [71, 106] and new standards are introduced
to comply with functional safety [107, 108]. Therefore, satisfying high reliability
requirements for such applications is a crucial design goal.
Traditionally, for safety critical applications during the design phase extreme cor-
ner cases were analyzed. However, regardless of the circuit’s application, since the
40nm technology node, reliability assessment is a must during the design phase.
Afterward, during the qualification phase, reliability tests simulate the actual
lifetime stress for the electronic component. This chapter proposes to track the
reliability status of a circuit with high reliability requirements during the lifetime.
Thus, in the monitoring approach presented here, in situ monitors are used to
check the reliability of a circuit under test. All the circuits presented in this chap-
ter are designed and fabricated in a 40nm technology. In the proposed monitoring
approach in situ timing monitoring of the digital logic can be used for reliabil-
ity diagnosis. Moreover, the monitoring approach enables to take the necessary
countermeasures such as adaptation of operating parameters.

7.1. Circuit under Test

To analyze the effect of stress conditions on the circuit and to track the aging of
the devices in 40nm technology, the core logic components are exploited as the
circuit under test (CUT). Thus, CUT includes 15 logic paths equipped with the
monitors developed in this work. At the end of the paths the custom designed
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monitors extract the remaining slack of the path. The paths under test include
the critical path of an arithmetic circuit and combinations of the standard library
elements. Therefore, besides the logic chains in the circuit under test the critical
path of a synthesized circuit is extracted and characterized by the in situ monitors.
Table 7.1 shows the type of the elements used in the paths under test. It should

path number path elements monitor distance to
(binary) type next module

0000 not used in the circuit under test - -

0001 critical path of an 3 b
arithmetic circuit

0010 inverter chain 3 a

0011 inverter chain 3 b

0100 2-input NOR chain 3 a

0101 2-input NOR chain 3 b

0110 3-input NOR chain 3 a

0111 3-input NOR chain 3 b

1000 3-input NAND chain 3 a

1001 3-input NAND chain 3 b

1010 short 3-input NOR chain 3 a

1011 short 3-input NOR chain 3 b

1100 3-input NOR chain 2 a

1101 3-input NOR chain 1 b

1110 20% inverter, 30% 2-input NOR, 1 a
50% 3-input NOR

1111 40% inverter, 60% 2-input NOR 1 b

Table 7.1.: Type of elements used in the path under test. Monitor types 1, 2 and
3 are shown in Figures 5.8, 5.11 and 5.15, respectively. Position “a” is
very close to the next processing module and position “b” has a certain
distance to the next processing modules.

be noted that even if some paths in Table 7.1 are similar, they are equipped with
different monitors and have different distances to the next processing module,
position “a” is very close to the next processing module and position “b” has a
certain distance to the next processing modules. This enables to evaluate the
accuracy of the monitors as well as the effect of distortion by long wires on the
pulses generated by the monitors.
To simplify the control of the test patterns applied to the paths under test, a
clocked ring oscillator is designed which includes the path under test, as shown
in Fig 7.1a. The corresponding timing diagram is shown in Fig 7.1b. In the
clocked ring oscillator circuit shown in Fig 7.1a, the path is stimulated through
an oscillating signal synchronized to the core clock. Thus, no external stimuli are
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required to be applied to the path under test. When the path-enable is deactivated
(logic “0”), the primary input is logic “1” (or “0”). When the path-enable signal
transitions to logic “1” (cycle 1) the primary input transitions to logic “0” (or “1”)
at the same clock cycle. Thus, Q0 is updated to the new value of the primary
input by the clock triggering edge (cycle 2). The value change of Q0 results in a
data transition at the node D1, with the delay of the path under test. Afterward,
Q1 is updated by this value at the next triggering edge of the clock signal (cycle
3). As the path-enable signal is logic “1” the NAND gate operates as an inverter
and the primary input is inverted at cycle 3. Thus, an oscillation occurs which is
synchronized to the internal core logic and has a period of 4 times the clock period.
This is similar to a divide by n = 4 operation. This means that a falling/rising data
transition at node D1 happens every 4th clock cycle. By inserting extra flip-flops
after Q1, n can be changed to the desired value. Adding a flip-flop stage together
with a dummy logic (buffers) will change the occurrence of monitor outputs to
every 3rd clock cycle. The dummy logic ensures that the hold time constraint
of the flip-flops is not violated. In the CUT, 3 flip-flops are used to relax the
timing constraint for the control signal for the monitors (Monitor-Enable) and
the implementation of the TDC.

7.2. Monitoring System

The developed in situ monitoring approach is implemented to evaluate the feasi-
bility and the benefits of the reliability management system utilizing the run time
monitors. As mentioned before, the monitoring system is applied to the digital
logic (ASIC, i.e. the CUTs presented in the previous section). The degradation
level is monitored by in situ timing measurement of the paths under test, where
several monitor structures are implemented. Monitors provide the remaining tim-
ing slack as a pulse to a 5-bit delay line time to digital converter. The path under
test is chosen by a multiplexer (MUX) tree and the TDC provides the remaining
timing slack of the corresponding paths under test as a digital code. The calibra-
tion circuitry of the TDC is implemented on chip. Moreover, the on chip control
circuitry enables different scenarios for qualification of the circuit under test. The
possible scenarios include DC or AC stress conditions as well as measurement cy-
cles. Figure 7.2 shows the top level view of the monitoring system and the paths
under test. According to the SPICE simulations the total power consumption of
the test chip for a measurement cycle is 3.5mW.
The monitored circuitry consists of two similar CUTs. The upper one shown in
Fig. 7.2 is equipped with precise slack monitors (section 5.1.3), as discussed in
Table 7.1. The lower CUT includes the same paths but equipped with 2-bit mon-
itors (section 5.1.2). Figure 7.3 shows the layout of the developed circuitry in the
test chip.
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Figure 7.1.: a) Path under test, in situ monitor, launch and capture flip-flops and
extra circuitry for control purpose. When the path-enable signal is
activated the path oscillates synchronized by the clock signal. b) The
timing diagram of the paths under test

7.2.1. Input/Output Interfaces

The input interface (Fig. 7.4) uploads the control signals serially into the test chip.
It also decodes the control signals before providing them to the target modules.
As the decoding is performed synchronized to the slow external clock, timing
violations in the decoding circuitry do not occur. The control signals include the
select word for the tunable ring oscillator, select bits for the TDC calibration
circuitry, path-select signal for selecting the path under test by the multiplexer
tree, and the enable bit for the monitors. When the control bits are uploaded,
the ring-oscillator-enable signal disables the shift registers. After one triggering
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Figure 7.2.: Top level view of the implemented circuits on the test chip

Figure 7.3.: Layout of the implemented circuits on the test chip

edge of the external clock signal, the ring-oscillator-enable signal enables the ring
oscillator. Therefore, the select bits of the ring oscillator are stabilized before the
ring-oscillator-enable-signal is triggered.
The measurement results are loaded into the output interface. Afterward, the
output interface serially shifts out the results synchronized to the external clock.
Here, based on the value of the output-interface-control (Fig. 7.2) the resulting
data is either written synchronized to the internal clock or is read out by the
external clock. All signals passing through the clock domains are synchronized by
additional flip-flops to avoid timing violations in the new clock domain.
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Figure 7.4.: Structure of the input interface

7.2.2. Clock Generator

In order to exploit different run time frequencies and thus different remaining
timing slacks a tunable ring oscillator is designed and implemented (see Fig. 7.5).
The tunability of the ring oscillator increases the testability of the system. The
generated clock frequency is divided and can be observed by an output pad, as
shown in Fig. 7.2. The control signals of the ring oscillator are applied by the
input interface. The corresponding control circuitry of the input interface for the
clock signal consists of shift registers and binary to semi-thermometer code. The
uploaded and the encoded control word is directly applied to the select bits of
the MUXes shown in Fig. 7.5. The reason for 64 tunable states is that the RO
needs a high tunable range to provide different frequencies and scenarios for the
slack monitoring in different parts of the CUT. In the design shown in Fig. 7.5,
the control word is separated in two parts, a 3-bit binary most significant bits
(MSB) and a 3-bit binary least significant bits (LSB). The encoded binary word
in the input interface results into two thermometer codes for the MSB and LSB
parts. When all select bits are deactivated (logic “0”) the ring oscillator delivers
its highest frequency. Activating each bit in the MSB adds one of the fixed delay
lines to the ring oscillator and increases the clock period, resulting in a lower
frequency at the output. Activating each select input bit in the LSB increases the
input period by approximately 4 times the delay of one inverter and decreases the
resulting frequency accordingly. Figure 7.6 shows the post layout resulting clock
period in dependence of the applied control word.

7.2.3. Selecting the Paths Under Test

The MUX tree selects the pulse representing the remaining slack of one specific
path under test, determined by the path-select signals. Figure 7.7 shows the
Monte Carlo simulations for local variations with 1000 runs for a tree of multi-
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in dependence of the input control word

plexers, starting from a 2 to 1 and finally a 64 to 1 MUX. The MUXes designed for
the standard library are normally optimized in terms of area and speed and not
symmetry. Therefore, the MUX tree is custom designed to increase the symmetry
regarding the inputs. The post layout maximum deviation of the inputs in the
nominal case is 13ps. Figure 7.8a shows the possible design of the custom designed
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�

Figure 7.7.: Maximum output deviations from the input pulse for a MUX structure
using standard library elements

MUX structure to increase the symmetry in correspondence to its inputs. Fig-
ure 7.8b shows the post layout simulation results for a 16 to 1 MUX tree including
corner cases and local variations evaluated by the Monte Carlo simulations.

7.2.4. Integrated Monitors

Precise Slack monitors

Three slack monitors which were discussed in section 5.1.3 are designed and fab-
ricated. Figure 7.9 shows the post layout simulation results including the corner
cases and local variations evaluated by the Monte Carlo simulations.

2-bit in situ TDC Monitor

In parallel to the approach with the precise slack monitors and the time to digital
converter, same paths under test are equipped with 2-bit in situ TDC monitors
(see section 5.1.2). Two structures, with delay elements (4 inverters) and without
delay elements are designed. Figure 7.10 shows the results of this monitor when
including 4 inverters as the delay elements in the monitors.

7.2.5. Slack Measurement by TDC

The operating frequency range is from 200MHz to 1GHz. The clock period is ad-
justed to generate different timing slacks. The delay degradation for the maximum
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Figure 7.8.: a) 2 to 1 custom designed MUX structure. The MUX tree is built by
4 stages of this structure, in total 8 + 4 + 2 + 1 = 15. The layout of
the whole structure is as symmetric as possible to minimize the dete-
rioration for the pulses through different paths in the MUX structure.
b) Post layout simulation results of the custom designed MUX tree
(16 to 1) including the corner cases and the Monte Carlo simulations
considering local variations

frequency determines the resolution. A 5-bit delay line TDC with 31 thermome-
ter code output bits is designed. The TDC captures one pulse and goes to the
disable state (one-shot measurement). Figure 7.11 and Figure 7.12 show the post
layout simulation results. It is necessary to avoid the aging of the TDC. Thus,
in the test circuitry two voltage domains are assigned. One domain is for the
paths under test and monitors with the accelerated supply voltage and another
with the nominal supply voltage for the rest of the circuit. The TDC calibration
pulse is generated on chip and applied to the TDC by the controlling signal. The
calibration pulse is generated at the first input of the MUX tree and is applied to
the TDC when the path-select is “0000”. For the coarse tuning of the calibration
pulse an approach similar to the ring oscillator is used, similar to Fig. 7.5.

TDC calibration circuitry

In order to characterize the implemented TDC, a reference input pulse extracted
from an start and an stop event is required. However, two independent signal
sources are not suitable as they suffer from uncorrelated jitter [98] and the start
and stop signals need to be generated by the same source. Thus, a calibration
unit is implemented, as shown in Fig. 7.13. The calibration-enable generates a
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Figure 7.9.: Deviations of the output pulses for the precise slack generators, post
layout simulations a) the low power latch slack generator (Fig. 5.8,
type 1 in Table 7.1), b) the aging resistant dynamic slack monitor
(Fig. 5.11, type 2 in Table 7.1) and c) the aging resistant static slack
monitor (Fig. 5.15, type 3 in Table 7.1)

transition propagating through the start and the stop delay lines [98]. In the next
step, a calibration pulse is generated and applied to the TDC.
Out of the single characterization pulse, a signal is sent into two independent delay
chains: a fixed-delay chain of elements for the start and a tunable-delay chain of
elements for the stop signal. The tuning code controls the amount by which the
stop signal is delayed from the start signal. The start-stop delay can be tuned in
two steps: a coarse and a fine tuning. The delay line that generates the calibration
stop pulse is made out of three major parts. First, a series of buffers is inserted to
reduce the resulting frequency as the clock of the stop counter. This is similar in
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Figure 7.10.: Post layout results of the output bit word for the 2-bit in situ TDC
monitor, a) corner cases and b) Monte Carlo simulations considering
local variations
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Figure 7.11.: Results of the corner analysis for a) the TDC full range b) the DNLs
for each output word

both calibration start and stop delay lines. The second part is the coarse tuning
delay part. The third part is the fine tuning circuitry. The start signal generation
circuitry includes similar structure as the stop delay line but with fixed setting at
the minimum delays.
The coarse tuning structure is similar to the ring oscillator structure shown in
Fig. 7.5. Each multiplexed structure increases the start-stop difference by 29.6ps
in the nominal case.
The aim of the fine tuning part is to generate sub-gate delays. This means that
delays lower than the delay difference between the upper and lower path of the
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Figure 7.12.: Results of the Monte Carlo Simulations for a) the TDC full range b)
the zoomed in uncertainties due to local variations
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multiplexer structure have to be generated. The circuitry that realizes the fine
tuning is introduced after the coarse tuning part on the delay lines. The fine-
tuning elements have to be controlled in such a way, that a difference in delays
lower than the TDC resolution can be achieved between the start and the stop
signal. Here, analog current-starved tunable-delay inverters or shunt-capacitor
tunable-delay inverters can be used. In this design to minimize the pin count a
digitally programmable delay element is designed and the control word is applied
by the input interface through a serial input pin.
15 digitally programmable delay elements are cascaded and controlled by a ther-
mometer code. Each digitally programmable delay element gives a delay of 2.2ps,
resulting in a delay of 33ps over full thermometer control change for the LSBs.
For an n-bit counter implemented at the end of the start signal generation line,

the maximum width of the calibration pulse is given by Eq. 7.1:

Tcal, max = 2n ·Tstart, min . (7.1)
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S

Figure 7.14.: Tunable delay element used in the TDC calibration circuit

Although the time interval between the start and the stop signal can be tuned in
a coarse (MSBs) and a fine (LSBs) way, the absolute time resolution cannot be
extracted from this information. Up to now the time measurements can determine
the relative TDC behavior [99]. However, the absolute time interval corresponding
to the output word of the TDC has to be measured separately [98].
For this purpose, the counters at the end of both the start and the stop signal
generation lines are implemented (see Fig. 7.13). When the calibration-enable is
activated, the start and stop circuitry form two ring oscillators. At the end of
each delay line, a counter is inserted in order to measure the oscillations of the
start and the stop signal. Outputs of the counters are used to calculate the time
between the start and stop signals. During the known enabling time interval Tcal

of the calibration pulse, the counters are enabled. Since both the start and stop
signal lines are implemented in ring-oscillator-like structures and contain each an
odd number of inverting stages, the signals will oscillate and the counters will
count the number of cycles of the respective full loop oscillations.
The ring-oscillator configuration is beneficial for insensitivity against high-to-low
and low-to-high asymmetries [99]. It is preferable to have the oscillations running
over a relatively long time in order to suppress any possible noise induced delay
variations and to have a stable reference frequency [99].
Finally, the skew ∆T between the signals propagated through the start and the
stop line is then given by [98, 99]

∆Tstart, stop =
Tcal

2
· [(

1

Nosc, stop

)− (
1

Nosc, start

)] (7.2)

where Nosc, start and Nosc, stop are the number of oscillations in the start and stop
ring oscillator structures when the calibration pulse is enabled, respectively. The
absolute time difference ∆Tstart, stop between the start and the stop signal corre-
sponds to the TDC output word. The start and stop counter outputs are written
on the output register bank and accessible during the read out phase by the out-
put interface.
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7. Evaluation of the Monitoring System in Automotive Applications

7.3. On-chip Control for Stress and Measurement

Cycles

By using the stimuli applied to the test chip, four modes of operations are ob-
tained: DC stress, AC stress, measurement and TDC calibration mode. During
the measurement and the AC stress modes, the paths under test are stimulated.
However, only in the measurement mode the timing slack monitors are enabled
by the Monitor-Enable signal. During the DC stress mode, the paths experience
a steady state DC stress.
Figure 7.15 shows three phases for each measurement. In the first step (setup
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Figure 7.15.: Timing diagram in the measurement mode, all phases: setup, one-
shot measurement, readout phase

phase) the control signals are uploaded to the test chip by the serial input, the
external clock and the ring-oscillator-enable. The number of the path to be mon-
itored (path-select), the control word for tuning the clock frequency as well as
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7.3. On-chip Control for Stress and Measurement Cycles

the TDC calibration settings are uploaded in this phase. In the next phase, the
one-shot measurement phase is initiated by the external start signal. If the start
signal transitions to “1”, all paths under test are enabled, i.e. oscillate triggered
by the core clock signal. Afterward, the Monitor-Enable corresponding to the
path-select will be enabled and the remaining timing slack of the path under test
is captured by the in situ monitor. For the first CUT (see section 7.2), the TDC
performs a one-shot measurement of the remaining timing slack of the path under
test. Figure 7.16 shows the corresponding internal signals. For the second CUT
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Figure 7.16.: Timing diagram in the measurement phase, in situ monitoring of the
CUT by precise slack monitors

the remaining timing slack is converted to a digital code by the 2-bit in situ TDC
monitors.
If the path-select is “0000” and a calibration mode is planned, the calibration-
enable signal goes to high during the measurement phase to characterize the TDC.
During the read out phase, the output-interface-control (serializer-read) is acti-
vated and the resulting measurement data are read out serially. The data to be
read out includes the TDC measurement result, the output of the 2-bit in situ
TDC monitors and the result of the calibration circuitry.
The following discusses all modes of operation for the test chips.
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7. Evaluation of the Monitoring System in Automotive Applications

DC stress

In the setup phase the path-select is set to “0000” and the monitors are disabled.
The start signal is set to “0” and does not transition to “1”. Thus the paths are not
oscillating as the path-enable signals connected to them remain zero. The circuit
remains in the idle state in which the devices remain in a DC stress.

AC stress

The path-select is set to “0000” and the monitors are disabled. The start signal
is set to “0” and transitions to “1”. The circuit remains in a state in which all the
paths are enabled and the circuitry experiences an AC stress.

Measurement, calibration of the TDC

The path-select is set to “0000” and the monitors are disabled. The start signal
is set to “0” and transitions to “1”. The circuit remains in a state waiting for the
calibration-enable pulse. The occurrence of the calibration-enable pulse results
in a single shot TDC measurement. After the calibration-enable changes to logic
“0” the output interface provides the results to the output. Figure 7.17 shows the
internal signals corresponding to this mode.

Measurement mode, in situ monitoring of the CUT

The path-select is set to the path number to be monitored. The start signal is
set to “0” and then changes to “1”. All the paths are enabled by the path-enable
signal. The path under test is identified by the path-select in the input interface
module. The Monitor-Enable of the monitor of the path to be monitored and the
TDC-enable are activated after 3 clock cycles, as shown in Fig 7.16. Therefore,
after a DC stress, the worst case degradation is monitored. A single shot mea-
surement by the TDC is performed. Afterward, the output interface provides the
results of the measurement to the output pad.

7.4. Overhead of the Monitoring System

Tables 7.2 and 7.3 show the evaluated overheads for the centralized and decen-
tralized monitoring approaches , respectively. The values are evaluated based on
the implemented paths under test in the chip. An exemplary circuit equipped
with monitors at the end of 5% of the critical paths is assumed and the overheads
for a such circuit are recalculated and shown in Tables 7.2 and 7.3. It should
be noted that considering also the non-critical paths, the overheads will be even
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Figure 7.17.: Timing diagram in the measurement mode, calibration of the TDC

smaller. Moreover, the power overheads are evaluated for a certain clock frequency
(500MHz) and assuming a 100% activity within the circuit under test. The 100%
activity means that the monitors and the TDC are continuously switching. How-
ever, for an online monitoring system in a normal circuit with much less than
100% activity the power overheads drops dramatically as the switching activity
of the paths would be much smaller than 100%. When the monitoring system is
disabled, the power overhead drops below 1%.

7.5. Summary

In safety critical applications, in situ monitoring of the performance can be used
for reliability assessment of the circuit under test. In this chapter the developed
monitoring circuitry for a 40nm technology was discussed. The developed moni-
toring approach observes the effects of degradation mechanisms over the lifetime
of the circuits. Thus, the developed approach provides a useful means to deliver
highly reliable systems with extremely low error rates. By exploiting the result of
the monitoring approach, near future failures can be predicted and maintenance

121



7. Evaluation of the Monitoring System in Automotive Applications

area overhead power overhead

monitor type 1 (Fig. 5.8) 0.3% 1.2%

monitor type 2 (Fig. 5.11) 0.7% 1.5%

monitor type 3 (Fig. 5.15) 0.4% 1.6%

MUX tree 2.0% 0.5%

TDC 8.3% 32.7%

Total with monitor type 1 8.7% 34.2%

Total with monitor type 2 9.1% 34.5%

Total with monitor type 3 8.8% 34.6%

Table 7.2.: Overheads of the centralized monitoring system with precise slack mon-
itors for an exemplary circuit equipped with monitors at the end of 5%
of the critical paths. The power overhead is evaluated when assuming
a 100% activity rate for the paths under test and activated monitors
and TDC.

area overhead power overhead

2-bit in situ TDC monitor 0.6% 2.8%

2-bit in situ TDC monitor 0.7% 3.5%

(with additional delays)

Table 7.3.: Overheads of the decentralized monitoring system with 2-bit in situ
TDC monitors for an exemplary circuit equipped with monitors at the
end of 5% of the critical paths. The power overhead is evaluated when
assuming a 100% activity rate for the paths under test and activated
monitors. The decentralized monitoring system offers lower resolution
with less overheads compared to the centralized approach.

before failure can be performed. Moreover, the extracted data can be used to
adapt the operating parameters and perform a self-healing process for the device
under test.
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In advanced technology nodes due to the strong silicon and system complexities,
product reliability is at high risk. Especially, for safety critical applications en-
suring high reliability requirements increases the costs (design, area, power etc.)
tremendously. Thus, for such applications precise characterization of circuits dur-
ing the design phase to predict the lifetime reliability is more demanding. More-
over, during the functional operation, predicting near-future failures is highly
advantageous as it enables a reliability management during the entire lifetime of
the circuit. Reliability assessment during both the design phase and the lifetime
of the circuit reduces the costs and ensures that the application specific reliability
requirements are satisfied. The scope of this thesis is the assessment of aging
induced performance degradation during the design phase as well as through the
lifetime of digital CMOS circuits.
The effect of different aging mechanisms in advanced CMOS technologies is dis-
cussed in chapter 2. Thereby, the effect of an aging induced threshold voltage
shift on digital components is discussed. For the reliability assessment during the
design phase, NBTI is regarded in this work as a dominant aging mechanism in
65nm and 40nm digital CMOS circuits. This thesis proposes to predict the timing
degradation due to NBTI induced aging with a novel sufficiently accurate circuit
level model, which considers both NBTI stress and recovery. The developed aging
analysis tool is capable of analyzing complex synthesized as well as custom de-
signed digital circuits. The aging analysis tool combines gate level and transistor
level approaches. Thus, it is able to accurately characterize digital circuits with
low computational effort compared to the transistor level approaches. To enable
efficient integration of the models updated for new technologies, the physical model
is separated from the circuit analysis in the aging analysis tool-set. A detailed
description of the developed NBTI aging analysis tool-set and its applications to
several test circuits is provided in chapter 3. As an example, the developed aging
analysis tool is used to determine the reliability of a circuitry which generates a
secure hash algorithm. Here, weak spots of the circuit as well as critical operating
scenarios are identified.
The second part of this work focuses on monitoring the reliability status of the cir-
cuit during its lifetime. Thereby, timing properties of the circuit are observed by
integrated in situ monitors as an indicator for the degradation level. These moni-
tors provide timing information influenced by the current reliability status of the
circuit under test. The monitoring methods and the system level considerations
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are regarded in chapter 4. In this chapter online and offline monitoring concepts
are compared and in both cases efficient placement of the in situ monitors within
the circuit are discussed. In this context, a novel algorithm for the placement of
the monitors in the online monitoring case is introduced.
In chapter 5 the developed in situ monitoring circuitry is discussed and evaluated
through extensive simulations. In this chapter developed designs of different in
situ monitors are discussed. Monitors observe the remaining timing slack of the
path under test. Different approaches with different timing resolution for mea-
suring the remaining slack of the paths equipped with monitors are discussed.
Two main approaches for conversion of the extracted timing information to the
digital domain are categorized as centralized and decentralized. In a decentralized
approach the output of the monitors is a binary value. As an example, the devel-
oped low power/area 2 bit in situ monitors convert the remaining timing slack to
a binary value with 3 timing thresholds. A centralized approach uses precise slack
monitors which extract the remaining timing slack as a pulse. Afterward, a time
to digital converter converts the extracted pulse to a digital value.
Two main safety critical applications to be equipped with the monitoring system
are regarded in this thesis. Chapters 6 and chapter 7 demonstrate the development
of the application specific monitoring systems as well as the results, respectively.
As the first application, the monitoring system is implemented and evaluated in
a chip to be used as a medical implant. Thus, the digital front-end of a neural
measurement system implanted within patient’s brain is equipped with the situ
monitoring system. The efficiency and accuracy of the monitoring system is eval-
uated by simulations and experiments. In chapter 6 in situ monitoring is used
for the reliability diagnosis in combination with adaptive voltage scaling for the
neural measurement system. The monitoring system enables dynamic adapta-
tion of operating parameters such as supply voltage and thus decreases the power
consumption of the chips. Thus, the operating temperature of the implants is
controlled and the potential health risks to the patients are reduced. Moreover,
by adaptive voltage scaling, device aging is reduced and the lifetime of the circuits
is prolonged by adapting the supply voltage to a slightly higher value in case of
degradation. This ensures that the timing specifications are fulfilled. Even by as-
suming a pessimistic aging of 5%, applying the adaptive voltage scaling approach
gives a power saving of 37%.
As the second application, a digital ASIC is chosen. In chapter 7 in situ mon-
itors are implemented for characterizing the circuit under test. Both the above
mentioned centralized approach and the decentralized approach are implemented
in a demonstrator. For applications with high reliability requirements the in situ
monitoring system provides a useful means for maintenance before failure as well
as for a self-healing process through taking countermeasures such as frequency
scaling. As an example the area and power overheads for a circuit equipped with
2 bit in situ monitors with an exemplary percentage of 5% of the critical paths
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is estimated as 0.6% and 2.8%, respectively. The experimental results of the test
chip will be presented within a follow-up project.
The implemented monitoring system offers low power and low area overheads in
combination with high accuracy. Moreover, the monitoring system enables appli-
cation of adaptive voltage and/or frequency scaling methods which in turn reduce
the aging and increase the lifetime of the circuits equipped with the monitors.
The extracted information regarding the reliability status of the circuit under
test can also be used to predict near future failures. Thus, devices can be either
substituted (maintenance before failure) and/or the mentioned adaptive methods
can be carried out. The quantitative evaluations by simulation and experimental
data prove the applicability and the benefits of the monitoring concept for highly
reliable systems.
Nowadays, where electronic devices find their way into every aspect of our lives,
might it be in smart home or automatic driving, demands for the highly reliable
systems is further increasing. Thus, observability of the circuit reliability by an
in situ monitoring system enables to take countermeasures (when necessary) and
thus can have considerable contributions to the safety of the human lives.
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A. List of Symbols

C correlation matrix for the capture and emission mechanisms in
the energy domain

∆Id induced shift of the transistor drain current

∆Vth induced shift of the transistor threshold voltage

∆Vth,R induced shift of the transistor threshold voltage by the removable
NBTI

∆Vth,P induced shift of the transistor threshold voltage by the permanent
NBTI

EAc capture activation energy

EAe emission activation energy

EF Fermi energy

EGL set of interconnect edges

EV energy of the valence band

FF output of the flip-flop

GTL transistor level graph

Id drain current

ID0 drain current at |VGS| = VDD

kB Boltzmann’s constant

ki,j transition probability per unit time

λ scaling factor

µc,e vector of mean activation energies for capture and emission
mechanisms

NBTIP permanent NBTI
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A. List of Symbols

NBTIP,R permanent and recoverable NBTI

NBTIR recoverable NBTI

npre count of pre-errors

nstress−relax number of stress relaxation cycles

NV effective density of states in the valence band

p density of holes

ΦR regular bivariate normal distribution describing the recoverable
NBTI

ΦP regular bivariate normal distribution describing the permanent
NBTI

ρc,e correlation factor between the activation energies for charge
capture and emission

σcs capture/emission cross section

σc standard deviation of the activation energies for charge capture
mechanism

σe standard deviation of the activation energies for charge emission
mechanism

SiO2 silicon dioxide

tAC overall stress time

τc capture time constant

τe emission time constant

TAC AC stress period

Tclk clock period

Tcq clock-to-Q delay of the flip-flop

td, max maximum delay within the circuit

td, crt critical transition time for a path

Temp temperature
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Tjitter clock jitter

tM measurement delay

trelax relaxation time

tstress stress time

Tpd propagation delay through the combinatorial path

Tsetup setup time of the flip-flop

Tskew clock skew

tT transition time

VDD supply voltage

VDS drain source voltage of the transistor

VGS gate source voltage of the transistor

Vstress stress voltage

VTL set of transistor vertices
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B. List of Abbreviations

ATPG automatic test pattern generator

AVS adaptive voltage scaling

BIST built in self test

BTI bias temperature instability

CET capture emission time

CHCI conductive hot carrier injection

CMOS complementary metal oxide semiconductor

CUT circuit under test

DFT design for testability

DNL differential non-linearity

DUF duty factor

DUT device under test

ECoG electrocorticography

ECU electronic control unit

EES electron-electron scattering

FPGA field-programmable gate array

GRO gated ring oscillator

GSM global system for mobile communications

HCI hot carrier injection

HDL hardware description language

HTOL high temperature operation life test
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B. List of Abbreviations

IC integrated circuit

LoC launch-on-capture

LoS launch-on-shift

LSB least significant bit

LUT look-up table

ML master latch output

MO monitor output

MOSFET metal-oxide-semiconductor field effect transistor

MSB most significant bit

MVE multiple vibrational excitation

MUX multiplexer

NBTI negative bias temperature instability

NCHCI non conducting hot carrier injection

NMOS negative channel metal-oxide-semiconductor field effect transistor

NMP nonradiative multiphonon process

NMS neural measurement system

PBC pseudo-thermometer to binary converter

PBTI positive bias temperature instability

PLL phase locked loop

PMOS positive channel metal-oxide-semiconductor field effect transistor

PP potential path

PVTA process, voltage, temperature and aging

RF radio frequency

RO ring oscillator

RTL register-transfer level
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SHA secure hash algorithm

STA static timing analysis

SA switching activity

TDDB time-dependent dielectric breakdown

TDC time to digital converter

TDF transition delay fault

TRC tunable replica circuit

VHDL VHSIC (very high speed integrated circuit) hardware description
language
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