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Abstract—The energy efficiency of a multi-antenna receiver
is influenced by the configuration of the antenna array it
employs, e.g. with more receive antennas, larger capacity can
be obtained while power dissipation is expected to increase.
When compact uniform linear arrays are considered, the distance
between adjacent antennas becomes a critical parameter due to
its close relation to both spatial correlation and antenna mutual
coupling, which are the major effects introduced by compact
antenna arrays. In this paper, we formulate the optimization
of energy efficiency with respect to both the antenna spacing
and the number of antennas, and perform extensive numerical
experiments to evaluate the gain that can be achieved by
applying the optimization results. Moreover, we demonstrate the
effects of various system parameters on the optimal antenna
spacing, including mean angle of arrival, angle spread, average
channel gain, and antenna loss factor, and propose also a simple
approximation method to greatly reduce the complexity in finding
the optimal spacing.

I. INTRODUCTION

As one of the major techniques to meet the ever-increasing
demand in spectral efficiency, the employment of multiple
antennas at radio transmitters and/or receivers promises larger
channel capacity than single antenna systems by exploiting
the spatial diversity. There are also a number of limiting
factors of multi-antenna systems. The associated high hardware
complexity and power dissipation necessitate careful design
to improve the energy efficiency of these systems. On the
other hand, physical restriction on the size of communication
devices limits the maximal number of antennas that can be
deployed, the problem of which can be approached by using
compact antenna arrays. Conventionally, the spacing between
adjacent antennas is taken as half of the wavelength, which
satisfactorily reduces the effects of mutual coupling between
antennas. Moving the antennas still closer leads to pronounced
spatial correlation [1] and strong mutual coupling [2], the
effects of which on the channel capacity have been thoroughly
investigated. Applying circuit theory to communications, the
authors of [3] developed a linear multiport model for multi-
antenna systems which is in consistency with the underlying
physics. The model has been adopted by other works such as
[4] for investigations of various communication systems with
compact antenna arrays.

The introduction of spatial correlation to receiver noise by
antenna mutual coupling and the impedance matching network
is explained in [3], which further gives closed form expressions
for the noise covariance matrix as a function of the antenna
spacing for isotropic radiators. The paper showed the potential
of exploiting the coupling effects with signal processing, by

demonstrating the enhancement of transmit and receive array
gains with antenna spacing well below half of the wavelength.
In this paper, we consider a multi-antenna receiver with a
compact antenna array and focus on the optimization of energy
efficiency of the system with respect to the array parameters,
including antenna spacing and the number of antennas. Such
a formulation addresses the issues of both power consumption
and space requirement associated with multi-antenna systems,
and has not been explored yet to the best of our knowledge.
In particular, we attempt to get insight on the dependency of
the optimal antenna spacing on the number of antennas in
the array, as well as the dependency of both on channel and
background radiation conditions likewise antenna loss factors.

II. SYSTEM MODEL

We consider a single-input multiple-output (SIMO) system
with M isotropic receive antennas which are deployed as a
uniform linear array (ULA), i.e., the antennas are located on a
straight line with uniform spacing in between. With the spatial
correlation induced by propagation taken into account and
the assumption of a Rayleigh flat-fading channel, the received
signal can be modeled as

y =
√
αR1/2hx+ n, (1)

where x ∈ C is the transmitted symbol with E
[

|x|2
]

= 1,
the positive scalar α stands for the average combined power
gain of the transmit power and the wireless channel, h ∈ CM

denotes the channel vector which contains i.i.d. Gaussian
distributed entries with zero mean and unit variance, and
n ∈ CM represents the additive noise in the receive signal.
We explain next in more detail how the correlation matrix R
and the covariance matrix of the noise vector are obtained.

A. Spatial correlation model of the ULA

Spatial correlation in the received signals of a multi-
antenna system is introduced by sparse scattering in the
propagation environment, and can be more pronounced when
the separation of the receive antennas is not large enough. The
modeling of the spatial correlation in MIMO systems has been
well studied, e.g. [5]. However, most of these works restrict the
multipath components arriving at the antenna array to be on
the same plane in which the array also lies. This requires only
a 2D modeling of the geometric relation between the signal
paths and the antenna array, but overlooks the fact that the
scatterers and reflectors on the way of propagation posses both
different azimuths and elevations. We derive in the following a
more general spatial correlation model which allows one more
degree of freedom in the angles of signal arrivals.
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Let us enumerate the antenna elements of the ULA sequen-
tially by integer numbers 0, 1, . . . ,M − 1, and take antenna 0
as the reference antenna. We set up a 3D coordinate frame
where this antenna is located in the origin, as shown in
Figure 1. Suppose the receive signal arrives with a group
of signal paths where the central arriving direction is in
parallel with the z-axis. We define the angle of arrival (AOA)
as the angle between the ULA-axis and the direction from
which the wavefront is impinging on the antenna array. With
this definition, the end-fire direction refers to the AOA of
0 degree, whereas the front-fire direction refers to the AOA
of 90 degrees. Let the average AOA be denoted with θ0,
i.e. the angle between the ULA-axis and the z-axis is θ0.
Furthermore, we restrict the ULA-axis to lie in the y-z plane
so that the coordinate system is fully determined. Consider that
the maximal AOA deviation from θ0 is ∆θ, and that the angle
between the potential signal paths and the z-axis, denoted
with θ, is continuously distributed on [0, ∆θ ]. On the other
hand, the angle between the x-axis and the projection of the
signal path to the x-y plane, denoted with φ, is continuously
distributed on [0, 2π ]. In Figure 1, we illustrate one signal path
with the straight red line. Let A be a point on that line with
distance r to the origin, and let point D indicate the location
of antenna 1. The coordinates of the two points are given by

A (r sin θ cosφ, r sin θ sinφ, r cos θ) , D (0, d sin θ0, d cos θ0) ,

where d is the uniform antenna spacing. The corresponding
AOA of the signal path, denoted with ϕ, can be obtained via

cosϕ = sin θ sinφ sin θ0 + cos θ cos θ0,

from which we can directly compute the array steering vector

a(θ, φ) =
[

1 e−jkd cosϕ · · · e−j(M−1)kd cosϕ
]T

,

where constant k = 2π/λ and λ denotes the wavelength
of the signal. Assuming the signals impinge with uniform
power density (constant power per area), the spatial correlation
feature of the antenna array is captured by the matrix

R = ξ

∫ 2π

φ=0

∫ ∆θ

θ=0

sin θ · a(θ, φ)aH (θ, φ) dθdφ,

where the constant scalar ξ ∈ R+ normalizes the diagonal
elements of the matrix to unity. Note that the positive semi-
definite matrix R depends on the antenna spacing d and the
mean AOA θ0 via the array steering vector a, and is also
dependent on the angle spread of the multipath components
indicated by 2∆θ. The matrix R1/2 as in (1) is a matrix square
root of R, that is, it satisfies R = R1/2R1/2,H.

B. Noise correlation

Antennas respond to the total electromagnetic field which
consists of the superposition of the incident field and the field
which is caused by the antennas themselves by their acting
as scatterers. This scattered field of the antennas manifests as
mutual coupling between their excitation ports. Various works
have investigated the effects of antenna coupling on received
signal component e.g. [6] as well as on noise e.g. [7]. It was
pointed out in [3] that both intrinsic and extrinsic noise of the
receiver are affected by antenna coupling, where the former
refers to the noise caused by the low noise amplifier (LNA) and
subsequent circuit components, and the latter originates from
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Figure 1. Obtaining a 3D spatial correlation model for a ULA of isotrops

the background radiation picked up by the array of antennas.
Furthermore, [3] gives analytical expressions of an impedance
matching network at the receiver side which is capable of
decoupling the antennas. In the special case of ULA and
isotropic background radiation, the covariance matrix of the
noise vector n in model (1) can be given analytically by

Rnn = E
[

nnH
]

= σ2 (C + γ · 1M ) ,

where the matrix C, computed as

C =









1 j0(kd) j0(2kd) j0(3kd) · · ·

j0(kd) 1 j0(kd) j0(2kd)
. . .

...
. . .

. . .
. . .

. . .









∈ R
M×M

with j0(x) =
sinx

x
, results from the mutual coupling between

antennas, and the term γ ·1M accounts for the heat loss of the
antennas with γ being the constant loss factor i.e., the ratio
of the effective loss resistance and the radiation resistance of
the antennas. The parameter σ2 denotes the noise power per
antenna when the antennas are lossless, i.e., γ = 0. We make
the assumption of isotropic background noise mainly for better
tractability of the problem, yet it can be justified for many
scenarios e.g. with receivers employing well designed LNA or
operating in an environment with substantial interference. It
can be shown that the matrix C is real-valued, Toeplitz, and
positive definite for real-valued d 6= 0. With spacing d ∈ λ

2N,
we have C = 1M , which means that mutual antenna coupling
does not introduce noise correlation when the antenna spacing
is integer multiples of half of the wavelength. For all other
spacings, the off-diagonal entries of C are nonzero.

C. Ergodic capacity and power consumption

Suppose the receive signal y is passed through a linear filter
with coefficients w ∈ CM . The signal-to-noise ratio (SNR) at
the filter output is computed as

SNR(w) =
α

σ2
·
wHR1/2hhHR1/2,Hw

wH(C + γ · 1M )w
,
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given that the receiver has perfect knowledge of h. Optimizing
the filter coefficients results in the maximum SNR of

SNRmax =
α

σ2
· hHR1/2,H (C + γ · 1M )

−1
R1/2h.

The ergodic channel capacity in bit/sec/Hz when the optimiza-
tion of the filter coefficients is adaptively employed by the
receiver is therefore given by

C = E
[

log2

(

1 +
α

σ2
· hHR1/2,H (C + γ · 1M )

−1
R1/2h

)]

.

The dependency of C on the antenna spacing d lies both in the
spatial correlation matrix R and the mutual coupling matrix
C . It should also be noted that C is likewise a function of the
distance d and the number M of receive antennas.

Power is dissipated in the receiver by its RF chains as
well as baseband processing units. The main power-consuming
components of the RF chain include the LNA, the analog-
to-digital converter (ADC) and the frequency synthesizer [8].
Part of this power consumption is related to the data rate
that can be achieved, for example, the power consumption of
the ADC depends exponentially on its resolution [9]. For the
baseband processing, decoding is known to be the dominant
power-consuming module [10], which is yet much influenced
by technical details such as the specific decoding scheme and
the number of iterations. For simplicity, we model the power
consumption of the receiver as

P = M · c0 + c1, (2)

where the power consumption of one RF chain and the circuit
power of other processing units of the receiver are represented
by constants c0 and c1, respectively. Although the dependency
on data rate is not reflected, (2) can be regarded as an
average power consumption model which is suitable for our
optimization problem on the static system parameters d and
M . For simulations we have taken c0 = 10 mW, c1 = 50 mW.

III. MAXIMIZATION OF ENERGY EFFICIENCY

The ratio between channel capacity or achievable data rate
and the power consumption of the system, which gives the
number of bits conveyed per consumed Joule of energy, is a
common and straightforward figure of merit to measure the
energy efficiency of communication systems. With the ergodic
capacity and power consumption formulas derived in the
last section, we formulate the energy efficiency maximization
problem with respect to the number of receive antennas M
and the uniform antenna spacing d of the ULA as

max
M,d

C(M,d)

P (M)

△
= η(M,d), (3)

where η has the unit bit/Joule/Hz. A practical constraint that
might be necessary to add to (3) is an upper limit on the
geometric aperture of the array given by (M − 1)d. In this
work we focus on the unconstrained problem, and interestingly,
we will see that the optimal antenna spacing d∗ and the
optimal number of antennas M∗ that gives the maximal energy
efficiency η∗, lead in fact to a rather small array size.

We restrict the optimization variables M to be a positive
integer and d a positive real number. A straightforward way to
solve (3) is to first optimize d by using line search with fixed

M , and then enumerate M to look for peaks in the function
η. It turns out the search space for this procedure is quite
moderate, since we do not need very high precision of d∗ (a
searching step size of 0.01λ is used in the simulations), and
the optimal antenna number M∗ is also not extremely large.

IV. NUMERICAL RESULTS AND ANALYSIS

For numerical studies on the solutions of (3), we compute
the ergodic capacity C by averaging over 2 × 105 randomly
generated channel realizations. The carrier frequency does
not influence the optimization results given that the antenna
spacing d is expressed in terms of the wavelength λ.

A. Optimal antenna spacing with given antenna number

Noting that the power consumption P does not depend on
d, we find that with fixed number of antennas, the optimal
antenna spacing d∗ is in fact the capacity maximizer. Figure 2
shows the variation in C with respect to d in both end-fire and
front-fire directions, and with several chosen values of γ and
∆θ, when the antenna number is fixed to 4. Oscillations can
be expected due to the sinc function that appears in elements
of the coupling matrix C . Obviously, the system behaves
very differently in the front-fire and the end-fire directions.
In the end-fire scenario, the optimal spacing approaches 0 if
the antennas are lossless, and an optimal spacing below λ/2
can be found when the antenna loss is small. It is also worth
noting that the optimal spacing increases with more antenna
loss. However, in Figure 2(c), we see that it takes a rather
large antenna spacing before the capacity curves settle down
to oscillate around a stable average capacity. It can be further
observed that with larger angle spread, this coherence spacing
decreases. This effect is due to the better ability of the antenna
array to obtain diversity when d increases. With rather lossy
antennas, the stable capacity value that the curves converge
to can be larger than the capacity achieved at the first peak,
leading to an undesirable situation d∗ ≫ λ/2. Fortunately,
after a closer inspection, we find that the difference in the
achieved capacity at the coherence spacing and at the first peak
is rather small given γ not extremely high. Therefore, in the
end-fire direction, we can restrict the search for d∗ within λ/2,
as it does not make sense to use a very large antenna spacing
that gives rather limited gain in capacity. The optimal antenna
spacing in some of the test scenarios are listed in Table I.

In the front-fire direction on the other hand, the optimal
spacing is generally between λ/2 and λ, and is not sensitive
to antenna loss. With small to medium loss of the antennas,
the maximal capacity achieved in the front-fire direction is
typically less than that of the end-fire direction, especially
when the angular spread is small. In the following, we focus
on the scenario where the mean arriving angle of the receive
signal is in the end-fire direction due to the better performance
with this configuration. Yet the robustness of using the front-
fire direction against antenna loss also has the potential to be
exploited in certain applications.

We further explore the dependencies of the optimal antenna
spacing on the number of antennas as well as on α/σ2, the
results of which are shown in Figure 3(a) and 3(b). It turns out
that d∗ is almost independent of α/σ2, which means that the
array configuration can stay optimal irrespective of changes
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Figure 2. Ergodic capacity C in bit/sec/Hz as dependent on the antenna spacing d (M = 4, α/σ2
= 0 dB)
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Table I. OPTIMAL ANTENNA SPACING d
∗ IN FRACTIONS OF λ

θ0 ∆θ γ = 0 γ = 0.01 γ = 0.1

M = 2

0
→ 0 → 0 0.14 0.23
π/6 → 0 0.15 0.24
π/3 → 0 0.17 0.28

π/2
→ 0 0.72 0.72 0.72
π/6 0.71 0.71 0.71
π/3 0.66 0.66 0.66

M = 4

0
→ 0 → 0 0.27 0.34
π/6 → 0 0.28 0.35
π/3 → 0 0.31 1.82

π/2
→ 0 0.82 0.82 0.82
π/6 0.70 0.70 0.70
π/3 0.63 0.62 0.61

in the path loss of the channel, as well as changes in the
strength of the background radiation. On the other hand, it is
rather surprising to observe that d∗ is not exactly a monotonic
function of M when ∆θ → 0. As shown in Figure 3(a),
there are a few points at which the value of d∗ has a sudden
decrease. This is caused by the small ripples which appear
around the peaks in the capacity curves. As M varies, a small
ripple could become pronounced until it surpasses the peak,
thus changing d∗ in a discontinuous manner. Such behavior is
confirmed also with the so-called eigenvalue approximation.
The ergodic capacity of the channel can be upper bounded,
according to Jensen’s inequality, by

C ≤ log2

(

1 +
α

σ2
· E
[

hHR1/2,H (C + γ · 1M )
−1

R1/2h
])

= log2

(

1 +
α

σ2
· tr
(

R1/2,H (C + γ · 1M )−1
R1/2

))

= log2

(

1 +
α

σ2
·

M
∑

i=1

λi

)

,

where λi, i = 1, . . . ,M denote the eigenvalues of matrix
R1/2,H (C + γ · 1M )

−1
R1/2. Obviously, the optimal antenna

spacing that maximizes this capacity upper bound is indepen-
dent of α/σ2, and it coincides with the optimal spacing we
obtain from averaging over 2× 105 channel realizations very
well (though the gap between the capacity and its upper bound
is quite significant). This means, the offline search for d∗ can
be greatly simplified by using the eigenvalue approximation.

B. Energy efficiency maximizing array configuration

The variation of energy efficiency with respect to M when
d is optimized is shown in Figure 3(c) for α/σ2 = 0 dB. There
are clearly optimal values for M , which are quite small for
the illustrated test scenario. The well-known trade-off between
energy efficiency and spectrum efficiency [11] is seen here as
for M < M∗, η and C can be improved at the same time by
increasing M , while for M ≥ M∗, the increment in capacity
by employing more receive antennas leads to degradation of
the energy efficiency of the system. The energy efficiency of
the conventional usage of d = λ/2 is drawn with dashed lines
for comparison. The considerable gap in η∗ emphasizes the
necessity of performing optimizations on d and M .

Finally, in Figure 4, we show the variation in the optimal
number of antennas M∗, the optimal array size d∗(M∗ − 1),
and the maximal energy efficiency η∗ with respect to α/σ2.
With increasing α/σ2, less antennas and less space between
the antennas are required for improving the energy efficiency

of the system, and the decrease in M∗ and the optimal array
size is close to being linear in α/σ2. The potential of compact
antenna arrays is clearly seen for a wide range of α/σ2. Note
that the specific numbers of M∗ can be different if other values
of the constant power consumptions c0 and c1 are chosen, yet
the trends as shown in the figures are representative.

V. CONCLUSION

We investigate in this work the improvement of energy
efficiency of a SIMO receiver which employs a compact ULA
and receive linear beamforming, by optimizing the number
of antennas in the array and the uniform spacing between
them. To this end, a signal model that considers both spatial
correlation and antenna mutual coupling is employed, and the
maximization of the ratio between the ergodic channel capacity
and power consumption of the receiver is formulated. From
extensive numerical studies, we have learned the following: (i)
Larger capacity can be achieved with received signals centered
around the end-fire direction of the antenna array, while the
front-fire direction exhibits better robustness against antenna
heat loss; (ii) In the end-fire direction, the capacity-maximizing
antenna spacing is below half of the wavelength and increases
in general with growing number of antennas; (iii) The optimal
antenna spacing is practically independent of the path loss of
the fading channel and the strength of the noise, and can be
obtained via the eigenvalue approximation; (iv) With good
channel conditions and a less noisy environment, compact
antenna arrays with a small number of antennas located close
to each other is favorable from an energy efficiency point
of view. The presented methods and results can serve as
theoretical guidance for the deployment of uniform linear
antenna arrays for low-power communication devices.
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