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Abstract

During the last two decades, great progress has been made in the field of neutrino
physics. A large number of experiments have confirmed that neutrinos change their
flavour during flight, which is generally accepted as a proof that neutrinos are massive.
However the absolute values of neutrino masses, as well as the mechanisms that lead to
massive neutrinos, are still unknown. Neutrinoless double beta decay is a hypothetical
process that could probe many of the outstanding questions related to neutrino mass.
The existence of this process would imply that neutrinos are their own anti-particles,
so called Majorana particles, and the rate at which this process occurs allows to draw
conclusions on the absolute values of neutrino masses. Furthermore, this process directly
violates the conservation of lepton number, which could help in explaining the observed
asymmetry between matter and anti-matter in the universe. EXO-200 is searching for
neutrinoless double beta decay of 136Xe with an expected sensitivity on its half-life of
more than 1025 years.

This text describes the techniques by which EXO-200 deduces a limit on the half-life
of this decay. The reconstruction of physics events in the detector data is presented,
and a detailed description of the reconstructed data used for the analysis of neutrinoless
double beta decay is given. An analysis which makes use of 2 years of reconstructed
detector data is discussed, which yields a lower limit on the neutrinoless double beta
decay of 136Xe of 1.1× 1025 yr. A metric that aims to give a better quantification of the
spatial extent of detector events is introduced and used in a reanalysis of the data for
improved background discrimination. Finally, a discussion of the results is given.
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1. Introduction

Although first postulated already over 80 years ago, and experiments as well as theory
have made great progress in the last decades, the neutrino still has not revealed all of its
secrets. A circumstance that is quite unique among the known elementary particles. The
reason for this is that neutrinos interact very weakly with matter, which gave the force
by which this interaction is mediated its name. Despite the fact that a huge amount
of neutrinos are all around us - about 65 billion solar neutrinos pass through an area
as small as a thumbnail every second [1] - only 40 interactions per year are expected to
happen from these solar neutrinos within a human body1.

Before being discovered experimentally, the neutrino was postulated by Wolfgang
Pauli in an attempt to rescue the fundamental principle of conservation of energy and
angular momentum. Unlike the discrete lines that were seen in alpha and gamma decays
of radioactive Isotopes, the spectra of electrons in beta decay were discovered to be
continuous. Pauli tried to explain that fact by introducing a new electrically neutral
particle that was emitted together with the electron.

More than 20 years later in 1956, Cowan and Reines first detected the electron an-
tineutrino via the use of beta capture [3]. They placed two water tanks with dissolved
cadmium chloride next to a nuclear reactor and detected the scintillation light of both,
the prompt annihilation gamma, and the coincident gamma emitted after neutron cap-
ture on 108Cd. In 1962, Lederman, Schwartz and Steinberger showed that more than
one flavor of neutrinos exists, by detecting the creation of charged particles in a muon
neutrino beam [4]. After the tau lepton was discovered, it was generally believed that
there would exist also a third flavor of neutrino, the corresponding tau neutrino. It was
detected in 2000 by the DONUT collaboration [5].

In the 1970s, the Homestake Experiment [6] and several subsequent experiments de-
tected a deficit in the rate of detected electron neutrinos compared to what was ex-
pected if the Standard Solar Model was correct. Some 20 years later, experiments like
Super-Kamiokande [7] and the Sudbury Neutrino Observatory [8] showed, that neutrinos
change flavor while travelling through space and therefore became invisible to those ex-
periments that were only sensitive to electron neutrinos. This fact is known as Neutrino
Oscillation and does exist because neutrinos have mass.

As of today the oscillation parameters are known to good precision and it is established
that neutrinos have a small but non-zero mass. The absolute differences in mass between
the three neutrino flavors are known, however some questions are still unanswered. In

1 Solar neutrinos have low energy and thus their (measurable) interaction is dominated by neutral
current scattering off electrons, whose cross section σ is approximately 1× 10−45 cm2 [2]. An average
human body weighs 70 kg and thus contains approximately N = 2 · 1028 electrons. With the solar
neutrino flux density of Φ = 6.5× 1010 cm−2s−1, this gives Φ ·N · σ ≈ 40 yr−1.
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1. Introduction

the Standard Model of particle physics only vanishing neutrino masses seem natural and
the question remains why neutrino masses are non-zero but small. While the absolute
value of the mass differences is known, their sign as well as their absolute scale is not.
Besides the fact that the mass of neutrinos is not known, also the origin of this mass is a
mystery. Although neutrino masses could be added to the Standard Model in the same
way as the masses of other fermions by introducing right-handed neutrinos, this seems
somewhat implausible considering the fact that neutrino masses are so much smaller
than those of the charged leptons and quarks (see figure 2.1), and it is believed that
neutrinos acquire mass via a different mechanism than the other fermions. There exist
appealing models, which explain the smallness of neutrino masses by introduction of
very heavy right handed neutrinos, so called seesaw mechanisms. These mechanisms
however require the neutrino to be its own anti-particle, a so called Majorana particle,
a property that the neutrino might possibly have because it does not carry any charge.

Among other types of experiments that directly search for the mass of neutrinos,
such as KATRIN [9] or cosmological surveys such as Planck [10], experiments that are
searching for the hypothetical neutrinoless double beta decay can shed new light upon
many of the open questions. The double beta decay of a nucleus without the emission
of (anti-)neutrinos obviously violates the total lepton number by two units and requires
the neutrino to be a Majorana particle. The existence of such a process would be a
clear sign for new physics not described by the standard model of elementary particles.
Furthermore, conclusions on the neutrino mass can be drawn from the rate at which this
process occurs.

The chance to better understand the world on its smallest scales and to find out more
about the properties of nature’s most fundamental ingredients, the elementary particles,
is motivation enough to search for the existence of this process. However the properties
of this tiny particle have also important consequences on the largest imaginable length
scales. Massive neutrinos might contribute significantly to the total energy density of the
universe and therefore play an important role in its temporal evolution and formation
of its large scale structures. Knowing the size of the neutrino masses therefore allows to
better constrain other parameters in cosmological models, and hence, in summary, might
result in a better understanding of the universe. The inherent lepton number violating
nature of Majorana neutrinos, which could manifest itself in neutrinoless double beta
decay, could also contribute to the solution of one of the most important unsolved
problems in today’s understanding of the universe: The apparent prevalence of matter
over antimatter, which can not be explained by the current standard model of particle
physics. Fukugita and Yanagida however showed in 1986, that the observed asymmetry
of baryons in the universe could as well be generated by a lepton number violating process
induced by the possible Majorana nature of neutrinos. The lepton number (L) excess
created in this way could efficiently be transformed into a baryon number (B) excess via
a B−L conserving standard model process [11]. The observation of neutrinoless double
beta decay hence would mark an important discovery with implications on a broad range
of questions in fundamental physics.

The EXO programme is searching for this process in the isotope 136Xe. Its current
stage, EXO-200 is using 200 kg of enriched xenon in liquid phase and has made the first
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observation of the two neutrino decay mode of 136Xe [12, 13] and has placed a limit on the
half-life of the neutrinoless mode [14, 15] of 1.1× 1025 yr, a time almost 1015 times as long
as the age of the universe. The hunt for such a rare process requires great control over
radioactive backgrounds, which might otherwise completely overwhelm the tiny signal.
Consequently, EXO-200 is built from ultra low radioactive materials and its design as
a time projection chamber allows to better discriminate the residual backgrounds from
the signal by their event topology.

This dissertation describes the analysis of data taken between September 2011 and
September 2013. Much work has been put into the reconstruction of events from raw data
and the restoration of the positions at which energy was deposited in the detector. After
a theoretical motivation for the search for neutrinoless double beta decay in chapter 2 and
a description of the experimental setup in chapter 3, this will be detailed in chapter 4.
The processing of the reconstructed data and corrections that are applied to compensate
detector nonlinearities are discussed in chapter 6 and the energy calibration procedure
is outlined. Chapter 7 presents the data selection criteria, and the efficiencies and
associated systematic errors are discussed for each cut that is applied to the data set. In
chapter 8, the background model is presented and the limit on neutrinoless double beta
decay of 136Xe is extracted in a fit of the model to the data. Based on the work done
for the position reconstruction, a finer graded metric for the spatial extent of detector
events has been developed. This is presented in chapter 5, and a first analysis which
makes use of this metric for improved background discrimination is shown in section 8.4.
Finally, a conclusion and outlook is given in chapter 9.
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2. Neutrino mass and double beta
decay

In this chapter, the nature of massive neutrinos is discussed. First, the theoretical
description as well as subtle differences between massive and mass-less as well as charged
and neutral fermions are presented, followed by a discussion of the flavor mixing of
massive neutrinos. Finally, the process of nuclear double beta decay is introduced, and
the connection between the decay rate of the neutrinoless mode and neutrino masses is
shown. This chapter is based largely on standard textbooks on the subject [16–18] and
some detailed review papers (e.g. [19–22]).

2.1. Massive neutrinos

Particles with half-integer spin are described by the Dirac equation

(iγµ∂µ −m)ψ = 0, (2.1)

where the particle is associated with the field ψ and the gamma matrices follow the
anti-commutation relations [

γµ, γν
]

+
= 2gµν . (2.2)

The solution to this equation is generally an object with four independent complex
components. Dirac had electrons in mind when he created this equation, and indeed
for electrons and other charged massive fermions all four components are required for a
correct description. At the time the Standard Model was built, neutrinos were considered
mass-less. For mass-less fermions, the Dirac equation simplifies to

iγµ∂µχ = 0. (2.3)

This is called the Weyl equation, whose solutions χ are called Weyl-fields and can be
described by only two independent complex components (or 4 real components). A
Weyl-field is a state with definite chirality, i.e. it is either left-handed or right-handed,
but not a combination of both, in contrast to massive fermion fields which can be
described as the linear combination of a left-chiral state and a right-chiral state. In 1957
Goldhaber et al. experimentally verified that only left-handed neutrinos take part in
the weak interaction [23]. Subsequently, the weak interaction Lagrangian contains only
left-handed neutrinos

L = − g√
2

∑
l

ν̄lLγ
µl−LW

+
µ + h.c.− g

2 cos θW

∑
l

ν̄lLγ
µνlLZ

0
µ, (2.4)
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2. Neutrino mass and double beta decay

and right-handed neutrinos are not part of the Standard Model. Therefore neutrinos in
the Standard Model are left-chiral Weyl-fields.

However as a deficit in the number of electron neutrinos originating from the sun was
observed [6], the question arose whether neutrinos might change flavor during flight,
a property that would arise naturally if neutrinos have mass. And indeed over the
past decade, several experiments asserted beyond doubt, that neutrinos change flavor
during flight [7, 8, 24] and therefore have a small but nonzero mass. Consequently the
description of neutrinos as Weyl-fermions must be abandoned. This changes the way
how neutrinos can be described at a fundamental level and simultaneously gives birth
to new questions.

Since neutrinos are massive, they cannot be described by equation 2.3. Instead the
full Dirac equation must be used. However, for fields that carry no charge such as the
neutrino, one can impose the following requirement

ψ = eiαψ̂ (2.5)

without violating charge conservation. Here

ψ̂ := γ0Cψ
? (2.6)

is the charge conjugate field. Equation 2.5 says that the field and its charge conjugate
are equivalent up to a complex phase, or in other words, that the particle is its own anti-
particle. This is called the Majorana condition and effectively reduces the number of
independent complex components of such fields to two. So the question that needs to be
asked is whether the neutrino is a four component field which is described by the Dirac
equation or whether it is a two component field, a so called Majorana field, which is
subject to the additional requirement 2.5 and therefore is its own anti-particle. To date
experiments searching for neutrinoless double beta decay are the only experiments that
could answer this question. If the process exists, neutrinos must be Majorana particles.

Another question that comes up naturally is, why neutrino masses are so small. Direct
mass searches using the beta decay of Tritium currently set an upper limit of 2.05 eV/c2

(95 % CL) on the mass of the electron neutrino [25, 26]. Analyses of the cosmic mi-
crowave background data obtained from the Planck satellite give a somewhat model
dependent upper limit on the summed neutrino mass of 0.23 eV/c2 [10]. This means
that neutrino masses are extremely small compared to the masses of all other fermions
(see figure 2.1).

In the Standard Model, fermion masses are generated by coupling the fermion fields
to the vacuum expectation value of the Higgs field after the symmetry is spontaneously
broken:

− Lmass = gφ0ψ̄ψ, (2.7)

with the (constant) vacuum expectation value of the Higgs field φ0 and a Yukawa cou-
pling constant g which is to be determined experimentally. Neutrino masses could be
added to the Standard Model in exactly the same way by adding right handed Dirac neu-
trinos to the model and choosing g adequately. However, to produce such small neutrino

6



2.1. Massive neutrinos
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Figure 2.1.: Masses of known fermions. The upper limit on neutrino masses is ≈ 1 eV/c2,
whereas the mass of the other fermions is at least 6 orders of magnitude higher.
While the masses of the charged fermions also span across 6 orders of magni-
tudes, the mass range within one family is only about 1-2 orders of magnitude.
Neutrinos however do not seem to fit in the scene.

masses, the coupling to the Higgs field must be much less than for other fermions. This
seems unnatural and other theories that explain this discrepancy are generally preferred.

All fermion masses in the Standard Model are of the form 2.7 or

mDψ̄LψR + h.c., (2.8)

with the Dirac mass mD. For Majorana fermions, one can add mass terms of the form

mM χ̄Lχ̂R + h.c., (2.9)

with the Majorana mass mM , which couples the field χ to its CPT conjugate χ̂. Such
terms do not conserve lepton number. However this conservation law is empirical, i.e.
there is no fundamental symmetry that would require the lepton number to be conserved.
Neutrinoless double beta decay obviously would violate conservation of the lepton num-
ber by two units. If one chooses the Majorana fields νL, νR and their CPT conjugates
as a basis, the most general mass term for one generation of neutrinos can be written in
the from

− Lmass =
1

2

(
ν̄L ¯̂νL

)(mL
M mD

mD mR
M

)(
ν̂R
νR

)
, (2.10)

with Dirac mass mD and Majorana masses mL
M and mR

M . If mi
M are set to zero, this

equation just reproduces 2.8 and the resulting neutrino is of Dirac type. In the general
case, where mD and mi

M are non-zero, one can diagonalize the matrix in 2.10 and one

7



2. Neutrino mass and double beta decay

obtains two eigenstates which are of Majorana type, i.e. they obey 2.5. One can now
assume that mD is generated in the usual way via coupling of the neutrino field to the
Higgs vacuum expectation value with coupling strength g on the same order as for the
other fermions. If one further assumes mL

M = 0 and mR
M lies at a very high mass scale,

i.e.
mR
M � mD, (2.11)

then the matrix in 2.10 has the eigenvalues

m1 '
m2
D

mR
M

, m2 ' mR
M . (2.12)

This shows that by introducing a heavy Majorana neutrino, the mass of the other neu-
trino is scaled by a factor of mD/m

R
M compared to the mass that is generated via coupling

to the Higgs field. This mechanism is called Type I Seesaw [27]. Assuming that mD is
on the order of the τ lepton, then, to generate neutrino masses less than 1 eV, the scale
for the heavy neutrino mass is

mR
M & 5× 109 GeV (2.13)

in this model. Various other Seesaw mechanisms are proposed, e.g. [28, 29]. They all
have in common that they generate a small neutrino mass by introducing one or more
new, heavier neutrinos.

2.2. Neutrino oscillation

Generally the neutrino states that appear in the weak interaction part of the La-
grangian 2.4 need not be the same as the states appearing in the mass term of the
Lagrangian. And indeed the fact that neutrinos oscillate between flavor states shows that
this is the case. The most general relation between weak flavor states |νl〉 (l = e, µ, τ)
and mass eigenstates |να〉 (α = 1, 2, 3) is

|νl〉 =
∑
i

Ulα |να〉 , (2.14)

where U is a unitary matrix, the so called Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix. It can be parameterized by three Euler rotation angles, one CP violating phase
that appears even for Dirac neutrinos and - in case neutrinos are Majorana fermions -
two additional CP violating phases:

U =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3


=

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13

eiα1/2 0 0
0 eiα2/2 0
0 0 1

,
(2.15)
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2.2. Neutrino oscillation
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Figure 2.2.: Ordering of neutrino masses. Left: Normal hierarchy where m1 < m2 < m3.
Right: Inverted hierarchy where m3 < m1 < m2.

where sij, cij denote sin θij and cos θij respectively. θ12, θ13 and θ23 are the three Euler
angles, δ is the Dirac CP violating phase and α1 and α2 are the two Majorana CP
violating phases. Since neutrinos are produced via the weak interaction 2.4, their initial
state is a weak flavor eigenstate |νl〉. The propagation through vacuum however is
governed by the mass term of the Lagrangian, where the mass eigenstates |να〉 appear
and therefore:

|νl(t)〉 =
∑
i

e−iEαtUlα |να〉 . (2.16)

Detection of the neutrinos then again happens via weak processes and so the amplitude
for detecting a νl′ from a source that creates νl is

〈νl′|νl(t)〉 =
∑
α

e−iEαtUlαU
?
l′α. (2.17)

Since neutrino masses are tiny compared to typical energies, it is justified to work in the
ultra-relativistic limit, in which the probability for finding a neutrino which was created

9



2. Neutrino mass and double beta decay

as νl in the state νl′ after it traveled a distance x = ct becomes

Pl→l′ = |〈νl′|νl(t)〉|2

= δll′ −4
∑
α>β

Re
(
U?
lαUl′αUlβU

?
l′β

)
sin2

(
∆m2

αβx

4E

)

+2
∑
α>β

Im
(
U?
lαUl′αUlβU

?
l′β

)
sin

(
∆m2

αβx

2E

)
. (2.18)

Without CP violation, U is real and the second term in the last equation is zero.
From 2.18 it is apparent that neutrino oscillation experiments are sensitive to the three

Parameter Best fit 1σ Range
∆m2

21 [10−5 eV2] 7.62 7.43 - 7.81

∆m2
31 [10−3 eV2]

normal 2.55 2.46 - 2.61
inverted 2.43 2.37 - 2.50

sin2 θ12 0.320 0.303 - 0.336

sin2 θ23
normal 0.613 0.573 - 0.635 and 0.400 - 0.461
inverted 0.600 0.569 - 0.626

sin2 θ13
normal 0.0246 0.0218 - 0.0275
inverted 0.0250 0.0223 - 0.0276

δ
normal 0.80 π

0 - 2 π
inverted -0.03 π

Table 2.1.: Neutrino mixing parameters obtained from global fit to oscillation experi-
ments [30].

mixing angles θij and the differences between the squares of the masses ∆mij. Os-
cillation experiments have provided a great amount of information on neutrinos, most
importantly they have proven that neutrinos have mass. Table 2.1 summarizes the pa-
rameters obtained from a global fit over oscillation parameters. Nevertheless, important
questions remain that cannot be answered by neutrino oscillation experiments. The
CP violating Majorana phases enter U as a diagonal factor, which cancels in Pl→l′ .
Therefore, oscillation experiments cannot provide any information about the possible
Majorana nature of neutrinos. Since these experiments only measure the absolute dif-
ferences of the squared neutrino masses, also the question whether neutrino masses are
ordered in the so called Normal Hierarchy, where m1 < m2 < m3 or in the Inverted
Hierarchy, where m3 < m1 < m2 (see figure 2.2) needs to be answered by different kinds
of experiments.

2.3. Neutrinoless double beta decay

Neutrinoless double beta decay is the best (if not only) candidate process that could
answer the remaining questions. Double beta decay, under the emission of two electron

10



2.3. Neutrinoless double beta decay
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Figure 2.3.: Beta decay scheme for isobars with mass A = 136. For 136Xe and 136Ce, single
beta decay is energetically forbidden. They can however decay to 136Ba via
double beta decay.

anti-neutrinos, is a standard model process, that is allowed for a large number of isotopes.
Experimentally accessible are however only the decays of those isotopes, for which single
beta decay is energetically impossible, because double beta decay is a second order
process (∝ G2

F ) that shares its experimental signature with the single beta decay, which
is a first order process (∝ GF ). This is the case for some isotopes with even number of
nucleons. The semi-empirical Bethe-Weizsäcker formula

EB = aVA− aSA2/3 − aC
Z2

A1/3
− aA

(A− 2Z)2

A
− δ(A,Z) (2.19)

describes the nuclear binding energy of isotopes with mass number A and proton number
Z. For isotopes with the same mass number A, the binding energy is quadratic in Z. The
term δ(A,Z) describes the effect on the nuclear binding energy due to spin coupling of
the nucleons. It is roughly given by

δ(A,Z) ≈


−12 MeV√

A
Z,N even (A even)

0 A odd

+12 MeV√
A

Z,N odd (A even)

. (2.20)

Thus for an even mass number A, one obtains two parabolas in Z, which are separated
by approximately 24/

√
AMeV. For isobars with even A it can therefore happen that

more than one beta-stable isobar exists. This is illustrated in figure 2.3 on the example
of A = 136. While standard beta decay is energetically forbidden, it is possible for such
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2. Neutrino mass and double beta decay

isobars to decay to the state with lowest energy via double beta decay (2νββ):

(Z,A)→ (Z + 2, A) + 2e− + 2ν̄e (2.21)

or its analoga where either two positrons are emitted or one or two electrons are captured
and one or zero positrons get emitted. This process is predicted by the Standard Model
and shown in the left diagram of figure 2.4. It is of second order in the Fermi constant
GF and therefore highly suppressed. The rate of the decay is

W−

W−

n

n

p

ν̄e

e−

e−

ν̄e

p

W−

W−

n

n

p

e−

e−

p

νe

Figure 2.4.: Feynman diagram of double beta decay. Left: The Standard Model allowed
mode where two electrons and two electron anti-neutrinos are emitted. Right:
The lepton number violating zero neutrino mode on the example of Majorana
neutrino exchange. Regardless of the model by which the zero neutrino mode
is created it can only occur if neutrinos are Majorana fermions.

[
T 2ν

1/2

]−1
= G2ν(E,Z)

∣∣M2ν
∣∣2 , (2.22)

where G2ν(E,Z) is the phase space factor and M2ν a nuclear matrix element which
has to be calculated. Various models for the calculation of the nuclear matrix element
exist, however they only agree up to a factor of 2 [31]. Standard double beta decay
has been observed in several isotopes. Table 2.2 gives an overview over these isotopes
and their half-lifes. Although two neutrino double beta decay is a Standard Model
process, its study is still valuable since it is an irreducible background in neutrinoless
double beta decay experiments and the measurement of the processes’ half-life provides
valuable input to the models that calculate the nuclear matrix elements in 2.22 and
those relevant for neutrinoless double beta decay.

If neutrinos are Majorana particles, the possibility exists that double beta decay can
occur without the emission of (anti-)neutrinos:

(Z,A)→ (Z + 2, A) + 2e−. (2.23)

In fact, if the process is observed, neutrinos must be Majorana particles, independent of
the mechanism by which it is caused. This is called the black box theorem [39]. A simple
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2.3. Neutrinoless double beta decay

Isotope 2νββ half-life 0νββ half-life Experiment
[1019 yr] [1022 yr]

48Ca 4.4+0.5
−0.4 ± 0.4 > 1.3 NEMO-3[32]

76Ge 184+9+11
−8−6 > 2100 GERDA[33, 34]

82Se 9.6± 0.3± 1.0 > 36 NEMO-3[32]
96Zr 2.35± 0.14± 0.16 > 0.92 NEMO-3[32]
100Mo 0.717± 0.002± 0.054 > 110 NEMO-3[32]
116Cd 2.6± 0.1+0.7

−0.4 > 7 Solotvina[35]
130Te 69± 9± 10 > 280 NEMO-3[32], CUORICINO[36]
136Xe 216.5± 1.6± 5.9 > 1100 EXO-200[13]
136Xe 238± 2± 14 > 1900 KamLAND-Zen[37, 38]
150Nd 0.911+0.025

−0.022 ± 0.063 > 1.8 NEMO-3[32]

Table 2.2.: Summary of half-lifes of various double beta decay isotopes and limits on the
neutrinoless mode. If two errors are shown, the first is statistical, the second is
systematic.

model that induces neutrinoless double beta decay is the exchange of a light Majorana
neutrino as shown on the right side of figure 2.4. Here the neutrino is emitted at one
vertex and absorbed at the other. This is clearly only possible if the exchanged neutrino
is its own anti-particle. In this case, the complete energy of the decay is shared between
the two electrons (and the small nuclear recoil) in contrast to the two neutrino mode, in
which the energy is split between the electrons and neutrinos. Experiments that search
for neutrinoless double beta decay therefore look for a small excess in the electron energy
spectrum around the Q-value of the decay, as illustrated in figure 2.5. If the process is
mediated by light Majorana neutrino exchange, the decay rate can be expressed as

[
T 0ν

1/2

]−1
= G0ν(E,Z)

∣∣∣∣〈mββ〉
me

∣∣∣∣2 ∣∣M0ν
∣∣2 , (2.24)

where the effective Majorana neutrino mass is given by

〈mββ〉 =

∣∣∣∣∣∑
i

U2
eimi

∣∣∣∣∣ . (2.25)

The nuclear matrix elementM0ν is a quantity that needs to be calculated, as in the two
neutrino case. The decay rate is directly proportional to the effective Majorana mass.
A measurement of the former hence would fix the absolute neutrino mass scale in the
framework of light neutrino exchange. Assuming knowledge of the neutrino oscillation
parameters, the effective Majorana mass can be related to the mass of the lightest
neutrino within this model, and hence conclusions on the neutrino hierarchy can be
drawn. Figure 2.6 shows this relation.

A large number of experiments have searched or are searching for neutrinoless double
beta decay in various candidate isotopes. Table 2.3 gives an overview over prominent
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2. Neutrino mass and double beta decay
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Figure 2.5.: Summed energy of the electrons in double beta decay. The two neutrino mode
(black dashed line) as well as the zero neutrino mode (full red line) are shown.
In the left (right) plot the decay rate of the two neutrino mode is 100 (106)
times higher than the zero neutrino mode. The right plot also zooms in around
the region of the Q value of the decay.

isotopes and the best limits on the half-life of their neutrinoless decay modes. While
a single experiment has the potential to discover neutrinoless double beta decay and
hence to proof the Majorana nature of neutrinos, due to the large uncertainty in the
nuclear matrix elements, measurements with several isotopes are necessary to provide
information on the process by which neutrinoless double beta decay is mediated.

14



2.3. Neutrinoless double beta decay
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Figure 2.6.: Effective neutrino mass mββ vs mass of the lightest neutrino. Normal hierarchy
is shown on the left, inverted hierarchy on the right. The bands are calculated
from the parameters in table 2.1. The width of the bands is mostly due to the
ignorance of the Majorana phases. Curves corresponding to different extreme
values of Majorana phases and 1,2 and 3 sigma error bands are shown.

Isotope Q G
(0)
0ν IBM-2 QRPA ISM

[keV] [10−15 yr−1]
48Ca 4272 24.81 1.98 0.54
76Ge 2039 2.363 5.42 4.68 2.22
82Se 2995 10.16 4.37 4.17 2.11
96Zr 3350 20.58 2.53 1.34
100Mo 3034 15.92 3.73 3.53
116Cd 2814 16.70 2.78 2.93
130Te 2527 14.22 4.03 3.38 2.04
136Xe 2458 14.58 3.33 2.22 1.70
150Nd 3371 63.03 2.32

Table 2.3.: Q-values, phase space factors G
(0)
0ν [40] and nuclear matrix elements [31] for

different double beta decay isotopes.
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3. The EXO-200 detector

After the theoretical motivation to search for neutrinoless double beta decay presented
in the last chapter, this chapter will describe how such a search can be performed in
the candidate isotope of 136Xe. The first section lays out the general strategy and
difficulties of such a rare event search. Due to its unique properties, 136Xe is one of
the most promising among the neutrinoless double beta decay candidate isotopes. This
will be motivated in section 3.2. Finally, the EXO-200 detector, a liquid xenon time
projection chamber searching for neutrinoless double beta decay, will be described.

3.1. Sensitivity considerations

Assuming a constant decay rate, the number of radioactive decays of an element within
an observation time t follow a Poisson distribution. In double beta decay experiments,
the observation times are much smaller than typical isotope half-lifes (T1/2), and therefore
the constant rate assumption is fulfilled.

The expected number of observed signal events Ns then scales with observation time
as

Ns = ε
aM

ma

ln2

T1/2

t, (3.1)

where ε is the efficiency for detecting an event, a is the isotopic abundance, M is the
total mass of the decaying material, and ma the mass of a single atom. It makes sense to
define the experimental sensitivity as the median value of the lower limit on the half-life
the experiment will report if no signal is observed. For a simple counting experiment,
Ns follows a Poisson distribution from which an upper limit on the true number of signal
events can be constructed, given that no signal events are observed. The upper limit
on Ns can then be translated into a lower limit on T1/2 using equation 3.1. In an ideal
background-free experiment the sensitivity on T1/2 is then proportional to

S(T1/2) ∝ εaM

ma

t. (3.2)

No experiment however is background-free, so if one assumes a background b (in units
of counts per energy per exposure) that is constant over the energy region of interest
and constant in time, then the expected number of observed background events in the
region of interest is proportional to

Nb ∝ εbΓMt, (3.3)
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3. The EXO-200 detector

where the energy resolution Γ of the experiment defines width of the region of interest.
The experiment then observes

Ntot = Ns +Nb (3.4)

events and therefore the uncertainty on the true number of signal events Ns must be cal-
culated from the Poisson distribution of Ntot, whose uncertainty ∆Ntot will be dominated
by the uncertainty on the number of background events Nb, because ∆NPoisson =

√
N .

This weakens the upper limit one would extract if the experiment were background free,
and the sensitivity of a realistic experiment instead goes like

S(T1/2) ∝ εaM

∆Ntotma

t ∝ εa

ma

√
Mt

bΓ
. (3.5)

A competitive experiment therefore needs to maximize exposure Mt and at the same
time minimize the radioactive background b to the smallest possible level. The better
(smaller) the energy resolution of the detector, the less background events pollute the
signal region and dilute the signal sensitivity. The candidate isotope must either be
available with high natural abundance or reasonably well enrichable and the detector
should be designed for high detection efficiency. EXO-200 has been designed to meet
these requirements.

3.2. Search for 0νββ in liquid 136Xe

There is no single best isotope that is optimal in all properties important for an ex-
perimental search for neutrinoless double beta decay. Even if there was one - due to
the large computational uncertainties in the nuclear matrix elements, searches in several
isotopes are necessary to finely constrain the effective neutrino mass. 136Xe neverthe-
less has many desirable qualities which make it one of the first choices among the 35
candidate isotopes that undergo double beta decay.

136Xe has a relatively large Q value of 2457.8 keV [41]. This has two advantages.
First, according to Sargent’s Rule, the decay rate is proportional to Q5, and so isotopes
with larger Q values are expected to have lower half lifes. Second, many background
gamma lines have lower energies and therefore do not contribute events to the region of
interest. Relevant exceptions to this are 208Tl which emits a gamma at 2615 keV [42],
214Bi which emits a gamma at 2448 keV [43], and 60Co whose summed gamma peak is at
2505.7 keV [43]. The former is part of the thorium decay chain, the latter appears in the
uranium chain. The radionuclides produced by cosmogenic activation of xenon are short
lived, which requires only short storage times in an underground facility before it can
be used in a low background experiment. The relatively high density of liquid xenon of
3 g/cm3 at 167 K [44] together with its high atomic number provides good self shielding
and the fact that the source- and detector material are the same, reduces the amount of
other potentially radioactive materials needed to construct the detector. Furthermore,
as a noble gas, xenon is easy to purify of any chemically reactive contaminants and
once enriched can be reused in later experiments. This is particularly useful, because to
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3.2. Search for 0νββ in liquid 136Xe

explore effective Majorana masses down to the inverted hierarchy, ton-scale experiments
will be required. Because the detector material is liquid and non-reactive, it should be
relatively easy to scale liquid xenon experiments to high target masses.

3.2.1. Radiation detection in liquid xenon
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Figure 3.1.: Mean free path of photons [45] and stopping distance of electrons [46] in liquid
xenon. The left (red) axis is for photons, the right (blue) axis for electrons.

Liquid xenon has the property to produce charge carriers (electrons and ionized xenon
atoms) as well as scintillation light when exposed to nuclear radiation. The scintillation
light is prompt compared to the electron drift velocity in liquid xenon for typical electric
fields, and the electron diffusion is on the order of millimeters for typical fields and drift
times [47]. One can model the electronic structure of liquid xenon as a band structure
with a gap between the valence and conduction band of 9.22 eV [48], which makes it
a good isolator. The range of electrons and gamma radiation is shown in figure 3.1.
Electrons have far less reach than photons, whose dominating interaction process is
Compton Scattering for energies around the 136Xe Q-value. Energy depositions from
radioactive gamma backgrounds will therefore show a different topology than double
beta decay events, which can be used to separate these background events from signal
events in a suitable detector. These properties make liquid xenon an ideal material for
a time projection chamber (TPC).

High energy radiation loses energy in matter by ionizing or exciting the atoms in the
material. Scintillation light is emitted when the excited states decay to their ground
state. A fraction of the created electron-ion pairs recombine and emit scintillation light
as well. The remaining charge carriers can be drifted to electrodes where their voltage
pulse is detected.
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3. The EXO-200 detector

Ionization

The energy loss of an ionizing particle in liquid xenon can be expressed as

E0 = NiEi +NexEex +Niε (3.6)

where Ni, Ei are the number of ionized atoms and average energy required to ionize
an atom, Nex, Eex are the number of excited atoms and the average energy required
to excite an atom, and ε is the average kinetic energy of ionized electrons. Hence the
average energy to create an electron ion pair is

W := E0/Ni = Ei +
Nex

Ni

Eex + ε (3.7)

which has been measured to 15.6(3) eV in liquid xenon [49]. Comparing this to the band
gap value of 9.22 eV yields that ≈ 60% of the radiation energy goes into ionization and
≈ 40% into excitation. The electrons created in the ionization process can be collected
on an electrode by applying an electric field. Not all of these will arrive there however.
Some fraction of the electron ion pairs will recombine and produce scintillation light. In
addition, a certain amount of electrons can attach to electronegative impurities to form
ions during the drift through the liquid xenon. Due to their larger mass, the ions drift
much slower and therefore escape from the main charge signal peak at the anode. The
main contribution comes from oxygen or oxygen molecules such as water and nitrogen
because of their strong electronegativity and natural presence in air. The number of
surviving electrons can be modeled by

dNS

dt
= −kSNeNS (3.8)

where kS is the capture rate for the impurity S and Ne, NS are the concentrations of
electrons and impurities respectively. In addition to the type of impurity, kS also depends
on the electric drift field. The number of drift electrons thus decreases exponentially
with a lifetime of

τe =
1

kSNS

(3.9)

Scintillation

Scintillation light in liquid xenon is produced by the decay of excited dimers, Xe∗2 which
are produced directly by the incident radiation and indirectly by the recombination of
xenon ions Xe+ with ionized electrons. The first process is

Xe∗ + Xe + Xe → Xe∗2 + Xe

Xe∗2 → 2Xe + hν (3.10)

The recombination process is

Xe+ + Xe → Xe+
2

Xe+
2 + e− → Xe∗∗ + Xe

Xe∗∗ → Xe∗ + heat (3.11)
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3.2. Search for 0νββ in liquid 136Xe

and the excited xenon atom decays as in the first process. The produced scintillation
light peaks at 177.6 nm and has two different decay rates due to the deexcitation of
singlet and triplet states of the excited dimer. The former has a decay time of 2.2 ns
and the latter has a decay time of 27 ns [50].

Energy resolution

The energy resolution of a detector is directly related to the number of quanta, i.e.
electron ion pairs and photons in this case, that are generated per energy of the incident
radiation. If ionization and excitation were Poisson processes, the uncertainty in the
number of created quanta would just be the square root of the number itself. The
succeeding processes that create single quanta from one incident radiation particle are
not independent however, and so the uncertainty in the number of created quanta is
instead

∆N =
√
FN (3.12)

where F is called the Fano factor, which has been calculated to be 0.059 for liquid
xenon in the model that gives the largest value [51]. The energy resolution can then be
expressed as

σ

E
=

√
FW

E
(3.13)

which would result in an energy resolution of 0.06 % for liquid 136Xe at the Q-value.
However no liquid xenon experiment to date has ever come close to such good resolutions.
The reasons for this remain unclear.

A fraction of the electron ion pairs created by ionizing radiation recombine according
to equation 3.11. This fraction depends on the electric drift field and on the density of the
ionized matter. The higher the electric field in the detector, the faster the electrons drift
to the anode and the ions to the cathode and the less time remains for the recombination
process to happen. Similarly, a higher ionization density leads to a higher recombination
rate, because a free electron is more likely to find a nearby ion. The latter can be used
to identify different types of radiation. Alpha particles lose their energy within a very
short distance compared to electrons. The electron ion cloud created by alpha particles
is thus much denser than those created by electrons (and those electrons created by
photon scattering). As a consequence the light to charge ratio is much higher for alphas
and can be used to reject such events.

Because the recombination process reduces the number of free charges and increases
the number of photons, the amount of detected charge and scintillation is not indepen-
dent but highly anti-correlated. Using a combination of the amount of charge and light
as an energy estimator thus will result in better energy resolution compared to detectors
that are only sensitive to one channel.

3.2.2. Background-free detection of double beta decay

Via double beta decay, a 136Xe nucleus transitions to doubly ionized 136Ba++, as shown in
figure 2.3. If one would succeed in detecting the barium ion by any means, this would be
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3. The EXO-200 detector

a definite evidence that the energy deposited in this event must have come from double
beta decay of 136Xe, since no other realistic process could create doubly positively charged
barium ions. If the ions can be detected with acceptable efficiency, the only background
for a 136Xe neutrinoless double beta decay experiment would thus be the barium ions
created in the two neutrino decay mode. Since liquid xenon detectors usually apply an
electric drift field to collect the charges created in the ionization process, the barium
ions created by double beta decay are continuously swept towards the cathode and thus
do not pollute the area within the detector at which they should be detected.

Because of this attractive feature, great efforts are made (e.g. [52–54]) to detect the
barium ion within a double beta decay detector scenario. The desire is to be able to
exploit such a barium tagging technique in the next generation of xenon double beta
decay experiments, but progress is made in small steps. During the course of this thesis
thus, some amount of time was dedicated to the extraction of ionized barium atoms from
liquid xenon.

3.3. The Time Projection Chamber

Cathode
V-wires

U-wires
APDs

Figure 3.2.: Schematic of the EXO-200 TPC. Radiation in the liquid xenon creates free elec-
trons and prompt scintillation light. The light is collected by arrays of avalanche
photo diodes on both ends of the TPC. Charge drifts along the homogeneous
electric field and passes the induction (V) plane before it is deposited on the
anode (U) plane. From the induction signals in the V plane and the charge
deposition signals on the U plane, the event position perpendicular to the drift
direction can be reconstructed. The position along the drift direction is deter-
mined by the product of the time difference between charge and light signals
and the drift velocity.
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3.3. The Time Projection Chamber

Figure 3.3.: TPC during insertion into the cryostat (right). The six supporting legs that
contain signal cables and the xenon supply lines as well as the high voltage
feedthrough in the middle of the cylinder can be seen.

The main part of the experiment is a double Time Projection Chamber (TPC) filled
with liquid xenon enriched to 80.672%± 0.014% 136Xe, which serves as both the source
and detector material. It is split into two almost identical parts by a common cath-
ode. See figure 3.2 for an illustration of the concept. The detector is surrounded by a
cylindrical vessel made out of ultra-low radioactivity copper. The vessel’s diameter is
45.8 cm. Like all other materials used to construct the detector, this was chosen after
an extensive study of radioactive impurities in candidate materials [55]. The walls of
the vessel are only 1.37 mm thick in order to place as little radioactive material near the
detector region as possible, while still providing enough pressure stability for the vessel.
Besides the copper used for the support structure and walls, the predominant other
materials are bronze for conductors and acrylic, polytetrafluorethylene (PTFE, Teflon)
and polyamide for dielectrics. The vessel is supported by six legs that position it inside
a doubly walled cryostat (see figure 3.3). In addition to that, the legs contain the signal
cables for the wires and the supply lines for xenon recirculation. Construction of the
TPC was done below a concrete overburden to keep cosmic activation of the materials
at a minimum level.

3.3.1. Charge detection

The TPC is divided into two drift regions by a central cathode grid which is set to a
voltage of −8 kV (see figure 3.4). The anodes on each side of the TPC consist of two
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3. The EXO-200 detector

Figure 3.4.: Photograph of one half of the TPC. The cathode grid can be seen on top. Field
shaping rings made out of copper surround the cylindrical Teflon reflector. They
are connected by a resistor chain (not visible on the photograph).

Figure 3.5.: Photograph of one anode plane. The copper support structure holding the two
wire planes is shown. The electronic readout connection (yellow band cable) for
the wires on the right side of the picture can be seen. In the background is the
APD platter (without the APDs filled in).

24



3.3. The Time Projection Chamber

wire planes, a collection plane and an induction plane. Cathode and induction planes are
separated by 198 mm. The spaces in between are referred to as the main drift regions.
The collection planes are kept at virtual ground and are used to collect the drifting
electrons. The induction planes which are placed 6 mm in front of each collection plane
serve two purposes. They detect induction signals produced by the electrons that drift
towards the collection plane and shield the collection plane from fields created by charges
in the main drift region. In order to provide full transparency for the drift electrons, the
voltage of the induction planes is set to −780 V which provides an approximately two
times higher electric field between the collection and induction plane than in the main
drift region. Each of the 4 wire planes consist of 114 wires with a pitch of 3 mm which
are mounted on a hexagonal support structure. The wires were constructed by photo
etching a thin phosphor bronze plate. They are of roughly square shape with a side
length of 125 µm. A readout channel comprises three wires each, which are physically
connected. The wires on the induction plane (V-wires) are at an angle of 60◦ to the
ones on the collection plane (U-wires). This allows to reconstruct the position of charge
arriving in this plane. The U (V) coordinate is defined as the direction perpendicular
to the U-wires (V-wires). Figure 3.5 shows a part of one of the wire planes and their
mounting on the support structure. A very uniform electric drift field is necessary
to provide a uniform detector response. Accurate position reconstruction requires the
electrons to drift in straight lines and with uniform drift velocity perpendicular to the
anode and the magnitude of the field needs to be constant throughout the detector to
yield a uniform charge to light ratio as discussed in section 6.2.3. To provide this, a set
of field shaping rings is aligned along the detector axis surrounding the drift region as
shown in picture 3.4. The field shaping rings are electrically connected via a chain of
resistors sitting on an acrylic block. Each of them has a resistance of 900 MΩ.

3.3.2. Scintillation detection

The 178 nm scintillation light is detected by 234 large area avalanche photo diodes
(LAAPDs or APDs) on both ends of the TPC. The devices are 1.3 mm thick and their
diameter varies between 19.6 mm and 21.1 mm. Due to their manufacturing process and
small size they contain much less intrinsic radioactive contaminations than photo mul-
tiplier tubes. This advantage is mitigated by the fact that they typically yield higher
electronic noise and less gain. To reduce the amount of possibly radioactive mass, the
APDs are mounted without their standard housing, which also increases the packing
density and the light efficiency, because the front window is missing. The electrical in-
sulation is instead provided by the liquid xenon which is a good isolator. A platter on
both ends of the TPC holds the APDs in place (see figure 3.6) and provides a voltage
of −1400 V to reverse-bias the APDs. In addition, this voltage prevents the electrons
from drifting any further and ensures that all charges end up on the anode plane. The
platters are coated with gold on the back side to provide good electric contact with the
diodes. The APDs are wired up in groups of 7 (with some exceptions in which a group
only contains 5 or 6). Because the voltages required to provide the same gain on each
individual device varies about 2 % [56], similar devices are grouped together and trim
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Figure 3.6.: Back (non-active) side of the light collection plane. The APDs are partially
filled in and in the lower half the cabling is already installed.

voltages are applied via the signal cables to bring the groups to a common gain level.
Overall, 48 % of the platter surface are photosensitive. The non-photosensitive parts
of the platter and detector boundaries are designed to provide good reflectivity of the
ultraviolet scintillation light. For this purpose, the front of the APD platters is coated
with aluminum and magnesium fluoride. The drift volume is surrounded by a Teflon
cylinder jacket as visible in figure 3.4, which provides high reflectivity for the scintillation
light of liquid xenon [57].

3.4. Data readout

Figure 3.7 shows a schematic of the detector’s readout electronics. All signals are guided
through flex cables of ≈ 1 m length to the front end electronics which are located out-
side the cryostat at room temperature. This reduces the amount of possibly radioactive
material near the detector and allows easy maintenance access or exchange of the elec-
tronics. Part of the cabling for one APD plane can be seen in figure 3.6. The flexible flat
signal cables are made in layers. The signal trace layer is confined by two solid copper
/ Kapton layers on either side. These have the purpose of electrical shielding and pro-
vide the bias voltages for the V-planes and APD-planes with low resistance (< 50 mΩ).
The signal traces are made by photo-etching polyamide coated copper strips and have
a resistance of ≈ 1 Ω. In the U- and V-wire cables every other trace does not carry a
signal but is used for electrical shielding. The signal processing is the same for all three
types of signals. They only differ by the shaping times which are listed in table 3.1.
After amplification and feeding through two differentiators and integrators, the signals
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Figure 3.7.: Schematic of the read out electronics. The front end electronics are housed
outside the cryostat at room temperature. The signals are guided through flex
cables of ≈ 1 m length and then amplified, shaped and digitized. The digitized
signals are fed into a trigger module (TEM) which instructs the DAQ to record
signals.

are digitized by a 12 bit Analog to Digital Converter (ADC) to continuous waveforms
with a sampling frequency of 1 MHz. The digitized signals are fed into a Trigger Event
Module (TEM) via optical fibers of ≈ 20 m length. If any individual waveform or the
summed waveforms exceed the trigger threshold, the TEM constructs an event which
consists of the waveforms of all channels 1024 µs before and after the trigger time. The
trigger threshold is very permissive and set to prevent storing large amounts of data
on which only pure noise is present. In addition to the physics trigger, there is also
a forced trigger which constructs an event every 10 seconds. These forced triggers are
used to monitor the DAQ and to calculate the detector live time. An event consists of
76 U-wire, 76 V-wire and 74 APD waveforms each with 2048 samples centered around
the trigger time. The average event rate is ≈ 0.6 Hz. The DAQ writes all events to
removable disks, which are periodically shipped to the SLAC national laboratory, where
the data undergoes offline processing.
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3. The EXO-200 detector

Signal Type
Shaping Type and Time [µs]

D (Preamp) D I D I
APD 300 10 3 10 3
U 60 40 1.5 40 1.5
V 60 10 3 10 3

Table 3.1.: Signal shaping stages in the order in which they are wired. ’D’ denotes a differ-
entiation stage, ’I’ and integration stage.

3.5. Detector environment

The TPC is surrounded by a heat transfer fluid to keep the temperature stable and
uniform around the detector walls. The TPC and the heat transfer fluid HFE-70001 are
contained in a double walled cryostat made from 2.7 cm thick low radioactive copper
plates. The inner wall of the cryostat is wrapped in an aluminized polyester foil and the
space between inner and outer wall is pumped to high vacuum for thermal insulation.
Besides its temperature stabilizing properties, the HFE with its density of 1.8 g/cm3 at
170 K also acts as an additional shield for radioactivity. The outer cryostat is surrounded
by a lead wall of 25 cm on all sides. The supply systems and electronic connections enter
the cryostat at the front. A second lead wall was constructed at this side to prevent
gamma radiation to enter the detector within line of sight of the supply lines. The
cryostat, its surroundings, the xenon and HFE supply systems are housed in a class 100
clean room, which is flanked by muon veto panels on four sides. A schematic of the
detector’s environment is shown in figure 3.9.

3.5.1. Density of 136Xe in the detector

To translate a measured number of double beta decay events into the corresponding
lifetime of 136Xe, a precise knowledge of the density (atoms per volume) of this isotope
inside the active detector region is necessary. The density of the xenon at the operat-
ing temperature of 166.6 K corresponds to a density of 3.03 g/cm3 (see [58, 59]). The
following systematic effects are considered:

• Knowledge of the isotopic fraction of 136Xe in the detector liquid.

• Different isotopic fraction in the liquid phase compared to the gas phase at which
the fraction is measured

• Uncertainties in the xenon density due to temperature variations / uncertainties.

• Dilution of the xenon from natural xenon adsorbed in the plastic components of
the detector during the preceding natural xenon test run

13MTMNovecTMEngineered Fluid HFE-7000
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3.5. Detector environment

The enrichment of the xenon was done by ultracentrifugation. The fraction of 136Xe
atoms has been measured from a gas sample taken during detector filling using dynamic
dual-inlet mass spectroscopy to be 80.672(14) % with a remaining abundance of 134Xe
of 19.098%± 0.014% and other lighter isotopes (less than 0.25 %).

The xenon is in gas phase during the measurement in the mass spectrometer, but in
liquid phase during the course of the experiment. The differences in vapor pressures
between 136Xe and 130Xe at the boiling point have been measured to be 0.01 % [60]. The
difference in vapor pressures is reflected linearly as a difference in substance concentra-
tion. Considering that the mass difference between isotopes is smaller in EXO-200, since
the main residual isotope is 134Xe, the 0.01 % difference is a conservative estimate of this
effect.

Uncertainties in the measurement of the xenon temperature are also directly trans-
lated to uncertainties in the knowledge of its density. The variation of xenon density
with temperature at the operating point has been estimated to −0.008 g/cm3/K from a
combination of the measurements in [58, 59]. The temperature is continually monitored
by thermocouples mounted on the cryostat which houses the cooling liquid. These were
initially calibrated by a reference thermistor whose uncertainty at the liquid xenon tem-
perature is 0.2 K. The temperature variation measured by the thermocouples during the
data taking period is 0.15 K. Combining these two errors quadratically yields a 0.06 %
uncertainty on the xenon density in the detector.

The plastic parts inside the can absorb some amount of xenon. This effect was ob-
served as a pressure decrease during the initial filling of the detector. Because the
detector was filled with natural xenon before it was exchanged by enriched xenon, it is
possible that some of the natural xenon still contained in the plastic parts can dilute the
isotopic fraction. This effect is conservatively estimated to be less than 0.04 %.

The combination of above effects results in a total uncertainty on the number of xenon
atoms per unit volume of 0.26 %, which is a direct contribution to the systematic error
in the half-life measurement of 136Xe decay.

3.5.2. Xenon recirculation and purification

The walls of the TPC are only 1.37 mm thick. Therefore its necessary to keep the
pressure difference between the xenon in the TPC and the HFE surrounding it small.
A sophisticated system that handles feeding and bleeding, as well as recirculating the
liquid xenon in and out of the TPC, ensures this. A simplified schematic of the system
is shown in figure 3.8. EXO-200 uses ≈ 200 kg of enriched 136Xe. Approximately 175 kg
(58 l) are in liquid phase in the TPC, of which 110 kg are in the sensitive detector region
which is bounded by the wire planes and the Teflon cylinder. The remaining ≈ 25 kg
are in the xenon system and in gas bottles. A slow controls program feeds or bleeds
xenon into the system as required to keep the pressure difference between the inside and
outside of the TPC at a constant small level. In addition to regulating the pressure
difference, the system continually circulates the xenon through the TPC. The xenon
which leaves the TPC is heated and transferred into gas phase. A magnetically coupled
piston pump [61] pumps the xenon gas through two hot zirconium purifiers which remove
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3. The EXO-200 detector
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Figure 3.8.: Simplified schematic of the xenon system. The liquid xenon is recirculated
continuously during normal operation. After leaving the cryostat, the xenon
is heated and transferred into gas phase. A purification system removes elec-
tronegative impurities. The purified xenon is liquefied and re-transferred into the
TPC. Three Gas Purity Monitors (GPMs) monitor the xenon purity at different
locations in the recirculation loop.

electronegative impurities from the gas. The xenon is cooled down and condensed again
before it is transferred back into the cryostat. Within the recirculation loop, three gas
purity monitors (GPMs) [62] measure the level of cleanness of the gas. The largest
source of impurities are the gas bottles in which the xenon is stored. Therefore the feed
system enters the xenon loop right before the gas purifiers.

3.5.3. Underground facility and muon shield

The experiment is located at the Waste Isolation Pilot Plant (WIPP), a salt mine ≈
655 m underground near Carlsbad, New Mexico. The primary purpose of the site is
the permanent disposal of transuranic waste, however a small part of the mine is also
used for low radioactive background experiments. The solid rock overburden provides a
muon shielding of ≈ 1600 m water equivalent. The radioactive contamination has been
determined to / 1 ppm in the salt. The air flow through the mine is high compared to
usual sites, and so the radon content in the air of 7 Bq/m3 is not significantly higher
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3.5. Detector environment

Figure 3.9.: Schematic of the detector surroundings. The TPC is contained within a bath
of heat transfer fluid (HFE), which is maintained at 167 K in a double walled
cryostat. The cryostat is surrounded by at least 25 cm of lead on all sides and
housed in a class 100 clean room. On four of the six sidewalls, muon veto panels
are mounted.
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3. The EXO-200 detector

than in surface air.

The vertical muon flux at WIPP has been measured to be 4.0 Hz/cm2/sr. Muons
that transverse the TPC ionize a lot of xenon atoms and their tracks in the TPC make
them easily identifiable as muons. Muons that do not transverse the TPC but miss the
sensitive detector region only by small amounts however might still create radioactive
backgrounds via spallation neutrons. EXO-200 is therefore surrounded by muon veto
panels which are attached to four sides of the clean room in which the TPC is located.
The muon veto consist of a total of 30 plastic scintillator panels which are attached to
eight photo multiplier tubes each. The efficiency of the veto to detect a muon which
traverses the TPC has been measured to be 96.0(5) %.

3.5.4. Calibration system

Figure 3.10.: The calibration sources are little beads which are housed in cylindrical steel
capsules as shown on the left. The sources can be placed at various positions
around the detector via a cable in a copper guide tube which is shown on the
right.

isotope gamma lines weak source strong source half-life
(keV) activity (kBq) activity (kBq) (yr)

60Co 1173, 1332 0.530 7.060 5.27
137Cs 637 2.820 13.14 30.2
226Ra many, see [63] 0.257 - 1600
228Th 2614 1.417 34.04 1.91

Table 3.2.: Activities of EXO-200 calibration sources. The activities for all sources except
226Ra are as of September 1st, 2009 as specified by the manufacturer.
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3.6. Detector Monte Carlo model

EXO-200 uses four radio isotopes to calibrate the response of the detector. Each of
the isotopes is available as a weak and as a strong source as listed in table 3.2. The
sources consist of small spheres housed in a cylindrical capsule. The capsule sits at the
end of a bead chain which is used to push the source through a guide tubing made from
copper. The copper guide tube embraces the detector as shown in figure 3.10, and allows
the calibration sources to be positioned at various places around the TPC. Extended
calibration campaigns using all sources are done several times per year to provide the
basic energy calibration of the detector. A routine calibration using the 228Th source is
done a couple of times per week for ≈ 2 hours to track any possible time variations of
the energy response and to monitor the electron lifetime.

3.6. Detector Monte Carlo model

Figure 3.11.: Model of the time projection chamber implemented in the simulation.

EXO-200 makes use of a full detector Monte Carlo simulation, built partially using
the GEANT4 toolkit [64], to model the detector response to physics processes such as
radioactive decays within the detector and surrounding materials. The software consists
of a first part including a three dimensional model of the detector and relevant physics
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3. The EXO-200 detector

processes and a second part which is capable of simulating the detector’s electronic signal
response to the processes simulated in the first part.

The first part implements a detailed three dimensional GEANT4 model and material
description of the TPC and its surroundings, including the HFE liquid, the copper cryo-
stat and the lead shielding. Figure 3.11 shows the model of the TPC that is implemented
within the simulation. Default GEANT4 physics processes are used to simulate the in-
teraction of radiation with the detector and surrounding materials. To store the output
of the first step, the sensitive region of the detector is binned into voxels of 0.15 mm side
length. If any interaction happens within the detector’s sensitive region, the resulting
amount of energy deposited into the detector material and its position voxel are recorded
as so called pixelated charge deposits (PCDs).

The second part simulates the detector’s response to charge deposits in the sensitive
region. The amount of ionization created per unit energy is treated as constant and
uncorrelated to scintillation. It is based on a numerical simulation of the detector’s
electrostatic properties using MAXWELL [65] and the Shockley-Ramo theorem [66, 67],
which allows to calculate the signal amplitudes given a weighting potential and the
charge drift path. The MAXWELL simulation uses a two dimensional model of the wire
geometry, in which the V- and U-wires are assumed to be parallel and of infinite length
for simplicity. It provides a two dimensional model of the electric field and weighting
potential inside the detector. To generate the signals on the detector’s 76 wire channels,
the charge contained in the PCDs is drifted along this drift field, and the voltage induced
on each wire channel at each time step is calculated using the weighting potential.

The treatment of light signals is somewhat simpler. Since the APDs possess short
intrinsic rise times of 10 ns to 100 ns, their signals are simulated as step functions before
shaping. The amplitude of light pulses is calculated using a energy and position de-
pendent response function, which was obtained from a Monte Carlo study of the TPC’s
optical properties.

All channels are shaped with their respective electronics transfer function and random
white noise with an amplitude approximately the size of real noise is added. The second
part outputs waveforms in the same format as real data, which allows simulated data to
be treated in the same way as physics data.
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4. Event reconstruction

As presented in section 3.4, the data output of the detector is organized in so called
events, where each event is created after a trigger in either the charge or the light
channels. The following chapter describes the reconstruction of the amplitude, time and
position of all energy deposits contained in the event from the raw data.

Each trigger creates an event, which consists of the waveforms of all 226 channels,
digitized with a sampling rate of 1 MHz. Each waveform contains 2048 samples which
are centered around the trigger time. These waveforms are stored in a binary format by
the DAQ on removable disks and shipped to the SLAC national laboratory for processing.
At SLAC, the data is converted into a ROOT data format which is the base for further
processing. The data processing will be discussed in more detail in section 6. The event
reconstruction process in done in three steps. The first step (section 4.1) searches for
signals on individual waveforms and provides a first guess for the timing, amplitude and
number of signals. In the second step (section 4.2), these guesses are refined by fitting
signal templates to the raw waveforms. This provides accurate information on the signal
timing and amplitude. The third step (section 4.4) combines all signals that were found
in the previous steps to provide information about the event positions and its topology.
Since simulated data is available in the same format as detector data, it is treated in
exactly the same way by the reconstruction process.

4.1. Signal finding

The reconstruction process starts by searching for signals on each individual wire channel
and on the summed waveforms of all APD channels on one plane. The shape of the
signals on U- and APD-channels is almost fully determined by the readout electronics in
the signal shaping stage described in section 3.4. The scintillation flash is converted to
a voltage jump in the APDs, which is acting as a step signal input to the signal shaping
electronics. The voltage rise in the U-channels is almost instantaneous too, because the
U-wire plane is electrostatically shielded from the drifting charge by the V-wire plane
and the drift time between the V-wire plane and the U-wire plane as well as the extent
of the electron cloud is small compared to the shaping times used for U-wire channels.
The shape of signals on V-wire channels is determined by both, the shaping electronics
as well as the drift of the electron cloud. Figure 4.1 shows typical example waveforms
for the three channel types.

Since the expected shapes of the signals are known or can be modeled, a matched filter
can be applied to the waveforms. The matched filter correlates the input waveforms
w(t) with a template waveform of the expected signal shape s(t), i.e. the output of the
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Figure 4.1.: Example waveforms for the three channel types. Top left: U-wire signal. Top
right: V-wire signal. Bottom left: APD signal. Each waveform consists of 2048
samples.

matched filter is defined as:

o(t) := (s ? w) (t) =

∫ ∞
−∞

s∗(τ)w(t+ τ)dτ (4.1)

If the input waveform w(t) is equal to the expected signal s(t), then o(t) is just the
autocorellation function of the input waveform. For real waveforms this is only approxi-
mately the case. If w(t) is has the form of the expected signal s(t) with added Gaussian
white noise, then the matched filter is the filter with optimum signal to noise ratio. In
practice, equation 4.1 is used in the Fourier domain:

F (o) = F (s ? w) = F (s)∗ · F (w) (4.2)

where the cross correlation is just a simple multiplication. Hence the matched filter
weights the spectrum of the input waveform with the spectrum of the expected signal.
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4.1. Signal finding
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Figure 4.2.: The signal finding steps for a U-wire waveform (containing two consecutive
signals), zoomed-in around the signal region. The raw waveform is shown top
left. The waveform is transformed using a matched filter (top right) which
is good at deciding whether a signal is present. Waveforms that exceeded
the matched filter threshold are unshaped and reshaped digitally with short
differentiation times (lower figures). This allows to detect signals following
each other in short time.

In reality, the assumption of white Gaussian noise on the waveforms does not hold. APD
waveforms are therefore pre-whitened by dividing by a measured noise power spectrum
when the matched filter is applied. The noise power spectrum of U-wire and V-wire
waveforms was not measured after an electronics change and hence cannot be used to
pre-whiten their waveforms, however the signal to noise ratio for these is already much
better than for APD waveforms.

Signal templates for the matched filter are generated by applying the transfer functions
corresponding to the shaping electronics (table 3.1) to estimates of the detector signal
output. The detector output of the APDs is modeled as a simple step function. The
output for U- and V-wires is modeled by a simulated charge drift in a two dimensional
electrostatic detector model.

After the waveforms have run through the matched filter, an estimate for their noise
amplitude is calculated. This is done by calculating the mean absolute deviation (MAD)
from the baseline of the waveforms. The MAD is evaluated in an iterative process that
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4. Event reconstruction

consecutively removes parts of the waveforms that exceed a value of 3 times the MAD
of the previous iteration. Each peak on the filtered waveform that exceeds a value of 5
times (4 times) the MAD for wires (APDs) is marked as a signal. The amplitude of the
signal is guessed from the magnitude of the raw waveform at the time of the peak in the
filtered waveform. The top right panel in figure 4.2 shows this process.

While the matched filter is good at deciding whether a signal is present or not, its
ability to resolve signals that pile up is very limited. This limitation is not a problem for
APD signals, where pileup of two or more signals is very unlikely with an average signal
rate of ≈ 0.6 Hz and a pulse duration on the order of 100 µs. A gamma particle however
can scatter multiple times in the detector, and while this creates only one scintillation
flash (within time resolution of the detector), separate electron clouds will result. The
time needed for electrons to drift from the center of the detector to the anode is on the
order of 100 µs. This is on the same order as the pulse duration on U-wire channels, and
therefore distinct charge clouds arriving on the same U-wire channel won’t be resolved
by the matched filter. For this reason, U-wire waveforms on which a signal was found,
are digitally unshaped by convolving the waveforms with the inverse transfer function of
the hardware signal shapers (table 3.1) and reshaped with a 2 µs short triangular filter.
Peaks in this reshaped waveforms are then identified as signals in the same way as done
with the matched filter. An example of this is shown in the lower panels of figure 4.2

4.2. Signal parameter estimation
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Figure 4.3.: U-wire waveform and fit by a signal template (red). The signal amplitude and
the signal time are floating in the fit.

After first guesses on the timing and amplitudes of signals are obtained, a second step
tries to refine these parameters. This is done by performing a χ2 fit of signal templates to
the raw waveforms, where the time and amplitude of the signals is allowed to float freely.
The signal templates are the same as those used in the matched filter. Figure 4.3 shows
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4.3. Signal reconstruction efficiencies

an example fit of a U-wire signal. The fit can handle an arbitrary number of signals on a
waveform and is done in an iterative way, in which signals can be combined or removed
entirely. If the best fit results in two signals with very similar time and large amplitude
uncertainty, the signals are combined into one and the fit is repeated. Likewise, signals
that fit to very low amplitude or high amplitude uncertainty are removed and the fit is
repeated.

Charge drifting onto a U-wire can sometimes induce a signal on a neighbouring wire
which might mistakenly be reconstructed as a charge deposition signal. These induction
signals however will have a relatively small amplitude and a shape that differs signifi-
cantly from the shape of charge deposition signals. This fact is used to tag induction
signals. The decision on whether a signal is treated as a charge deposition or an induction
signal is based on four metrics:

• The baseline subtracted integral of unshaped induction signals is much smaller
than the corresponding value for deposition signals

• Induction signals can only occur if there’s a large deposition signal on a neighbour-
ing channel

• Induction signals have sharper rise- and fall off times than deposition signals.

• The fit of a template induction signal gives a better χ2 value than the default
deposition template fit.

Signals that were identified as induction signals are removed from the subsequent anal-
ysis.

Wire gain correction

The individual electronics components used to shape and digitize the wire signals can
have slightly different gain, resulting in a channel-wise variation of the detector response
to a defined amount of charge. To correct for this variation, two different methods
are used to measure the electronics gain of each wire channel. The electronics has a
capacitor for each readout channel whose capacitance has been precisely measured. The
capacitors thus allow to inject a very well known amount of charge onto each channel.
From the resulting signal amplitude, the channel-specific gain can be derived. This
method is used to gain-correct V-wire signals. A second method makes use of electron
positron pair production events provided from a strong 228Th calibration source. The
2615 keV photon from this source can produce an electron positron pair with a combined
energy of 1593 keV. These events are used, because electrons (and likewise positrons)
lose their energy within a very small volume, and thus usually most of the charge ends
up on one U-wire channel. The channel response to this known energy is used to derive
a channel-specific gain for U-wire signals.
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Figure 4.4.: Reconstruction efficiencies for the three signal types. U-wire efficiencies are
estimated using simulated pulses on real data noise-only waveforms. The effi-
ciencies of V-wire and scintillation signals are determined from calibration source
data using U-wire signals as energy reference.

4.3. Signal reconstruction efficiencies

Figure 4.4 shows the reconstruction efficiencies of all three types of signals. Since the
U-wires have a lower threshold than V-wire and scintillation signals, the amplitude of
U-wire signals can be used as an energy reference in the determination of the other
two reconstruction efficiencies. Data from a calibration source run, where the source
was placed in the cathode plane has been used to extract the V-wire and scintillation
efficiencies in figure 4.4. For the U-wire reconstruction efficiency itself however no energy
reference exists, and so simulated pulses on top of real detector noise waveforms are used
instead to estimate their reconstruction efficiency. This is expected to give an accurate
result, since the pulse shape for U-wire signals is known to be modeled very well. The
response to scintillation light is not necessarily uniform throughout the detector because
it is not fully surrounded by APDs. Placing the calibration sources behind the anode
plane however results in a very similar scintillation reconstruction efficiency curve, which
allows the conclusion that the detector is fully efficient above ≈ 600 keV.
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4.4. 3D event reconstruction

4.4. 3D event reconstruction

After all reconstructed signals have been gain corrected, they are combined in a process
called clustering to retrieve the event’s 3D position. The clustering process is done in
three separate steps, first bundling nearby signals of the same sort (e.g. U-signals with
other U-signals), then determining the z position of charge deposits by associating U-
signal bundles with scintillation signals, and finally connecting U-bundles and V-bundles
to form charge clusters with full 3D position information.

4.4.1. Signal bundling

Before signals of different type are connected to reconstruct the position of an energy
deposition inside the detector, signals of the same type that likely originate from the
same energy deposition are lumped together in bundles. As discussed in section 3.2.1,
the extent of the charge cloud created by alpha or beta radiation is on the order of
several millimeters. In contrast, a gamma particle that Compton scatters, produces
several such charge clouds within the detector volume. To reconstruct these charge
clouds, U-wire signals are bundled together if they occur on adjacent channels within
a time span of 3.5 µs from the largest signal in the bundle. The time of the bundle is
defined as the amplitude weighted sum over all signals in the bundle and its U-coordinate
is an amplitude weighted average of the wire locations. Typically, one or two channels
are comprised within a bundle, in agreement with the discussion above. In less than 5 %
of the cases, a bundle spans across more than two channels.

A similar treatment is done with the V-wire signals from the induction plane. However
the structure of the signals that are created when charge drifts by this plane is different
from the structure of U-wire signals. Even very localized charge clouds usually induce
a signal in several of the channels that are near the drift path. In addition, signals on
channels further away from the drift path are systematically reconstructed at earlier
times due to electrostatic shielding effects from other wires. To take this into account,
V-wire signals on adjacent channels are bundled according to the following relationship:

|ti − 2.97 µs/chan ·∆V − t0| ≤ 4.5 µs, (4.3)

where ti are the times of the individual signals, t0 is the time of the largest signal in
the bundle, and ∆V is the absolute channel number difference between the individual
signal and the signal with the largest amplitude. In contrast to U-signal bundles, t0 also
defines the time of the V-signal bundle. The V coordinate of the bundle is the amplitude
weighted average of the wire locations.

Scintillation signals are reconstructed on the sum waveform of each of the two TPC
halves and hence one scintillation flash will result in at most two scintillation signals
from opposite TPC halves. These signals will be bundled together if they occur within
6 µs. This time is defined by the sum of the integration time in the APD signal shaping
electronics (table 3.1).
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Figure 4.5.: The three PDFs used by clustering. Upper left: The position PDF which heavily
penalizes positions outside the wire hexagon. Upper right: The signal amplitude
PDF makes use of the correlation between U-signal and V-signal bundle ampli-
tudes. Bottom: The PDF weighs the time difference of U-signal and V-signal
bundles.

4.4.2. Determination of Z position

The second clustering step aims to reconstruct the Z position of the energy depositions
in the detector. This is done by connecting U-signal bundles with scintillation signal
bundles. Since the scintillation is prompt, U-signal bundles are only connected to those
scintillation bundles that occur between 3 µs after, or the maximum possible charge drift
time plus 3 µs before the time of the U-signal bundle. The 3 µs allowance on each side
again corresponds to the integration time for scintillation signals. From these scintil-
lation signal bundles, the U-signal bundle is connected to the one with the minimum
absolute time difference from the U-signal bundle. The Z coordinate is then calculated
as the product of this time difference and the known drift velocity of 1.71 µs.
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4.5. Event topology

4.4.3. Determination of X-Y -position

In the last step, the X-Y -position of the energy deposition is determined. This is done
by finding the most likely combination of U- and V-signal bundles that were created
in the first step. The likelihood is determined by three probability density functions
(PDFs) that correlate summed signal amplitudes, the times of the signal bundles and
their resulting X-Y -position.

The first describes the correlation of the summed signal amplitudes between U-signal
and V-signal bundles. The second models the coincidence between V-wire signals and
U-wire signals. The difference in the arrival times of U-wire bundles and V-wire bundles
is independent of the event location in the detector, except for events near the anode
planes. This effect is addressed to the V-wire signal reconstruction process, which results
in slight time offsets for energy depositions near the anode planes and is modeled in the
PDF. Because of the hexagonal shape of the wire frames, not all U-wires overlap with
every V-wire. The third PDF hence ensures that only such combinations of U-signal
and V-signal bundles are allowed, which result in physically possible positions. All three
PDFs are based on studies done with calibration source and low background data, which
are detailed in appendix A. Figure 4.5 gives a visualization of the PDFs.

The likelihood of a connection between a U- and V-signal bundle is defined as the
product of the three PDFs. The negative logarithm of this likelihood is used as a cost
function for this specific connection. A matching algorithm tests all possible connections
between U- and V-signal bundles, including whether multiple bundles of one type cor-
respond to one bundle of the other type, and returns the one set of combinations whose
sum of costs divided by the number of connections is lowest. For each connection in this
set, a so called charge cluster is formed and linked with the scintillation bundle that
was linked to the U-signal bundle in the previous step. Each of these charge clusters
thus have full 3D position information. Bundles for which no connection was found are
converted into charge clusters with partially or fully missing position information. Since
the U- and V-wires are at an angle of 60◦, the U- and V- coordinates of charge clusters
are transformed into a rectangular coordinate system in the following way:

X =

{
V − U in TPC 1
U − V in TPC 2

Y =
U + V√

3
(4.4)

4.5. Event topology

Reconstruction of the 3D position of charge clusters allows to use this information in
background rejection. Apart from two neutrino double beta decay, the main background
signals in EXO-200 stem from gamma radiation. For energies on the order of the double
beta decay Q-value, Compton scattering is the dominant interaction process of gamma
radiation with the detector material, and their mean free path is on the order of several
centimeters (figure 3.1). In contrast, the reach of the electrons from double beta decay
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4. Event reconstruction

is on the order of several millimeters, which is on the same order as the 9 mm spacing
between wire channels. Therefore, gamma radiation is expected to normally result in
more than one charge cluster per event, whereas beta radiation events usually contain
only one. We use this fact to label each event as either single site (SS) or multi site
(MS). The definition of these two categories is:

• An event is labeled as single site, if:

– It contains exactly one charge cluster within drift time of a scintillation clus-
ter.

– The charge cluster contains no more than two U-wire signals on different
channels.

– The definition of a charge cluster implies that these signals must stem from
adjacent channels.

• All other events with at least one charge cluster are labeled as multi site.

With this definition, more than 90 % of double beta decay events are categorized as single
site, whereas approximately two third of gamma background events are multi site.

4.6. Position reconstruction accuracy

The position resolution is determined by the wire pitch in the X-Y -plane and by elec-
tronics shaping times, digitizer sample rate and drift velocity in Z direction. Since charge
clusters consist of U-wire and V-wire bundles, whose position is the amplitude weighted
average over the wire locations on which a signal occurred, the position resolution can
be better than the 9 mm wire pitch. The position reconstruction accuracy can be tested
to a certain extent using low background data as shown in figure 4.6.

To estimate the resolution in Z direction, the fact that the cathode grid is a weak
emitter of alpha radiation is used. Alpha events from the cathode are ideal for this
study, since their penetration length is small and the cathode grid is very thin and thus
such events are a source of charge at a known physical location in Z direction. The
top plots in figure 4.6 show the distribution of these events in Z for both TPC halves.
The width of these distributions, 0.73 mm corresponds to the Z position reconstruction
uncertainty for a single charge cluster. If the drift velocity and the distance between
cathode and anode plane were exactly the same in both TPCs, the distributions should
be centered around 0. However they are slightly offset. This could be explained if the
cathode were off-centered by ≈ 0.5 mm, which is within the expected tolerance after the
vessel was cooled down to cryogenic temperatures.

For an estimate of the uncertainty in X and Y direction, a simple model can be used,
which assumes uniform event distributions throughout the detector. All charge deposi-
tions within one wire channel pitch are mapped to the same coordinate. The standard
deviation of the uniform distribution then is a measure of the position reconstruction
uncertainty in the U and V coordinate. For a channel pitch of 9 mm this corresponds
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4.6. Position reconstruction accuracy
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Figure 4.6.: Position reconstruction accuracy from low background data. The mean values
(standard deviations) of the distribution are labeled as c (σ). (a): Reconstructed
Z position of alpha decays originating from the cathode grid which drifted in
TPC 1. (b): The same for TPC 2. (c) and (d): Difference of U and V
coordinate of charge depositions that were split by the cathode grid and ended
up in both TPCs. Since the U-wires in one TPC are parallel to the V-wires in
the opposite TPC, the U coordinate in one TPC should be the same as the V
coordinate in the other TPC for such events. The satellite peaks at ±4.5 mm
are from 2-V-wire events.
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4. Event reconstruction

to a position error in U and V of 2.6 mm. Since the transformation to X,Y coordinates
involves the sum of U and V , the uncertainties in this coordinate system require an ad-
ditional factor of

√
2. Because the bundle coordinates are amplitude weighted averages,

the true position reconstruction uncertainties are expected to be smaller than in this
simple model. A study using the detector Monte Carlo simulation yielded a standard
deviation of 2.4 mm in U direction, 1.2 mm in V direction and 2.6 mm in the composite
X coordinate from the true simulated position. To cross-check these results in real data,
charge depositions that were split by the TPC’s central cathode grid are used. Since the
cathode grid is at the voltage maximum, charge depositions at the center of the TPC are
split and the fractions drift to opposite anode planes. Yet they are known to originate
from the same position and hence can be used to test the position reconstruction across
the two TPC halves. The U-wires of one TPC half are parallel to the V-wires of the
opposite half, so the U coordinate of such events in one TPC should have the same
value as the V coordinate in the opposite TPC. The bottom plots of figure 4.6 show the
distributions of the difference of these coordinates. The distributions have a standard
deviation of ≈ 3 mm, consistent with the result from the Monte Carlo simulation, con-
sidering that this measurement is a measurement of a sum of U and V . It can be seen
that only in rare cases the two coordinates differ by at least one channel pitch (9 mm).
The distribution of VTPC1 − UTPC2 is off-centered by ≈ 1 mm, which might indicate a
slight parallel displacement between the V-wires in TPC 1 and the U-wires in TPC 2,
which if true, would not contribute to the position reconstruction uncertainty.

4.7. 3D Reconstruction efficiencies

In order to obtain the full 3D position information of a charge cluster, all three types of
its signals have to be reconstructed. Since the scintillation reconstruction has the highest
energy threshold, it dominates the position reconstruction efficiency of single site clus-
ters, as can be seen in figure 4.7 a. Multi site events usually share the scintillation signal,
and so for charge clusters in a multi site event, the position reconstruction efficiency is
a mixture of the V signal reconstruction efficiency of the individual cluster and the scin-
tillation reconstruction efficiency of the sum of all clusters. For this reason, the position
reconstruction efficiency for individual multi site charge clusters can have a lower energy
threshold than the one for single site clusters. The position reconstruction efficiency of
charge clusters in a multi site event is shown in figure 4.7 b. For the subsequent analysis,
the efficiencies for individual clusters are less interesting than the efficiency for having
an event in which all charge clusters have fully reconstructed position information. For
single site events, this is just the same as the corresponding individual cluster efficiency.
For multi site events, it is the product of the individual cluster efficiencies, and therefore
depends on the structure of these events. Figure 4.7 c shows the efficiency of having a
multi site event in which all charge clusters have full position reconstruction. It can be
seen, that this efficiency depends on the type of calibration source used for the study.
The general trend downward is explained by the fact, that higher energy events usually
create more charge clusters, which enter in the efficiency product.
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4.7. 3D Reconstruction efficiencies
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Figure 4.7.: Single-cluster 3D reconstruction efficiency, defined as the number of charge clus-
ters with full 3D reconstruction divided by the total number of charge clusters.
In (a) for single site events and in (b) for multi site events. (c) shows the
probability that all charge clusters in a multi site event have full 3D position
reconstruction vs the summed charge cluster energies.
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5. Continuous multiplicity description

The main analysis presented in this text makes use of the event multiplicity to gain
discrimination power between gamma backgrounds and beta decay signals. For this
purpose a binary distinction in single site and multi site events is chosen, which was
defined in section 4.5. However there is motivation for a finer graduation of the event
multiplicity. 60Co for example is an important background in the experiment and is
also used as a calibration source. This nuclide undergoes beta decay to 60Ni with the
emission of two prompt gammas. The energies of the two gammas are 1173.2 keV and
1332.5 keV, with the lifetime of the intermediate state being only 0.7 ps. Because of their
coincidence, the summed energy of both gammas can appear in the detector, which is
less than 50 keV away from the 0νββ Q-value and about 100 keV from the 208Tl gamma
line in the 232Th background. Since a sum peak event consists of two gammas, its
multiplicity or number of energy depositions in the detector is higher than that for a
single gamma event, which allows it to be discriminated from other backgrounds or beta
decay events. On the low end of the multiplicity spectrum, background discrimination
might also profit from a finer graduation. Currently charge depositions ending up on
one or two neighbouring wire channels are categorized as single site. Due to Compton
scattering however, charge depositions from gamma radiation might systematically end
up more often on two neighbouring wire channels than on one compared to charge from
beta radiation, a fact that the current binary multiplicity can not exploit.

Various multiplicity metrics, have been considered with the focus on discrimination
power between single and multiple gamma events [68]. One metric that gave particular
good discrimination between these two types of events is the sum of edge weights of the
minimum spanning tree (MST) of the reconstructed charge clusters in the event. A MST
is a concept in graph theory. A graph is a set of vertices, in this case the charge deposits
in the detector, and edges which connect the vertices. A spanning tree of a graph is a
subgraph of that graph that contains no loops and connects all vertices of the graph. If
the edges contain weights, one can find a minimum spanning tree, which is a spanning
tree whose sum of edge weights is less than or equal to the sum of edge weights of all
other spanning trees of the graph. For exact definitions see for example [69]. Figure 5.1
illustrates a graph with weighted edges and its minimum spanning tree.

The edge weights were defined as the euclidean distance between charge clusters scaled
by an energy dependent factor, chosen to give the best discrimination power between
single- and multiple-gamma events. However such an additional energy dependent factor
turns out to yield a too complicated metric to give reasonable agreement between simu-
lation and actual data. Instead just the euclidean distance between charge depositions is
used as edge weights. This simplifies the metric, while still retaining good discrimination
power between single and multiple gamma events as will be shown below. The metric
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Figure 5.1.: Example of a minimum spanning tree. The figure shows a graph with weighted
edges. Vertices are drawn as black dots, edges are shown as dashed black lines
or full red lines. The spanning tree of this graph with the lowest sum of edge
weights is marked by the red lines.

is a natural description of the event’s spatial extent, and its dimension is a length. A
distinction between one-wire charge depositions and two-wire charge depositions is pos-
sible, if not just the centers of each charge cluster (as defined in section 4.4) are used as
vertices of the MST, but each individual U-wire signal within a charge cluster. The U
coordinates of the vertices are the U coordinates of the corresponding channel, and the
V coordinate is inherited from the signal’s parent charge cluster. This vertex definition
gives the MST metric a resolution on the single channel level while enabling it also to
reflect differences between single, few, and many photon scatters. Figure 5.2(a) shows
the energy spectrum of the 60Co calibration source located in the cathode plane versus
the described MST metric. While the single gamma full absorption peaks at 1173.2 keV
and 1332.5 keV are mostly contained within MST values of less than ≈ 100 mm, combi-
nations of two gammas like the Compton area above the full absorption peaks and the
sum peak lie mostly above this value. This could be exploited by supplementing the
single site and multi site categories with a third category of events whose MST metric
is larger than a certain threshold. Figure 5.2(b) illustrates this on the example of the
60Co calibration source. Cutting events with an MST metric larger than 110 mm retains
most of the single gamma events, while reducing the part of the spectrum originating
from two gammas by approximately a factor of 10.

Most of its information is however used if the MST metric is not used to define a
third multiplicity category, but if it is treated as a continuous variable in the fit instead,
superseding the binary classification into single site and multi site. An essential require-
ment that needs to be fulfilled though, is the agreement between simulation and data on
the event distribution of the MST metric, so that the event distribution functions in the
MST metric produced by the simulation correctly predict the MST metric distribution
in data. With the current simulation package however, the agreement is rather bad, as
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Figure 5.2.: The top plot shows the distribution of the MST metric versus total event energy
for the 60Co calibration source. The lower plot compares the energy spectrum
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Figure 5.3.: Agreement between simulation and data for the 228Th calibration source in
the cathode plane. The top plot shows the full range of the MST metric. The
bottom plot shows the distributions at low values of the metric. Data is shown in
black, the distribution obtained from the default simulation package is shown in
blue. The bad modelling of the MST distribution at low values by the simulation
is due to the lack of simulated charge carrier diffusion. Adding this feature to
the simulation improves the agreement with data drastically as shown by the
red curve.
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can be seen in figure 5.3, which compares the MST distributions between a simulation
(blue) of the thorium calibration source in the cathode plane and corresponding calibra-
tion data (black). The most significant disagreement happens for MST values at 0 mm
and for values around 9 mm. The first case are events that produce only one charge
deposition signal on the U-wires and therefore have only one vertex in the MST. Since
the MST metric is defined as the sum of edge lengths, its value is zero in case of only
one vertex. The second case is from events with two coincident charge deposition signals
on neighbouring wire channels. In this case there are two vertices whose distance is the
width of one channel, which is 9 mm. The simulation overpredicts the one wire case by
approximately the same amount it underpredicts the two wire case.

The main reason for this disagreement is, that the diffusion during the drift of the
charge cloud towards the anode is not modeled at all in the default simulation. Instead,
charge depositions are treated as point like objects during the drift simulation and sig-
nal generation. Ionization electron diffusion in liquid xenon depends on the strength
of the electric field and is typically much stronger in the plane transverse to the drift
direction than the diffusion in the drift direction. Measurements of the transverse dif-
fusion coefficients exist for slightly higher fields than the one used in EXO-200 [47]. An
extrapolation of these measurements to the field used in EXO-200 predicts a transverse
diffusion coefficient on the order of 100 cm2/s, which corresponds to a diffusion length of
≈ 1 mm over the full drift length. This can cause the charge cloud of a single interaction
point to end up on more than one U-wire, whose channel spacing is 9 mm.

To examine the effects of charge carrier diffusion in the TPC, the simulation package
has been extended with a diffusion model. The simulated charge depositions, which were
assumed point-like in the default version, are split into a fixed number of sub-depositions
with the total amount of charge spread evenly among them. The sub-depositions each
independently undergo a random walk in the plane perpendicular to the drift direction in
addition to their drift movement. The number of sub-depositions into which the original
deposition is split can be set for the simulation, and already a quite small number of 10
sub-depositions seems to be sufficient to model the effects that determine the distribution
of the MST metric at low values. To estimate the effective transverse diffusion coefficient
for EXO-200, the calibration sources were simulated with different transverse diffusion
coefficients, ranging from 60 cm2/s to 100 cm2/s. A comparison of these simulations to
data from the 228Th calibration source is shown in the appendix B. A transverse diffusion
coefficient of 80 cm2/s gives reasonable agreement between simulation and data in the
MST metric. The red curves in figure 5.3 show the distribution of the MST metric
for a simulation of the 228Th calibration source with this diffusion coefficient. Clearly,
the incorporation of charge carrier diffusion into the simulation eliminates most of the
discrepancies between simulation and data.

The MST metric is sensitive to the different relative fractions of events that end up
on one U-wire compared to two neighbouring wires. This adds additional beta / gamma
discrimination power that the default SS / MS multiplicity definition is insensitive to.
The same is true for the fall off of the MST metric at large values. The MST distribution
of beta decays falls off very steeply, since fast electrons deposit their energy within a
very small volume except for the rather rare cases of Bremsstrahlung. Gamma events are
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Figure 5.4.: Comparison of three different background PDFs projected onto the MST metric
dimension. The binning is a section-wise uniform binning, with a bin width
of 3 mm for values of MST metric < 45 mm and a bin width of 23.7 mm for
greater values. The inset shows a zoom into low values of the MST metric.

expected to fall off much slower than beta decay events and coincident gamma events
systematically occupy very large MST values. To make use of this information in a
fit of various background and signal components to the data taken by the detector,
probability density functions (PDFs) describing the distribution of the MST metric for
each background component must be created using the simulation package. The process
of building these PDFs will be detailed in section 8.2.1. They are based on histograms
in the corresponding observable, for example energy or in this case the MST metric,
of simulations of various backgrounds. The finer the resolution of the PDFs, i.e. the
finer the binning of the underlying histograms, the more data must be simulated. To
keep the amount of data that needs to be simulated at a maintainable level, an efficient
binning must be chosen. The PDFs should be detailed at low values of the MST metric
to reflect the features of the discrete anode wire spacing. For larger MST values it
is sufficient to model the general trend and detailed resolution is unnecessary. This is
reached by choosing a fine grained bin width of 3 mm for MST values of less than 45 mm,
and 23.7 mm for larger values. Figure 5.4 compares the MST PDFs of three different
background components whose behaviour is in agreement with above discussion. The
one-wire to two neighbouring wire ratio is higher for double beta decay events than for
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the gamma backgrounds of the 238U and 222Rn chains (the latter represented by 214Bi).
Additionally the double beta decay PDF falls of rapidly for MST values greater than
10 mm in contrast to the gamma backgrounds.

The analysis presented in the following chapters is based on the binary single site /
multi site multiplicity categories. In section 8.4, the fit of the background model to the
low background data is repeated with the single site / multi site categorization replaced
by the MST metric and the associated gain in sensitivity to neutrinoless double beta
decay is discussed.
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6. Data processing and correction

The data used in this analysis was taken between 22 September 2011 and 1 September
2013, which is a period of 710 days. Some fraction of this time is covered by source
calibration runs and periods at which the electronegative purity in the detector was low.
After subtraction of these periods, the amount of low background data used for the
analysis corresponds to a total live time of 477.6 days.

”ROOTification”
event

reconstruction

binary file ROOT tree
+ waveforms

ROOT tree
reconstructed data

simplified
ROOT tree

flattened
data set

collection of relevant information

event selection

(a) (b) (c)

(d) (e)

Figure 6.1.: Schematic of data processing. (a): The DAQ records waveforms and trigger
information to a binary format. (b): The data is converted to a ROOT tree
format which is empty except for waveforms. (c): The reconstruction process
fills the data structure. Waveforms are dropped. (d): Data is converted to a
lighter ROOT tree. Information not relevant to high level analysis is dropped.
(e): Event selection cuts are applied and the data set is reduced to contain only
the data that is used in the fit.

All data is processed according to the scheme shown in figure 6.1. The processing
happens in several steps and the output of each step is stored for possible future repro-
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6. Data processing and correction

cessing. This has the advantage that only upstream processes need to be redone if one
of the processes was changed. The raw waveforms and trigger information are provided
by the DAQ in a custom binary format. In a first processing step, this data is converted
to a ROOT [70] tree format which contains the waveforms and an empty data structure
that can hold all possible information on the event.

This data structure is filled in the reconstruction process which was discussed in chap-
ter 4. The data structure is hierarchical and for example allows bidirectional relations
between all signals that were found in an event and higher level objects such as charge
clusters and their reconstructed position. In the same step, the raw signal amplitudes
are corrected in order to obtain an optimal energy resolution, because the response to
an energy deposit is not completely uniform throughout the detector. These corrections
are described in section 6.1, except for the correction of different wire gains, which was
discussed in section 4.2. The waveforms are dropped at this stage to keep the file sizes
at an acceptable level.

In the next step, the data is reduced to a lighter format containing only the information
relevant for higher level analysis, while still keeping all of the reconstructed events. Single
signal amplitudes are dropped at this stage and instead the calibration function is applied
which translates the charge and light amplitudes to an estimate of the total energy in
the event. The calibration procedure is explained in section 6.2.

Event selection cuts are applied in the final step, which produces the data sets used in
the fit. Only the total energy, the standoff distance and the time of the event are saved,
and the data set is split into a single site and a multi site part. The event selection
criteria are detailed in chapter 7.

6.1. Signal corrections

6.1.1. Electronegative impurity

As discussed in section 3.2.1, the ionization electrons may scatter on electronegative
impurities on their way to the anodes, which leads to a loss of electrons in the charge
cloud following equation 3.8. The result is an exponential decrease of free electrons with
drift time:

N(t) = N0 exp (−t/τe) , (6.1)

where N0 is the initial number of electrons created in the ionization process, and τe

is the electron lifetime. This effect introduces a Z dependent energy response to the
detector. Charge clusters near the cathode that need to cover a larger drift distance,
yield smaller ionization signals per unit energy than those near the anodes. For this
reason the electron lifetime is monitored periodically using the 228Th calibration source,
and the data is corrected for the expected attenuation. To measure the electron lifetime,
the calibration source is placed at the cathode and the ionization yield from a known
energy is measured in different parts of the detector. For this purpose, each TPC half is
divided into 16 equal drift time bins, and a Gaussian plus error function model is fit to
the full absorption peak of the source’s 208Tl line. The central value of the peak and the
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Figure 6.2.: Measurement of electron lifetime. Each TPC half is divided into 16 drift time
bins and the amplitude of the 228Th source’s full absorption peak is plotted for
each bin. The data is fitted by equation 6.1 for both TPCs. Figure adapted
from [13].
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mean drift time in each bin are plotted as shown in figure 6.2 and fit by equation 6.1 to
extract the electron lifetime for both TPCs.
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Figure 6.3.: Electron lifetime between September 2011 and November 2013. The shaded
regions mark periods of bad purity, coincident with interruptions in the xenon
recirculation or gas feed events. The shaded regions are not used in the analysis.
Figure adapted from [71].

Although the xenon purification system described in section 3.5.2 works quite well,
interruptions in the xenon circulation due to power outages or maintenances and gas
feed events cause the electron lifetime to vary over time. For this reason the electron
lifetime is measured several times per week with the method described above. The time
variation of the lifetime for the whole data set is shown in figure 6.3. These values are
used to correct the amplitudes of ionization signals in the data by a factor exp(t/τe).
For lifetimes > 1000 µs, the maximum correction is less than 12 %.

6.1.2. Shielding grid inefficiency

# U-signals p0 p1 (mm) p2 (mm−1)
1 0.041 5.84 4.16 · 10−6

2 0.079 6.64 2.11 · 10−6

more 0.041 5.84 4.16 · 10−6

Table 6.1.: The parameters of equation 6.2, used to correct for the inefficiency of the shield-
ing grid.
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Figure 6.4.: Determination of the shielding grid’s inefficiency using simulation. The plots
show the reconstructed sum of U-signal amplitudes divided by the true simulated
energy versus the Z position of the energy deposit for events with one U-signal
(a) and two neighbouring U-signals (b). The red curves show the correction
model (equation 6.2) times a normalization constant.

The secondary purpose of the V-wire plane is to shield the U-wires electrostatically
from the charge in the drift volume. Since the V-wires do not form a perfect conduction
plane, the charge of the slowly drifting ions creates a small dependence of the U-wire
signal amplitude on the Z position of the charge deposit (e.g. [72]). We model the Z
dependence of the U-wire pulse amplitudes by the following empirical formula

Ameas(Z) = A0 ·
1 + p2Z

1 + p0 exp
(
|Z|−Zmax

p1

) , (6.2)

where Ameas is the measured amplitude, A0 is the amplitude one would obtain with a
perfect shielding grid, Zmax is the maximum drift distance (192.5 mm) and p0, p1 and p2

are empirical parameters. We use the detector Monte Carlo simulation to estimate the
parameters of this equation. The simulation uses electric fields and weighting potentials
of the detector, calculated using Maxwell [65], to generate the pulses of U-wire signals.
The reconstructed pulse amplitudes are then compared to the true simulated energy as
in figure 6.4, and the parameters p0, p1 and p2 are extracted by fitting equation 6.2
(times a normalization constant) to the data. The resulting parameters, together with
the inverse of equation 6.2 are used to correct the data for this effect. It was found, that
the inefficiency behaves slightly different for charge clusters that deposit their charge on
two neighbouring U-wires. We therefore treat this case separately. The parameters used
for the signal amplitude correction are listed in table 6.1.
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6. Data processing and correction

6.1.3. Nonuniform light response

Due to the good uniformity of the electric field in the detector, the amplitude of charge
pulses of a certain energy deposit depend only on the Z position and the dependencies
can be modeled quite well. The situation is different for light signals. A scintillation flash
can be reflected several times, for example by the Teflon cylinder, or can be shaded by
the cathode grid, before it hits an APD. Furthermore, scintillation signals from different
locations in the detector will shine brighter onto different APDs, depending on distance
and angle. This, in combination with the fact that the APDs vary substantially in gain
and noise level, makes it harder to correct the light signal in order to achieve a uniform
energy estimate. In addition, the APD signals suffer from noise introduced by the front
end electronics, which is correlated across different channels. A substantial effort has
been undertaken to develop an optimal energy estimator from the light signals under
these conditions in [73], which will be described briefly in the following.

During the light signal reconstruction process, discussed in chapter 4, the summed
waveforms over all APD channels in one plane are used to find scintillation signals.
Fitting a pulse template to the summed waveform to extract the signal amplitude, and
using this amplitude as an energy estimator like in the case for charge signals however
would lead to sub-optimal energy resolution. Because the noise on APD channels is
correlated, and a light flash at one position preferentially creates a large signal on a few
channels and less to no signal on the rest of the channels, summing up the waveforms of
all channels actually dilutes the signal to noise ratio. On the other hand the pure random
(uncorrelated) part of the noise improves with the square root of the number of summed
channels. The method described in chapter 4 of [73] makes use of the detailed knowledge
of the correlated noise on each channel, the expected signal shape and the light response
on each channel to a scintillation signal at a certain time and position in the detector
to derive an optimal energy estimator from the APD waveforms in each event. The
knowledge of the expected signal shape is used to weight more heavily those frequency
components on the waveforms that give larger signal to noise ratio. The knowledge
of the light response of each single APD channel to a scintillation event at a certain
position in the detector is used to weigh more heavily those channels which are expected
to give a large signal due to their proximity to the interaction point. And finally the
knowledge of the noise correlations across channels can provide a better estimate of the
noise on one channel than an estimate on only the individual channel can provide, and
those channels with higher signal to noise ratios are given larger weights. The method
uses all this information to calculate an optimal energy estimate that is linear in the
waveform samples and yields a uniform energy response throughout the detector.

6.2. Energy calibration

6.2.1. Combination of charge and light

For a given particle energy, the charge and light yield in a liquid xenon detector are
anticorrelated [74, 75]. This means that the energy resolution in a single of the two
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Figure 6.5.: Combination of charge and light signal. The figure shows the calibrated energy
estimates obtained from light signals vs the one obtained from charge signals for
data from the 228Th calibration source. The gamma lines of the source are visible
as diagonal islands, which demonstrate the anticorrelation between charge and
light in the detector. A measurement of the anticorrelation parameter makes
it possible to form a combined energy estimate (diagonal axis) with improved
energy resolution. Projections of this data on the three axes are shown in
figure 6.6.
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Figure 6.6.: Scintillation only, charge only, and combined energy spectrum of the 228Th
calibration source. The plots show projections of the data in figure 6.5 on the
three axes. It is apparent that the charge channel yields better energy resolution
than the light channel. The best resolution is achieved by a combination of the
charge and light signals.

channels is smeared out. If however both channels are measured, they can be combined
to give an energy estimate with improved resolution. This can be seen in figure 6.5, which
shows the energy estimated using the light signal versus the energy estimated using the
charge signal of the 228Th calibration source. It can be seen that the gamma lines in
the source’s spectrum are tilted by a certain angle towards the axes of the plot. This
means that the energy resolution can be improved by using an appropriate combination
of the charge and light amplitude, as indicated by the third (diagonal) axis in the plot.
The energy estimate we use is a linear combination of the corrected charge and light
amplitudes

C = cos (θ(t))AC + sin (θ(t))AS, (6.3)

where AC and AS are the completely corrected charge and light signal amplitudes re-
spectively that were discussed in the previous section, and the parameter θ is defined as
the one that gives best energy resolution for the 2615 keV peak of the 228Th source. θ
is determined weekly by minimizing the width of the 2615 keV peak of the calibration
source and therefore labeled as time dependent. Note that C is an uncalibrated mag-
nitude, and the second degree of freedom in the linear combination of AC and AS is
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6.2. Energy calibration

absorbed in the calibration. The combination yields an energy resolution at the source’s
2615 keV peak of 1.4 %, which is more than a factor of 2 better than the energy resolution
of the charge only channel. This is demonstrated in figure 6.6 which shows a projection
of the data in figure 6.5 onto the charge only, light only, and combined energy axes. The
2615 keV peak is much sharper in the combined energy estimate, and some lower energy
features become visible, which are washed out in the charge- and light-only signals.

6.2.2. Calibration procedure

To calibrate the combined amplitude C, several photopeaks of different calibration
sources are used. Full scale calibration campaigns involving the cesium, cobalt and
thorium sources are done several times a year to provide the overall scale of the cali-
bration and the 228Th source is deployed a couple of times per week to track any time
dependencies. The positions of the calibration photopeaks CTh, C

1
Co, C

2
Co and CCs are

measured by fitting a Gaussian plus error function model to the spectra. Examination
of the data within a calibration campaign yields that, while the absolute values of Ci
show some significant time variation, the ratios between the amplitudes remain quite
stable. Our approach thus expresses possible nonlinearities of the energy scale S in terms
of amplitudes relative to the amplitude of the 228Th source’s 2615 keV peak, which is
measured on a weekly basis:

x :=
C

CTh(t)
(6.4)

S(C) =S(x(C)) = p2x
2 + p1x+ p0. (6.5)

This method allows us to have constant parameters pi and model the time dependence
of the energy scale by the time dependence of the 228Th photopeak. The parameters pi
are determined by fitting S(x) to a plot of the measured photopeaks xTh, x1

Co, x2
Co and

xCs versus their expected values.
Applying the the Gaussian plus error function model to extract the position of the

photopeak to Monte Carlo simulations of the calibration source, shows that the extracted
positions have a small bias relative to the true energy of the simulated gamma particle.
This bias is due to the incomplete modeling of the photopeak and Compton shoulder by
a Gaussian plus an error function. The biases are comparable for all sources and we use
the one estimated from a simulation of the 228Th source, Ebias = 2.9 keV (6.1 keV) for
SS (MS) to correct for this fact.

The complete calibration function is

E = (ETh − Ebias) · S (x) = (ETh − Ebias) ·
(
x2p2 + xp1 + p0

)
(6.6)

x =
C

CTh(t)
, (6.7)

where ETh is the true energy of the 228Th source’s full absorption peak (ETh = 2615 keV).
Ebias, p0, p1 and p2 are time independent calibration parameters as discussed above, and
CTh(t) is the time dependent parameter, which represents the magnitude of the 2615 keV
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peak in units of the combined amplitude C. The calibration is done independently for
single site and multi site data.

6.2.3. Energy resolution
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Figure 6.7.: The energy resolution of the detector. The top panel shows the absolute energy
resolution ∆E in keV, the bottom plot shows the relative energy resolution
∆E/E in percent. 1σ confidence regions are shown as bands around the reso-
lution curves. Figure adapted from [76].

As discussed in chapter 3, good energy resolution is a requirement to reach high sensi-
tivity to the signature of neutrinoless double beta decay. In addition, a precise knowledge
of the detector’s energy resolution is necessary to construct the various spectral distri-
bution functions of backgrounds as seen by the detector. We assume that the detector’s
response function follows the form of a Gaussian whose width, the energy resolution σ,
depends on the amount energy deposited in the detector. We use a semi empirical model
for the energy dependence of the resolution, following the arguments in [77]:

σ2(E) = p2
0E + p2

1 + p2
2E

2 (6.8)
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6.2. Energy calibration

The coefficient of the energy independent term p1 can be interpreted as the basic elec-
tronic noise level of the detector readout system. The coefficient p0 can be addressed to
statistical fluctuations in the number of quanta created in the ionization and scintillation
process. As discussed in section 3.2.1, these processes are approximately of poissonian
nature, and the variance due to these fluctuations thus should be proportional to the
deposited energy and poses a fundamental limit on the achievable energy resolution. The
contribution of the p2 term to the energy resolution depends linearly on the deposited
energy. Various effects such as drifting gains or other inhomogeneities in the detector’s
energy response in space and time can contribute to this term.

The energy resolution shows a slight variation in time during the analysis period.
However we determine average parameters for p0, p1 and p2 to construct the spectral
distribution functions used in the analysis of low background data and include the time
variations as systematic uncertainties. The whole set of calibration data from the cobalt
and thorium sources is used to determine average values and covariances of the three
energy resolution parameters for the analysis period. The parameters are extracted by
convoluting the resolution model of equation 6.8 with exact energy spectra obtained
from Monte Carlo simulations of the two sources and fitting the resulting spectra to the
calibration source data. The fit weights the calibration data periods by the fraction of
low background data taken during that period and treats single site and multiple site
data and parameters independently. The variances determined in this way represent
the statistical uncertainties on the six parameters (three for single site and multi site
each). The variation due to the time dependence of the parameters is estimated by
individually extracting parameters for the 7 calibration campaigns within the analysis
period. The resulting parameters are listed in table 6.2 and the resolution curves are
shown in figure 6.7.

p0 p1 p2

(
√

keV) (keV)
SS 0.628 20.8 0.0011
MS 0.602 25.8 0.0040

Table 6.2.: Average energy resolution parameters (equation 6.8) determined by fits to all
available cobalt and thorium calibration source data.

Since the summed energy of the two electrons emitted in neutrinoless double beta
decay is a discrete value, it is suitable to define a region of interest (ROI) around the
decay’s Q-value whose size depends on the energy resolution at the Q-value. We define
the 1-σ (2-σ) ROI, which corresponds to the energy interval that extends ±1 (±2) times
the energy resolution around the Q-value. Their values are shown in table 6.3.
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6. Data processing and correction

ROI energy range
(keV)

1-σ [2416.6, 2491.6]
2-σ [2379.0, 2529.2]

Table 6.3.: The definition of the energy region of interest used in this analysis.
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7. Data selection

Not all of the low background data that was recorded is actually used in the analysis.
Chunks of data that are obviously bad or events that are definitely not signal-like are not
allowed to contribute to the final measured energy spectrum. Since such event selection
cuts affect the signal efficiency and detector live-time, it is necessary to study their
effects in detail, which is the purpose of this chapter.

The selection of low background data that is used in the analysis is defined by two
mechanisms. In a first step, broader selection criteria are applied that remove chunks
of data due to bad environmental conditions. These selection criteria define the actual
live-time of the detector, which is less than the low background data taking time of
511.6 d. In a second step, data within the live-time of the detector are selected based
on event-by-event selection criteria. Events that are clearly background related, noise,
or originate from less well modeled regions of the detector for example are not used in
the analysis. These selection criteria or cuts, while not contributing to detector dead-
time, affect the 0νββ signal efficiency and thus it is important to study the effect and
associated uncertainty of each.

7.1. Detector live-time

The detector live-time differs from the low-background run time due to removal of data
according to the following criteria:

Muon veto Data recorded between 1 ms before and 25 ms after a trigger of the muon
veto system is cut from the data set. This cut aims to reduce the amount of
background introduced by cosmogenic activation of the detector material or the
HFE fluid. Many of the possible cosmogenic states are short lived. Analysis of
the cut data for example yielded a neutron capture time in the hydrogen of the
HFE fluid of 740(120) µs. In addition, if a muon went through the TPC and
was reconstructed as such by the reconstruction process, we cut 60 s of the data
following the muon event. The main source of background from a muon traversing
the TPC despite the muon itself is the capture of spallation neutrons on 136Xe,
which produces the beta-unstable isotope 137Xe. This xenon isotope undergoes
beta decay with a half-life of 3.8 min [78]. The 1 min cut has been chosen as a
compromise between vetoing these decays and losing as little live-time as possible.
Together, these two cuts reduce the live-time by approximately 5 %.

Poor data Data that was taken during periods of poor environmental circumstances,
such as mining activities at the site, experimenters in the clean room module that
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7. Data selection

contains the detector, or times at which the free electron lifetime was less than
1000 µs are removed from the data set.

Run boundaries Data 60 s after the start and 1 second before the end of a low back-
ground data taking run are cut. This ensures that the 60 s muon veto cut is
applied, even if the muon event happened right before the start of the run and was
therefore missed.

The periods which pass these criteria define the live-time of the detector. It is calculated
by counting the number of forced triggers recorded by the DAQ, which are requested
every 10 s. For this analysis period, the total detector live-time is 477.60(1) d. The
amount of data removed due to the different vetoes discussed above is summarized in
table 7.1.

time (days) %
vetoed time 34.0 6.6

environmental 8.9 1.7
TPC muon 21.9 4.3
panel muon 3.1 0.6

live time 477.6 93.4
total run time 511.6 100

Table 7.1.: Summary of detector run time and vetoes used in this analysis.

7.2. Fiducial volume

To convert a measured event rate into a half-life, the number of decaying atoms must be
known within reasonable uncertainty. The detector volume on which the analysis is based
is called the fiducial volume. Since EXO-200 is able to reconstruct the position of charge
clusters, we can select arbitrary volumes inside the detector as the fiducial volume. The
most obvious choice would be to use the whole sensitive region of the detector in order
to maximize the target mass. However it is also important to keep systematic effects as
low as possible, and so a volume is chosen that is well understood and properly modeled
in simulation. A hexagonal right prism in each of the two TPC halves is chosen as the
fiducial volume, because the wire planes have the form of a regular hexagon. For this
choice, four of the volumes surface boundaries are parallel to the anode wires, which
allows to express these boundaries in terms of the natural detector coordinates U and
V . The two boundaries which are not parallel to the anode wires are expressed in terms
of the derived coordinate X. Each wire plane consists of 38 channels. The size of the
hexagon is chosen so that the fiducial volume encompasses all but the volume covered by
the outer wires. This choice is made because the Monte Carlo simulation of the electron
drift models the wires as an infinite repetition of infinitely long wires. Possible edge
effects due to field lines bending in towards the outer wires are therefore not considered
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Figure 7.1.: Projections of the fiducial volume onto the XY and XZ planes. Fiducial volume
boundaries are shown as dashed lines, detector boundaries are shown as solid
lines. The fiducial volume is bounded in the XY plane by the intersection of a
hexagon with 162 mm and the cylindrical Teflon reflector walls, which have an
inner radius of 183 mm.

in the simulation, but such effects might distort the actual volume that is covered by the
wires, especially on the outermost ones. 3D simulations of the drift field suggest that
this is indeed the case. Therefore the fiducial volume is restricted to the area covered by
all wires except the outermost, which is a hexagon with an apothegm of 162 mm. Since
this hexagon would extend slightly outside the Teflon reflector walls at its corners, it
is cropped by a circle of 183 mm radius, which corresponds to the inner radius of the
Teflon reflector wall.

The volumes are bounded in Z direction by the condition 10 mm < |Z| < 182 mm,
i.e. 10 mm in each direction from the cathode and 10 mm from the V-wire plane. This
choice has been made because the cathode and anode grids emit a higher radioactive
background than the surrounding liquid xenon as can be seen in figure 7.2(a). Since
the contamination is mainly beta like as shown in figure 7.2(b), 10 mm of liquid xenon
are enough to shield that background completely. Projections of the fiducial volume are
shown in figure 7.1. This volume, multiplied by the liquid xenon density of 3.03 g/cm3

corresponds to a 136Xe mass of 76.5 kg, which multiplied by the live time gives a total
exposure of 100 kg yr.

The uncertainty on the size of the fiducial volume is based on the reconstruction
uncertainties for the four coordinates that define the fiducial volume as discussed in
section 4.6, and on the difference on the event rate produced by calibration sources
and the predicted event rate estimated using Monte Carlo simulations of the calibration
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Figure 7.2.: (a) shows the Z distribution of events in the detector. It is apparent that the
cathode (Z = 0 mm) and anode (|Z| = 192 mm) grids have a higher radioactive
contamination than the liquid xenon in the bulk of the detector. (b) shows the
energy spectra of events within 10 mm from the cathode (blue) and anode (red).
Both are beta like.

sources. The uncertainties in the coordinates were found to be 2.4 mm in U , 1.2 mm in
V , 2.6 mm in X, and 0.42 mm in Z. This results in an uncertainty on the chosen volume
of 1.7 %.

As mentioned above, the simulation models the outer parts of the detector less well.
To take this into account, we compare the difference in event rates between calibration
source data and simulations of the calibration source for different sizes of the hexagonal
volume. Error-weighted averages of this number over different calibration sources and
source positions are calculated for the chosen fiducial volume and the smaller volume
used in [13]. A 1.7 % difference is found between the two volumes. Conservatively, full
correlation of this uncertainty due to detector edge effects with the basic fiducial volume
uncertainty (also 1.7 % as discussed above) is assumed. The total systematic uncertainty
related to the choice of fiducial volume is thus 1.7 % + 1.7 % = 3.4 %.

7.3. Event selection criteria

Several criteria must be fulfilled for an event to make it into the final data set. For
example all positions in the event must be fully reconstructed. This reduces some sys-
tematic uncertainties but also reduces the signal efficiency. The following criteria must
be fulfilled for each event:

Forced triggers As mentioned in section 3.4, the DAQ system records an event every
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Figure 7.3.: The low background data set (black) after all cuts have been applied. The
total scintillation amplitude vs the total (fully corrected) ionization amplitude
per event is shown. Each event is represented by one dot in the plot. The events
shown in red fail the light-to-charge ratio cut and are not included in the low
background data set. Two island consisting of alpha decay events are visible in
the upper left.

ten seconds, regardless of whether a signal that exceeded the trigger threshold
is present or not. These forced triggers are used to measure the detector live
time. Although we record the waveforms for these triggers, we cut events that lie
within the ±1024 µs frame of a forced trigger. The probability for a real decay to
coincide with such a forced trigger is very small and reduces the signal efficiency
by ≈ 1× 10−3 %.

Noise Single events that are obviously noise, as tagged by a simple algorithm before
reconstruction, are neither reconstructed nor added to the data set. Such events
occur with an average rate of ≈ 11 mHz. Comparing this to the average event
rate of 75 mHz leads to an estimated random coincidence of a noise event with a
real physics event in 9× 10−3 % of the cases. In addition, a hand scan of events
which were tagged as noise found no real signal on the investigated waveforms
which leads to a conservative 6× 10−2 % systematic error on the estimated signal
efficiency due to this cut.
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Event-to-event coincidence This cut aims to reduce backgrounds from fast decays in
a chain. If two or more events occur within one second, both events are removed
from the data set. A main target are is the bismuth polonium coincidence in the
222Rn decay chain. The intermediate state in the decay 214Bi

β−→214Po
α−→210Pb has

a half-life of 164.3 µs and therefore should be always covered by this cut if properly
reconstructed. Random coincidences that happen within the 1 s cut are removed
as well, which reduces the signal efficiency. The efficiency due to this cut has been
calculated to 93.1(2) %.

Light-to-charge ratio Following the discussion of section 6.2.3, alpha radiation is ex-
pected to yield a higher scintillation to ionization ratio in the detector. This is
used to effectively remove alpha decay events from the data set. Figure 7.3 shows
the final data set and the cut on the light-to-charge ratio. The cut also removes

another bismuth polonium coincidence. The decay 212Bi
β−→212Po

α−→208Pb is part
of the 220Rn decay chain and the intermediate state has a half-life of only 300 ns,
which means that both decays end up in one event. The high light to charge ratio
of the alpha decay however still makes the event identifiable as background. The
impact on the 0νββ signal efficiency is estimated to be negligible.

One scintillation cluster To remove data from coincident decays that end up on the
same event, we require that the event consists of only one scintillation cluster. In
addition, we require that the scintillation cluster is reconstructed at least 120 µs
before the end of the waveform, which allows all charges, which have a maximum
possible drift time of 120 µs, to be fully reconstructed. The rate at which the
former requirement is applied mistakenly due to misreconstruction of noise as an
additional scintillation cluster has been estimated by simulating pulses of known
amplitude on top of noise traces. In 0.1 % of the cases, the reconstruction process
found an additional signal. Another study of this effect on the events in the low
background data set that pass all other cuts but this one yielded that in ≈ 0.7 % of
the cases a second signal was reconstructed although only one was really present.

Energy The total energy in the event must lie within the range of 980 keV to 9800 keV,
where the trigger and signal reconstruction are known to be 100 % efficient. The
efficiency loss for a 0νββ signal due to this cut is estimated to be negligible.

Event positions The fiducial volume was discussed above in section 7.2. An event must
be fully contained within the fiducial volume to be allowed into the data set. This
is the case if all of the event’s charge clusters lie within the fiducial volume. To
ensure this is the case, one must add the additional requirement that all charge
clusters have fully reconstructed 3D position information. The 3D reconstruction
efficiencies for a single charge cluster have been discussed in section 4.7. The effi-
ciency for an event however depend on its charge cluster composition and therefore
cannot be directly tested using the gamma calibration sources, since they are more
likely to create multiple charge clusters due to Compton scattering. As no beta
emitting calibration source with an energy near the double beta decay Q-value
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Source Signal efficiency Error
(%) (%)

Forced trigger 99.99 -
Noise 100 < 0.06
1 s event coincidence 93.1 0.2
More than one scintillation cluster 100 < 0.7
No full position reconstruction 90.9 7.8
Fiducial volume - 3.4
Light-to-charge ratio 100 0.15
Total 84.6 8.6

Table 7.2.: Summary of signal efficiencies and associated systematic errors due to the event
selection cuts.

is available, the 3D reconstruction efficiency for 0νββ events is estimated using
the Monte Carlo simulation. The efficiency is calculated as the fraction of events
removed by the full 3D reconstruction requirement after all other analysis cuts
discussed above have been applied, resulting in a value of 90.9 %. Since the Monte
Carlo model is not perfect, an uncertainty must be assigned to this estimate. This
is done by comparing the energy dependent 3D reconstruction efficiency curve for
2νββ as predicted by simulation to the one of background subtracted low back-
ground data. The difference between the two efficiencies calculated in this way
are fairly energy independent and it’s therefore justified and believed to be con-
servative to use the maximum deviation of the two efficiency curves (7.8 %) as an
estimate of the efficiency’s uncertainty.

After the application of all cuts, the total low background data set comprises 62764
events (50456 single site, 12308 multi site). The hit in efficiency and the associated error
for each of the above cuts is summarized in table 7.2.
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8. Search for neutrinoless double beta
decay

The analysis of the 0νββ half-life is based on a binned maximum-likelihood fit on the
data described in the previous chapter. The data is split between the single site and
multi site categories and is simultaneously fit by a set of probability density functions
(PDFs) that describe the population of different background sources as well as the 0νββ
signal. Three observables are used in the fit:

Multiplicity This observable describes the event multiplicity which is related to the
number of charge depositions in an event and has only two states, either single
site (SS) or multi site (MS). An exact definition of the event multiplicity has been
given in section 4.5.

Energy The total energy contained in the event with fully applied corrections and cali-
bration as discussed in chapter 6.

Standoff distance This observable aims to describe the location of the charge deposits
inside the detector. It is defined as the minimum distance of a charge deposit
to a detector material other than liquid xenon or the cathode grid. External
backgrounds should generally be distributed around small standoff distances due
to the good shielding properties of liquid xenon, whereas double beta decay events
are evenly distributed within the liquid xenon, which leads to a higher average
standoff distance. For multi site events, the standoff distance is defined as the
minimal standoff distance of all charge clusters in the event.

Each event that meets the selection criteria discussed in the last chapter is boiled down to
these observables, and PDFs in these observables are built for several background sources
and locations. The fit extracts the number of events addressed to each background and
signal component as well as their single site fractions. A confidence interval for the
number of signal events in the data set is extracted using the profile likelihood method
and converted into a confidence interval for the 0νββ half-life of 136Xe.

8.1. Maximum likelihood method

One method to determine which parameters of a given model best fit a set of observed
data is called the maximum likelihood method. The essential quantity used in this
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method is called the likelihood of a set of parameters θ, given the observed set of out-
comes xi and assuming a model f(θ,x), which is the probability density function (PDF)
of the observables x for a specific set of parameters θ. The likelihood is defined as

L (θ|xi) =
∏
i

f (θ,xi) (8.1)

which is a function of only the parameters θ. Finding the set of parameters θ̂, which
best describes the observed distribution of the xi is then a matter of maximizing their
likelihood:

L(θ̂) = max
θ
L(θ) (8.2)

In some special cases this can be done analytically. In most practical applications how-
ever, this is done numerically, and since L ≤ 1 by definition, calculating L usually
means multiplying lots of small numbers which can easily exceed the numeric floating
point limits of common computers. Therefore in practice one usually minimizes the
negative logarithm of the likelihood (NLL)

− lnL (θ|xi) = −
∑
i

ln f (θ,xi) , (8.3)

which is equivalent to maximizing L, because the logarithm is a monotonically increasing
function. The minimization in this analysis is done using the widely used package
MINUIT [79].

8.1.1. Binned likelihood fit

For large data sets, computing the NLL in each minimization step can become quite
tedious, since the sum in equation 8.3 runs over all points in the data set. A way
around this is to partition the data set into bins and do a binned maximum likelihood
fit instead. Although this is accompanied by some loss of information which depends
on the bin size, now the sum in equation 8.3 runs over all bins instead, which reduces
the computing time drastically for large data sets. The number of entries in a bin j, kj
follows a Poisson distribution with the expected number of entries µj being the integral
of the PDF over bin j, times the total number of events n addressed to the PDF. The
negative log likelihood can then be written as

− lnL =
∑
j

µj − kj lnµj + const (8.4)

with µj = n

∫
bin j

f (θ,x) dx

The constant in equation 8.4 only depends on the number of observed entries in each
bin and can therefore be dropped when minimizing − lnL.
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8.1.2. Parameter constraints and incorporation of efficiency
uncertainties

The maximum likelihood method makes it easy to put constraints on parameters that
have been determined externally. The likelihood is simply multiplied by the probability
density function of the parameter that was determined in a different study. If for example
a set of parameters θ are known to be normally distributed around central values of θ0

with covariances Σ, then one can constrain the likelihood in the following way:

− lnLconstr = − lnL − ln C = − lnL+
1

2
(θ − θ0)T Σ−1 (θ − θ0) . (8.5)

The normalization term of the multivariate Gaussian in equation 8.5 was again dropped
because it is a constant independent of the parameters θ.

This method also allows for an easy way to incorporate systematic uncertainties of
signal efficiencies into the likelihood function. The number of events addressed to each
background or signal component is simply scaled by a common normalization factor
which is centered around 1 and constrained by a Gaussian whose width corresponds to
the uncertainty of the signal efficiency.

8.1.3. Confidence intervals

Maximizing the likelihood yields the set of parameters that fit the data best within the
given model. The likelihood is however not only useful for point estimation but can also
be used to build a test statistic which allows to construct confidence intervals for these
parameters. Suppose there is one or more parameter of interest π (the number of 0νββ
events for example) and a set of additional nuisance parameters θ (such as the number
of events from different backgrounds). Then one can construct a likelihood-ratio test
statistic which eliminates the nuisance parameters, called the profile likelihood (see for
example [80])

λ (π|xi) =
sup [L(π,θ,xi); θ]

sup [L(π′,θ,xi); θ, π′]
, (8.6)

where the supremum in the denominator runs over the full parameter space (π,θ) and
the one in the numerator runs over the nuisance parameters only. The profile likelihood
λ therefore is only a function of the parameter of interest π. The distribution of λ can be
found via a Monte Carlo study. However under very general conditions, the distribution
of λ can be approximated by

λ(π) ∼ χ2
dim(π) (8.7)

where χ2
dim(π) is the chi square distribution with degrees of freedom equal to the number

of parameters of interest. This relation is called Wilks’ theorem [81] and will be applied
in this analysis to find confidence intervals for the 0νββ half-life.
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8. Search for neutrinoless double beta decay

8.2. Modelling of signal and backgrounds using the
Monte Carlo simulation

The Monte Carlo package developed for a full detector simulation was described in sec-
tion 3.6. This package is used to build PDFs for a set of backgrounds from various
places within and around the detector. The simulated events are processed by the same
reconstruction algorithm as the detector data, for the energy of the simulated event
however, the true energy is used. This ensures that the simulation is subject to similar
signal efficiencies as the data from the detector. Residual differences in signal efficiency
originating for example from the differences in electronic noise and incompleteness of
the Monte Carlo model will be discussed at the end of this section. For each background
component, a single site and a multi site PDF are created by condensing the simulated
events to the two remaining observables standoff distance and energy. The energy dis-
tribution is smeared according to the measured energy resolution function discussed in
section 6.2.3.

8.2.1. Background model

The following background PDFs are built for the fit:

• Backgrounds from within the liquid xenon: 2νββ, 135Xe, 137Xe, 222Rn.

• Backgrounds from the detector copper material: 238U, 232Th, 40K, 60Co, 65Zn,
54Mn.

• Backgrounds from radon in the air gap between the cryostat and the lead shield
wall.

• Backgrounds from 232Th in the inner cryostat wall.

• Backgrounds from captures of cosmogenic and radioactivity induced neutrons on
the detector and cryostat copper, as well as on the xenon and HFE fluids.

The two double beta decay modes are simulated using the Fermi function proposed
in [82].

Both xenon background isotopes are short-lived beta emitters which can be produced
by cosmogenic activation of the main isotope and the major residual isotope (134Xe)
respectively.

For the PDFs of 238U and 232Th, the entire decay chains were simulated with the
assumption of secular equilibrium between the single states. For 222Rn, the chain is
simulated down to 210Pb.

The radon chain in the liquid xenon needs special treatment because alpha decays are
usually vetoed due to their high light to charge ratio. While the final data set should
contain almost no alpha decay events due to the cut efficiency of almost 100 %, simulated
events would not be vetoed, because the simulation is not capable of reproducing the
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Figure 8.1.: Two of the PDFs used in the fit. The top two are the SS and MS PDF
respectively for 232Th in the TPC material, the bottom two are SS and MS
PDFs for 2νββ. Projections onto the energy and standoff distance axes are
shown in each case. All scales are linear.
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8. Search for neutrinoless double beta decay

correct light to charge ratio for alpha events. Therefore the simulated spectrum of 222Rn
in the liquid xenon would be overpopulated by these events, if the whole decay chain
were simulated. For this reason the 222Rn decay chain is split into relevant components
that contain beta and gamma decays.

Due to the short 164 µs half-life of 214Po which decays under the emission of an alpha
particle, the preceding 214Bi beta decay is usually also vetoed by the light to charge
ratio cut. However since the decay products are ionized, they accumulate on the surface
of the cathode grid. Therefore in approximately 50 % of the cases, the alpha particle
emitted by 214Po is directed towards the cathode and hence not seen by the detector.
This means that the preceding 214Bi decay will eventually not be vetoed and 214Bi beta
decays on the cathode surface must be treated by a separate PDF.

The neutron capture backgrounds are not entirely simulated using the GEANT4 soft-
ware package. Instead a multi-step approach is done. Muon induced neutrons are
simulated by using the observed muon flux at the site (measured in [83]) as an input
to a FLUKA [84, 85] based simulation which contains a simple model of the detector.
The FLUKA simulation takes care of the propagation of the muons as well as spallation,
propagation and capture of neutrons within the detector materials. It outputs capture
gammas which in turn are used as input to the default GEANT4 based simulation.
Radioactivity induced neutrons from the surrounding salt are first generated using the
SOURCES4A code [86] and then put into the FLUKA simulation.

Model completeness

The background model contains all sources within the detector materials that are ex-
pected to yield a significant contribution to the energy spectrum. However it must be
checked whether more remote backgrounds for example from the cryostat walls or the
HFE cooling liquid need to be included in the model. A study has been done whether
the addition of the 238U and 232Th chains or 60Co in the HFE or copper cryostat is a
reasonable extension of the model. With the 222Rn in the air gap PDF, the background
model as described above already contains a remote component that is part of the ura-
nium chain. The expected number of events assigned to an additional remote uranium
component in either the HFE or the cryostat walls by the fit was found to be highly
anticorrelated with the number of events the fit assigns to radon in the air gap. While
the best fit is reached with a non-zero contribution of both, with a slight preference to
the radon in the air gap PDF, the hypothesis of either of the two components being zero
is consistent within 1σ. This means that the fit is not able to discriminate between the
exact locations of remote uranium components and the radon in the air gap PDF will
act as a collecting point for remote uranium backgrounds. The effect of using the radon
in the air gap PDF as a placeholder for all remote uranium backgrounds on the ROI
has been checked. Substituting this PDF by other remote uranium PDFs changes the
expected number of counts in the ROI by 2.7 % at most. The situation is completely
analogous with remote 232Th components. The fit already contains a remote thorium
component at the inner cryostat wall and an additional remote component does not add
any information to the fit. The situation with 60Co is also similar. Since the guide tube
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8.2. Modelling of signal and backgrounds using the Monte Carlo simulation

for the calibration sources is made out of different copper than the TPC parts them-
selves, significant additional remote cobalt backgrounds are expected to come primarily
from there. Exchanging the source of the 60Co background between the TPC copper
and the calibration source guide tube changes the expected number of events in the ROI
by 5.0 %.

8.2.2. Agreement between simulation and data

In order to obtain reliable results from the fit, it is essential that the simulation, which
is used to produce the PDFs, can accurately reproduce the background spectra and
their single site / multi site distribution. While this can not directly be tested for
all backgrounds believed to be in the detector, the calibration sources and simulations
thereof provide a powerful tool to cross-check the agreement between the simulation
package and the real detector. The large scale calibration campaigns during which
several of the calibration sources are deployed within the timescale of a week are used
for this purpose.

Figure 8.2 shows the spectrum of the 226Ra calibration source taken during a cali-
bration campaign in June 2013 and the spectrum obtained using the simulation of the
source at the same location in the cathode plane. The qualitative agreement between
simulation and data is very good. The largest disagreement is observed at low standoff
distances (near the detector walls). This trend is common for all available calibration
sources as can be seen in figure 8.4, which shows the residual disagreement between
simulated and measured spectra for all sources. While the reason for this disagreement
near the detector boundaries is not entirely known, its effect on the signal is quantified
further below and accounted for in the analysis.

Since the distinction between single site events and multi site events carries much
information about whether an event is signal-like or background-like, it is also important
that the simulation correctly predicts the fraction at which an event of a certain source
is single site over the full energy spectrum. The calibration source campaigns are again
used to validate the predictions from the simulation. Figure 8.3(a) shows the single site
fractions of three calibration sources. While they all share an overall downward trend
with increasing energy, specific features are expected to be different due to different
event topologies. The full absorption gamma peak for example is generally more likely
to be single site than the Compton shoulder right next to it. Figure 8.3(b) shows
the agreement in the single site fraction between the same data and a simulation of
the sources. Such deviation curves have been calculated for all available calibration
campaigns and sources and we take the weighted average of the maximum deviation of
each curve as a conservative estimate of the single site fraction disagreement between
simulation and data. The weighting is by the inverse of the error and the live time of
the calibration source run. The systematic error on the single site fraction calculated in
this way is 9.6 %.
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Figure 8.2.: Agreement between spectra produced using the simulation package (blue) and
calibration data (black) for data obtained from the 226Ra calibration source
which was located in the cathode plane. Plot (a) and (b) show the SS and
MS energy spectra respectively, plot (c) and (d) show the SS and MS standoff
distance distributions. Overall a very good agreement is observed, with the
exception of the first standoff distance bin (0 mm to 10 mm)
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Figure 8.3.: Event multiplicity of calibration sources. (a) shows a plot of the single site
fraction SS/(SS + MS) of the 228Th, 226Ra and 60Co calibration sources versus
energy. All three calibration sources show a similar energy dependence. (b)
shows the agreement between the single site fraction predicted by the simulation
and the one observed in data versus energy. Data taken from [87].

Effect of PDF shape uncertainties

A monte carlo study has been performed to estimate the effect of the residual shape
disagreement between the PDFs and data on the expected number of counts in the
region of interest (ROI). The basic idea is to observe the disagreement between the
number of events in the ROI as reported by the fit and the true number of events in the
ROI due to the uncertainties in the shape of the background PDFs. To accomplish this, a
large number of toy data sets are generated from PDFs on which the shape disagreement
is divided out (called unskewed PDFs in the following). These toy data sets are then fit
with the original PDFs and the fractional difference in the estimated number of events
in the ROI obtained in this way compared to what is obtained without dividing out the
shape disagreement is used as a measure of the impact of the shape disagreement on
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8. Search for neutrinoless double beta decay

the counts in the ROI. The PDFs are unskewed by dividing out the calibration source
spectral residuals shown in figure 8.4. Uranium chain and the 214Bi PDFs are divided by
the radium source residual curves (figure 8.4 black), 60Co background PDFs are divided
by the cobalt source residual curves (figure 8.4 red) and the remaining PDFs, with the
exception of neutron capture PDFs, are divided by the thorium source residual curves.
The neutron capture PDFs are not unskewed because no similar calibration source is
available and their energy range spectrum extends beyond the energies provided by
the calibration sources. Due to their small contribution to the overall background rate
their contribution to the total PDF shape uncertainty systematic is expected to be
negligible. Figure 8.5 shows a comparison of an unskewed PDF to its original version on
the example of the PDF for the 238U background in the detector copper. The toy data
sets are generated from the unskewed PDFs, with each PDF contributing to the toy data
set according to its fractional contribution to the low background data as estimated by
a fit of the PDFs to a subset of the data used in this analysis. These toy data sets
are fit with the original PDFs and the estimated counts in the ROI are compared to
what would be obtained without unskewing the toy data sets. The results are shown
in figure 8.6. The disagreement in the spectral shapes between the simulation and data
thus lead to a 9.2 % bias in the estimated number of events in the ROI. The study is also
done with unskewing the energy or standoff distance dimension only. It is apparent that
the shape disagreement in the standoff distance is the main contributor to the effect,
most likely due to the large disagreement in the first (0 mm to 10 mm) bin.

8.3. Low background data fit

Information on the number of 0νββ events is extracted by a binned maximum likeli-
hood fit of the set of background and signal PDFs on the data set, as introduced in
section 8.1.1. The likelihood that is minimized is slightly more complicated than in
equation 8.4. The data set is partitioned in a single site and a multi site part, but
both parts are simultaneously fit to extract information on the total number of specific
background and signal events. In addition, some parameter constraints are added to the
likelihood, and normalization variables are introduced to incorporate systematic effects
that affect the overall efficiency as well as specifically the efficiency in the signal region.
The expectation value for the number of counts in bin j of the single site (multi site)

data set, µ
SS (MS)
j , is the product of an overall normalization parameter N and the sum

over the individual expected number of single site (multi site) events contributed to bin
j from the background or signal component i. The latter in turn are the products of he
estimated total number of events from component i, ni and the relative fraction (1 - the
relative fraction) of single site events in component i, mi. With the same conventions
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Figure 8.4.: Residual difference of the calibration source spectra between simulation and data
for the 228Th, 226Ra and 60Co calibration sources used to unskew the PDFs (see
text). Plot (a) and (b) show the differences in energy spectra for SS and MS
respectively, (c) and (d) show the differences in standoff distance distributions.
Data from [87].
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Figure 8.5.: Example of an original (black) and and unskewed PDF (red) on the example of
the 238U in the vessel multi site PDF.o The unskewing was done by dividing the
PDF by the 226Ra residual curve of figure 8.4.

as used in equation 8.4 and before, the likelihood then takes the following form:

− lnL =
∑
j

µSS
j + µMS

j −
(
kSS
j lnµSS

j + kMS
j lnµMS

j

)
− ln C (8.8)

with µSS
j = N

∫
bin j

[∑
i

nimif
SS
i (x) + nneutron

∑
l

plmlf
SS
l (x)

]
dx

µMS
j = N

∫
bin j

[∑
i

ni(1−mi)f
MS
i (x) + nneutron

∑
l

pl(1−ml)f
MS
l (x)

]
dx,

with the constraints labeled as C. The index j runs over all bins and the index i labels
a specific background or signal component except the neutron components which are
labeled by the index l. The second term in µj is the contribution from neutron com-
ponents, where the contribution of a single component l is proportional to the product
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Figure 8.6.: The bias introduced into the expected number of events in the ROI due to the
disagreement of the energy and standoff distance distributions in simulation and
data. The plot shows the biases if only the disagreement in energy distributions
(blue), in standoff distance distributions (red), or in both (black) is taken into
account.

of the total neutron capture counts nneutron times the relative fraction pl of this com-
ponent to the total neutron capture counts. The common normalization parameter N
is constrained to be centered around 1 with a standard deviation corresponding to the
uncertainty in the signal efficiency.

To account for an efficiency that is specific to the signal region, the single site PDFs
fSS
i (x) are split into a part outside and a part inside the ROI:

fSS
i (x) = ri(1− α)fSS inner

i (x) + [1− ri(1− α)] fSS outer
i (x) , (8.9)

where ri is the relative integral of the PDF inside the ROI to outside the ROI:

ri =

∫
fSS inner
i (x) dx∫
fSS outer
i (x) dx

(8.10)

This allows the normalization of the PDFs within the ROI to float independent from
the normalization of the complete PDF. The common parameter α is constrained to
be centered around 0 with a standard deviation corresponding to the signal efficiency
specific to the region of interest. Table 8.1 gives a summary of all parameters that are
floating in the fit.
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Figure 8.7.: Fit of the PDFs to the low background data set. Projections onto the energy
axis are shown for SS events (a) and MS events (b), projections on the standoff
distance axis are shown in (c) and (d). Several similar PDFs are grouped to-
gether for better visibility. The lower panels of the plots show residuals between
data and best fit, normalized to the Poisson error of the data points. The green
(blue) shaded regions in these panels indicate ±1σ(±2σ) deviations. The last
bin in the energy spectrum summarizes events and PDFs for energies between
4000 and 9800 keV. Figure adapted from [15].

90



8.3. Low background data fit

parameter description constrained
ni total counts of component i no, except for 222Rn

nneutron total neutron capture counts no
pl fractional contribution of individual neu-

tron capture PDF to nneutron

yes

mi single site fraction of component i yes, fixed for neutron capture
N overall normalization factor shared by all

components
yes

α ROI specific normalization factor shared
by all components (that extend to the
ROI)

yes

Table 8.1.: Complete list of parameters that are floating in the fit.

8.3.1. Parameter constraints

Of the parameters listed in table 8.1, only the expected number of events for each
background or signal component are floating freely in the fit. The rest of the parameters
is constrained using multivariate Gaussian constraints, whose central values and (co-
)variances have been determined in separate measurements.

Single site fraction

Without a constraint on the fraction at which an event from a certain background or
signal component is single site, the partition into single site and multi site data sets
would add no discrimination power between signal and background. Since there is no
practical way of measuring the single site fractions of each component separately, the
values predicted by simulation are used as central values in the constraint. The error
on these numbers is then given by how accurately the simulation can reproduce the
correct single site fractions. This has been discussed in section 8.2.2, and the averaged
maximum deviation in the single site fractions between simulation and calibration source
data (9.6 %) is used as the square root of the parameters’ variance. Despite the different
energy spectra, the three calibration sources show the same energy behaviour in the single
site fractions, as is apparent in figure 8.3(a). We therefore impose a 90 % correlation on
the constraint’s covariance matrix.

Neutron capture components

The fractional contribution of each neutron capture PDF to the total number of neu-
tron capture events is constrained to the prediction of the FLUKA simulations with a
tolerance of 20 %.
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Amount of 222Rn in the liquid xenon

The amount of 222Rn in the active detector region is continually monitored by an in-
dependent analysis, which estimates its activity to 3.65(37) µBq kg−1. Following the
discussion in section 8.2.1, a large part of the decay daughters of the radon in the liquid
xenon accumulate on the surface of the cathode due to the high electric field. Studies
using the 214Bi-214Po coincidence have shown that 83 % of these events occur on the cath-
ode, with the remaining 17 % decaying in the bulk of the xenon. The expected number
of decays corresponding to the radon PDFs in the liquid xenon are constrained by these
fractions times the measured total activity, with a tolerance of 10 % and a correlation
across the different radon components of 90 %.

Signal efficiencies

The two normalization parameters N and α are constrained by Gaussians whose stan-
dard deviations correspond to the overall uncertainty in signal efficiency and the system-
atic errors on background determination in the ROI, respectively. The effects contribut-
ing to the overall signal efficiency were summarized in table 7.2. Three effects contribute
to the error on background determination in the ROI. The uncertainties in the expected
number of background events due to a possible incompleteness of the model were dis-
cussed in section 8.2.1. Adding the different contributions in quadrature yields a 5.7 %
error. The effect of uncertainties in the PDF shapes produced by the simulation was
studied in section 8.2.2 and contributes a 9.2 % error to the background determination
in the ROI. Another contribution to the ROI background error stems from the error of
the energy resolution parameters. While they are known to vary slightly in time, only
average parameters can be used to smear the PDFs. This contributes a 1.5 % error to
the background determination in the ROI. Adding the three parts in quadrature yields
a total error of 10.9 %.

8.3.2. Fit results

Since the energy calibration is done with gamma sources, we examine the possibility
that the energy scale for beta decay events (signals as well as backgrounds) is slightly
different. The hypothesis that is tested is that the energy scale for beta decays is directly
proportional to the energy scale for gamma decays, where the constant of proportionality
is referred to as the β/γ scale. Since 2νββ is the largest background, it is the main tool
to constrain the β/γ scale. The likelihood space for different β/γ scales is explored
manually, by performing fits with different sets of PDFs, where beta decay PDFs were
scaled by the β/γ scale compared to gamma background PDFs. Figure 8.8(b) shows
the profile likelihood for the β/γ scale, which yields a value of 0.999 ± 0.002. This is
consistent with the assumption, that gamma decays and beta decays have the same
energy scale in the detector.

The minimization of the likelihood in each fit is performed using MINUIT. Figure 8.7
shows the best fit of the PDFs to the data set. Similar backgrounds have been grouped
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Figure 8.8.: Panel (a) shows the two-dimensional profile likelihood of the number of 0νββ
counts and beta scale. Panels (b) and (c) show one-dimensional profiles in
the β/γ scale and the number of 0νββ counts respectively, where the other
parameter is treated as floating in the fit. 1σ and 90 % confidence regions for
the two parameters are shown.
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8. Search for neutrinoless double beta decay

for better visibility. Several gamma full absorption peaks can be seen, most prominently
those of 40K (1460.8 keV [88]) and 208Tl (2469 keV). The two neutrino decay mode of
136Xe is clearly the most dominant background, accounting for over 75 % of the events
in the data set, followed by 40K, which contributes less than 10 % of events.

For each value of the beta scale, the profile likelihood around the best fit value of the
number of neutrinoless double beta decay events is calculated. This gives a 2D profile
likelihood which is shown in figure 8.8(a). To construct a confidence interval for the
number of 0νββ events, the β/γ scale is treated as a nuisance parameter like the other
background parameters. This is accomplished by minimizing the 2D profile likelihood
over the β/γ scale for each number of 0νββ events. The resulting profile is shown in
figure 8.8(b). The 90 % confidence upper limit on the observed number of 0νββ events
obtained from this profile is 23.9 counts. In total, 39 events were observed within the
2σ ROI. The number of background events within the 2σ ROI expected from the best
fit model is 31.1±1.8(stat)±3.3(sys) events, which corresponds to a background rate of
1.7(2)× 10−3 keV−1 kg−1 yr−1. Table 8.2 gives a summary of the number of background

Component Estimated counts in 2σ ROI
232Th 16.0
238U 8.1
137Xe 7.0
Total background 31.1
0νββ 9.9
Total observed events 39

Table 8.2.: Summary of backgrounds in the 2σ ROI estimated by the fit.

events in the 2σ ROI as expected by the fit. The best fit value of 9.9 0νββ events is
consistent with the hypothesis of no neutrinoless double beta decay within 1.2σ. The
upper limit on the observed number of 0νββ events is translated to a 90 % confidence
lower limit on the half-life in the following way:

T1/2 = ln 2 · MtεNA

mN
, (8.11)

with the total exposure, Mt = 100 kg yr, the signal efficiency ε = 0.846, the Avogadro
constant NA, the molar mass of 136Xe m and the upper limit on 0νββ events N , the
lower limit on the 0νββ half-life is 1.1× 1025 yr.

Cross-checks

To verify the above result, several cross-checks have been performed. The event accu-
mulation in the ROI was found to be consistent with a constant rate, and performing
the analysis on two separate subsets of the total data set gives estimates of background
rates that are consistent with each other and with the values obtained from the total
data set. Both checks are in accordance with the assumption that no short lived back-
ground polluted the region of interest. In addition the waveforms of the 39 events in
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Figure 8.9.: Cross check of the result using Monte Carlo studies. (a) shows the distribution
of λno-0νββ (see text for definition) for a set of toy data sets generated from the
best fit background model. In less than 90 % of the toy cases, λno-0νββ attains a
smaller value than the one obtained from data. (b) estimates the experimental
sensitivity. The 90 % confidence upper limit on the number of 0νββ counts is
calculated for each toy data set. The median of these values is taken as the
experimental sensitivity: σ#0νββ = 14. Study done by Ryan Killick. Figure
adapted from [89].
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8. Search for neutrinoless double beta decay

the 2σ ROI have been investigated by eye, and no reconstruction irregularities were
found. Although the background model is believed to be complete, the presence of sev-
eral additional backgrounds was checked, motivated mainly by the possible presence of
110mAg and 88Y in the KamLAND-Zen experiment [38]. Both backgrounds are found
do produce high multiplicity events in EXO-200, with a single site fraction of less than
10 %. Subsequently their contribution to the ROI is expected to be very small. Separate
profile likelihood scans with these components added separately yields 1σ upper limits
of 0.06 counts in the 2σ ROI for 110mAg and 0.03 counts in the 2σ ROI for 88Y.

Assuming that the background model is correct and complete, one can validate the
conclusions drawn from the likelihood profile in figure 8.8 using a toy Monte Carlo study.
The value of the likelihood profile at its best fit value λbest-fit = 0 differs from the the
value of the no-0νββ hypothesis λno-0νββ = 1.134. The distribution of λno-0νββ when
no neutrinoless double beta decay is present can be estimated by calculating λno-0νββ

for a set of toy data sets generated from the best fit distribution of backgrounds. The
resulting distribution of λno-0νββ is shown in figure 8.9(a). In less than 90 % of the cases,
λno-0νββ attains a value which is smaller than the value obtained from data. This means
that the observed value is not strong enough to reject the hypothesis of no neutrinoless
double beta decay at the 90 % confidence level.

The limit reported by a low background experiment depends on the number of events
observed in the region of interest. A statistical downward fluctuation in this number
leads to a stronger limit, and the opposite case will lead to a weaker limit. This is a fun-
damental property of low statistics experiments. A magnitude that aims to characterize
the strength of an experiment independent of such fluctuations is called the sensitivity
of the experiment. It is appropriate to define the sensitivity of the experiment as the
median upper limit, the experiment would report if it were repeated a large number of
times. Assuming the background model is correct and complete, this can again be esti-
mated using a toy Monte Carlo study. From each toy data set, randomly generated from
the best fit composition of backgrounds, a 90 % confidence upper limit on the number of
0νββ events is calculated. The resulting distribution of limits is shown in figure 8.9(b).
The median upper limit estimated in this way is 14 counts, compared to the limit of 24
counts obtained from the data. The observed 24 events are consistent with an unlucky
upward fluctuation of the backgrounds in the region of interest with a p-value of 0.14.
The experimental sensitivity of 14 counts corresponds to a half-life of 1.9× 1025 yr.

8.4. MST metric as observable in the fit

The MST metric presented in chapter 5 gives a finer graded description of the event
multiplicity than the default single site / multi site categorization, and therefore possibly
more information on backgrounds. In this section, an analysis that uses this new metric
as an additional observable in the fit is presented. The most important requirement,
reasonable agreement in the metrics distribution between what is observed in data and
what is predicted by simulation, has been demonstrated in chapter 5 (figure 5.3).

The introduction of this observable supersedes the splitting of the data set and PDFs
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8. Search for neutrinoless double beta decay

into SS and MS parts. Consecutively, the total likelihood which is minimized takes a
somewhat simpler form than in equation 8.8:

− lnL =
∑
j

µj − kj lnµj − ln C (8.12)

with µj = N

∫
bin j

[∑
i

nifi (x) + nneutron

∑
l

plfl (x)

]
dx,

with the same conventions as used in equations 8.8 and above. N is the overall nor-
malization factor, ni and fi(x) are the total counts and PDF of background or signal
component i respectively, nneutron is the number of counts addressed to neutron capture
processes and pl is the fraction at which the neutron capture component l contributes to
the total neutron capture PDF. The PDFs fi(x) are split around the ROI in an analogous
way as the single site PDFs in equation 8.9, to allow for a ROI-specific normalization
uncertainty. The number of fit parameters is less than in table 8.1, because the single
site fractions are obsolete.

To use the MST metric as a third observable in addition to the total event energy
and the standoff distance, the number of simulated events for each background compo-
nent must be increased accordingly to guarantee minimal uncertainties in each bin of
the three-dimensional PDFs. The binning in the MST dimension has been optimized in
this respect with fine binning for the details at low values and much coarser binning for
larger values, totalling 30 bins. To keep the uncertainty per bin at the same level, the
number of simulated events would thus have to be increased by a factor of 30, assuming
uniform MST distributions. This alone already requires a substantial increase of compu-
tational resources. An additional penalty is imposed by the fact that to obtain realistic
MST distributions, ionization electron diffusion must be simulated as demonstrated in
chapter 5. Since the simulation of the electron drift and waveform generation is the com-
putationally most intensive part in the simulation, this introduces an additional increase
in computing time.

For this reason, only a smaller amount of simulated events was produced at the time of
this analysis, with approximately 1/4 the number of simulated events that were produced
for the analysis presented in the previous sections. The limited statistics do not allow
to produce three-dimensional PDFs with tolerable uncertainties in their shape. Instead,
only energy and the MST metric are used as observables in the fit and the likelihood
profile on 0νββ counts is compared to what is obtained if energy and standoff distance
or only energy is used as observables in the fit. Due to the smaller number of simulated
events and increased number of bins, the uncertainties in the shape of the PDFs are
larger than in the analysis presented in the last section. Figure 8.10 shows the best
fit of the energy and MST metric fit, projected onto the MST metric dimension and
table 8.3 compares the estimates of the largest backgrounds in the 2σ ROI obtained
from the energy + MST metric fit to the values obtained by the default fit. In this case
the 2σ energy ROI is defined on the whole data set, not just the single site data set as
in the previous sections. The best fit values of the main backgrounds in the ROI are
comparable between the energy + MST metric and the energy + standoff distance fit.
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are assumed to be those presented in section 8.3.1 for all three cases. For the
energy + standoff distance profile, the systematic error due to the uncertainties
in the single site fractions is not taken into account.

Generally, the systematic effects related to the MST metric observable would need to
be evaluated. The detailed investigation of these is deferred for later analyses, since the
introduction of diffusion into the simulation potentially affects several of the efficiencies
described in section 8.3.1 in a non-trivial way. Instead, the systematic errors in the
energy + MST metric fit are assumed to be the same as those determined for the energy
+ standoff distance fit. Since the spectral differences between simulation and calibration
source data are comparable for the standoff distance and MST metric observables, this
assumption seems reasonable. Because this means that the error in the MST metric
spectrum is not explicitly taken into account, the systematic error associated with the
single site fraction uncertainties is also not taken into account, when comparing the
energy + standoff and energy only fits to the energy + MST metric fit. This is incorpo-
rated in the profile likelihood curves in figure 8.11, which shows the profile of the number
of 0νββ events obtained using the energy + MST metric fit and compares it to those
obtained in the energy + standoff and energy only fits. The curvature of the energy
+ MST metric profile is comparable to the one for the energy + standoff distance fit,
and clearly larger than for the energy only fit. In this configuration, the energy + MST
metric fit gives the best 90 % CL upper limit on the number of 0νββ events of 18.5,
which translates into a lower limit on the half-life of neutrinoless double beta decay in
136Xe of

T1/2 > 1.4× 1025 yr. (8.13)
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8. Search for neutrinoless double beta decay

Component Estimated counts in 2σ ROI Difference
Energy + MST Energy + Standoff distance

232Th 57.6 75.6 −26.9 %
238U 57.5 51.3 11.4 %
60Co 45.9 48.3 −5.1 %
137Xe 9.4 10.5 −11.0 %
Total background 233.7 242.0 −3.5 %
0νββ 5.0 12.0

Table 8.3.: Backgrounds in the 2σ energy ROI for the total (SS + MS) data set as estimated
by the energy + MST metric (second column) and energy + standoff distance
(third column) fits.
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9. Conclusions and outlook

During the course of this work, the event reconstruction for EXO-200, which was dis-
cussed in chapter 4, has been largely restructured and put into a more modular design.
This allowed for a more organized way of testing different signal finding and signal dis-
crimination techniques. The work on this helped in better understanding the various
systematic effects associated with each of the event reconstruction steps. Another focus
during this dissertation was to improve the way the position of energy depositions is re-
constructed. To achieve this, an algorithm was developed that pairs the different signal
types according to a pairing likelihood, which is based on distribution functions that
were derived from data. These improvements in the three dimensional event position
reconstruction, and studies of its efficiencies and accuracies narrowed down the system-
atic effects related to event position reconstruction and resulted in a smaller uncertainty
in the size of the fiducial volume, which was previously the main systematic error.

Much work has also gone into methods to further process the reconstructed data and
into the analysis of the final data set. The introduction of a new processing scheme
and format for the corrected and calibrated data, enabled a more flexible way of placing
event selection cuts for the final data set and simplified the determination of the event
selection efficiencies presented in chapter 7. Contributions have also been made to studies
of systematic effects that were presented in chapters 7 and 8, such as the error in the
size of the fiducial volume, or the effect of background PDF shape uncertainties.

The analysis that was presented in the previous chapters was a collaborative effort
that poses a 90 % lower limit on the 0νββ half-life of 136Xe of 1.1× 1025 yr, first published
in [15]. The limit on the half-life corresponds to an upper limit on the effective Majorana
neutrino mass of 190 meV to 450 meV, depending on the choice of nuclear matrix element.
This is summarized in figure 9.1.

It was found that effects of drift charge diffusion on the event multiplicity can not be
neglected on the order of the detector’s resolution, and the transverse diffusion coefficient
for EXO-200 has been approximately determined to be around 80 cm2/s. A dedicated
study will be necessary to measure the exact transverse diffusion coefficient for liquid
xenon at the conditions of the EXO-200 TPC.

Finally, a finer graded description of the event multiplicity has been developed during
the course of this work. The additional information guides the fit to obtain better
background discrimination, and in a first re-analysis of the data set this yielded a slightly
better lower limit on the 0νββ half-life of 136Xe of 1.4× 1025 yr. This is a work in
progress, and additional studies need to be performed to quantify the systematic effects
introduced by using this metric as an observable in the fit and the addition of drift charge
carrier diffusion to the simulation. Additionally, the effect on the signal efficiency in the
region of interest of the residual shape disagreement in the distribution of this metric
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Figure 9.1.: Confidence bands for the effective Majorana neutrino mass vs the mass of the
lightest neutrino. The red band marks the limit on the effective Majorana
neutrino mass obtained in this analysis. The limit is a band instead of a line
due to the uncertainty in the calculations of the nuclear matrix elements. The
confidence bands have been calculated using the values in table 2.1.

between simulation and data needs to be studied, like it was quantified for the energy
and standoff distance distributions. Usage of the multiplicity metric in addition to the
standoff distance metric will require a substantial increase in computing time to produce
the background PDFs in three dimensions. Nevertheless this seems like a viable way to
reach better signal sensitivity for future analyses.
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Figure A.1.: Time difference vs channel distance of V-wire signals from the signal with the

largest amplitude. Due to electrostatic shielding by wires close to the charge
drift path, signals on wires further away from the drift path get reconstructed
to earlier times.

The parameters used in the clustering procedure are all empirical and based on studies
done in low background as well as source calibration data. Figure A.3 shows the distri-
bution of V-wire signal times versus their distance (in units of channels) from the largest
signal. It is apparent that signals further away from the central signal get reconstructed
at earlier times. This is addressed to electrostatic shielding by wires closer to the charge
drift path and to the way the signals are reconstructed. The trend is approximately
linear in the distance from the central signal. A fit of this trend gives:

ti = tc − 2.97 µs |∆ic| , (A.1)

where ti is the time of the individual V-wire signal, tc is the time of the signal with
largest amplitude and ∆ic is the distance (in units of channels) of the individual signal
from the signal with the largest amplitude.

The top plot in figure A.2 shows the summed V-wire signal amplitude over the summed
U-wire signal amplitude per event. The profile of this histogram is used to extract a
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linear relationship between U- and V-signal amplitudes:

ÊV (EU) =

{
0 ADCV EU < −b/a
aEu + b EU ≥ −b/a (A.2)

where ÊV is the estimated V-signal amplitude given a U-signal amplitude EU , and
a = 0.2378 ADCV/ADCU and b = −30.79 ADCV have been determined from the profile
by a fit. The width of the distribution is modeled as

σE(EU) =

{
c EU < 350 ADCU

dEU + e
√
EU EU ≥ 350 ADCU

, (A.3)

where the parameters c = 20.22 ADCV, d = 0.0101 ADCV/ADCU and e = 0.892 ADCV/ADCU
1/2

are again extracted by a fit. ÊV and σE are used to construct the PDF which relates
U-signal amplitudes to V-signal amplitudes:

famplitude(EU , EV , Z) =

 A |Z| > 160 mm

Bexp

[
−1/2

(
ÊV (EU )−EV
σE(EU )

)2
]

|Z| ≤ 160 mm
, (A.4)

where B is a normalization constant. The PDF is just a constant A for |Z| > 160 mm,
because the amplitude relationship becomes Z-dependent in this region, as shown in the
bottom plot of figure A.2. This essentially has the effect that the relationship between
V- and U-signal amplitudes is not applied in the clustering procedure for values of
|Z| > 160 mm.

It was found that the time of only the largest V-wire signal in a bundle is the best
estimator of the time at which the charge cloud passes the induction plane. Figure A.3
shows the time difference of the largest V-wire signal from the U-wire signal of events
that contain only one U-wire signal. The time difference shows a Z-dependence, which
is modeled as

δt(Z) =


0 µs |Z| ≤ 185.2 mm
at + btZ

′ + ctZ
′2 + dtZ

′3 185.2 mm < |Z| ≤ 194.1 mm
3 µs |Z| > 194.1 mm

, (A.5)

where Z ′ = |Z| − 190 mm and at = 2.73 µs, bt = 0.55 µs mm−1, ct = −0.065 µs/mm2 and
dt = −0.013 µs/mm3 are obtained from a fit to the histogram. This is used to model the
time difference PDF in the following way:

ftime(tU , tV , Z) = Cexp

[
−1/2

(
tU − tV − δt(Z)

σt

)2
]
, (A.6)

where C again is a normalization constant and σt is a constant width extracted from
the histogram.

104



0 500 1000 1500 2000 2500 3000

Summed U amplitudes (a. u.)

0

150

300

450

600

750

900

S
um

m
ed

V
am

pl
it

ud
es

(a
.

u.
)

0 50 100 150 200

|Z| (mm)

-1.0

-0.5

0.0

0.5

1.0

R
el

at
iv

e
am

pl
it

ud
e

di
ff

er
en

ce

V-plane

U-plane

100

101

102

103

co
un

ts

0

15

30

45

60

75

90

105

co
un

ts

Figure A.2.: Relationship between U-signal amplitude and V-signal amplitude. The top plot
shows the summed amplitudes of all V-wire signals vs the summed amplitude
of all U-wire signals. The data is from a calibration source run. The linear
trend is fitted and used to relate V-signal amplitudes to U-signal amplitudes.
The bottom plot shows the summed V-signal amplitudes minus the scaled sum
over U-amplitudes. The amplitude relationship is independent of Z for values
of |Z| < 160 mm.
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Figure A.3.: Time difference between the V-wire signal with the largest amplitude and the
U-wire signal of events that contain only one U-wire signal.
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B. MST metric for different diffusion
parameters

Figure B.1 compares the distribution of the MST metric at low values as observed in
data from the 228Th calibration source to simulations of the calibration source with
different values of the transverse electron diffusion during drift. The calibration source
is placed at the cathode plane to make full use of the maximum possible drift length.
The agreement especially in the one-wire (0 mm) and two-neighbouring-wires (9 mm)
bin gradually improves with increasing diffusion coefficient. The overall best agreement
seems to be reached at a diffusion coefficient of around 80 cm2/s.
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Figure B.1.: Comparison of MST metric distributions between data and simulation for differ-
ent simulated transverse diffusion coefficients. The data are split between two
panels for better visibility. Sub panels show the normalized residuals defined as
(simulation - data) / data.
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