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Abstract

The performance of fusion devices is highly dependent osnpéafacing components, which have
to withstand stationary thermal loads as well as the thetraakients induced by the instabilities
of the plasma confinement. Tungsten is the most promisindidate material for armors in the

plasma-facing components in ITER and DEMO. However, théléness of tungsten below the
ductile-to-brittle transition temperature is very créi¢o the reliability of the plasma-facing compo-
nents. In this work, thermo-mechanical and fracture bedrawf tungsten are predicted numerically
under fusion relevant thermal loadings, which are shonsient thermal loads induced by edge lo-
calized mode (ELM), slow high-energy-deposition thernoalds (e.g. Vertical Displacement Event
(VDE)) and stationary heat flux loads. The results are coetparith the corresponding experi-

mental observations, and the good agreement between tedregptal observations and numerical
predictions proves the validity of the computational apgites.

Zusammenfassung

Die Leistungshhigkeit von Kernfusionsanlage@ihgt stark von den dem Plasma zugewandten Kom-
ponenten ab, welche den statiwan thermischen Belastungen ebenso standhalfissen wie ther-
mischen Belastungen, die auf Instabitén des Plasmas ziokzufihren sind. Br ITER und DEMO

ist Wolfram als das vielversprechendste Material zum Schet plasmabelasteten Komponenten
anzusehen. Allerdings stellt die $pligkeit von Wolfram unterhalb der Sjm-Duktil-Ubergang-
stemperatur einen kritischen Faktdrr fdie Zuveréssigkeit dieser plasmabelasteten Komponenten
dar. Diese Arbeit zielt auf eine Prognose des thermo-mestiaes Verhaltens sowie des Bruchver-
haltens von Wolfram ab - basierend auf numerischerafaen unter Bercksichtigung der fusions-
relevanten thermischen Belastungen aufgrund von kurzesiéaten thermischen Belastungen im
Edge Localized Mode (ELM), einer langsamen hohen Energesligon unter thermischen Belas-
tungen (z.B. eine schnelle vertikale Verschiebung des Rlagivertical Displacement Event (VDE))
sowie des staticdaren Warmeflusses. Die numerischen Vorhersagen werden entspicem experi-
mentellen Beobachtungen gegi@ergestellt - wobei eine gutébereinstimmung die @tigkeit der
zugrundeliegenden Berechnungs#tas dieser Arbeit unterstreicht.
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Chapter 1

Introduction

Secure, reliable, affordable and clean energy suppliefuagamental to global economic growth
and human development. Since the beginning of industaitidia, energy consumption has increased
significantly. Energy demand, especially in non-OECD (Oizgtion for Economic Co-operation
and Development) countries will continue to increase,atriby the fast economic growth, as pre-
dicted in figure 1.1. At present, 80% of the world’s energystonption is based on fossil fuels,
and this situation cannot be changed in the near future. idtegercentage of fossil fuels in the
energy consumption is not a long-term solution to the wordrgy problem. As fossil fuel is a
limited resource, the global consumption of coal, gas ahditihave to be reduced significantly in
the future. In recent years, due to environmental problemdsded by the fossil fuels consumption
- namely, the greenhouse effect and the effects of acidiafomh - many countries have restricted
their CO,-emissions, which exacerbates the energy problem. As #,resuironmentally friendly
and low cost forms of renewable energy from inexhaustibl&rses such as hydroelectric power
have become quite common and are still spreading fast. But supglies from renewable sources
are reliant on environmental conditions and are, therefooe guaranteed to be constant. In addi-
tion, hydroelectric power, which provides far more enetggrtother renewable energy sources (e.g.
biomass, solar, and wind power), will lead to environmedtahages, too.

Other than renewable energy, nuclear fission is a contriavenstion for the energy supply, and it
satisfies about 5% of the world’s energy demand. As it is shiowfigure 1.1, a large portion of
the increase in energy consumption is driven by power géonaran which nuclear fission plays a
very important role. Nuclear fission provides about 11% efworld’s electricity and almost 22%
of the electricity in OECD countries. Greenhouse gas emmssid nuclear power plants are among
the lowest of any electricity generation method, since eaicbower plants do not release any gases
such as carbon dioxide or methane which are largely redplerfsir the greenhouse effect. Nuclear
fission is reliable and efficient. Nuclear energy can be ptedurom nuclear power plants even
under rough weather conditions - and it needs only a smaluataf fuel compared to producing
the same amount of energy by relying on fossil fuel. Howether disadvantages of nuclear fission
are obvious as well, e.g. the safety issues during transporiclear materials, disposal of nuclear
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waste, possible leakage of radioactive material from tletoe and the potential risk of accidents
occurring while operating the reactor. As a result, the dswiolear fission is curtailed by issues of
public and political acceptability, especially after thekbishima catastrophe in 2011.

By region By primary use By fuel
Billion toe Billion toe Billion toe
18 18
Renew.*
15 15 @ Hydro
MNuclear
12 12
Power
9 generalion_ 9
6 3 Industry 6
3 3
0 0

1980 2010 2030 1990 2010 2030 1990 2010 2030

*Includes biofuels

Figure 1.1: History and outlook of the world energy consumption by region, primaryamskefuel [1]. The
tons of oil equivalent (toe) is a unit of energy defined as the amoumterfyg released by burning
one ton of crude oil. It is approximately 42 gigajoules.

Under these circumstances, a new, sustainable energyesoust be developed to solve the world’s
energy crisis, and nuclear fusion is considered as a patesoiution. Basically, nuclear fusion could
serve to meet all energy demands. One kilogram of fusiondaelprovide the same amount of
energy as 10 million kilograms of fossil fuel, and fuel supfdr nuclear fusion is almost unlimited.
Unlike nuclear fission, nuclear fusion is intrinsically safif some damage occurs in the fusion
reactor or if the fusion reactor is out of control, the coiuatis for fusion reactions cannot be fulfilled
any more, and fusion reactions and heat generation wildhamease. Furthermore, the fusion
process does not lead to greenhouse gas emissions and heal®g)-term radioactive waste (all
waste will be recyclable within 100 years).

1.1 Principle of nuclear fusion

Nuclear fusion is the process that powers the Sun and all sthes, where two or more nuclei
collide and join together to form a heavier nucleus. Thelehgk of producing energy from nuclear
fusion is to create conditions similar to those in a star lwrean earthly scale. If the matter is
sufficiently heated, the fusion reaction may occur due tbstohs of particles with extreme kinetic
energies, since the higher the temperature, the fastewtieirmove. In order to achieve a nuclear
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fusion reaction, it is necessary to heat up these nucleitrerely high temperature of nearly 150
million degrees Celsius. At such extremely high temperatugkectrons are separated from nuclei,
forming a hot, electrically charged gas (plasma). If thisdibon can be maintained long enough
(e.g. a couple of seconds), the nuclei will be held togetbenticlear fusion to occur. The mass
of the resulting heavier nucleus is not the exact sum of the itwtial nuclei, and huge energy
guantities are released when the average mass of the nuadbied in the process decreases. The
guantity of released energy relates to Einstein’s famouwstson, which states that the universal
proportionality factor between equivalent amounts of gnp@nd mass is equal to the speed of light
squared. Usually, nuclear fusion processes involve tw ingiclei. If the combined nuclear mass
is larger than a threshold, a fission reaction must occur.tAieshold is the most stable element in
the periodic table, Iron-56, which has the largest averagéimg energy per nucleon, as shown in
figure 1.2. If an element is significantly more massive than{s6, it can be broken up, producing
lighter, more stable elements, and releasing energy, whittte nuclear fission process.

uass
238

Average binding energy per nucleon (MeV)

0 30 60 90 120 150 180 210 240 270
Number of nucleons in nucleus

Figure 1.2: Average nuclear binding energy per nucleon as a function of numbeuaéons in the atomic
nucleus. Less massive elements, up to Iron-56, can participate in fueaotians, while more
massive elements than Iron-56 can participate in fission reactions. Adapiefl2].

In the fusion reaction, the nuclear force that combinesttageatomic nuclei (protons and neutrons)
only acts over extremely small distances. Before two pasitiuclei approach each other close
enough to undergo a fusion reaction, they need sufficierrggrie overcome a substantial energy
barrier of electrostatic forces, the Coulomb barrier. Thecept of a cross section is used to express
the quantitative probability that a pair of nuclei cross @milomb barrier.

The experimentally determined cross sections are showgumnefil.3 for the most common fusion
reactions. Of the three fusion processes, the deuteriiomirfusion reaction is the most efficient
reaction in terms of energy release. It shows the lowestssacg average kinetic energy for starting
fusion reactions, the highest cross section and a high gn@etd. The deuterium-tritium fusion
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Figure 1.3: Experimentally determined cross sections for the deuterium-tritium (D-T)Xedam-He (D-
3He), and deuterium-deuterium (D-D) fusion reactions as a function ofi¢luerium average
kinetic energy [13].(1 barn = 1G® m?)

reaction generates a helium (He) nucleus and a free neutijoan@ releases 17.6 MeV binding
energy, see figure 1.4. Some other promising fusion reacton

D + D — ?He (0.82MeV) + n (245MeV), (1.1)
D + D — T (1.0IMeV) + H (3.02MeV), (1.2)
D + °He — “He (3.6MeV) + H (14.7MeV). (1.3)

The fuel for deuterium-tritium fusion is abundant. Deuteriis available in great quantities as it
can be extracted from all forms of water (10 g of deuterium loarextracted from 500 | of water).
Tritium does not occur naturally since it has a half-life 6fylears. The most promising source of
tritium is the breeding of tritium from lithium-6 by neutrdtombardment with the reaction:

SLi + n — *‘He (205MeV) + T (2.73MeV), (1.4)

which can be archived by slow neutrons. Natural lithium aorg about 7.5 percent lithium-6, the
rest being lithium-7. With fast neutrons, tritium can bedf®m the more abundant lithium-7:
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tritium

+ 3.5 MeV

« +14.1 MeV

deuterium neutran
Figure 1.4: The deuterium-tritium fusion.
Li + n — “‘He (205MeV) + T + n — (247MeV). (1.5)

1.2 Nuclear fusion devices

Since the 1950s, nuclear fusion researchers have attertgpigerform controlled thermonuclear
experiments [14]. Two approaches were developed to ackieviision reaction: the inertial con-
finement and the magnetic confinement. Inertial confinenmeanttors serve to put a high enough
energy density into a small pellet of a mixture of deuteriurd &itium so that they fuse within such
a short time that they cannot move appreciably. The stratéglye magnetic confinement reactor
is to confine the hot plasma by means of magnetic fields, kgapin perpetually looping paths
and away from the wall of the container. The tokamak is thetrdegeloped magnetic confinement
system. It was invented in the Soviet Union during the 196@ksoon became the dominant con-
cept in nuclear fusion research. In a tokamak the plasmalisihe doughnut-shaped vessel. A
magnetic field is generated by using special coils, causiagptasma particles to move around in
spirals without touching the wall of the chamber, see figute 1

In 1985, the International Thermonuclear Experimental Red€TER) project was proposed [15].
ITER is a large-scale scientific experiment that aims to destrate the possibility of producing
energy commercially from fusion reactions. In ITER, the dumsreaction will be achieved in a
tokamak device that uses magnetic fields to contain andadhg hot plasma. The fusion reaction
in ITER takes place between deuterium and tritium (D-T).

ITER will pave the way for the DEMOnstration Power Plant (DBMthat can produce electrical
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Inner Poloidal field coils
(Primary transformer circuit)

Poloidal magnetic field Outer Poloidal field coils
(for plasma positioning and shaping)

Resulting Helical Magnetic field Toroidal field coils

Plasma electric current Toroidal magnetic field
(secondary transformer circuit)

Figure 1.5: The tokamak principle enclosing the fusion plasma inside a torus with a helicaletiadeld
and plasma current [2].

power and can also be commercialized. DEMO is notably irgdrtd be the first fusion reactor to
generate electrical power. Earlier experiments, such BR|Tmerely dissipate the thermal power
they produce into the atmosphere as steam, while DEMO wallthe steam to drive a turbine and

thus to produce electricity, see figure 1.6.
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Figure 1.6: Artists impression of a fusion power plant [2].

1.3 Plasma-facing components

Although strong magnetic fields are used to keep the plasrag &iam the walls in the fusion re-
actors, the plasma-facing components (PFCs) in every fudgoice are unavoidably exposed to
particles with high kinetic energies from the plasma. Th&®IBf ITER directly face the ther-
monuclear plasma and cover an area of about 850moluding the divertor, the blanket and the test
blanket modules (TBM) with their corresponding frames, asshin figure 1.7. The main functions
of the PFCs are [3]:

- Absorb the radiated and conducted heat from the plasmaa@mtdlaute to the absorption of neu-
tronic heating,

- Minimize the plasma impurity content,

- Provide limiting surfaces that define the plasma boundaring startup and shutdown,

- Contribute to the plasma passive stabilization.

The PFCs will be placed under extreme thermo-physical ciomgdit and the lifetime of the PFCs is
limited mainly by thermal loads and thermally induced metbal stresses to these components [4].

Figure 1.8 shows the ITER’s relevant heat flux load conditass function of power density and
duration. On the first wall of the blanket, the thermal loadmlyithe cyclic plasma operation reaches
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Figure 1.7: ITER plasma-facing components [3].

a power density of up to 0.5 MW/ Compared to the thermal loads on the first wall, the thermal
loads on the divertor are much more critical. During normaé¢ration the maximum stationary
heat flux load is assumed to be 10 MW/ion the divertor. However, 20 MW/induring 10's can
be reached during slow transient phase [3]. Other than #te@sary heat flux load, the divertor
has to withstand the transient events such as disruptidgs, lecalized modes (ELMs) and vertical
displacement events (VDESs), which show a much higher ergggypsition. Of the transient events,
disruptions and VDEs are more difficult to be accommodatad tLMs, since they have a longer
duration than ELMs. Therefore, to avoid or at least to mtegdisruptions and VDEs is highly
suggested for fusion power plant applications. The divagoequired to withstand the stationary
heat flux loads and ELMs during the normal operation.

The ITER divertor consists of 54 cassettes in a circularyaj3h The divertor cassette body is
reusable to minimize activated waste, and it provides peushielding, routes the water coolant
and supports the different PFCs, which consist of the doméiclgareflector plates, and inner and
outer vertical targets (VTs), as shown in figure 1.9. The iirared outer VTs are the PFCs that
intercept the magnetic field lines and consequently remlogeheat load coming from the plasma
via conduction, convection and radiation. The VT consi$ta oumber of tungsten mono-blocks.
The tungsten mono-block is bonded to the coolant tube vigpparanterlayer (thickness range: 0.5-
1.5mm). The coolant tube is made of a CuCrZr alloy and is joineml 316L steel pipe outside the
plasma-facing region. The copper interlayer is appliecetuce the joint interface stress. In order
to increase the critical heat flux limit of the water coolantyisted tape is inserted into the straight
part of the cooling tube. The thickness of tungsten (shbdissance between the loading surface
of the tungsten mono-block and the copper interlayer) neele large enough to resist the erosion
during its lifetime. However, increasing the thicknesswfgsten will also lead to an increase in the
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Figure 1.8: Plasma induced thermal loads on plasma facing components in ITER [4].

maximum temperature, which can activate the recrystélimgrocess of tungsten. Therefore, the
design of tungsten thickness must take both the lifetimbeetivertor and the maximum temperature
in the tungsten mono-block into consideration.
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Figure 1.9: Schematic of an ITER divertor cassette [3].

1.4 Tungsten as plasma-facing material

The PFCs consist of a plasma-facing material (PFM) as armanied onto a heat sink and sup-
ported by a structural/shielding material. The workingditions of the PFMs are very complex, and
thermal fatigue and thermal shock are considered to be tls¢ enitical issues. To select the PFM,
however, not only the thermal shock and thermal fatiguestasce have to be taken into account,
but also physical requirements (allowable impurity levalshe plasma), erosion lifetime, neutron
radiation resistance, tritium retention, vacuum comgliibintegrity of armor and heat sink mate-
rials, possibility of the armor repairing [16]. To meet thegquirements, many PFMs were tested
over the last few decades, and three different PFMs - bemyl(iBe) for entire main chamber wall,
carbon fiber composite (CFC) at the divertor strike points andsten (W) on the baffles and dome
- were chosen for the initial operation phase, as shown imdiguLO.

In ITER, it was planned to begin operations with a primarily Clk&ed divertor and replace it
with a full tungsten divertor before the start of nuclear rgpien. Then, however, a new plan was
proposed, and a full tungsten divertor will be employed fttwvery beginning [15]. This measure
will serve to reduce substantial costs - but the tungsteerttivs aptness to withstand the extreme
conditions in ITER needs to be assessed first, as the CFC wasepldor regions of the divertor’'s
vertical targets that are expected to be subjected to theekideat loads.

As a PFM, tungsten has appropriate thermo-physical priegenecessary for thermal shock resis-
tance, e.g. the highest melting point of all metals, a higérrttal conductivity and a low vapor
pressure. Tungsten has low tritium retention, while canteatts chemically with the plasma fuel
tritium and traps the fuel like a sponge leading to enhancaignal erosion and unacceptable levels
of tritium retention within the machine. Furthermore, #és sufficient tungsten available for in-
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Figure 1.10: ITER plasma-facing materials for the initial operation phase with hydrogdapted from [17].

dustrial applications, even if additional tungsten is regeth exchange the reactor components [18].
This is a great advantage, especially considering thatateired amount of tungsten for PFCs in
ITER is about 85t.

The disadvantages of tungsten are its difficult manufabtliyg high neutron activation and high
volatility of its oxides. The most critical weakness of tgten with respect to cracking is that it is
very brittle under its ductile-to-brittle transition teemature (DBTT). The DBTT of a commercial
tungsten grade ranges between 40@nd 700C depending on the loading modes [19].

1.5 Scope of the dissertation

The performance of fusion devices is highly dependent on Pth€difetime of which is limited by

thermally induced damages. Thus, to assess the thermédligéd damages is of great interest for
the design studies for ITER and DEMO. The aim of this dissiertds to understand the mechanism
of brittle cracking in the tungsten armor of the PFCs and talistdungsten’s thermo-mechanical
and fracture behaviors numerically. In this dissertatidnaature mechanics analysis of tungsten
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failures is performed under three thermal loading scesaritamely short transient thermal loads,
slow high-energy-deposition thermal loads and statiohasat flux loads.

Short transient thermal loads

To mimic ITER-relevant short transient thermal loads (e.4.ME), electron beam facilities have
been frequently applied, and response of tungsten undetr@iebeams is shown in figure 1.11.
When the electron beams hit a tungsten surface, massive siganerated causing a very high
temperature and a steep temperature gradient in the yiahibe loading area. The hot material in
the loading area is constrained by the surrounding bulk ma&telhe material in the loading area
is in a compressive stress state and plastic strains ardyrgaderated, due to the low yield stress
of tungsten at high temperatures. When the electron bearmbpéedstopped, the temperature drops
drastically within a short time, and the material contragtekly. During cooling, the material in the
loading area is subjected to tensile stresses, which pedkildriving force to open cracks. Thermal
loads with smaller power densities merely lead to surfacgmening. By increasing the power
density, cracks can be generated during cooling. By furtheneasing the power density, surface
temperature will eventually exceed the melting point ofgsten and resolidation occurs. In this
dissertation, a fracture mechanics study for tungstenrfaiils conducted under ELM-like thermal
loads that do not cause the surface of tungsten samples to mel

electron beam electron beam electron beam

ey e 1

heating _A_ _/A\_—LA__

surface roughening surface roughening surface melting

_/\_ M
cooling ‘/}77\_’

surface roughening crack formation surface resolidification
and crack formation

g sowrdrsty )

Figure 1.11: Response of tungsten under electron beams.
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Slow high-energy-deposition thermal loads

Besides short transient thermal loads, the PFCs will be feslmg high-energy-deposition thermal
loads, which have a much longer duration. A typical exangte be seen in the VDE. The deposited
energy densities (60 MJAnresulting from the VDE along with the long pulse duratiorhigh is
nearly three magnitudes higher of the pulse duration of thiel€ usually lead to the melting of
PFCs’ surface and the subsequent redistribution of the PFBitifd of tungsten is beyond the
scope of this dissertation. However, the VDE is a uncorgtbficenario and its mechanism remains
unclear. If the thermal loading induced by the VDEs is lirdite an area that is sufficiently small,
the temperature will not exceed the melting point of tungste this dissertation, the behavior of
tungsten is studied under VDE-like thermal loads assuntiegdading area is limited so that no
melting of tungsten occurs.

Stationary heat flux loads

The stationary heat flux load is not as intensive as therraabktent loads, and usually no plastic
deformation is generated in tungsten during the operatioely due to the stationary heat flux load.
However, the stationary heat flux loads impose a strong minsbn the structure-mechanical per-
formance of the divertor during the operation. Thus, thelmioation of brittleness and the thermally
induced stress fields due to the stationary heat flux loadesa serious reliability issue concerning
the structural integrity of tungsten armor. In this disagon, the failure of a water-cooled divertor
target is studied under ITER and DEMO relevant stationaat fiex loads.

1.6 Outline

This dissertation is organized as follows. Chapter 2 focosethe theoretical background of the
fracture mechanics studies conducted in this dissertatiod the methods for calculating stress
intensity factors and/-integrals are presented. Also, the principle of the exeniihite element
method (XFEM) is introduced.

In chapter 3, a simplified analytical solution of temperatstress and strain is derived under ELM-
like transient thermal loading in a semi-infinite space. Blasethe analytical stress solution, stress
intensity factors are calculated by using the weight fuorctnethod. In order to enable a more pre-
cise analysis, the finite element model is built accordintheosetup of thermal shock experiments
at Forschungszentrunilich. The fracture behavior of tungsten is studied by medimso different
types of computational approaches, namely, XFEM and the #6Bd&d virtual crack tip extension
(VCE) method. A series of parametric simulations are coratlittt study the impact of power den-
sity, base temperature and loading pattern on thermo-mexdiand fracture mechanical behaviors
of tungsten.
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Chapter 4 focuses on a numerical investigation of the thamaohanical and fracture behaviors
of tungsten under slow high-energy-deposition thermaldoal he maximum temperature, surface
roughness and crack occurrence are predicted and compéhrethevresults of the thermal shock
experiments undertaken at Siemens Healthcare.

In chapter 5, an extensive finite element analysis of thddraamechanical behavior of a tungsten
mono-block divertor target is carried out under considenadf ITER and DEMO relevant stationary
heat flux loading conditions.

In chapter 6, the conclusions drawn from this dissertatienpeesented and further improvements
of the current fracture mechanical simulations are progose



15

Chapter 2

Computational fracture mechanics
approaches

This chapter serves to describe the research methodologgngbuting stress intensity factof;
integral, crack initiation and crack propagation. In thigpter, after a brief overview of the funda-
mental concepts of fracture mechanics, the principle ofatbight function method is introduced.
The methods for computing stress intensity factor dnehtegral in the commercial FEM code
ABAQUS are described. In the end, the concept of XFEM to mteckiack initiation and propa-
gation is explained.

2.1 Fundamental concepts of fracture mechanics

The brittle cracking of tungsten under thermal shocks iemsally related to the brittleness of tung-
sten at low temperatures. Thus, the fracture behavior @jsiem below DBTT can in principle be
interpreted with linear elastic fracture mechanics. Thenftation of fracture mechanics, or more
specifically, the foundation of linear elastic fracture imaaics was laid in the 1920s by Griffith [20].
A material fractures when sufficient stress is applied aatbenic level to break the bonds that hold
atoms together. The strength is supplied by the attractixeet between atoms. In practice, how-
ever, it is found that the observed fracture strength is nsucaller than the theoretical stress needed
for breaking atomic bonds. Griffith explained the discreyyabetween observed fracture strength
and theoretical cohesive strength by inherent defectsasipine-existing micro-cracks in brittle ma-
terials leading to stress concentration. But to calculagediness based on linear elasticity theory is
problematic. Linear elasticity theory predicts that stratsthe tip of a sharp flaw is infinite in a linear
elastic material. To avoid this problem, Griffith develoettacture theory based on energy rather
than on local stress. The creation of a new crack surfacelabsmergy that is supplied from the
work done by the external force - and the failure is promoted kelease of the stored strain energy
in the solid material, which is sufficient to overcome thasesce to crack propagation. This energy
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per unit of newly created crack surface area defines an ipigparameter called the energy release
rate (or strain energy release rate), denoted-hbiy honor of Griffith. In the later computational
study in this dissertation, cracks are assumed to be imitifithe stress in the continuous mechanics
framework is higher than the fracture strength that is oleéifrom experiments. The released en-
ergy is used to determine the crack propagat@is defined as the critical value of energy released
per unit length of crack extension. A crack is stable as I®@ & smaller tharG..

In 1957, Irwin [21] introduced the fundamental concept & $tress intensity factor, which is used
to predict the stress state near the tip of a crack. In theryhafoelasticity, the stress distribution
near the crack tip at the polar coordinateg)) (see figure 2.1) with the origin at the crack tip, has
the form [22],

Figure 2.1: Polar coordinates at the crack tip.

K
\27r

whereK is the stress intensity factor arfdd) is a dimensionless function that depends on the load
and the geometry.

Three linearly independent cracking modes - termed modland 111, as illustrated in figure 2.2 - are
employed to distinguish the different types of the cracKeame displacements in fracture mechanics.
Three stress intensity factor&(, Ky, K1) correspond to the three cracking modes, respectively.
These factors are formally defined as [23]:

0ii(r,0) = f(6) + higher order terms, (2.2)
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Mode | Mode Il Mode I

Figure 2.2 lllustration of three linearly independent cracking modes: mode |, opemmaogie Il, sliding;
mode lll, tearing.

K = li_r}(l) V27r oy, (1, 0), (2.2)
KH = ll_I)I(l) v 2mr ny(r, O), (23)
K = ll_r}(l) V27roy,(r,0), (2.4)

whereo,,,, 0,, ando,, are the corresponding stress components, respectively.

Just as the energy release r@tghe fracture criterion can be expressed in terms of thesinéensity
factor. For a loading type of mode I, the crack will grow s@or@ously when the stress intensity
factor of mode | reaches its critical value. Accordinglye gtress intensity factors of modes Il and
[l are applied for the corresponding loadings, respebtiveEhe critical value of the stress intensity
factor of mode | K\, is called fracture toughness as well, and it is one of the mgsortant material
properties for many design applications since most craakd to propagate in an opening mode.

Another significant achievement of Irwin is that he showeslriglation between the energy release
rateG and the stress intensity factér in a linear elastic material:

_ K

“=

(2.5)
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Gy = S (2.6)
K2

GIH = ﬁ7 (2-7)
20

whereGy, Gy and Gy are the energy release rates for mode I, mode Il and mode#pectively.
E' is the effective Young’s modulus, which equals to the Yosngbdulus,F, for plane stress and
E/(1 — v?) for plane strain, where is the Poisson’s ratio. The shear moduluscan be obtained

by

E
21+v)

o= (2.8)

In the mid-1960s, the concept of thieintegral was developed by James R. Rice [24]. For isotropic,
linear elastic materials, thé-integral is equal to the energy release rate, which prevaway to
evaluate the energy release rate for Griffith’s theory. Thategral is a contour integral around
the crack tip, which is proven to be path independent in bioial elastic and non-linear elastic
materials. Furthermore, the path independence of/tiv@egral rigorously holds in elasto-plastic
materials when the monotonic loading is applied. The padlependence of thé-integral avoids
difficulties involved in computing the stress close to a kraca nonlinear elastic or elasto-plastic
material.

2.2 Weight function method

The weight function procedure was developed lixBher [25] based on the superposition principle
(or Buckner’s principle). As long as the crack is closed, thesstietensity factor is zero - meaning

that, effectively, there is no crack present. The zero sirgsnsity factor situation can be introduced
by superposing the case of the cracked body with externdirigaminus the case of the same geo-
metry of the cracked body, which is subjected to the revetrseeocrack surface loading necessary
to close the crack again, see figure 2.3. If a cracked bodywhisubjected to an external loading
at the boundary, has forces applied to the crack surfacelose the crack, these forces must be
equivalent to the stress distribution in an uncracked bddh® same geometry subjected to the
same external loading. As a result, the stress intensitpifac a cracked body can be calculated
using the stress distribution in an uncracked body.

The weight function depends only on the geometry and boynctamditions of the cracked body.
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Figure 2.3: lllustration of the superposition principle used for the weight function method

v

Figure 2.4: A prospective edge crack (dashed line) in a semi-infinite space.

Once the weight function is determined, the stress intgfesitor for this geometry can be obtained
for any stress distribution leading to a significantly siifigdl approach to determine stress intensity
factors. The stress intensity factor for an edge crack innai-gdinite space is shown here as an
example. Ifo,,(z) is the normal stress distribution, and,(z) is the shear stress distribution in the
uncracked domain along the prospective crack line of an edaek, as shown in figure 2.4, the

stress intensity factors are given by [26]

K = /0 " (@, @)ou(z) + hua(z, a)owy (2)]dz, (2.9)
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Ky = /:Vm(ﬁ a)on () + haa(z, a)oy,(z)]dz, (2.10)

wherehq, ha1, hi2, hoo are the weight functions, andis the crack length. In most practical cases,
he1 andhq, disappear, and a simple form is obtained:

K, = /Oa hyi(z, a)oy(z)d, (2.11)

Ky = /0 " s (2, 0)00y (2)dz. (2.12)

There are handbooks that list the according weight funstidarived analytically or numerically for
cases of simple loading. The weight functibfx, ) for edge cracks in a semi-infinite space with a
normal stress distribution only along the prospective ki is given by [27]

h(2,a) = ——— 14+ M (1 —

27(a — x)

Njw

SRS
[NIES

)8 Mol — ) My(1 -

QIR

)2], (2.13)

where)M; =0.0719768)/, = 0.246984 and/; = 0.514465.

2.3 Computing J-integral and stress intensity factor [11]

2.3.1 J-integral

Under quasi-static conditions and in the absence of bodyefprthermal strains and crack face
traction, the path independeitintegral is written as follows [24]:

au]'

— 0=, 2.14
Uzgaxl]mdﬂ (2.14)

I'—0

r

wherelI is the contour surrounding a crack tip; is the component of the outward normal unit
vector,n, to I' and IV is the strain energy density;;; andw; denote the Cartesian components of
the stress and displacement, respectively.is the Cartesian coordinate parallel to the crack and
x4 is the Cartesian coordinate perpendicular to the crack. &hah extended the original contour
integral formulation of the/-integral to the domain integral expression [28]. In theeasioe of body
forces and crack face traction but in presence of thermaihstrthis can be written as follows:
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oqy OAT
J = /{ 0”8 W51z]a ) + [aaiiﬁ—a:l]ql}dA’ (2.15)

where A is the integration domain enclosed by the inner coniguthe outer contou€’, and the
crack face contour€', andC'"_, see figure 2.5¢, is any smooth function il with a value ranging
from zero onC,, to unity on~. « is the coefficient of the thermal expansion aid’ is the tem-
perature change from a reference temperature. The domanorresponds to the integration path
of the contour integral form of thé-integral. When the domaid is discretized, the finite element
formulation of the domain integral is written as follows:

oq OAT Oz
J= > XAl %a =~ W)+ (a0 )aldets

all elements inA  p

)}pwp, (2.16)

wherep is the number of Gauss points in each element. The quantittes {}, are evaluated at
all gauss points in an element ang are the respective weight8z,, /Jn,, is the Jacobian matrix of
the coordinate transformation [28].

crack

Figure 2.5: Schematic diagram for the domain integral concept to computé-iheegral of a crack.

The aforementioned definitions of theintegral will lead to a path dependent value in a residual
stress field, since the residual stress field is a self-balgrstress distribution resulting from internal
strains. Such residual stress problems can then be tremtedial strain problems [29]. If the total
strain is written as the sum of the mechanical straih, and the initial strains® ; i.e
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e=¢e"+¢ (2.17)

the path-independentintegral in the presence of a residual stress field is giyej29]

oq DY,
J = /{0”8 W(ih]a oy ta}dd, (2.18)

wherelV is defined as the mechanical strain energy density:

[T o e 2.19
W /Oa.dg. ( )

whereo is the stress tensor. The initial straihremains constant during the entire deformation.
Within the finite element framework, theintegral expression is given by [29]

— 8(]1 85% 0@3
J = Z Z{ O'z]a W(Sh)aixl + Oij5 aZL‘l ql]det( (97] )}pwp (220)

all elementsinA  p

2.3.2 Stress intensity factor

In ABAQUS, stress intensity factors are calculated basethennteraction integral method, which
is an effective tool for calculating mixed-mode fracturegmaeters in homogeneous materials [30].
In general, the/-integral for a given problem can be written as

1 . .
J = 8—[KIB;11KI + 2K By K1 + 2K1 By Kiip + (terms not involvingk )], (2.21)
T

whereB is the pre-logarithmic energy factor matrix. For an auxyliand pure mode | specific crack
tip field, the J-integral is defined by stress intensity fackprlas

Jo= 87T/€1 - B!k (2.22)

Superimposing the auxiliary field onto the actual field yseld

1
JL. = g[(Kl + ki) B (K1 + kp) + 2(K7 + ki) By Ku + 2( K + ki) Byg K (2.23)

+(terms not involving/ or ki )].
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Since the terms that do not involVé; or k; are identical inJ.,, andJ, the interaction integral can
be defined as

k
JLo=J —J=J = 7;[31*11[(1 + B Ky + B K. (2.24)

int aux 4

If the calculations are repeated for mode Il and mode lll,stesy of linear equations is obtained:

k

Je = 2BlK 2.25
int 471' o B ( )
wherea and g represent the index of I, Il and Ill. No summation is madenon I, II, III. I, Il and

[l correspond to 1,2 and 3 when indicating the componen®. of
If &, are assigned the value 1, the solution of the above equdéads to

K = 47B - Jim, (2.26)

whereJ;,. = [JL,, JIL JUT. Based on the definition of thé-integral, the interaction integrals

int’ “int’» “int

Jo. can be expressed as
ou ou
@ — (o e | —o - (=) — g LT 2.27
Jlnt ILE% Fn (U gauxl a (ax)aux O aux 8X) qdra ( )

wherel is the identity matrixy is the displacement vectorjs the coordinate vector anms referred
to as the crack-extension vector. The subscript aux reptesaree auxiliary pure mode |, mode Il
and mode Il crack tip fields for = 1, 1I, 111, respectively.

2.4 Extended finite element method

2.4.1 Discontinuity modeling

The extended finite element method developed by Belytschtdack [31] is a method whereby
crack initiation and growth can be modelled by the finite edatrmethod without remeshing. The
essential idea of this method is to introduce enrichmenttfans to describe a discontinuous dis-
placement field. It is an extension of the conventional fieleanent method based on the concept of
partition of unity by Melenk and Babuska [32], which allowsdbenrichment functions to be easily
incorporated into a finite element approximation. The pneseof discontinuities is ensured by the
special enriched functions in conjunction with additiodegrees of freedom.

XFEM is implemented in ABAQUS from version 6.9 onwards. Hoe purpose of a fracture me-
chanics analysis, the enrichment functions typically eiref the near-tip asymptotic functions that
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capture the singularity around the crack tip and a discanotis function that represents the jump in
displacement across the crack surfaces, see figure 2.6.

\ Enriched element ]

Traditional element ]

Crack tip enrichednode m

Jump enriched node °

Figure 2.6: The enriching strategy near the crack. The crack tip enriched nodesfoh the closure of the
nodal support contains the crack tip are enriched with near-tip asymptatitidns. The jump
enriched nodes whose support is intersected by the crack (excludicigtgp enriched nodes) are
enriched with a discontinuous function.

In order to describe the geometry of discontinuities, thvellset method is used in the context of
XFEM. This method was originally introduced by Osher anchiet [33] for tracking the evolution
of moving boundaries. In this method, the discontinuityapresented as the zero level-set of a
function. Thus, the domain is divided into two subdomaingiimer side of the discontinuity where
the level-set function is positive or negative, respetyivEhe method was then extended for tracking
the evolution of open segments by Stolarska [34] in such athatythe evolution of a crack can be
tracked by two orthogonal level-set functions, nam#lfx) and®(x). An endpoint of the crack is
represented as the intersection of the zero level-séf(&j with an orthogonal zero level-set of the
function ®;(x), where: is the number of tips on a given crack. The initial level-setdtions, ¥ (x)
and®(x), and the representation of the crack are shown in figure 2.7.

The approximation for a displacement vector functiowith the partition of unity enrichment is
given [35] as

4
u=> N(ui+ > NH(X)a+ > Ni(x) > Fa(x)b7, (2.28)
i€y 1€ Ineaviside i€ lip a=1

whereN;(x) are the nodal shape functions in the conventional FEM Jueavisise@nd ;i are the set
of nodal indices of the classical finite element method, #t@tnode indices associated with crack
separation away from the crack tip and the set of node indicasnd crack tip, respectively; is
the nodal displacement vector associated with the contismpart of the FEM solutiona; is the
nodal enriched degree of freedom vector, &h() is the associated discontinuous jump function
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. ——e @y (0)=0

NP A [— &,(x)=0
_——— crack extension
= crack ¥(x)=0

P(x)>0
Y(x)<0

Figure 2.7: Construction of initial level-set functiong(x) is used to divide the domain into two subdomains
on either side of crack, whe(x) is positive or negative®(x) is applied to divide the domain
into subdomains that is in front of or behind crack tip, whé(g) is positive or negative.

across the crack surfaces, which is given by the form of argéimed Heaviside function,

R U(x) >0,
Hx) = { 1, ¥(x) <0. (2.29)

b is the nodal enriched degree of freedom vector associatédnear-tip displacement, and the
associated elastic asymptotic crack tip functidh$x) given by

{F,(X)}a=1234 = {V/7sin g, \/T cos g, /7 sin 0 sin g, /7 sin 6 cos Z}, (2.30)

where(r(X), (X)) is a polar coordinate system with its origin at the crack tig@&x) = 0 is tangent

to the crack at the tip, see figure 2.1.

The asymptotic singularity functions are only considex@dstationary cracks in ABAQUS [11]. To
model progressive cracks, the XFEM-based cohesive segmethod and phantom nodes, which
will be introduced later, are used. The XFEM-based cohestgagnents method has a very general
modeling capability and can be used for modeling brittle wetdle fracture. With XFEM it is able
to simulate crack initiation and propagation along an aabjt solution-dependent path in the bulk



26 2. Computational fracture mechanics approaches

materials, since crack propagation is not tied to the elérheandaries in a mesh. In this case,
the near-tip asymptotic singularity is not needed, and tmdydisplacement jump across a cracked
element is considered. Therefore, the crack has to propagabss an entire element at a time to
avoid the necessity of modeling the stress singularity.

[ | original nodes
O phantom nodes

crack crack crack
E +

Figure 2.8: The principle of the phantom node method. Phantom nodes are supkpodiee original real
nodes. If the element is cut through by a crack into two parts, each pamntrisd by a combination
of some real and phantom nodes depending on the orientation of the crack

Phantom nodes, which are superposed on the original rea@snade introduced to represent the
discontinuity of the cracked elements, as illustrated inrgg2.8. As long as the element is intact,
each phantom node is completely constrained to its corneipg real node. If the element is cut
through by a crack, the cracked element splits into two p&ash part is formed by a combination
of some real and phantom nodes depending on the orientdttbe orack. Each phantom node and
its corresponding real node are no longer tied together andove apart. The magnitude of the
separation is governed by the cohesive law until the cobesiifness of the cracked element is zero,
after which the phantom and the real nodes move independentl

In ABAQUS, an enriched feature is defined as a domain wherekaray occur. One or multiple
pre-existing cracks can be associated with an enrichedrieand initiated in an enriched feature
without any initial defects. However, multiple cracks carcieate in a single enriched feature only
when the damage initiation criterion is satisfied in mu#iplements in the same time increment.
Otherwise, additional cracks will not nucleate until ak gore-existing cracks in an enriched feature
have propagated through the boundary of the given enrickadre. If nucleation of multiple cracks
is expected to occur at different locations sequentialiymduan analysis, multiple enriched features
should be specified in the model.

2.4.2 Damage modeling

Crack initiation refers to the beginning of a degradationh& tohesive response in an enriched
element. The process of degradation begins when the sresdlee strains satisfy specified crack
initiation criteria. Crack initiation criteria are avail@based on the following ABAQUS built-in
models [11]:
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the maximum principal stress criterion,
» the maximum principal strain criterion,

¢ the maximum nominal stress criterion,

the maximum nominal strain criterion.

In this dissertation, the maximum principal stress (MP&gdon is applied. When the criterion is
satisfied,

(Omax) > Tinax, (2.31)

whereo? , represents the maximum allowable principal stress, thétheg crack is always orthog-
onal to the maximum principal stress direction. The symboépresents the Macaulay bracket with
the usual interpretation (i.e{gmax) = O if omax < 0, @nd(omax) = Tmax If omax > 0). The enriched
elements do not, therefore, undergo damage under pure essipn.

The cohesive material behavior is applied to the crackedaitom XFEM simulations. The elastic
behavior is written in terms of an elastic constitutive rxtnat relates the normal and shear stresses
to the normal and shear separations of a cracked elementlastc behavior can then be written
as

t, Ky 0 0 5y
t={t, $=| 0 K. 0 5, v =K, (2.32)
tt 0 0 Ktt 575

where the nominal traction stress vectogonsists of the components,;, ¢, and (in three-dimensional
problems),, which represent the normal and the two shear tractiongeotisely.J,,, 65, andd, de-
note the corresponding separations. The teips, K, and K, are stiffnesses calculated for an
enriched element based on the elastic properties.

The normal and tangential stiffness components will notdgpted, since pure normal separation
by itself does not give rise to cohesive forces in the shaactions, and pure shear slip with zero
normal separation does not give rise to any cohesive forcgginormal direction. Once a damage
initiation criterion is met, damage can occur according tesar-defined damage evolution law, as
shown in figure 2.9.
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Figure 2.9: Linear traction-separation response with a failure mechanism. As a seaage variableD

represents the averaged overall damage. Its initial value is 0. If a r@wkiated, D monoton-
ically evolves from 0 to 1 upon further loading. When the energy dissipatisocated with the
crack extension equals the fracture energy, the crack is fully opandd) is equal to 1.
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Chapter 3

Fracture mechanics analysis of tungsten
under short transient thermal loads by
ELMs

3.1 Edge localized modes

Fortunately, it was discovered during the ASDEX tokamakeeipents at Max Planck Institute for
Plasma Physics in Garching, Germany, that certain comditioiring the application of neutral beam
injection heating lead to a transition to a high confinemeaten(H-mode) [36]. The plasma en-
ergy confinement time of the H-mode is nearly twice that ofltdve confinement mode (L-mode).
This discovery is to be seen as an important step to reachgightemperatures and pressures in
tokamaks. Today, almost all tokamaks, including the tokesma ITER and DEMO, are designed
to operate in H-mode. However, in addition to the increaseoimfinement time, a new type of in-
stability, called edge localized mode (ELM), was found. Aasequence of the ELM instability, a
steep plasma pressure gradient is formed at the edge ofdbmal Figure 3.1 shows the magnetic
geometry of a divertor tokamak and pressure profiles of L-tandode plasmas. The plasma pres-
sure profile at the plasma edge relaxes periodically towlastssteep slopes (ELM crash). Then, it
steepens again before collapsing at the following ELM (Elddavery). As a consequence, energy
and patrticles are released into the Scrape-Off-Layer (3®&)very short timescale;1 ms [37]. In

a standard H-mode plasma, ELMs occur repetitively, and tieegy lost from inside the separatrix
that flows along field lines into the divertor results in an Ebkht flux pulse. Regarding the heating
power dependence of the ELM frequency and the theoretiedingeballooning stability limit, three
types of ELMs (type-I, type-ll and type-Ill) were classifiadd are commonly accepted [37]. Of
the three modes, the type | ELMs can cause the most significemage in PFMs. Although several
methods (e.g. radiating divertors [38], magnetic trigagi39], pellet pace-making of ELMs [40],
edge ergodisation [41, 42]) have been applied to control EL&me unexpected ELMs can still
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occur. The maximum energy density on the divertor targetifercontrolled ELMs is 0.5 MJ/fin
the inner plate and 0.3 MJ/nin the outer plate [43]. The maximum energy density on thentior
target for uncontrolled ELMs is 10 MJ/in the inner plate and 6 MJ/in the outer plate [43]. The
erosion threshold corresponds to energy densities in tigeraf 0.7-1.0 MJ/hy while for energy
densities of~0.5 MJ/n¥ erosion-effects are found to be negligible [44]. The eneteysity for the
uncontrolled ELMs is much higher than the erosion thresfmidPFCs and will result in the reduc-
tion of the divertor lifetime to few full performance disalgas in ITER [45]. Therefore, the strategy
is to find mitigation or suppression solutions for uncon@@lELMs and to develop or enhance ma-
terials for the PFC for controlled ELMs. This chapter focusa a fracture mechanics analysis of
tungsten under short transient thermal loadings for ctiatt&LMs.

There are plenty of experimental reports on the detrimentpact of ELM-like thermal transients
on the microstructural integrity of tungsten-based matef46-50]. However, one finds only few
computational studies on this topic. An analytical modghwas carried out for tungsten surface
cracking under the action of the thermal stress arisingerthim resolidified surface layer induced
by thermal shocks [51]. Hirai and Pintsuk [52] studied themmechanical behavior of tungsten
under thermal shocks by means of finite element calculatibmshe author’s knowledge, numerical
fracture mechanics analyses focusing on cracking indugeedidual stress resulting from the ELMs
appear to be lacking.

plasma core

plasma edge plasma edge

H-mode ~—SOL

o

SOL S
/)]

[72]

o

o

©

£

heat &
o

- - separatrix

Normalized radius

divertor plate

Figure 3.1: The magnetic geometry of a divertor tokamak (left) and pressure profiles and H-mode
plasmas as a function of normalized radius for the different confinemgimes (right, adapted
from [53]). In H-mode, the periodical ELM crash and recovery lea@riergy ejection in the
Scrape-Off-Layer (SOL), where the thermal energy flows along gendield lines to divertor
targets.
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3.2 Review of experimental results

To mimic the ELM-like transient thermal loads, thermal sh@xperiments were performed fre-
guently with an electron beam test facility. The advantagfean electron beam test facility are the
flexible operation time (pulse length, 1 ms up to continuoaeskjvand homogeneous heat loading
on large areas. A number of electron beam test facilities baen constructed [4], such as JUDITH
at Forschungszentrunilich (Germany), JEBIS, OHBIS at Japan Atomic Energy Reseasitute
(Japan), ACT at National Institute for Fusion Science (JadaBHT at Kyushu University (Japan),
FE200 at French Alternative Energies and Atomic Energy Casimin (France), TSEFFY at Efre-
mov Institute (Russia), EB1200 at Sandia National LaborasofUSA) and an electron beam test
facility at Southwestern Institute of Physics (China). listbhapter, the fracture analysis is based
on the setup of the thermal shock experiments with JUDITHoaséhungszentrunudch.

The electron beam test facility JUDITHU(ch Divertor Test Equipment in Hot Cells) located at the
Hot Cells Laboratory of the Forschungszentruiitich [54] consists of an electron beam unit with a
beam power of 60 kW, a stainless steel vacuum chamber o&8800 x 900 mn? and a number of
diagnostic devices. The electron gun is placed on the topeo¥acuum chamber, and the beam is
discharged downward to the surface of the test sample. Tduséal electron beam with a diameter
of 1 mm and typical energies of 120 keV can be swept acrosautti@ce of the test sample in two
directions at frequencies of up to 100 kHz.

At Forschungszentrumillch, several thermal shock experiments were performea orumber
of different tungsten grades. The thermal shock experimentployed power densities of 0.15-
1.3 GW/nt to simulate ELM transient thermal loads. The base tempezata which the samples
were preheated before the experiments, was adjusted betwem temperature and 80C. The
ITER reference tungsten grade was tested in the course @ifcaing failure study under a single
thermal shock [46]. Microstructures of the testing samplese observed for different power den-
sities and base temperatures, see figure 3.3. In additiomcto{tracks, macro-cracks surrounding
the loading area were found for the recrystallized sintéwedsten [55], see figure 3.4. A thermal
shock characterization of tungsten that was forged in twlwogional directions was made under ther-
mal shocks [47, 56], where cracking thresholds were ingas#d for tungsten under thermal shock
loads at different base temperatures, as shown in figureT®® performance of different tungsten
grades (e.g. ultra-high purity tungsten (W-UHP), tungstkoys containing 1 (WTal) and 5 (WTab)
mass % tantalum) was studied in [48, 49]. Although the expenis were performed with different
tungsten grades, two common features were observed. ¢rasks are related to the brittleness of
tungsten at low temperatures. Cracking thresholds shovsthieice modification occurs instead of
cracking, the higher the applied base temperature is. Seavacks are in general perpendicular
to the loading surface, while crack formation parallel te tbading surface is found at a certain
distance from the surface (200-6061), which is observed in cross-sections of the samples B}7,4
see figures 3.6 and 3.7.
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Figure 3.2: Electron beam test facility working principle [5].
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Figure 3.3: Microstructures in a diagram of power density as a function of bulk tenyrergbase tempera-
ture). The pulse duration is 5ms. The solid line indicates the boundary of wriaoi-occurrence,
the dashed line represents the threshold of major crack (macro-crexdgagion, and the dotted
line indicates the threshold of surface modification [46].
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Figure 3.4. Surface morphology (a) and microstructures (b) of loaded areasmybtallized sintered tungsten
by a single pulse of 0.55 GWAior 5 ms [55] (base temperature = room temperature).
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Figure 3.5: Thermal shock behavior of pure tungsten in reference (left) and gotred (right) directions for
100 cycles with a pulse duration of 1 ms, replotted based on the data listed.if fetreference
direction is parallel to the preferential orientation of the grains, and thegotial direction is
orthogonal to the preferential orientation of the grains.

Figure 3.6: Light microscopic (LM) images of the materials crack patterns under 10thtdeshocks with a
pulse duration of 1 ms [47], A: stress relieved tungsten and B: the tadiigsd tungsten. Power
density = 1.3 GW/rh, base temperature = room temperature.
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Figure 3.7 Crack patterns at cross-section of W-UHP (a) and WTa5 (b) undetlérmal shocks with a
pulse duration of 1 ms [48]. Power density = 1.27 G\W/imase temperature = room temperature.
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3.3 Materials

The calculations in this chapter were performed in a contimunechanics framework, and the ma-
terial was assumed to be homogeneous and isotropic for isitypl It should be noted that in-
dustrially manufactured tungsten products often showifsogmt anisotropy in material properties
due to strongly textured microstructure produced by rgllitsotropic material properties may be
achieved by specific production methods such as powdertimjemolding. During the thermal
shock experiments, the tungsten samples were subjectedvidearange of temperatures - from
room temperature to the material’'s melting point. It is #fere essential to choose the appropriate
material data to cover the whole temperature range. Thenddenaterial parameters of tungsten,
such as thermal conductivity, coefficient of thermal expamand specific heat, as well as its me-
chanical material parameters, such as Young’s modulus iafdistress, used in this chapter refer to
the temperature dependent data presented in literatureesol¥, 8]. The thermal and mechanical
material parameters of tungsten at selected temperatgdistad in tables 3.1 and 3.2.

Table 3.1: Thermal material parameters of tungsten at selected temperatures [7].
Temperature Thermal conductivity Density Specific heat Coefficientesfital expansion

°C) (W/mK) (kg/n?)  (IlkgK) (10-6/K)

27 176 19299 133 4.74
927 114 19051 155 5.06
1927 99 18725 180 6.77
2727 92 18379 218 9.19

Table 3.2: Mechanical material parameters of tungsten at selected temperatures [8].
Temperature°C) Young’s modulus (GPa) Yield stress (MPa)

20 399 infinite
200 391 1221
600 375 124
1000 356 467
1600 321 64
2000 278 42

“ No value is reported in [8]. Here, it is assumed that tungbtEraves purely elastic at this temperature.

The values of the yield stress and the ultimate tensile gtheof tungsten are nearly equivalent at
the same temperature [8]. Therefore, tungsten is assumieehtave elastic-ideally plastic in the
simulations conducted in this chapter.
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3.4 Simplified analytical solution

Numerical methods, such as the finite element method, arelyvised in many engineering fields
to capture the complex geometrical and loading conditibtzsvever, an analytical solution can pro-
vide a deeper understanding of the key physical featured uader certain conditions, the analytical
approach can even provide quantitative predictions. Isphairt, a simplified analytical solution is
derived to estimate the temperature, strain and stressnssg of tungsten to homogeneous thermal
loadings.

3.4.1 Temperature calculation

By means of fast scanning of the sample surface with the eletteam, an almost homogeneous
ELM-like transient thermal loading was achieved at the togaxe of the tungsten samples [47].
Due to the homogeneity of the thermal loading, the heat catnmiuin the central part of the loading
area can be assumed to occur only in depth direction.

The energy inputinduced by the ELMs is much larger than tleeggrioss due to radiation. When the
thermal loading stops, the decrease of temperature in tfecsdayer of the tungsten is dominated
by heat conduction rather than thermal radiation at theasarfAs a result, the radiation effect can
be neglected in the temperature calculation.

In thermal shock experiments, the thermal penetrationhjdygyond which the temperature of the
solid is not affected by the surface temperature, can belleddd as follows [57],

dpen = 8£t, (3.2)
pPC

whered,en is the thermal penetration depthjs the thermal conductivityy is the densityg is the
specific heat, antldenotes time.
Calculations based on the thermal simulations using FEM eHoilat the surface temperature
dropped below DBTT for typical loading conditions within 5 nvghich indicates that if the tem-
perature at the bottom of the sample is not affected by thiaceitemperature within 5ms, the
cooling devices do not play an important role for the tempugeaevolution at the surface. Substitut-
ing the thermal properties listed in table 3.1 into equaf®i), dyen att = 5ms is smaller than the
sample thickness (5 mm). Based on this result, the heat énabsfween the bottom of the sample
and the cooling device can be neglected in a rough temperaalculation.
Considering the above reasons, the solution of a semi-iafsuitface heat transfer problem without
considering the radiation effect can provide a fair estexadtthe temperature in the central part of
the loading area in thermal shock experiments at Forsclzenggszim dilich. H. S. Carslaw and J. C.
Jaeger [58] gave a solution for the temperature of a senmiiafsolid for a heat flux at = 0 in a
prescribed time with zero initial temperature as follows:
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whereT is temperature]y is the initial temperature; is the heat fluxy is time, ¢, is the heating
time, x is the thermal diffusivity, which is equal to/pc, erfc is the complementary error function

given by

erfc(z) = \/QE /OO e ot (3.4)

The iterated integrals of the complementary error funcéiendefined by

i"erfo(z) = / inlerfe(¢)dC. (3.5)

To verify the analytical results, thermal simulations gdine commercial finite element code ABAQUS
were performed. A heat flux load of 1.27 GW/nvas applied at the top surface for 1 ms. Two ther-
mal simulations were carried out with constant thermal malt@arameters at room temperature
and temperature dependent thermal material parametspeatévely. The analytical solution was
obtained from equations (3.2) and (3.3). The analyticalgulated temperature curve fits very well
with the numerical solution with constant thermal matepatameters, see figure 3.8. Figure 3.9
shows the maximum temperatures at various depths, whitdr @ibm the temperatures at the end
of heating. When heating stops, the temperature at the tdgceudrops immediately, but the tem-
perature in the deeper parts continuously increases gladtér, since the heat conduction into the
material needs some time.

In order to predict more precise temperature profiles, timstemt thermal material parameters at an
elevated temperature - which is set to be half of the maximemmperature at the top surface - is
applied in the analytical formula. The analytical temperatprediction using the constant thermal
material parameters at the elevated temperature fits geitenith the thermal simulation based on
the fully temperature dependent thermal material parasietee figure 3.10.
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Figure 3.8: Temperature along depth predicted using analytical and numerical (ABA@ligthods with con-
stant thermal material parameters at room temperature.

3.4.2 Stress and strain calculations

Compared to the heat conduction problem, the thermo-efdastic problem is more complex to
derive an analytical solution. A number of analytical smnos have been carried out for one-
dimensional thermo-elasticity and thermo-elasto-ptagtoblems, but there are only few existing
studies concerning two-dimensional thermo-elasto-plgsbblems. However, most of these stud-
ies are either dependent on numerical methods or on assamspinder which the geometry can be
treated as a one-dimensional case. W. Mack and U. Gamertix8igd thermal stress in an elasto-
plastic disk exposed to a circular heat source, where thkewhs assumed to be thin enough so that
there was no temperature variation along the thicknesstaire A transient thermo-elasto-plastic
bending problem was solved by Ishihara [60] based on thenstrarement theorem. In his work,
temperatures and elasto-plastic deformations for tharigeahd cooling processes in a thin circu-
lar plate, which was subjected to partially distributed axgésymmetric heat supply on the upper
face, were determined with the help of the generalized ratdgansforms and the finite difference
method.

In this dissertation, for a rough estimation, the samplewssumed to consist of many thin disks
that have no mechanical influence on each other. The assaimpés based on the fact that, due
to the free surface boundary conditions, there is nearlyutatplane stress in the vicinity of the
central loading area in the thermal shock experiments - #artestress was therefore assumed for
the mechanical calculation in each thin disk. For simpljdhe outer edge is assumed to be fixed in
the calculation. Itis acceptable, since the heated maiedanstrained by cold bulk material outside
the loading area. Thus, the problem is reduced to a thin digkfixed ends under a homogeneous
temperature loading, see figure 3.11. The temperaturetizerian each thin disk can be easily
obtained by solving the transient heat conduction probisyimentioned above.

If the temperature variation cannot generate the plastinstthe stress will be zero at the end of
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Figure 3.9: Temperature along depth at the end of heating and the maximum temperatifieranddepths
predicted using analytical methods with constant thermal material parametesratempera-
ture.

cooling. The thin disk near the surface, where the residueds occurs at the end of cooling, should
be in the plastic regime at the end of heating. Using the &resterion

Oz — Opp — 09 = 0, (36)

Osz — Opp — 00 =0, (3.7)

and assuming plane stress (= 0, 0., is stress in axial direction), the stresses can be calcldte
the end of heating as follows:

Opp = Opp = —00, (3.8)

whereo is the yield stress, while,, ando,, are the stresses in radial and hoop directions, respec-
tively.

The plastic strains in radial direction are obtained ushegyfixed boundary condition at the outer
edge by

e +eh+¢eh =0, (3.9)
wheresf = —121% [t — o (Tha — T), Tp is the initial temperature, arifhax is the maximum
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Figure 3.10: Maximum temperature as a function of depth predicted using analytical meththdsonstant
thermal material parameters (obtained at elevated temperature) and nummeticads using
temperature dependent parameters.

temperatures£ ande}, are the elastic and plastic strains in radial direction geted during heating,
respectivelyz}, is the thermal strain in radial direction generated duriegting.

During cooling, as the temperature is reduce@ge below which, according to the Tresca criterion,
yield stress is not reached - the plastic strain in radiaation can be obtained by

€ —ef+el+ el =0, (3.10)

whereeg andeP are the elastic and plastic strains in radial direction getee as the temperature is
decreased froriimay to Tz. The corresponding thermal straif, equals tav(7T; — Tax)-
Combining equations (3.9) and (3.10), the total plastidrsiraradial direction is obtained by

P = —a(Te — Tp) — £¢, (3.11)

wheresP = &l + &P,
The plastic strains are identical in radial and hoop dioediaccording to the Prandtl-Reuss flow
rule. Due to the plastic volume constancy, the plasticsiraaxial direction is obtained by

1
e =eb, = —Eegz. (3.12)

At the end of cooling, elastic strains in radial and hoopdatioss can be calculated by

b +ef =0, (3.13)
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Figure 3.11: A schematic drawing of the simplified models.

el,+es, =0 (3.14)
The elastic strain in axial direction is obtained from thand stress assumptiosn.( = 0):
vey, +reg, + (1 —v)es, = 0. (3.15)

According to Hooke’s law, stresses in radial and hoop dimestat the end of cooling are obtained

by

E

_ e e e

Opr =

E
T = A o)1 —2) |

L —v)eg, +rver, +vel ] (3.17)

In the analytical calculation of stresses and strains, ¢meperature dependent yield stress and
Young’s modulus are considered.

To verify the analytical solution of stresses and straingfarence mechanical simulation is per-
formed using ABAQUS with temperature dependent parameterd the predefined temperature
field is calculated using ABAQUS as well. The finite elementielas axisymmetric, see figure 3.12.

In figures 3.13 and 3.14, a comparison is shown for residuassts and plastic strains calculated
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Figure 3.12: Meshes of axisymmetric model (left) and a zoom-in of the upper part (right bottom edge of
the model and right edge are constrained in vertical direction and rackatidn, respectively,
assuming a semi-infinite space. The left edge is the axis of symmetry.

by analytical and numerical methods. The analytical solutigrees with the numerical solution
quite well for both stress and plastic strain in radial diaz The minor deviation may result from
the difference of temperature calculation, see figure 3ahd,the simplification in the mechanical
model.

In figure 3.13, the magnitude of plastic strain in radial dilen remains constant within a small
depth. In the simplified model, different depths mean déferthermal loadings for the thin disk.

Figure 3.15 shows a schematic drawing of stress-strairesuir a thin disk with fixed boundaries

under different loadings. The threshold load for plastitoading is a thermal load with the mini-

mum power density to generate plastic deformation durirgiic. If the loading is large enough for

plastic unloading, plastic strains are identical at the @ncboling. Therefore, the constant plastic
strain within a small depth indicates that the temperatar&tion within this depth can cause plastic
unloading.

As in the thermal shock experiments, parametric studieswep density and base temperature were
performed using the simplified analytical solutions. Faalgtical solutions, see figure 3.16, plastic
strains in radial direction at the top surface do not changke wcreasing the power density. As
a result, the stresses in radial direction at the top suffiaicthe three loadings are identical, see
figure 3.17. The difference is that, for a larger power dgnsite plastic strain and the stress can
occur at a larger depth. Figure 3.18 shows the influence af teamperature on plastic strains in
radial direction. A higher base temperature leads to a emgalihstic strain at the top surface, but the
plastic zone extends to a larger depth. In consequence shtla#ler plastic strain at a higher base
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Figure 3.13: Plastic strain in radial direction at the end of cooling calculated by analytichlnamerical
methods.
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Figure 3.14: Stress in radial direction at the end of cooling calculated by analytical amercal methods.

temperature, the stress is smaller than that at a lower bagwetature, see figure 3.19.

3.4.3 Stress intensity factor calculation

With the stresses derived from the simplified analytical elpthe stress intensity factor can be
calculated with proper weight functions. In this part, a giifunctioni(z,a) is used for edge
cracks in a semi-infinite space with only the normal stresgitution along the prospective crack
line [27], see equation (2.13). Stress intensity fadtoiis calculated for different power densities
and base temperatures, see figure 3.21. First, the stressiiytfactor increases rapidly together
with increasing crack length, since the residual stresamesrconstant in the top surface layer, see
figure 3.19. Then the stress intensity factor decreasesafittther increasing crack length, since the
stress decreases with growing depth. The fracture toughwsch is the critical value of the stress
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Figure 3.15: A schematic drawing of stress-strain curves in a thin disk with fixed endtifferent loadings.

intensity factor of mode I, increases as the temperatureases. The experimentally determined
fracture toughness is shown in figure 3.20 as a function op&ature. As a result, the crack has
much more difficulties to propagate at a high base temper#étan at a low one.

Compared to the interior of grain the grain boundaries arekareareas in tungsten, and crack
formation in general follows the grain boundaries [47]. Hwverage grain diameter in the thermal
shock experiments [47] ranges from 2% to 64um. 20um is assumed to be the precrack length,
which can be developed from the initial defects along thengb@undary at the sample surface.
When the stress intensity factor for a crack ofi20 is larger than the critical value, it is assumed
that cracking occurs. Figure 3.22 shows a failure map obtaby comparing the stress intensity
factor for precracks with the fracture toughness at difietemperatures.

The failure map shows that cracking occurs only at low basgé&satures, which indicates that
cracking is related to the brittleness of tungsten below DBTHe predicted failure map agrees
with the experimental observations put down in figure 3.5.weler, it should be noted that the
calculation of stress intensity factors is conducted uriderassumption of a semi-infinite space,
which results in some discrepancies with the experimestallts in both stress and stress intensity

factor calculations.
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Figure 3.16: Plastic strain in radial direction along the depth at the end of cooling forrdiffgpower densi-
ties, P, and a base temperature of ZD.
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and a base temperature of ZD.
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Figure 3.18: Plastic strain in radial direction along the depth at the end of cooling forrdiffdbase tempera-
tures,Thase and a power density of 1.27 GWm
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Thase and a power density of 1.27 GW/m
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Figure 3.20: Fracture toughnessc, of tungsten as a function of temperature based on the data listed in [61].
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3.5 FEM simulation of thermal shock experiments at
Forschungszentrum Jdilich

3.5.1 Model geometry

(a)

radial

cross section considered for FE model

heatflux 1 2.26mm
Ny fF———> top surface

5.0 mm

axis of symmetry

bottom surface

(c) ! 6.77 mm

Figure 3.23: (a) A schematic drawing of the model geometry, (b) two-dimensional FE nuodated for the
right half of the vertical cross section. The mesh consists of axisymmetrizeals reflecting
the rotational symmetry of the model, (c) finer mesh in the vicinity of the regioreat flux
loading.

The finite element (FE) model was built according to typicettings realized in thermal shock
experiments at Forschungszentruiaich. Tungsten samples with dimensions of 12 mni2 mm
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x 5 mm are mounted on a heated sample holder, so that the bgsertgure of the samples can be
adjusted between room temperature and“®0A nearly homogeneous heat flux load is achieved
in a square of 4< 4mn¥ at the top surface of the sample by fast scanning of the suifdth an
electron beam.

In the FE model, a disk shaped sample was considered instéaa real dimensions of the tungsten
sample (see figure 3.23 a). The area of the top surface anditiie bf the disk model were the same
as those of the tungsten sample. The loading area was assuired circle with an area of 16 nim
instead of a square. As a consequence of these simplifisatéotwo-dimensional axisymmetric
model was set up for the right half of the vertical cross sectionsidering the rotational symmetry
of the model geometry, see figure 3.23 b. The advantage ofrtiiied model is that one can save
computational efforts by reducing the dimension of the FElehoand one can avoid convergence
problems possibly encountered in three-dimensionaldracsimulations. The simulation tool for
the computation was the commercial FEM code ABAQUS [11]. Tihite element used in the
simulations was a four-node axisymmetric quadrilateraiant. To avoid mesh sensitive results, it
is necessary to build a sufficiently fine mesh in the vicinityhe region of heat flux loading and the
element edge size there was|2@ (see figure 3.23 c).

3.5.2 Loads and boundary conditions

The heat flux load ranging from 0.15 GWArto 1.3 GW/nt was applied at the top surface of the
tungsten sample to simulate the electron beam loading. €heflux load was applied at the top
surface of the tungsten sample to simulate the electron beading. When the electron beam
is focused on a small spot at the sample surface, a very higlermpdensity is generated. The
kinetic energy of incident electrons is dissipated not atlyhe top surface but also deeper in the
material. The electron beam penetration depth is depemdaimily on the energy of the electrons
and the target material. For the loadings and material aekefor this study, the penetration depth
is less than um [46]. Therefore, the penetration of the electron beam veasonsidered in this
chapter. The heat flux load was applied to the heating arelaeatiop surface of the sample for
1 ms. According to the thermal calculation, the heat trartsééween the bottom surface of tungsten
and the sample holder has nearly no impact on the temperattie top surface. For simplicity, a
convective boundary condition was applied at the bottorfasar The power density of the electron
beam loading is much larger than the energy loss due to raiaAs a result, the radiation effect
can be neglected when calculating the temperature. To prreigéd body movement, one node was
fixed at the right corner of the model. In the simulation, thertmal excursion of tungsten consists
of two steps, namely, 1 ms of heat flux loading and 10 s of cgolin

Cracking of tungsten was observed in single thermal shoc&rexents as well as multiple thermal
shocks experiments [46, 47]. In experiments comprisingaupQ0 thermal shocks, the minimum
crack distance was found to be larger than the maximum griameter. This indicates a brittle
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crack formation, since in thermal fatigue induced crackrfation, the crack distances were not
related to the grain diameter [48]. However, increasingcye number from 1 to 100 can cause
the formation of numerous micro-cracks [62], which can leachacro-cracks during further cycles.
In this chapter, the numerical simulations aim at simutagracking induced by the brittleness of
tungsten, whereas thermal fatigue damage was not condideuethermore, only one thermal cycle
was simulated, for the reason mentioned above.

3.5.3 Thermal simulation

The heat transfer problem was solved first. After that, tHetm was read into the corresponding
mechanical simulation as a predefined temperature field.

i
i \ axis of symmetry

Figure 3.24: Temperature distribution at the end of heating for a power density of 1.2n&\Ahd a base
temperature of 20C. R = the radius of the loading area.

Figure 3.24 shows the temperature distribution at the ehdating for a power density of 1.27 GW/m
As the loading is homogeneous, the temperature changesvihlyespect to depth direction, which
confirms the assumption in the previous analytical solutiigure 3.25 shows the surface tempera-
tures as a function of time for a power density of 1.27 GWand a base temperature of ZD. The
top surface is heated up to over 25@within 1 ms, and after heating stops, the surface temperatu
is reduced to 1000C within 1 ms. This extreme temperature variation withinesal/milliseconds
was confirmed by surface temperature measurements by festeith and visible imaging in ELM
simulation experiments [63]. Figure 3.26 shows the sanguigerature at different depths at the end
of heating. Only the surface layer experiences a temperatoove DBTT. At a depth of 480m,

the temperature is below 40Q.



54 3. Fracture mechanics analysis under short transient the rmal loads

3500

.
loading area

3000

2500F

N

o

o

o
T

Temperature (QC)
=
a
o
(=)

1000+

500F

0 0.5 1 15 2 25
Distance from the center (mm)

Figure 3.25: Surface temperature at various timggpr a power density of 1.27 GW/rand a base tempera-
ture of 20°C.

3500

mm loading area
3000f ...

2500F

20001

15001

Temperature (QC)

10001

5001

0 0.5 1 15 2 25
Distance from the center (mm)

Figure 3.26: Temperature at different depthg,at the end of heating for a power density of 1.27 GW#nd
a base temperature of 2G.

3.5.4 Mechanical simulation

Plastic strains are generated by the marked temperatuetioas in the loading area. Figures 3.27
and 3.28 show the distributions of plastic strain in radiedction for a power density of 1.27 GWfm
and a base temperature of ZD. During heating, the material in the loading area tends paed
due to the temperature increase, but it is constrained bgdigeand rigid bulk material outside the
loading area. Thus, the material in the loading area is inmaptessive stress state, and compres-
sive plastic strains are generated, see figure 3.27. Dudaling, the material in the loading area
shrinks rapidly due to the fast decrease of temperatureni&ge is constrained by the bulk mate-
rial surrounding the loading area. As a result, the materitlie loading area is subjected to tensile
stresses. However, plastic stains resulting from the leessiesses cannot compensate the plastic
strains generated during heating. Plastic strains aredfatithe end of cooling, see figure 3.28.



3.5. FEM simulation of experiments at Forschungszentrum Ju lich 55

SO00000000000
ooooooooooooo
PREROO000R SN
POONDEORONTOR

Figure 3.27: Distribution of plastic strain in radial direction at the end of heating for a patemsity of
1.27 GW/n? and a base temperature of 0.

Figure 3.29 shows surface plastic strain in radial directa a power density of 1.27 GW/and a
base temperature of 2Q at various moments. In the central part of the loading auleatic strains
generated by compressive stresses during heating aréicagtly reduced when the tungsten sam-
ple is cooled down. At the beginning of cooling, thermal stes surpass tungsten’s yield stress,
and plastic strains are generated by tensile stresses ®ieyield stress increases with decreasing
temperature, tungsten behaves purely elastic upon fuct@ing. Plastic strains resulting from the
tensile stresses cannot completely compensate plastinstyenerated during heating, which indi-
cates that tensile residual stress will be present. Duriradjrtg, much smaller plastic deformation
is generated by tensile stresses near the edge of the loadiaghan in the center. As a result, the
magnitude of the plastic strain near the edge of the loadieg & larger than in the central part of
the loading area at the end of cooling. At the edge of the lapdrea, a trough can be observed in
the plastic strain distribution. Material that is subjette less intensive temperature variations (e.g.
deeper beneath the heat flux loading) will experience leso@ilastic strain generated by tensile
stresses during cooling. No trough exists in the plastairstdistribution (see the plastic strain at
depths of 0.24 mm and 0.48 mm in figure 3.30).

Figures 3.31 and 3.32 show the stress distributions for eepadensity of 1.27 GW/mand a base
temperature of 20C. In the loading area, the surface stress in radial direcsicompressive during
heating { < 1 ms) and tensile during cooling & 1 ms). Figure 3.33 shows surface stress in radial
direction as a function of the distance from the loading eeréince tungsten is assumed to behave
ideally plastic, the stress near the top surface duringiigé limited by the small yield stress of
tungsten at high temperature.

The temperature dependent physical properties of tundstea a large impact on stresses. The
stress in radial direction is compressive during heating) #@nsile during cooling in the loading
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Figure 3.28: Distribution of plastic strain in radial direction at the end of cooling for a podensity of
1.27 GW/n? and a base temperature of ZD.

area. Figure 3.33 shows the surface stresses in radiatidivext various times. During heating, the
stress at the top surface is limited by the small yield stoéfsngsten at high temperatures. After the
sample is cooled down, high tensile residual stress is g&awknear the top surface. The peak stress
in radial direction is observed near the edge of the loadieg at the top surface. An out of surface
deformation in the loading area is predicted at end of cgols shown in figure 3.34. The vertical
displacement is qualitatively in good agreement with theults of a profilometry scan converted
into a depth profile along the middle of the loading area intliemal shock experiments [62]. Due
to incompressibility of the material during plastic defatnon, the region outside the loading area
sinks down. The out of surface deformation and the sinkingatierial result in a tensile stress near
the edge of the loading area. Furthermore, the compreskisggdeformation near the edge of the
loading area is larger than in the central part of it. As altethe stress in radial direction is larger
near the edge of the loading area.

In figure 3.35, stress in radial direction is shown for a podensity of 1.27 GW/rhand a base
temperature of 20C at different depths at the end of cooling. The profile ofsgria radial direction
along the depth direction leads to bending of the sample. resut, a compressive stress state can
be observed at a depth of 0.48 mm, see figure 3.35.

Figure 3.36 shows curves of stress-mechanical strain ialrdilection at three positions, which are
located at different depths along the axis of symmetry. Tihee curves represent three types of
loading and unloading: purely elastic loading and unlogdpiastic loading and elastic unloading,
and plastic loading and unloading. Purely elastic loadimdy@nloading occur if no plastic deforma-
tion is generated in the whole loading history, as represkhy the stress-mechanical strain curve
for a depth of 0.48 mm. Plastic loading and elastic unloadnegdefined when there is plastic behav-
ior during heating but no plastic deformation is generatadnd cooling, see the stress-mechanical
strain curve at a depth of 0.24 mm. If plastic deformationuos®oth in the heating and the cooling
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Figure 3.29: Surface plastic strain in radial direction at various timesor a power density of 1.27 GW/m
and a base temperature of ZD.

parts, the resulting behavior is termed as plastic loadimyunloading, see the stress-mechanical
strain curve predicted for the top surface.

3.5.5 Effect of power density

To study the effect of power density on the behavior of tueigstifferent power densities rang-
ing from 0.3GW/ni to 1.27 GW/ni were applied in the simulations. Figure 3.37 shows surface
temperature at the end of heating for several power dessitid a base temperature of°20 The
maximum temperature is proportional to the power densityekvifne power density is larger than
0.6 GW/nt, the maximum temperature is above DBTT of tungsten. Figu8& Shows plastic strain

in radial direction for different power densities. When ttever density is large enough for plas-
tic unloading, additional plastic strains resulting fromiacrease of power density are nearly the
same in the heating and the cooling periods. As long as plastbading occurs at the top surface,
plastic strains in the central part of the loading area \Wwirefore be identical. For power densities
between 0.6 GW/fand 1.27 GW/rh, nearly identical plastic strains in radial direction avarid in

the central part of the loading area. When loading with 0.3 G¥piastic strain in radial direction

is much smaller. Thus, the threshold power density for j@astloading lies between 0.3 GWm
and 0.6 GW/r. The trough in the plastic strain distribution curve becsmeeper as power density
increases.

Figure 3.39 shows surface stress in radial direction atrideoécooling for different power densities
and a base temperature of ZD. For a power density of 0.3 GWAnthe stress in radial direction is
much smaller than for the loadings above the threshold paoleesity for plastic unloading. For
loadings between 0.6 GWArand 1.27 GW/rh peak stress increases as power density increases.
However, tensile stress in the central part of the loadig @lecreases slightly as power density
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Figure 3.30: Plastic strain in radial direction at different depthsat the end of cooling for a power density
of 1.27 GW/n? and a base temperature of ZD.

increases.

3.5.6 Effect of base temperature

Due to the strong temperature dependence of tungsten’scphpsoperties, base temperature of the
sample plays an important role for the behavior of tungsteseu heat flux loadings. In the course
of chapter, base temperatures ranging froniQ@o 800°C were applied. The base temperatures
are used to mimic the temperature induced by the statioharynal loading. Thus, the simulations
under short transient thermal loads with a high base terperaerve to estimate the conditions
of tungsten being exposed to both stationary and trandnemtnal loads. Figure 3.40 shows the
surface temperature at the end of heating for different bErs@eratures. The surface temperature
increases as base temperature increases. When the baseatenepeaches 80C, the maximum
temperature is close to the melting point of tungsten (34€9Zor a power density of 1.27 GW/n

In figure 3.41, surface plastic strain in radial directiorsi®wn at the end of cooling for different
base temperatures. In the central part of the loading areanagnitude of plastic strain in radial
direction decreases as base temperature increases. §ba feathis is that by increasing base tem-
perature, the increase of plastic formation during heatirsgnaller than during cooling. The plastic
strain in radial direction occurs outside the loading avdg&n the base temperature is above 400
The trough in the plastic strain distribution curve is dedpea higher base temperature. Figure 3.42
shows the equivalent plastic strain at the top surface atikdeof cooling for different base temper-
atures. The equivalent plastic strain increases as bageetatare increases, which indicates that
thermal fatigue damage is more likely to occur for a highesebmperature under repeated heat
flux loads. Surface stress in radial direction at the end ofieg is plotted in figure 3.43 for different
base temperatures. The stress level is significantly redas®ase temperature becomes higher.
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Figure 3.31: Distribution of stress in radial direction at the end of heating for a powesitieof 1.27 GW/m
and a base temperature of ZD.
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Figure 3.32: Distribution of stress in radial direction at the end of cooling for a powesitg of 1.27 GW/m
and a base temperature of 2D.
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Figure 3.34: Surface vertical displacement at the end of cooling for a power denisity2@ GW/n? and a
base temperature of 2C.
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Figure 3.37: Surface temperature at the end of heating for different power dengitiasd a base temperature
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Figure 3.39: Surface stress in radial direction at the end of cooling for differemtgpalensities,P, and a
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3.6 Fracture simulation of thermal shock experiments at
Forschungszentrum dilich

3.6.1 XFEM simulation

To simulate crack initiation and propagation using XFEM, aximum principal stress (MPS) cri-
terion and an energy based damage evolution law are needeck t®e principal stress exceeds
the maximum allowable value, a crack is initiated. At the saime, there is a degradation of the
cohesive stiffness in the elements in which the crack folwnatccurs, which can be described by
the energy based damage evolution law. If the energy dissipassociated with crack extension
is larger than the fracture energy, the cohesive stiffnesstes zero, and the crack opens up com-
pletely. The value of the ultimate tensile strength can ingiple be used as an estimate for the
MPS. The ultimate tensile strength of tungsten in the vigiof DBTT (400°C-700°C) is about
900 MPa-700 MPa [8]. Considering that crack formation is nyailue to the brittleness of tungsten
below DBTT, the MPS is defined to be 900 MPa. For the fractureggnim the course of dam-
age evolution, 0.25 mJ/mhis used, which is transferred from the fracture toughnesaioéd from
the test performed at 40C by Gludovatz et al. [61] applying the concept of linear #tasacture
mechanics.

To avoid a possible influence by multiple cracks, the XFEMudations were first carried out by in-
troducing a single precrack of 20n length, and no other crack initiation was allowed. Figurt3
shows the crack propagation predicted by introducing tkernack at different positions for a power
density of 1.27 GW/rh Precracks positioned in the central part of the loading arepagate per-
pendicularly to the loading surface, while a precrack neaeidge of the loading area grows parallel
to the loading surface at a depth of about @@ which coincides well with experimental find-
ings [47]. A precrack near the edge of the loading area growartds the center of the loading area
because it experiences both tensile and shear loads, wtihe icentral part of loading the stress is
near purely tensile. When multiple thermal shocks are agpiiee crack opening resulting from the
previous thermal shock will change the stress and stratnfalions, so that the stress may not be
purely tensile in the central part of the loading area. Assaltecrack growth parallel to the loading
surface may also occur in the central part of the loading.area

XFEM models a crack as an enriched feature by adding degfdéessdom in elements with special
displacement functions, and one or multiple pre-existiragks can be associated with an enriched
feature. In addition, during the simulation one or multipiacks can initiate in an enriched feature
without any initial defects. However, multiple cracks carcieate in a single enriched feature only
when the damage initiation criterion is satisfied in mud#iplements in the same time increment.
Otherwise, there will be no additional cracks until all grasting cracks in an enriched feature have
propagated through the boundary of the given enrichedreatu

For XFEM simulations with multiple cracks, multiple enrexhfeatures were applied (see figure 3.45)
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Figure 3.44: Cracks predicted using XFEM with a global enriched feature and prkset different locations
(top: 0.8 mm away from the center, middle: 1.2 mm away from the center, bottdd.nmtn
away from the center) for a power density of 1.27 GW/amd a base temperature of ZD.
The quantity STATUSXFEM characterizes damage evolution. A value ofH{a@acterizes an
opened crack. Positive values smaller than 1.0 stand for cracks thétradditional energy to
be opened.

so that cracks can nucleate without waiting for the pretmgscracks to propagate in other enriched
features. Figure 3.46 shows the cracks predicted using XfEMadings of different power densi-
ties. Cracks are initiated near the top surface perpendigutathe loading surface and are not fully
opened. However, in the XFEM simulations with a single craic& crack in central part of the load-
ing area is much longer and fully opened (see figure 3.44¢esivhen multiple cracks are initiated
in the central part of the loading area, the stiffness isaldga in such a way that the stress concen-
tration at the crack tips is not as intensive as in the XFEMugitions with a single crack. For the
loadings with 1.27 GW/rhand 1 GW/m, cracks are generated near the edge of the loading area and
propagate parallel to the loading surface. For a power tleofsd.6 GW/nt, no crack is formed near
the edge of the loading area, as there is no stress condentrste figure 3.39. No crack initiation

is found for the loading with 0.3 GW/fsince the stress is much smaller than the MPS. The XFEM
results are capable of reproducing the main cracking featobserved in the experiments [47].
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ulations, R = the radius of the loading area.

3.6.2 J-integral calculation

In both the thermal shock experiments and the XFEM simuiationost cracks are perpendicular to
the loading surface. To calculateintegrals for these cracks, precracks are defined to besperp
dicular to the loading surface/-integrals are calculated at the end of cooling, and plastains

at the end of cooling are considered to be initial strainse @inection of the virtual crack tip ex-
tension points into the sample. Length and location of prec (see figure 3.47) are variables for
a parametric study. To avoid the influence from other craskl; one precrack is allowed in each
calculation.

Figure 3.48 showd-integral for precracks at different positions. At fitstintegrals increase with
the crack length up to a crack length of 0.1 mm, because dim@ss not decrease with increasing
depth within a depth of 0.1 mm. The;integrals decrease with increasing crack length due to the
decrease of stress. Theintegral is smaller when the precrack is close to the axisyoimetry,
since the driving force for crack opening is reduced at tteelcrsurface close to the center due
to axisymmetric modeling. Table 3.3 lists the crack operdigplacement (COD) of precracks of
0.08 mm length. The COD shows the same tendency ag-h&gral. In the thermo-mechanical
simulations it is shown that a peak stress occurs near the @dipe loading area. However, there
is no peak value of thg-integral near the edge of the loading area to be seen in fR)4&: since
the stress concentration is relaxed when a precrack ig@tseear the edge of the loading area, and
almost no stress is generated at the crack surface close butk material outside the loading area,
as the material is separated from the loading area by thegulec
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Figure 3.46: Cracks predicted using XFEM with multiple enriched features for diffepemter densities and
a base temperature of 2G.

Table 3.3: Crack opening displacement of precracks of 0.08 mm length.
Distance from the center(mm) 04 08 12 16 20 24
Crack opening displacemeptq) 7.5 7.78 7.69 7.41 5.42 1.03

Effects of power density and base temperature o/-integrals

In this part, a parametric study of base temperaturesq26 800°C) and power densities (0.3 GW/m
to 1.27 GW/ni) serves to study their effects on the value of thintegral. In order to predict
cracking at different base temperatures, a temperaturendept critical value of thé-integral (/.)

Is needed. Gludovatz et al. [61] measured the fracture toeggh{.) of tungsten. However, at
room temperature, the fracture toughness of rolled tungsé¢ermined by Gludovatz et al. varies
from 4.69 MPg/m to 9.08 MPg/m by changing the compact tension specimens to 3-point bgndin
specimens [61]. As-sintered tungsten exhibits a fractowghness of 5.1 MR@m using compact
tension specimens. The fracture toughness of polycrygdilingsten rods at room temperature is
8.0+:0.2 MPa/m for transverse and 1246..3 MPa/m for longitudinal specimert§64]. Hence, the
fracture toughness of tungsten varies by at least a facttwatdepending on both manufacturing

For transverse specimens, the long axis is parallel to tragisw direction, while the long axis of longitudinal
specimens is perpendicular to the swaging direction.
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Figure 3.48: J-integral for a power density of 1.27 GWfnand a base temperature of 0. Different dis-
tances (0.4mm, 1.2mm and 2.4 mm) of the precrack from the center of the loadm@gz
considered.

method of the tungsten samples and the testing procedukéngTthis span of values into account
when deriving the critical value of. from the temperature dependent fracture toughness daa det
mined by Gludovatz et al. [61] allows studying the impactegarted fracture toughness values and
temperature on the cracking behavior.

Figure 3.49 shows values of theintegral for different power densities and base tempeestuln
these studies a precrack positioned 1.2 mm away from thenlgaenter is chosen to represent a
general situation in the central part of the loading areaabse the precrack is situated far enough
from both the axis of symmetry and the edge of the loading.dnegeneral, the/-integral increases
as power density increases. Higher base temperaturesdeswldler stresses. As a consequence,
J-integrals are smaller, too. At low base temperatures (@etpw 200°C) and for power densities
larger than 0.6 GW/# the J-integrals are much larger than both values/gfwhich indicates that
cracking can be hardly avoided at low base temperatures elwsince the fracture toughness of
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tungsten increases with increasing the temperature/-4ih&egrals calculated for a base temperature
of 800°C are much smaller than the critical value. Thus, high basgéeatures are suitable to
prevent crack opening. Nevertheless, one must keep in retdricreasing the base temperature
will also lead to an increase in the equivalent plastic stthat describes the plastic deformation
history. This in turn may cause material degradation andriakfatigue failure. Other than that, a
high base temperature might lead to a surface temperatatréstblose to or even higher than the
melting point of tungsten so significantly degrading thedral integrity of the component.

Figure 3.50 shows the thermal shock behavior based. gained from both the fracture toughness
obtained by Gludovatz et al. [61]. 20n is assumed to be the crack length that can be developed from
the initial defects along the grain boundaries without hiag the critical value of the energy release
rate, since grain boundaries are more vulnerable than #ia giterior. This assumption yields a
slightly conservative estimation in cases that there arg few initial defects at the top surface of
the tungsten sample near a stress concentration or thed defiects cannot grow to become a crack of
20um length. In figure 3.50, there are no essential changes nungehe cracking threshold even
if the value of the fracture toughness assumed for compufing doubled. This indicates that in
order to avoid cracking of tungsten at low temperaturesfrieture toughness of tungsten needs to
be improved significantly. The threshold power density isvieen 0.3 GW/rhand 0.6 GW/m, and
the threshold base temperature is betweerf@#&nd 600C. The numerically predicted thresholds
coincide roughly with the experimental observations [49here the experimentally determined
threshold power density is between 0.16 GWaAnd 0.4 GW/m and the threshold base temperature
is between 100C and 400C depending on the tungsten grade tested.

Deviations between the cracking thresholds obtained filmarekperiments and théintegral cal-
culations are to be expected, since the material data useltapter may differ from the tungsten
properties after thermal loadings - and also because tfexetice of material properties resulting
from different fabrication processes is not included in taéulations. Furthermore, it should be
noted that the thermal shock behavior obtained from therexpats considers 100 thermal shocks.
The evolutions of microstructure and material parametetis the thermal cycles, which are not
taken into consideration in théintegral calculation, may also influence the results.
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Figure 3.50: Thermal shock behavior of tungsten samples calculated by compaiimtggrals with.J. gained
from both the fracture toughness obtained by Gludovatz et al. [61] @afi)its doubled value

(right).
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3.7 Effect of high heat flux loading pattern

Numerical investigations were conducted based on the tilesimock experiments at Forschungszen-
trum Jilich in which a homogenous thermal loading was achievedaby $canning of the sample
surface with the electron beam. Other than thermal shoc&rempnts using electron beam, in the
literature there are ample experimental reports on the darnhahavior of tungsten under ELM-like
thermal loads where thermal loads were simulated usingwsikinds of energy sources (plasma,
laser) [65, 66]. In these thermal shock experiments or adivartor operation, the pulse of a heat
flux load can have different temporal and/or spatial profies given energy deposit. In this regard,
there is still open question as to how the high heat flux loggettern affects cracking feature under
ELM-like loading conditions, and this is the topic of thedlsiection.

3.7.1 Loading patterns

Six HHF loading patterns are considered as combinationisreétspatial profiles and two different
temporal scenarios. The different spatial profiles areaunif a triangle with a steep slope and a
triangle with a gradual slope (see figure 3.51). The triamgehergy distribution is used as a rough
estimate of a Gaussian profile, which is the typical energyridution on the target material for a
static electron beam. The power density of the uniform logdf’, is 0.8 GW/ni. The two temporal
scenarios are either a constant or a ramp loading (see figis2). 3~or the constant loading, the
power density is constant throughout the loading time, evtat the ramp loading, the power density
starts from zero and keeps increasing to the same powertylefishe constant loading at the end
of the loading time. When the power is turned off, the powerstgns assumed to be reduced to
zero immediately for both temporal scenarios. The duraticdhe constant loading is 1 ms, and the
duration of the ramp loading is 2ms. The base temperatur@€ 2All six HHF loading patterns
employ the same total energy input within the corresponftinding time.

power density

2.23F — uniform

— triangle with a steep slope

F —— triangle with a gradual slope
R 1.16R 1.73R distance from the center of the
loading area

Figure 3.51: Considered spatial profiles of the power density at the surface of thynametric modelF': the
power density for the uniform loading: the radius of the loading area for the uniform loading.
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Figure 3.52: Different temporal scenarios considered.

3.7.2 Effect on temperature distribution
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Figure 3.53: Surface temperature at the end of heating for the constant (left) analntipe(right) loadings for
three energy distributions.

Figure 3.53 shows the surface temperature for differerditas at the end of heating. The surface
temperature profile is similar to the energy distributiothatsurface, which indicates that the surface
temperature is proportional to the power density. The grigar loading with a steep slope generates
the largest peak temperature at the surface in comparistimetother two energy distributions.
In general, the surface temperature for the ramp loadingasteis slightly smaller than what is
predicted for the constant loading. This is due to the feattiie ramp loading entails longer loading
times, so more energy is dissipated into the bulk materighdiheating. The difference in peak
temperature between the constant and the ramp loadingrgzeimathe largest for the triangular
loading with a steep slope. With this energy distributidre peak temperature is 3122 for the
ramp loading scenario, while the peak temperature for tmsteot loading scenario is 337C.
The difference is reduced with decreasing power densitytltriangular loading with a gradual
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slope or the uniform loading, the difference of the peak terajures is less than 100 between the
constant and the ramp loading scenarios.

3.7.3 Effect on stress and strain distribution

In figure 3.54, surface plastic strain in radial directiosh®wn at the end of heating. The distribution
of plastic strains at the surface is similar to the corredpmnenergy distribution. The maximum
magnitude of plastic strain in radial direction for the tigaular loading with a steep slope is approxi-
mately four times that for the uniform loading and the trialag loading with a gradual slope, while
the peak temperature is only about two times as high, seef)6B8. This is because the coefficient
of thermal expansion is larger at higher temperatures. ,Tlatger plastic deformation is generated
for the same temperature increase at a higher temperature.
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Figure 3.54: Surface plastic strain in radial direction at the end of heating for the qurn($tét) and the ramp
(right) loadings for three energy distributions.

Figure 3.55 shows the surface plastic strain in radial ivaat the end of cooling. The magnitude
of plastic strain for different loadings is reduced to a samievel in the central part of the loading

area during cooling.

In figure 3.56, surface stress in radial direction is showth@tend of cooling. For all six cases, the
distributions of the surface stresses in radial directimadso similar, alike to the plastic strains.
The peak stress in radial direction appears 1.5 to 2.3 mm &waythe center of the loading area
depending on the energy distribution. Of all energy distidns, the triangular loading with a steep
slope results in the largest peak stress in radial directidhthe center of the loading area the
stress in radial direction is slightly larger for the triasgy loading with a gradual slope than for
the other two energy distributions. For ramp loading sdesathe peak stress in radial direction of
the triangular loadings occurs closer to the center of thdiltg area than for the constant loading
scenarios. Figure 3.57 shows the stress in radial direatiardepth of 0.2 mm at the end of cooling.
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Figure 3.55: Surface plastic strain in radial direction at the end of cooling for the cob@&it) and the ramp
(right) loadings for three energy distributions.

Although the stresses in radial direction for the six HHFdiog patterns are similar at the surface,
the stress in radial direction for the triangular loadinghwa steep slope is much larger than for
loadings with the other two energy distributions at a defth.® mm.

As for the thermal distribution, the difference of stresd atrain distributions between the constant
and the ramp loading scenarios is moderate. If a strain eggerdient yield stress is considered in the
calculation, the results may be influenced. However, camsid that the difference of the loading
duration and the similarity of the plastic strain distribuatat the end of heating, the strain rate for
the constant scenarios is roughly twice the strain ratenramp loading scenarios, which indicates
that the difference of the yield stress resulting from tHféedence of strain rate is negligible. This
finding is based on the data listed in literature [67].
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Figure 3.56: Surface stress in radial direction at the end of cooling for the condédt)tand the ramp (right)
loadings for three energy distributions.
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Figure 3.57: Stress in radial direction at a depth of 0.2 mm at the end of cooling for tretanain(left) and the
ramp (right) loadings for three energy distributions.

3.7.4 Effect on fracture behavior
XFEM simulation

To compare the fracture behavior of tungsten for differedEHoading patterns, XFEM simulations
of six HHF loading patterns were performed.

In figure 3.58, cracks are predicted using XFEM for differeaidings. In these XFEM simulations,
no precracks are assumed, and multiple crack initiatiolasvad. Cracking patterns resulting from
the constant and the ramp loadings are similar, while thekang patterns resulting from the uniform
and the triangular loadings differ. For the uniform loaditigere are many short cracks that appear in
the loading area at the top surface and which propagate maiquearly to the loading surface. Near
the edge of the loading area, a crack is generated which gatgs parallel to the loading surface.
For the triangular loading, cracks mainly propagate pedmermarly to the loading surface, while the
cracks resulting from the triangular loading with a ste@pslare much longer than those resulting
from the triangular loading with a gradual slope.

The occurrence of multiple cracks can influence the ingrabf other potential cracks by relaxing
the stress concentration. In order to study a crack indiatea specific position without any influ-
ence from other cracks, XFEM simulations were conducteti wisingle precrack, and no other
crack initiation was allowed. As the constant and the ramaglileg scenarios result in similar crack-
ing patterns, only the constant loadings were studied lregere 3.59 shows results of these XFEM
simulations with a single precrack at different positioasthree energy distributions. In each sim-
ulation, a precrack of 40m was assumed be oriented perpendicular to the loadingceurfa the
central part of the loading area, the precracks generatipggate perpendicularly to the loading
surface for all three energy distributions. The crack lamgsulting from the triangular loading with
a steep slope is the largest, due to the fact that its maximuwepdensity is the largest. For the
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triangular loading with a steep slope and a precrack po&td®.01 mm from the center of the load-
ing area makes it propagate parallel to the loading surfazegleviate from its initial vertical path.
A similar crack is found 2.23 mm away from the center of thellog area for the uniform loading.
For the triangular loading with a gradual slope, the prdctaél mm away from the center of the
loading area tends to propagate towards the center of ténparea, but the driving force is not
large enough for significant crack growth.

As shown in figure 3.59, cracks are found near the positionrevtiee peak stress occurs for the
uniform and triangular loadings with a steep slope (XFEM wdations with a single precrack).
These cracks propagate parallel to the loading surface.ekenvcracks do not propagate parallel
to the loading surface for the triangular loading with a ptel®pe, if multiple crack initiations are
allowed, see figure 3.58. This is due to the stress relaxatisuting from the crack opening in the
central part of the loading area. To confirm this conclusiba, XFEM simulations were made with
two precracks at specific positions. One precrack was deiimtia central part of the loading area
(d = 0.81 mm) while the other precrack was defined near the pasithere the peak stress occurs.
The results of these calculations are shown in figure 3.60ckJyeopagation parallel to the loading
surface is hindered as crack opening occurs in the centriadbfidne loading area. This indicates that
for power densities sufficiently large to induce crackinghe central part of the loading area, crack
growth parallel to the loading surface will be impeded. H fower density is too small, no cracking
will occur. For the aforementioned reasons the crackingepapredicted for the uniform loading in
figure 3.58 occurs within a certain range of the power densibych allows the occurrence of the
cracks near the edge of the loading area but does not leaddaseracking in the central part of the
loading area. This cracking pattern should be avoidedgesinmoay lead an undesired concentration
of thermal energy at the top surface and subsequent meltiagsion of surface material.
Compared to the triangular loading, the uniform loading igeniikely to cause a crack near the
position where the peak stress occurs and which will grovalfgro the loading surface. On one
hand, the distance between the position of peak stress amokttiing center is larger for the uniform
loading than for the triangular loading, which indicateattthe growth of cracks near the edge of
the loading area is less influenced by cracking in the cepéid] see figure 3.60. On the other hand,
the uniformly distributed stress distribution under th&amm loading can create many short cracks
in the central part of the loading area at the same time, witd@dhces the driving force for a long
crack, see figure 3.58.

J-integral calculation

The J-integral is calculated for precracks of various lengthdifrent positions in order to compile
a parametric study, see figure 3.61. In each calculatiomglesprecrack is defined with a fixed
length. The critical value of thg-integral (/.) is assumed to be the same as the fracture energy
used in the XFEM simulations. The direction of the virtuadak tip extension is downwards and
perpendicular to the loading surface.
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Figure 3.58: Cracks predicted using XFEM without any precracks for six HHF loagatterns.

In figures 3.62, 3.63 and 3.64-integrals are shown for the six HHF loading patterns. Ins&ll
loading cases, thé-integrals for precracks in the central part of the loadirepgd = 0.81 mm) are
larger than the critical value, which coincides with the XfFfprediction. TheJ-integrals for the
ramp loading scenarios are slightly smaller than for thestamt loading scenarios. For the triangular
loading with a steep slope, theintegrals for precracks in the central part of the loadingpeare
much larger than for the uniform and the triangular loadinth\a gradual slope. The crack length
of the longest precrack, for which th&integral is larger than its critical value, is defined as the
maximum crack length. The maximum crack length for the gidar loading with a steep slope
is the largest (approx. 0.6 mm), while the maximum crack tlerigr the triangular loading with a
gradual slope is less than 0.3 mm. For the uniform loadingthadriangular loading with a steep
slope theJ-integral for the precrack - which is 2.0 mm away from the eemf the loading area -
is larger than the critical value and thus a sufficient dgviarce is provided for crack propagation.
For the triangular loading with a gradual slopgjntegrals for precracks 2.0 mm away from the
center of the loading area are smaller than the criticalevalthis result coincides with the XFEM
prediction that no crack growth occurs 2.0 mm away from thetereof the loading area for the
triangular loading with a gradual slope.

The most probable crack propagation direction is the doadh which the energy release rate is the
largest. In figures 3.65, 3.66 and 3.67, the direction of thgimum energy release rate (indicated
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Figure 3.59: Crack predicted using XFEM assuming a single precrack at differeatitots for three energy
distributions.

by the anglep in figure 3.61) of precracks of different lengths are showrctinstant loadings with
different energy distributions. In general, for a smallogréength (0.04 mm), the angle is smaller
than 10°. This is due to the fact that within the surface layer theiterstress is much larger than
the shear stress. The angle increases as crack lengthsaesreéor the uniform loading, the angle
increases significantly as the precrack is closer to the efitfee loading area. For the triangular
loading with a steep slope, the maximum value of the anglarsdor a precrack about 2.0 mm away
from the center of the loading area, where the crack propagadrallel to the loading surface (see
the XFEM simulations in figure 3.59). For the triangular lmadwith a gradual slope, the energy
release rate is smaller than its critical value, even thabhghangle of a crack of 0.32 mm length
is about 40. As a result, no crack parallel to the loading surface canobed for the triangular
loading with a gradual slope, while the crack near the pmsitvhere the peak stress occurs does
propagate parallel to the loading surface by kinking frosinitial vertical path for the triangular
loading with a steep slope and the uniform loading. This hegavith the XFEM predictions shown
in figure 3.59. However, it is should be noted that minor défeces are to be expected between the
direction of the maximum energy release rate calculatatjusie VCE method and the direction of
crack propagation from the XFEM simulations. One reasohas the direction of the maximum
release rate is calculated at the end of cooling, while thexction of crack propagation is calculated
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Figure 3.65: Direction of the maximum energy release rate represented by theawodlgrecracks of differ-
ent lengths for the constant uniform loading.
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3.8 Summary

This chapter focused on a fracture mechanics analysis gétan under short transient thermal loads
by ELMs, based on analytical and numerical calculations.

It was assumed that the solution assuming a semi-infiniteespan give a good estimation of the
behavior of tungsten in the central part of the loading anelae ELM-like thermal shocks tests, since
the loading was nearly homogenous in the loading area. Asudty@ simplified analytical solution
was derived to capture the temperature, strain and stregdtions in a semi-infinite space. This
analytical solution matched the numerical solution verylwBy introducing the weight function
of a semi-infinite space solution, the stress intensityofastas calculated for the prospective crack.
Generally, the failure map based on the comparison of stnesssity factors and fracture toughness
coincided with the experimental observations.

Other than analytical estimations, a comprehensive coatipugl study of thermo-mechanical and
fracture behaviors of tungsten under ELM-like thermal $isogas presented. A series of parametric
simulations were conducted using an axisymmetric modeddas elasto-plastic finite element
analysis. The effects of power density and base temperatuthe temperature, stress and strain
distributions were evaluated. Based on the thermal sinugtia failure modeling on tungsten under
ELM-like thermal shocks was conducted. Crack initiation @ndpagation were simulated using
XFEM, while the J-integrals, which represent the energy release rate ak tyzs; were evaluated
using the FEM-based VCE method. The following features ofisten behavior were found under
ELM-like thermal shocks:

1. Upon cooling, tensile stress develops in the loaded caitéyer as a consequence of plastic flow,
coined as residual stress at the end of the cooling procésstablial component of tensile stress
shows its maximum peak at the boundary of the loading areathidtposition, a crack most
probably first propagates in vertical direction, followegddgradual horizontal kinking, parallel
to the loading surface. Such cracking characteristicsygiedl for a power density of 1 GW/n
and higher.

2. There is a threshold value of the heat flux load above whgtfgant plastic flow takes place
during both heating and cooling - and above which almosttidaiplastic strain and tensile stress
are generated at the end of cooling. This threshold rangesba 0.3 GW/mhand 0.6 GW/m at
a base temperature of 20.

3. The maximum peak value of the tensile residual stress{rasimponent) increases as the power
density of the heat load is increased.

4. When the critical stress for crack initiation is reducedngnsmall cracks are formed in perpen-
dicular direction to the surface over the whole loading aespecially in the central region. Once
these cracks are initiated and continue to grow in the ciepdrd, the driving force for cracking
near the boundary of the loading area is reduced.
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5. The crack formation is predicted for the power density 6f®W/n? and above, and when the
base temperature is higher than 600 almost no crack is predicted.

6. The predicted threshold values of power density and tesspdrature for cracking agree roughly
with the experimental observations. There are no essestimhges concerning the cracking
threshold even if the value of fracture toughness assumethéosimulation is increased by a
factor of two.

The last part of the chapter dealt with the influence of loggiatterns of ELM-like transient thermal
loads on the fracture behavior of tungsten. Comparativesassent of initial cracking and crack
growth was conducted for six HHF loading patterns (comlamstof three spatial and two temporal
variants) assuming the same deposited energy for all c&sesral distinct effects were found.

1. A ramp pulse with a longer duration leads to lower tempeest and stresses in comparison
to a constant pulse with a shorter duration. Yet, the diffeeeis moderate when both their
maximum power density and total deposited energy are icintiNo significant deviation of
cracking between these two temporal loading scenarios eabserved.

2. Cracks in the central part of the loading area are initisederpendicular orientation to the
surface. The final length of these cracks is dependent onpibkeed power density. Thus, the
length of the crack produced under the triangular loadimdilerwith a steep slope is larger than
those of the triangular profile with a gradual slope and ofuthiéorm distribution.

3. Regardless of the thermal loading distribution, crackslpced near the position where the peak
stress occurs tend to kink from their initial vertical pathaacertain depth (e.g. 0.32mm) and
grow further in parallel to the surface.

4. Cracks initiated near the position where the peak stressg®are more likely to grow further in
parallel to the surface under the uniform loading, compé#wdte triangular loading.
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Chapter 4

Fracture mechanics analysis of tungsten
under slow high-energy-deposition thermal
loads

4.1 \ertical displacement events

Besides the ELMs, PFCs will have to withstand slow high-enelgposition thermal loads, which
are characterized by a significantly longer duration thanEhMs. Vertical displacement events
(VDEs) are a typical example for such events. A VDE is an uhodlied growth of the plasma
unstable vertical mode. The plasma has a tendency to beemhemstable and consequently ef-
fecting small vertical displacements due to the non-carcatoss-section of the plasma confinement.
Although, during operation of the fusion reactor, the plassmalways vertically controlled, such un-
controlled growths can occur for various reasons, for exarng8]:

» fast disturbances acting on a time scale which is outsidedmtrol system bandwidth;
« delays in the control loop;

* wrong control action due to measurement noise, when plastoaity is almost zero.

As a result, the plasma can then move vertically up or down anelxtreme cases - even contact with
the vessel wall, which leads to a high-energy-depositienntial loading on the PFCs. The typical
pulse duration of VDESs ranges from 100 to 300 ms [69], whichaarly three magnitudes higher
than the pulse duration of the ELMs. Such an event with dégosinergy densities of 60 MJ/m
will cause the PFC'’s surface to melt and entail a loss of the RiAhth were observed in the VDE
tests on water-cooled PFCs with active cooling of the hedt performed by Linke et al. [69].
For analytical evaluation, Cardella et al. [70] have calmdahe amount of melted and evaporated
material, taking into account the evolution of the evapedtatnd melted layer and in order to assess
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possible effects of local temporary loss of cooling. Due ¢gese surface melting, erosion and
substantial damage on the PFCs, only a few of these eventedatebated. Thus, special measures
must be taken so that no melting of the PFMs occurs or the th@®lEMs under the VDEs do not
lose their functionality. However, it is currently diffidub predict the VDESs in detail because of its
uncertainty. Nevertheless, assuming there is a way totimithermal loading induced by the VDEs
to an area that is sufficiently small, the temperature witl exceed the melting point of tungsten.
In this sense, it is also of interest to assess the matetavi@ in this limited loading area. In this
chapter, the thermo-mechanical and fracture behaviotsgsten under VDE-like thermal loads are
studied assuming no melting occurs. The numerical modalils dccording to the thermal shock
experiments at Siemens Healthcare, where the VDE-likerthEload is loaded in a small spot.

4.2 Thermal shock experiments at Siemens Healthcare

4.2.1 Experimental setting

Plasma-facing components in future fusion devices will bigiected to intense thermal loads. To
investigate these thermal loads experimentally, eledbeam facilities (e.g. JUDITH,lWich, Ger-
many; FE-200, Le Creusot, France) are used frequently [#1)X-tay tubes, the tungsten anode
is subjected to similar thermal loadings, since X-rays anéted by accelerating high energy elec-
trons onto the anode material. The experimental faciliplivied in this dissertation (as shown in
figure 4.1) is set up at Siemens Healthcare and is used to gtedwilure of tungsten anodes in
X-ray tubes. Thus, the research results are expected toredidial for the design of both fusion
devices and X-ray tubes (see [72] for details). Tungsterpgesrused in the experiments were made
of rolled tungsten delivered by PLANSEE AG, Austria. The gparsize was 27.5mm 27.5mm

x 3mm. The surface of the samples was polished before the@idmtam exposure. The focal spot
of the electron beam is roughly a rectangle of 1g88x 271um. The test positions lie on a circle
with a radius of 11.5mm, and the angle between two neighbdest positions is 17. Numerical
simulations have shown that, for an individual test positithe impact resulting from the electron
beam exposure of the neighboring test position is negigibhe samples were loaded with single
thermal loads of power densities between 0.374 G¥\dnd 0.624 GW/rh, which is in the range of
power densities of the VDEs loads in ITER. The power densithis chapter denotes the averaged
absorbed power density in the loading area. The accelaratibage was 65 kV and the tests were
performed at room temperature. After the electron beamrgaaf 0.5 s, the sample was cooled to
room temperature.
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Figure4.1: Schematic drawing of the cutting surface of the experimental facility at Siekheslthcare. TZM
refers to molybdenum alloy containing (in mass%) 0.50 titanium, 0.08 zirconidr.82 carbon.

4.2.2 Experimental observation

In order to confirm the numerical simulation results, thefae roughness was measured on the
tested samples after cooling down from thermal shocks. Téasorement was conducted using a
Keyence three-dimensional Laser Scanning Microscopeirésg.2, 4.3 and 4.4 show Laser Scan-
ning Microscopic (LSM) images as well as out-of-plane defation images. To enhance the detall
perceptibility of the out-of-plane deformation imagesaatér of 20 is applied for the deformation.
After the thermal loading, surface elevation results fréva volume compensation to the inplane
plastic deformation, which is shown in the following mecitahsimulations. As power density of
the electron beam increases, the surface elevation iregeas

In LSM images, grain growth in the loading area is observedtfermal loads of 0.5 GW/fand
0.624 GW/mi. The grain growth is due to recrystallization at the sampidage. The recrys-
tallization temperature of tungsten is between 1X0@&nd 1400C [8]. The maximum temper-
atures measured for thermal loads of 0.374 G¥/5 GW/n¥ and 0.624 GW/rh are 1250C,
1880°C and 2550C, respectively. The maximum temperatures for thermal laddx5 GW/n?
and 0.624 GW/rhare much higher than the recrystallization temperatureingsten. As a result,
recrystallization occurs in the loading area, althoughhtigé temperature only lasts for 0.5s.

For a thermal shock load of 0.374 GW/nmo crack is observed at the sample surface. Tiny cracks
occur under a thermal shock load of 0.5 GW/rRor a thermal shock load of 0.624 GWnthere is

a clear crack opening along the grain boundaries.
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Figure4.2: LSM and out-of-plane deformation images of the sample surface for a thehuoek load of
0.374 GW/ni.
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Figure4.3: LSM and out-of-plane deformation images of the sample surface for a thehuoek load of
0.5 GW/nt.
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Figure4.4. LSM and out-of-plane deformation images of the sample surface for a thehmek load of
0.624 GW/ni.
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4.3 FEM simulation of thermal shock experiments at Siemens
Healthcare

4.3.1 Geometry and FE mesh

In the single thermal shock experiments, the cooling andihgldevices below the sample do not
play a critical role for the material behavior near the saisgiop surface, as the temperature at the
bottom of the sample is not influenced significantly by thek&rthermal shock. Therefore, in the
simulation, the cooling and holding devices below the sangpeé not modeled. For simplicity, a
circular loading area was considered instead of the reatanfpcal spot. The sample was assumed
to be a disk with a thickness of 3mm, and the loading was assumtne central part of the top
surface. The radius of the circular loading area was 3840 match the rectangular focal spot of
the electron beam. The radius of the disk was set large en@ugim) so that the electron beam
loading can be treated as a localized loading. The simgiifiea allow for a two-dimensional ax-
iIsymmetric model. Compared to the three-dimensional mddelfwo-dimensional model saves a
lot of computational effort and avoids convergence diftiesl. For validation, a three-dimensional
FEM simulation with a rectangular loading area was perfatnide discrepancy between the max-
imum temperatures predicted by the three-dimensional leadro-dimensional simulations is less
than 2%.

The simulations were performed with the commercial FEM ®&BRAQUS [11]. A four-node ax-
iIsymmetric quadrilateral element was used for the thermdl mechanical simulations. In total,
there were 11598 elements. In order to obtain accuratetseisuthe domain under the thermal
shock loads, a finer finite element (FE) mesh with an elemege size of 4um was used in this
area, see figure 4.5. The material parameters applied ichhister is the same as in the previous
chapter.

4.3.2 Loads and boundary conditions

In the simulations, the electron beam was modeled as a sunkzat flux load. The energy of the
electron beamig, was Gaussian distributed at the sample surface, as deddb

7‘2
Ep = 2.2061Fe¢ 2, (4.1)

whereF is the averaged power density in the loading areig,the distance from the center of the
loading area and is the radius of the loading area, see figure 4.5. The smalbataf energy
distributed outside the loading area is neglected in thelsitions. The coefficient 2.2061 used here
Is based on the energy distribution measured in the load®ed af the sample surface at Siemens
Healthcare.
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Figure 4.5: FE mesh of the two-dimensional axisymmetric model and finer mesh in the domaathehe
thermal shock loads. The axisymmetric boundary condition is applied on tredigé. R is the
radius of the loading area.

The averaged power density in the loading area ranged fr8@@GW/n? to 0.624 GW/M. The
loading duration was 0.5 s and the base temperature®€ 28s cooling devices do not have much
impact on the temperature near the top surface of the tumgstaple, a convective boundary con-
dition was assumed at the bottom surface for the sake of witypl

4.3.3 Thermal simulation

For the numerical study in this chapter, the heat transfeblpm was solved first. After that, its
solution was read into the corresponding mechanical simoulas a predefined temperature field.

™~

axis of symmetry

Figure 4.6: Temperature distribution at the end of heating for a thermal shock load 24 G&//n¥.
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The temperature distribution at the end of heating is shawiigure 4.6 for a thermal shock load
of 0.624 GW/m. High temperature only occurs in the loading area. At a mositf approximately

1 mm away from the loading center, the temperature is bel@®/ @@t the end of heating. The tem-
peratures at the surface and along the axis of symmetry avensin figures 4.7 and 4.8 for thermal
shock loads of different power densities. Temperaturesmees as the power density increases. The
temperature decreases as the distance from the center lofatliag area increases. For all three
power densities, the temperature during heating is aboveTDBTost parts of the loading area.
Figure 4.9 shows the temperature at the surface as a furaftittme for a thermal shock load of
0.624 GW/nmi. The temperature in the center of the loading area incréamasoom temperature to
2170°C within 0.01s. During the remaining heating time (0.49t&creases further by less than
100°C, indicating that a quasi-steady-state is reached aftdirtidew milliseconds. After heating,
the temperature gradient in the loading area is drasticatlyced within 0.002 s, as shown in fig-
ure 4.9. The numerical findings are in accordance with thé/aoal solutions reported in [58] for
the one-dimensional heat conduction problem encountebfehwooling down a sample of which
its infinite surface is heated by a heat source of finite sim# po cooling.
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Figure 4.7: Temperature at the surface at the end of heating for thermal loads exfediffpower densities.

4.3.4 Mechanical simulation

When the material is subjected to high temperatures and tatope gradients, plastic deformation
cannot be avoided. Figure 4.10 gives an overview of the iplastain distributions for a thermal
shock load of 0.624 GW/tn During heating, the thermal expansion is largely consédiby the
cold bulk material outside the loading area. As a resulstmatrain in radial direction is generated
by compressive stress during the loading time. In the cgglimase, plastic strain in radial direction
Is generated by tensile stress due to the shrinking of themalt. However, the plastic strain in
radial direction generated during cooling cannot couraiamce the plastic strain in radial direction
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Figure 4.8: Temperature along the axis of symmetry at the end of heating for the therrdal dbaifferent
power densities.
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Figure 4.9: Temperatures at the surface at various times for a thermal shock loa62f ®W/n?. The
loading duration is 0.5s.

generated during heating. The remaining plastic straimdmat direction leads to a residual stress
distribution at the end of cooling. The plastic strains ia ttoop and the radial directions are very
similar. In axial direction, the plastic strain can be estied under the assumption that the plastic
flow usually takes place without change in volume, corredpanto a Poisson’s ratio of 1/2. As a
result, there is two times as much plastic strain in axiaaion as there is in radial direction, see
figure 4.11.

Figure 4.12 shows the surface plastic strain in radial dmaafter 0.5, 0.502 and 16 s for a thermal
shock load of 0.624 GW/f Plastic strain in radial direction is negative at the endiediting due
to the constraint of the cold bulk material surrounding treding area. After heating stops, a large
reduction of the magnitude of the surface plastic straimdial direction takes place within 0.002 s,
which indicates that the material in the loading area is Eraile state. The magnitude of the plastic
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Figure 4.10: Plastic strain distributions for a thermal shock load of 0.624 G¥W/m,, .. ande,, are the
plastic strains in radial, axial and hoop directions.

strain in radial direction in the center of the loading areaignificantly more reduced than at other
locations. Within 0.002 s after heating stops, almost nth&urrplastic strain in radial direction is
generated, as the plastic strains are almost identical 502G and 16 s. In figure 4.13, plastic strain
in radial direction at different depths is shown at the enaadling for a thermal shock load of
0.624 GW/n. In the center of the loading area, the magnitude of plastairsin radial direction
at the surface is smaller than at a depth of 0.032 mm, whikeldrger at the surface at the end of
heating, see figure 4.10. This indicates that less plagamsh radial direction is generated during
cooling at a depth of 0.032 mm than there is at the surface.

The influence of power density at the surface plastic straradial direction is shown in figure 4.14.
The size of the surface plastic zone increases, as the p@msity increases. Although a larger
power density leads to a larger magnitude of plastic strairadial direction in the center of the
loading area during heating, the plastic strain in radiegation generated during cooling is larger
during cooling as well. As a result, surface plastic straimadial direction in the center of the load-
ing area are almost identical at the end of cooling for thétozals of 0.624 GW/rhand 0.5 GW/r.
However, at a depth of 0.08 mm, the plastic strains in radraktion are different, see figure 4.15.
The magnitude of plastic strain is larger for a larger powersity.

Figure 4.16shows an overview of stress distributions. mheating compressive stresses are gen-
erated, and stresses are limited by the low yield stressngfsten at high temperatures. After the
sample is cooled down, residual tensile stress is genedatetb the plastic strain distribution. There
are two critical locations at which a concentration of residstress in radial direction can be ob-
served: firstly, the region right below the loading cente@candly, the region close to the edge of
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Figure4.11: Surface plastic strain in radial and axial directions at the end of coolimg tieermal shock load
of 0.624 GW/m
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Figure4.12: Surface plastic strain in radial direction at various times for a thermal shoa#ét of
0.624 GW/ni.

the loading area at the surface, see the distribution adstreradial direction at the end of cooling
in figure 4.16. The stress in hoop direction behaves singitarthe stress in radial direction except
that there is no stress concentration near the edge of tdentparea at the surface. Stress in axial
direction is negligible compared to the radial or hoop stess

In figure 4.17 the evolution of surface stress in radial diogcis shown for a thermal shock load of
0.624 GW/ni. The surface stress in radial direction is compressivendureating and tensile during
cooling. At the end of cooling, the stress in radial directahanges from tensile to compressive,
as depth increases (see figure 4.18). This is due to the lgpafiett caused by the stress profile in
depth direction.

The influence of power density on the stress in radial dioeas shown in figure 4.19. The maximum
surface stress in radial direction and the distance betweecenter of the loading area and the
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Figure 4.13: Plastic strain in radial direction at different depths at the end of cooling tbermal shock load
of 0.624 GW/n.
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Figure 4.14: Surface plastic strain in radial direction at the end of cooling for thermdkloadifferent power
densities.

position where the maximum surface stress in radial dwacticcurs both increase as the power
density increases. In the center of the loading area, hawamencrease in power density leads to
smaller stress in radial direction. At a depth of 0.08 mm.,itifillence of power density on stress is
more significant, see figure 4.19. Stress is larger for atgpgeer density.
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Figure 4.16: Distribution of stress in radial direction for a thermal shock load of 0.6241@3\tension posi-
tive, compression negativey,, o.. ando,,, are the stresses in radial, axial and hoop directions,
respectively.
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Figure 4.17: Surface stress in radial direction at various times for a thermal shoclofd@824 GW/n3.

1200/ L omm 1
________ ---0.032 mm
==0.16 mm
S 400 0 0.28mm |
2
c
S RS -
© 400 BN
5 Tl
s See L
T J
H |
@
@ ‘
P _a00p ]
-800 : ‘ ‘ ‘ ‘
0 0.1 0.2 0.3 0.4 0.5

Distance from the center (mm)

Figure 4.18: Stress in radial direction at different depths at the end of cooling foeartal shock load of
0.624 GW/n.
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Figure 4.19: Surface stress in radial direction at the end of cooling for thermal load$ferent power den-
sities.
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4.4  Fracture simulation of thermal shock experiments at Siemens
Healthcare

Cracks at the surface of the tungsten armors can rapidly gedpanto the tungsten component and
lead to a loss of functionality, which shortens the life tiofehe component significantly. In this
part, both XFEM and the FEM-based VCE method are used to cordiracture analysis. With
XFEM, one is able to predict crack initiation and propagatiwhile the FEM-based VCE method
can be used to calculate fracture mechanical parameters.

4.4.1 XFEM simulation

The XFEM predictions are collected in figures 4.21, 4.22 and34For a thermal shock load of
0.374 GW/ni, initiation of a single crack that requires additional eyeio be opened is predicted,
which indicates that this loading is not critical for cranj see figure 4.21. For a thermal shock
load of 0.5 GW/m, several cracks are initiated (figure 4.22), but they neelitiadal energy to be
opened. The multiple crack initiations, which are closedoheother, result in a degradation of the
cohesive stiffness in the corresponding area. Howeverdémsely distributed cracks will rarely
occur in reality, since intergranular cracking is more Ik occur due to the weaknesses of the
grain boundaries. For intergranular cracking the distdreteveen two cracks is at least the size
of a grain. When the distance between the cracks is largeertbryy dissipation associated with
crack extension will be also larger, which indicates thatregd cracks may occur for the loading
of 0.5 GW/nt. In figure 4.23, opened cracks are found for a thermal shami &6 0.624 GW/rh.
Compared to the tensile stress at the surface, the tengbsgielow the surface is larger (as shown
in figure 4.16). As a result, cracks are initiated below théame. This effect leads to impurities
below the surface, possibly as a result of the fabricatiatess, critical for cracking.

| initiation of single crack
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Figure 4.21: Crack predicted by XFEM simulation for a thermal shock load of 0.374 GiW/m
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Figure 4.22: Cracks predicted by XFEM simulation for a thermal shock load of 0.5 G¥/m
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Figure 4.23: Cracks predicted by XFEM simulation for a thermal shock load of 0.624 GAW/m

4.4.2 J-integral calculation

In the XFEM calculations, only cracks perpendicular to tbe surface are found. Therefore, in
this part, only.J-integrals for precracks perpendicular to the top surfaeecamputed at the end of
cooling. The direction of the virtual crack tip extensiordefined pointing into the sample. Length
and location of precracks (see figure 4.24) are the variabl@parametric study. To avoid influence
from other cracks, only one precrack is allowed in each saimh, where growth of the precrack is
not possible.

Figure 4.25 shows the calculatddintegrals as a function of crack length and location fofedént
thermal shock loads. In general, tlientegrals first increase as the distance from the centéreor t
crack length increase. Then, after reaching a maximum, deeyease again. For a thermal shock
load of 0.374 GW/rh, J-integrals are much smaller thai, and no crack growth will occur. For a
thermal shock load of 0.5 GW/nin the central part of the loading area< 0.041, 0.162 mm) the
J-integral for a precrack which is shorter thap®, is smaller than/., while it is larger than/. for a
precrack longer than 6m. Since the grain boundaries are more vulnerable than #ie igiterior,
and hence assuming that the initial defect can grow mordyeasing the interface between two
grains into a crack of 1am perpendicular to the surface, further crack growth camoaccording to
the J-integral calculation. For a thermal shock load of 0.624 GWimearly all./-integrals are larger
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thanJ. in the central part of the loading area. Crack propagatioriy irkely to occur. However,
the J-integral is smaller thaw, as the crack length is larger than 0.15mm, which indicdtas t
this crack cannot become longer than 0.15 mm. The crack mmwme obtained from thé-integral
calculations generally coincides with XFEM predictions.

d ——————————— precrack

|
|
!\ axis of symmetry

Figure 4.24: Precrack for calculation of-integral,r is the distance from the axis of symmetiyis the crack
length of the precrack, anfl is the radius of the loading area.
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Figure 4.25: J-integral for precracks at different locations as a function of thenaek length for thermal
loads of 0.374 GW/rfy 0.5 GW/nt and 0.624 GW/rh

4.5 Comparison of experimental and numerical results

4.5.1 Maximum temperature and cracking occurrence

Figure 4.26 shows a comparison of the maximum temperatueasuned in the experiments and
calculated in the corresponding simulations. The maximempierature is linearly dependent on the
power density. For a thermal shock load of 0.374 GW/the simulation result coincides with the
measured value quite well. However, the deviation betwkersiimulation results and the measured
values is obvious for a thermal shock load of 0.624 GW/rihe reason may lie in the fact that
the surface roughening caused by a thermal shock load oft GBZn¥ may result in a reduction
of reflected electrons. Furthermore, the power density efntfal loads applied in chapter does not
include the contribution of the secondary electron emigsidhich can result in an underestimation
of the actual power density [48].

The cracking occurrence found in the experiments genecallycides with both the XFEM and the
J-integral predictions. No cracking occurrence is foundgdhermal shock load of 0.374 GW/m
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while for a thermal shock load 0.624 GW/raracks are both predicted numerically and detected
in the experiments. For a thermal shock load of 0.5 GW¥y/ffne experiments show an occurrence
of tiny cracks. XFEM simulation predicts the initiation ofuttiple cracks, but these cracks are
not completely opened. Thé-integral for the precrack, which is situated in the cenpait of

the loading area and which is longer thanudg, is larger than/. for a thermal shock load of
0.5 GW/nt. The numerical results for a thermal shock load of 0.5 GW\fdicate that cracks may
occur, however, they do not grow as readily as for a thermatlstoad 0.624 GW/h
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Figure 4.26: Comparison of maximum temperatures measured in the experiments and calcuthedor-
responding simulation for thermal shock loads of different power dessitie

4.5.2 Surface roughness

Line surface roughness results were extracted from figuB 48 and 4.4. Their results are shown
in figure 4.27. Two lines (see the dashed lines in figures 4aAd 4.4), which pass through the
center of the loading area and are parallel to either thezbotal (width) or the vertical (height)
edges of the LSM images, are chosen for the line surface rmsghmeasurements. The roughness
far away from the loading area is assumed as zero. For thesimoak loads of 0.374 GW/frand
0.5GW/n*, the roughness along the two lines does not exhibit drantatial fluctuations, and
surface roughening is induced by plastic deformation. Ftveamal shock load of 0.624 GW#n
the zig-zag profile of roughness suggests that cracks areedpe

The roughness predicted by the thermo-mechanical sironkis plotted as well. The roughness
in the simulation refers to the vertical displacement atttye surface. In these simulations, no
cracks are considered. The findings of the experiments anslirtiulation results coincide with each
other for thermal loads under which surface roughening imipnanduced by plastic deformation,
and the minor error between the experimental and simula#snolts might result from the error
in the thermal calculation and from errors due to the singdtfon of the model (e.g. circular
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Figure 4.27: Roughness for thermal shock loads of 0.374 GW/5 GW/nt and 0.624 GW/rh Width:
measured roughness along the horizontal dashed lines in figures 4a2d4434, Height: mea-
sured roughness along the vertical dashed lines in the same figures, t8dnslarface vertical

displacement in the simulations.

instead of rectangular loading area). If cracks are opehedg are obvious differences between the
experimental and the simulation results, see figure 4.27 c.
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4.6 Summary

In this chapter, fracture behavior of tungsten under sitigggmal shock of a loading duration of
0.5 s was studied. Experimental and numerical studies wefermed and compared. The primary
conclusions can be summarized as follows:

1. Finite element simulations revealed that the thermaldststate was reached within several milli-
seconds after the onset of a heat flux pulse. Experimentaledtson showed that thermal shock
loads could cause considerable grain growth, although titeepduration was relatively short
(0.55).

2. Finite element simulations confirmed that the surfaceking of tungsten was caused by tensile
residual stress produced during cooling stage as a consegjwé compressive plastic yield of
the surface layer under heating.

3. Atthermal shock loads below 0.5 GWAiie loading area at the surface exhibited plastic rough-
ening without occurrence of cracks. The plastic defornmatibthe surface layer was measured
using the laser scanning microscope and compared with dugbed profile of the finite element
simulations achieving good agreement.

4. According to the thermal shock tests open cracks begaorito dn the surface when the applied
heat flux load was higher than 0.5 GWHniThis threshold value of power density for cracking
was predicted by the computational fracture simulation els \Both XFEM technique and VCE
method yielded consistent predictions on the crackingwieha
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Chapter 5

Fracture mechanics analysis of a tungsten
divertor under stationary thermal loads

5.1 Stationary thermal loads on the divertor

In addition to transient events, such as ELM and VDE, thertlivéhas to withstand stationary heat
flux loads. The stationary heat flux loads can reach up to 10 M\fnthe ITER divertor target [73].
In the case of the DEMO divertor, the range of possible heatdlad may be even larger. Although
the stationary heat flux load is not as intensive as transigits, when the divertor target component
(a bi-material joint structure) is loaded under such hightflex loads continuously, it is subjected to
high thermal stresses not only at the surface but also itisedéivertor. Thus, the high heat flux loads
impose a strong constraint on the structure-mechanicé&peance of the divertor, in particular if
tungsten is considered as a structural material of a pressucomponent [74]. The brittleness
of tungsten should be a critical issue even for the functiapalication as armor, if the operation
temperature is below the DBTT of tungsten. This is the casenatar-cooled tungsten mono-block
divertor. The DBTT of a commercial tungsten material rangstsvben 400C - 700°C depending
on the loading modes [19]. This means that most of the tungst@or in the water-cooled mono-
block target will remain below the DBTT during typical highdtdlux loadings. Furthermore, one
has to consider the irradiation embrittlement effect initiolal. Thus, the combination of brittleness
and the thermally induced stress fields due to the high healiofds raises a serious reliability issue
concerning the structural integrity of tungsten armor.

The literature only offers few previous works dealing witistissue. One relevant paper is the finite
element method (FEM)-based probabilistic failure risklgsia of tungsten armor in a water-cooled
divertor target published by You and Komarova [75]. Theydubee weakest-link failure theory ex-
pressed by the Weibull statistics and calculated the implaetbrittlement on the failure risk prob-
ability of tungsten armor considering four different cranckcriteria based on linear elastic fracture
mechanics. Another related work [76] is the crack loadinglysis of the bond interface between a
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tungsten flat tile and a copper heat sink in a water-coolegttanodel. Furthermore, Blanchard and
Martin studied the fracture and creep behavior of an alggsten divertor for ARIES [77]. However,
there are no previous reports to be found in the literatuae ahe dedicated to a thorough fracture
analysis of tungsten armor apart from these.

The aim of this chapter is to deliver quantitative estimatiethe vulnerability of a tungsten mono-
block armor to cracking under stationary high heat flux lod@sthis end, a comparative fracture me-
chanical investigation was carried out by means of two wbffie types of computational approaches
- namely, XFEM and the FEM-based VCE method. For the VCE metthed;rack tip loading is de-
scribed in terms of the stress intensity factor (SIF) or.thategral. The results of a comprehensive
parametric study obtained from both simulation methodgegsented. In total, nine different load
cases are considered as a combination of three differenflbgdoads and three different coolant
temperatures - and the impact of the temperature level antethperature gradient resulting from
the different loading cases on crack initiation is discdsse

5.2 FEM simulation of the water-cooled divertor under station-
ary thermal loads

5.2.1 Geometry, FE mesh and materials

The monoblock type divertor target model has already be@fheapto the water-cooled divertor
target of ITER. Furthermore, it was also considered for theemeooled divertor target of a fusion
power plant in the framework of the Power Plant Conceptuadlys{model A: WCLL) [78]. The
monoblock target consists of a number of small rectangutagsten blocks which are connected by
a long cooling tube made of a high thermal conductivity métal. copper alloy) running through
the central region of each block, see figure 5.1. Two neighgdslocks are separated by a thin
gap ~0.3mm). The deposited heat is transported from the surtatieetcooling tube through the
tungsten block. The block functions as sacrificing armornehs the tube acts as a heat sink. The
typical dimensions of a block are roughly 2020 x 3-5 mm, and the tube has an inner diameter of
10 mm (1 mm wall thickness). The distance from the loadindgeserto the tube is determined by
the predicted erosion rate and the envisaged erosiomiiéetAt the brazed bond interface between
the tungsten block and the copper alloy tube, a thil.6 mm) interlayer of soft copper is placed in
order to reduce the residual or thermal stress.

The model PFC considered for the FEM study is a water-cooiegsten mono-block duplex struc-
ture consisting of a tungsten armor block and a CuCrZr alloyesddube (heat sink). The geometry,
the finite element (FE) mesh and the constituent materiaiseo€onsidered model PFC are shown
in figure 5.2. The tungsten armor block has dimensions ot 22 x 4 mm. The heat sink tube has
a wall thickness of 1.0 mm and an inner diameter of 12 mm. Tho&kiless of the copper interlayer
is 0.5 mm. The geometry used here is based on the optimizaftitre geometry of the ITER tung-
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Figure 5.1: Picture of representative mock-ups with 13 tungsten blocks [6].

sten divertor [79]. The commercial FEM code ABAQUS was emptbfor the numerical studies
employing quadratic brick elements of 20 nodes each. I, thiare were 8496 finite elements. The
mesh in the critical region of the component was refined.

top surface

interlayer (Copper)

23
tube (CuCrZr)

plane of symmetry

unit:mm

bottom surface /

Figure 5.2: The FE mesh of the mono-block divertor model. Due to symmetry only one h#iedtructure
was considered.

The thermo-mechanical elasto-plastic simulations aredas data of several materials in the PFC
model. Cross-rolled and stress-relieved tungsten waseapfar the tungsten armor block. Tungsten
was assumed to behave elasto-ideally plastic. A preadipitdtardened CuCrZr alloy was considered
for the heat sink tube and soft-annealed copper constith&eohterlayer. The Frederick-Armstrong
constitute model applied for copper and the CuCrZr alloy isesasn the combination of non-
linear isotropic and kinematic hardening laws [80—82] details, see appendix A). Temperature-
dependent material properties are listed in table 5.1 fiectsd temperatures, corresponding to the
operation temperatures of the considered materials. lildhee noted that the material is assumed
to be unirradiated due to lack of data of irradiated material
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Table 5.1: Properties of the considered materials at selected temperatures [9, 10].

Tungsten CuCrzr Copper

20°C  400°C  120C 20°C 400°C 20°C 400°C
Young’s modulus (GPa) 398 393 356 115 106 115 95
Yield stress (MPa) 1385 1100 346 273 238 3 3
Q* (MPa) -43 -68 76 36
b* 6 10 8 25
C* (MPa) 148575 117500 64257 31461
y* 930 1023 888 952
Heat conductivity (W/mK) 175 140 105 318 347 379 352
Coefficient of
thermal expansion (10/K) 4.5 4.6 5.3 16.7 17.8 17.8 18.1

! Rolled and stress-relieved state.

2 Precipitation-hardened state, the reference alloy: Elm&d(code: CuCriZr, Cr: 0.8%, Zr: 0.08%).
3 Softened by annealing at 70Q for 1 h.

* Material parameters entering the Frederick-Armstrongtitiutive model (see Appendix A).

5.2.2 Loads and boundary conditions

y
temperature

stress- free temperature

coolant temperaturefr=X===p= === —mmm e ——— e e ——

room temperature

time

Figure 5.3: Schematic drawing of the thermal excursion of the PFC. 1. cooling frontitegssfree tempera-
ture to room temperature, 2: preheating to the coolant temperature, 3: dagfiix loading, 4:
cooling to the coolant temperature.

The thermal excursion (as shown in figure 5.3) of the PFC stssf 4 steps. The first step is cooling
the PFC from the stress-free temperatuceroom temperature. Subsequently, a pre-heating of the
PFC to the coolant temperature is applied. Then, the HHF iagplied on the top surface of the
PFC for 30 s. After HHF loading, the PFC is cooled to the coolemperature within 10 s.

The heat transfer coefficient between the inner wall of thet Bank tube and the coolant water is
plotted in figure 5.4. The pressure of the coolant water is &Mme displacement of the end cross-
sections of the tube is fully fixed in the tube axis directias,the tube is assumed to have infinite
length. The bottom surface of the PFC is fixed in verticalaion. This full constraint boundary

1The stress-free temperature is assumed to bé @58t which it is assumed that there is zero stress in the PFC.
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condition is taken as an extreme case to gain a conservatxcpon (i.e. higher stress in the
tungsten block due to this constraint).

400

—O- coolant temperature: 150 C

w
a
o

—¥*— coolant temperature: 200C
—0— coolant temperature: 250 C

Heat transfer coefficient (KW/(mzK))

50 100 150 200 250 300 350
Wall temperature ( C)

Figure 5.4. Heat transfer coefficient between the inner wall of the heat sink tuthéhencoolant water.

5.2.3 Thermal simulation

In this part, the heat transfer problem was solved first. Titeerolution was read into the corre-
sponding mechanical simulation as a predefined temper@iadde In order to cover the loading
conditions in DEMO and ITER, thermal simulations were parfed for nine loading combinations
of HHF loads of 10 MW/m, 15 MW/n?, 18 MW/n? and coolant temperatures of 18D, 200°C,
250°C.

The temperature distribution of the tungsten armor blockhiswn for an HHF load of 15 MW/
and a coolant temperature of 200 at the end of HHF loading in figure 5.5. Two positions in
the tungsten armor block are selected to represent tempesadue to variations of HHF loads and
coolant temperatures. The peak temperature in the tungsteor block occurs at position 1. The
temperature at position 2 is interesting, since this reg@onsidered to be vulnerable, as shown by
the following mechanical simulation.

Table 5.2 lists the peak temperatures at two positions fterdnt HHF loads and coolant temper-
atures. The peak temperature in the tungsten armor blogesaftom 820C to 1562°C, while
the peak temperature at position 2 lies between°9tb 447°C, indicating that most of this re-
gion of the PFC is below the DBTT during the HHF loading. Whenghbr HHF load is applied,
the peak temperature as well as the temperature differeztoeebn the peak temperature and the
coolant temperature increases, while a higher coolanteeatyre only enlarges the peak tempera-
ture. The difference between the peak temperature and tantdemperature remains almost the
same, irrespective of the coolant temperature.
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position 1

Temperature (° C) \
1300

position 2

Figure5.5: Temperature distribution of the tungsten armor block for an HHF load of 13me\sind a coolant
temperature of 200C at the end of HHF loading. Two positions are defined to represent tem-
peratures due to variations of HHF loads and coolant temperatures. edhasihk tube and the
interlayer are not shown.

5.2.4 Mechanical simulation

To illustrate the stress distribution, figure 5.6 shows thess distribution plotted for an HHF load of
15 MW/m? and a coolant temperature of 20D. The stress distribution in the tungsten armor block
results from the temperature distribution in the tungstenaa block as well as from the thermal
mismatch between the tungsten armor block and the interlayerefore, stresses are to be seen as
most critical at the highest values of temperature and teatpe gradient - namely at the end of
the HHF loading. At the end of the HHF loading, compressivephstresses concentrate at the top
surface close to the plane of symmetry and the back surfaiteinarrow strip-shaped domains of
the tungsten armor block. Tensile hoop stresses are coatshtn the region close to the interlayer
in the upper part of the tungsten armor block. Radial and &tiakses are negligible compared to
the hoop stress. At the end of cooling, the hoop stress igfisigntly smaller than it is at the end of
the HHF loading. Radial and axial stresses are similar tcetlbghe end of HHF loading.
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Table 5.2: Peak temperaturesQ) for different HHF loads and coolant temperatures at the two positaans,
shown in figure 5.5.

coolant temperature 15C 200°C 250°C

position 1

10 MW/m? 820 879 924
15 MW/n? 1221 1279 1315
18 MW/n? 1478 1531 1562
position 2

10 MW/m? 294 339 368
15 MW/m? 362 398 415
18 MW/n? 404 434 447

Figure 5.6: Stresses of the tungsten armor block for an HHF load of 15 M¥nud a coolant temperature of
200°C at the end of HHF loading (left column) and after final cooling (right ooi). The heat
sink tube and the interlayer are not shown. Cylindrical coordinates withdhigin at the center
of the tube on the plane of the right end cross-section of the tube aredhfiplighe plots.
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5.3 Fracture simulation of the water-cooled divertor under sta-
tionary thermal loads

5.3.1 XFEM simulation

m2,150° C 15MW/m; 150° C 18MW/m?,150° C
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Figure 5.7: XFEM simulations for different HHF loads and coolant temperatures with B ldf 400 MPa.

In this part, XFEM? is applied to predict the most probable location of crackidgtion and the
preferred orientation of initial crack growth. Basicallyetvalue of the ultimate tensile strength could
be used for the MPS. Table 5.2 shows the peak temperature ire¢jon in which the hoop stress
is concentrated is about 400, while the ultimate tensile strength of tungsten at 4DGs about
950 MPa [8]. Strictly speaking, the ultimate tensile stitancannot be reached in the simulation.

LIn this part, linear brick elements were used for the XFEMusations, as quadratic brick elements are not supported
in the ABAQUS XFEM code.
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Figure 5.8: XFEM simulations for different HHF loads and coolant temperatures with B$ Mf 600 MPa.
The heat sink tube and the interlayer are not shown in the plots.

However, a parametric study of the MPS serves to study algessiack propagation pattern and to
consider a possible reduction of the strength of tungsteinglthe long term operation. Thus, values
of 400 MPa, 600 MPa and 800 MPa are assumed and the fractuigyaseet to be 0.25 mJ/mm

a value obtained from fracture toughness tests for tunggtd@0°C [61]. In this dissertation, it is
focused on the fracture behavior of tungsten, and thus ergeckonly allowed in the tungsten armor
block in the XFEM simulations.

Figure 5.7 shows the results of XFEM simulations with an MR3l@ MPa for different HHF
loads and coolant temperatures. Under the HHF load of 10 M\MAm crack appears. When the
HHF load is above 15 MW/ radial cracks occur in the critical region as predicted sy $tress
analysis: Cracks are initiated near the interlayer in thesujpart of the tungsten armor block and
propagate along radial direction. The influence of multgrkecks is obvious in the simulations. The
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most critical region for cracking, as predicted by mechanggmulations, lies in the region near
the interlayer and the plane of symmetry in the upper parhefttingsten armor block. However,
if multiple cracks occur simultaneously in this region, steess concentration is largely relaxed
and cracks cannot grow significantly. At the same time, tlogatacrack at a larger angle has the
possibility to be initiated and propagate, as shown in theFHéading cases of 15 MW/fnand
18 MW/ in figure 5.7. If the MPS is set to be 600 MPa, as shown in figuerto opened crack
appears for the HHF loads of 10 MW/nand 15 MW/ni. When the MPS is set to 800 MPa, no
opened crack is predicted for any HHF load studied in chapter

5.3.2 Stress intensity factor calculation

end plane

center plane

Figure5.9: Precracks in radial direction through the tungsten armor block. Thesirdatube and the inter-
layer are not shown.

To capture the crack features in a quantitative way, SIFs/aimtiegrals for precracks are calculated
by the FEM-based VCE method. As shown in figure 5.6, the tehsitgp stress is concentrated
in the upper part of the tungsten armor block at the end of tH& tbading, while the stresses in
other directions are negligible during the whole thermauggion. Based on this result as well as
XFEM simulation results, radial precracks for computing-Shnd./-integrals are inserted in the
tungsten armor block, as shown in figure 5.9. The directigh@Wirtual crack tip extension follows
the positive radial direction. All precracks are througickness cracks along theaxis. For the
purpose of a parametric study, the length of precracks irakairection varies from 0.5mm to
1.5mm. The length of the precrack is fixed for each simulatiand only one precrack is set up at
atime, in order to avoid interaction with other precracks.

Cracking is governed by the stresses in the vicinity of thelctgp and the SIF is the magnitude of
the stress singularity at the tip of a mathematically sheaplcin a linear elastic material. The elasto-
plastic simulations show that no plastic yielding occuirethe domain of the PFC where precracks
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Figure 5.10: Stress intensity factoK; for precracks of different angles and lengths at the end of the HHF
loading for the HHF load of 15 MW/ihand the coolant temperature of 20D, see Figure 5.9.

were inserted in the tungsten armor block. This result exsstlire prerequisites for applying a failure
analysis based on linear elastic fracture mechanics coimmggprecracks in the tungsten armor block.
Modes I, Il and 11l of the SIFs are used to describe the cragknodes of normal opening, inplane
shear and out-of-plane shear, respectively. Based on #&ssinalysis, mode | is considered to be
the critical crack mode in chapter. A fracture criteriondoaick propagation is defined as follows: As
the stress intensity factor of mode | reaches the criticlalejainstable fracture will occur and cracks
can propagate. The critical value &f (Kjc: 10 MPa/m) refers to the data gained from fracture
toughness tests at 400 [61]. As stresses are not constant along:Hais, K is calculated at each
plane perpendicular to theaxis in the tungsten armor block.

Figures 5.10 and 5.11 depiéf; at the end of HHF loading and coolinds; calculated for the end
plane is slightly smaller than the one calculated for thaergpiane, as the free surface is subjected
to lower stresses, see figure 5.6. However, the tungstenrdniock is more vulnerable at the free
surface due to the possible defects during fabricationgclwvhieans that a crack is more likely to be
initiated at the free surface. In the following wolk] is therefore evaluated at the free surface (end
plane) unless mentioned otherwise.

In figure 5.10,K7 decreases as the angle of the precrack increases. Whita the precrack in the
upper part¢ < 90°) of the tungsten armor block is larger than the critical ealk; for the precrack

in the lower part$ > 90°) is much smaller, because here the temperature is not nigikédenced

by the HHF loads. When the angle is 157 even attains a small negative value, which indicates
that the precrack tends to close. For precracks with smgleann the upper pafk; increases if the
precrack length is increased from 0.5mm to 1.0 mm. The diffee of K; for precracks of 1 mm
and 1.5 mm is not significant.

At the end of cooling,K of all precracks are far smaller than the critical value (sgare 5.11),
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Figure5.11: Stress intensity factaK for precracks of different angles and lengths at the end of cooling fo
an HHF load of 15 MW/ and a coolant temperature of 20D, see Figure 5.9.

which suggests that radial cracks of mode | will not propagathe tungsten armor block at the end
of cooling. This result is in line with the outcome of the ssanalysis.
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Figure5.12: K; for the precrack at the end of HHF loading for different HHF loads@alant temperatures.
The angle of the precrack is #.5and the length of the precrack is 1 mm.

Figure 5.12 showd; for the precrack at the end of the HHF loading for differentFHldads and
coolant temperaturesk; increases as the HHF loads and coolant temperatures iecréag in-
crease ofK; is more significant as the HHF load changes from 10 M¥wonl 8 MW/n than when
the coolant temperature changes from 16Qo 250°C. K; for an HHF load of 10 MW/ cor-

responds to the critical value, whil§; for HHF loads of 15 MW/ and 18 MW/nt exceeds the
critical value by far.
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Effect of stress-free temperature

In the thermal calculation, the stress-free temperatuseti€qual to the heat treatment (annealing)
temperature of the joined mock-up that is assumed for prierddning of the CuCrZr alloy (i.e.
for precipitation hardening of the tube). This annealingupposed to take place after joining at
higher temperature and the subsequent cooling to room tatope. It is assumed that the previous
residual stress will disappear during annealing, and tte fesidual stress is solely determined by
the thermal expansion mismatch stress due to cooling frenatimealing temperature (480) to
room temperature.

To study the effect of the annealing temperature on the behaf/tungsten, simulations with dif-
ferent stress-free temperatures {20 450°C and 900C) were conducted. Figure 5.13 represents
values of K for precracks subjected to different stress-free tempezat K is much larger for a
stress-free temperature of 20 than for the other two. If the PFC is cooled down from thesstiieee
temperature to room temperature, the tungsten block wollvstlastic deformation, which could be
used to counteract the deformation resulting from prehgand HHF loading. Therefore, if there
is no such elastic deformation in the tungsten armor blodk (@ith a stress-free temperature of
20°C), the deformation resulting from the preheating and HHEilogwill be larger. Accordingly,
K7 will be larger, too. However, the stored elastic deformaimlimited by the onset of the plastic
deformation in the interlayer. When the interlayer behaisatominated by plasticity, the increase
of stored elastic deformation in the tungsten armor bloektdian increase of the stress-free temper-
ature is limited. This is the reason why the decreaskakesulting from the stress-free temperature
change from 450C to 900°C is not significant, compared to the decreasé&pfesulting from the
stress-free temperature change froniQ@o 450°C.
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Figure5.13: K for a precrack subjected to different stress-free temperatures fdH#& load of 10 MW/m
and different coolant temperatures. The angle of the precrack i5 4rid the length of the
precrack is 1 mm.
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5.3.3 J-integral calculation

In the framework of elasticity, SIFs can be converted/'tmtegrals. Figure 5.14 show&integrals

for the specified precrack at the end of the HHF loading for &tHoad of 15 MW/nt and dif-
ferent coolant temperatures/-integrals show the same tendency/gs the J-integral increases
as the coolant temperature increases. Generally/{inegral results calculated from the SIFs and
directly with ABAQUS tend to coincide with each other. Thenwi differences betweefrintegrals
calculated from SIFs and directly with ABAQUS are to be expdas well, since the method of
calculating J-integrals from the SIF is more sensitive to numerical miead than calculating/-
integrals in ABAQUS [11]. Moreover, thd-integral could be used as an elasto-plastic fracture
mechanics parameter, with which it is convenient to stu@yfthcture behavior of tungsten, when
plasticity occurs due to softening of the material by retalization or by long term cyclic loading.

15

J-integral (mJ/mmz)

—O—direct
—O—converted from SIFs

150 200 250
Coolant temperature ( C)

Figure 5.14: J-integrals for a precrack for an HHF load of 15 MW/rand different coolant temperatures.
The angle of the precrack is £#.5and the length of the precrack is 1 mm.

5.4 Summary

In this chapter, an extensive finite element analysis ofriedire mechanical behavior of a tungsten
mono-block divertor target was carried out considering®FBAnd DEMO-relevant heat flux load-
ing conditions. Two different computational approachesanamployed for the fracture simulation,
namely, the FEM-based VCE method for computikig(or J-integrals) and XFEM for predicting
progressive cracking. A comparative parametric invesbgavas conducted for three different heat
flux loads and three different coolant temperatures (niad tase combinations in total). The tung-
sten armor block showed several unique fracture mechdeiatlres allowing to draw the following
conclusions:
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1. The most probable pattern of crack formation is radiatkireg in the tungsten armor block
starting from the interface with the copper interlayer.

2. The most probable area of cracking is the upper inteffaegaon of the tungsten armor block
adjacent to the top position of the copper interlayer.

3. The driving force of cracking turns out to be heavily degemt on the thermal boundary condi-
tion. The driving force increases as either the heat flux twatie coolant temperature increase.

4. The initiation of a major crack only becomes likely if thieemigth of the tungsten armor block
is significantly reduced compared to its original strengtly( due to embrittlement by neutron
irradiation or recrystallization).

5. The threshold strength for cracking depends on the spéaéd case. For heat flux loads below
10 MW/n?, the threshold value of the failure stress is about 400 MPadel heat flux loads
of 15 MW/nm? and 18 MW/, the threshold values of the failure stress are about 600AmEa
800 MPa, respectively.

6. A lower stress-free temperature increases the risk adlrexchck growth.

7. Both simulation approaches vyield qualitatively ideritisgedictions. The methodology of the
study in this chapter could be applied to design-by-anglgsia divertor target on the basis of
the ITER Structural Design Criteria, even though the tungsteno-block armor itself does not
belong to the structural component.
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Chapter 6

General conclusions and outlook

6.1 General conclusions

Nearly all plasma-facing surfaces in the Internationalrii@nuclear Experimental Reactor (ITER)
are/will be armored with tungsten. Also, tungsten is the hpwemising armor material for the
plasma-facing components of the DEMOnstration power gREMO). However, the inherent brit-
tleness of tungsten at low temperature is a very criticaldgs the reliability of the plasma-facing
components. The aim of this dissertation is to understaddoaedict the brittle failure of tungsten
under high heat flux loads using numerical approaches.

In this dissertation, three relevant high heat flux loadscaresidered: short transient thermal loads
by edge localized mode (ELM), slow high-energy-depositioermal loads (e.g. vertical displace-
ment events (VDES)) and stationary heat flux loads. Two-dsmal numerical simulations were
performed for short transient thermal loads and slow higérgy-deposition thermal loads accord-
ing to the corresponding electron beam irradiation testthrée-dimensional finite element model
was built to be able to study the failure behavior of the tteigsrmored divertor under stationary
heat flux loads.

The tungsten armor’s thermal and mechanical responses tihtbe loading events were analyzed
in detail. The maximum temperature under ELM-like transtermal loads is in general below
the melting point of tungsten for the power densities of D.3GW/nt at base temperatures of 20-
800°C. For slow high-energy-deposition thermal loads, the marmntemperature is usually above
the melting point of tungsten due to its long loading pulsewever, if the loading is constrained
to a small area, the temperature can be kept below the melting of tungsten. The maximum
temperatures in the armored tungsten divertor under ITERDEMO relevant stationary heat flux
(10-18 MW/n?) with a coolant temperature up to 2&Dare below 160CC.

Plastic strains are generated at the surface of tungstesratmder ELM-like transient thermal loads
and slow high-energy-deposition thermal loads, whileghgalmost no plastic strain in the tungsten
armor block of the divertor under purely stationary loadinfensile residual stress is generated
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during cooling for the ELM-like transient thermal loads asidw high-energy-deposition thermal

loads. This residual stress turns out to be critical for kiragat the surface of the tungsten armor.
For the stationary heat flux loads, the level of stress is mioder than that for transient thermal

loads. In contrast to the transient thermal cases whereethdual stress during cooling plays an
important role, thermal stress during heating is the mastal stress for cracking in the tungsten

block of the divertor under stationary heat flux loads. Intivegsten divertor, stress concentration
occurs in the upper part of the tungsten block and close tmtedayer. The temperature in this area
is below or close to the ductile-to-brittle transition teengture (DBTT) during the stationary heat
flux loading, which increases the risk of a brittle failurewigsten material. In general, cracking of
tungsten is likely to occur during cooling for the transiémgrmal loads and during heating for the
stationary heat flux loads.

Based on the different features of the three loading scesairiacture mechanical investigations
were carried out with the help of the weight function methib extended finite element method
(XFEM) and the FEM-based virtual crack extension (VCE) mdtHseveral conclusions are drawn
from the fracture mechanics study for the three loading &ces:

Short transient thermal loads

1. When the loading area is sufficiently large, the simplifiedlgtical solution based on a semi-
infinite space assumption can give good estimates of termyeratress and strain in the central
part of the loading area.

2. Cracking of tungsten under ELM-like transient thermald®# due to the residual stress that
is generated during cooling. Cracking occurs at the surfdoenwhe ductility of tungsten is
significantly reduced as the temperature drops below DBTT.

3. The failure map, which is created by comparing thetegrals for precracks with the critical
energy release rate obtained from the fracture toughnets &hows a reasonable agreement
with the experimentally observed results. The crack foiomas predicted for the power density
of 0.6 GW/n¥ and above, and when the base temperature is higher th&x€g@inost no cracks
is predicted. An efficient way to prevent brittle crackingtohgsten is to operate the tungsten
armor at the temperatures above the threshold temperature.

4. A ramp pulse with a longer duration leads to lower tempeest and stresses in comparison to a
constant pulse with a shorter duration. Yet, the differdagroderate when both their maximum
power density and total deposited energy are identical.

5. Compared to the triangular loading, cracks produced aédge of the loading area under the
uniform loading are more likely to grow further in parallelthe loading surface.
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Slow high-energy-deposition thermal loads

1. When the loading area of the slow high-energy-depositiemal loads is limited, the maximum
temperature can be kept below the melting point of tungseenearly steady-state of the tem-
perature profile at the surface of tungsten can be reachedsafteral milliseconds of the slow
high-energy-deposition thermal loading.

2. Inthe experiments, recrystallization of tungsten cdaddbserved after slow high-energy-deposition
thermal loads in case the numerical prediction of the marirtemperature, which coincides with
the temperature measurements, was above the recrystafiisamperature of tungsten, even with
a loading duration of only 0.5s.

3. The good agreement between the experimental obsersaimhthe numerical predictions proves
the validity of the computational approaches. The methedl urs this dissertation can therefore
serve as an adequate basis for the design of divertors onfusactors.

Stationary heat flux loads

1. Stationary heat flux loads do not cause severe plasticrdafmn in the tungsten armor block of
the divertor. The cracking due to stationary heat flux loactsucs most likely near the coolant
pipe in the tungsten armor block due to the tensile thermasst The most probable pattern of
crack formation is radial cracking in the tungsten armorcklstarting at the interface with the
copper interlayer.

2. Under stationary heat flux loads, stress is not criticahentungsten armor block as long as no
severe material degradation occurs.

3. The joining technique of the divertor has significant ictpan the stress distribution in the tung-
sten armor block (e.g. a lower stress-free temperatureases the risk of radial crack growth.).

6.2 Outlook

In this dissertation, the numerical predictions generadiyicide with the experimental observations.
However, there is still much space to improve the accuracthefcurrent numerical results. A
promising approach would be to compile a more detailed n@dignaracterization, as follows:

(1) Thermal and mechanical properties of tungsten shouillMestigated under cyclic thermal load-
ings and in operationally relevant environments. The higkef$ of energetic neutrons, hydrogen
and helium ions, as well as a bombardment by helium isotopgsd®grade the thermal and me-
chanical properties of tungsten.
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(2) As the plasma-facing components will be exposed tostatly heat flux for longer time periods
while in operation, creep can occur due to the critical eyposime and exposure temperature.
Considering the corresponding material parameter in theutzlon may help to obtain more
realistic results.

(3) Microstructure characterizations (e.g. grain sizetemal properties at grain boundaries, grain
orientations and pore distributions) of tungsten or tueigstiloys should be determined in de-
tail, as microstructure features have significant impacthenbehavior of a material. Once a
micromechanical finite element model is established, aistalie model can serve to transfer
the results obtained at the microscopic to the macroscopie s

From the result of this study, it becomes evident that cragkif tungsten is inevitable under some
ITER relevant transient thermal loadings. Therefore,reituork should address numerical investi-
gations concerning the development of cracks based on adetaded model (e.g. a microstructure

model). Once the cracking patterns are understood and camb®lled, strategies can be developed
to conquer the material weakness. One possibility is to usegsten composite instead of tungsten
and tungsten alloys. The composite concept cannot onlyawepthe material properties (e.g. the

reinforcement with tungsten fibers, which is considered asato retain tungsten toughness even
under conditions of embrittlement), but also help to cdrtre cracking patterns. Furthermore, mod-
elling of thermal fatigue of tungsten under ITER relevamirthal loadings will be of great interest to

the component design in case that the proper material dataecabtained from the corresponding

tests.



Appendix A. Frederick-Armstrong model 129

Appendix A

Frederick-Armstrong model

Considering asymmetric hardening, the von Mises yield oiteis given by

3 / '
FpotentiaI: [5(8_ (a4 )1 (S— (a4 )]0'5 - 0952 =0, (A.l)

whereFpoeniial IS the plastic potential in the sense of the associated fltey 8ithe deviatoric stress
tensorg’ the deviatoric backstress tensasthe equivalent stress angithe equivalent plastic strain.
The backstress tensar stands for the yield surface displacement in a stress spatereaso,

indicates the size of the yield surface. The non-linearriatc hardening law is expressed as [83]

o= f(a — )l — yaed, (A.2)
wherea is the backstress rate tensor,is the initial kinematic hardening modulus,is the stress
tensor,<? is the equivalent plastic strain rate ands a constant determining the rate at which
the kinematic hardening modulus decreases with incregsamsgic strain. C' and~ are material
parameters to be calibrated. The first term in A.2 is the dauiion of Ziegler’s linear kinematic
hardening, and the second one is the non-linear relaxatrom tThe non-linear isotropic hardening
law is expressed as

0. = 09 + Q[1 — exp(—beh)], (A.3)

whereoy is the initial size of the yield surfacé) the maximum change in the size of the yield surface
andb defines the rate at which the size of the yield surface chaag@sastic straining progresses.
@ andb are material parameters to be calibrated. The five mateai@npeters of the combined
nonlinear hardening law are calibrated by fitting methodgshe stabilized loops of unidirectional
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strain controlled cyclic tension-compression tests [78].
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