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A B S T R A C T

Heterogeneous catalysts are a keystone technology of the chemical industry. Tran-
sition metals represent an important class of materials that display catalytic activ-
ity. However, the exact atomistic nature of catalytic activity even for very simple
oxidation reactions and elementary catalysts is often still not fully understood. The
notion that the catalytically active surface is not a static surface structure but an
ever-changing ensemble of different surface terminations that may only emerge
under reaction conditions has recently received growing attention. To scrutinize
this idea from a theoretical point of view new simulation methods are needed
that specifically address complex reaction schemes such as catalytic reactions with
ongoing morphological transitions of the catalyst surface.
As a prototypical model system the CO oxidation reaction on Pd(100) is studied.
Recent experimental studies which identify either an ultra-thin surface oxide or
the metallic fcc(100) termination as the catalytically active state give evidence that
the single surface paradigm may not suffice to explain the surface reaction kinet-
ics. The interface between different surface terminations may allow for different
elementary processes, and a forming and decomposing surface oxide layer could
become the key driver of catalytic activity.
This work employs a first-principles multiscale approach to investigate towards
this hypothesis. Density functional theory (DFT) is used to predict the energetics
and elementary processes from first-principles. Using the DFT results in combina-
tion with methods derived from thermodynamics and statistical mechanics allows
to predict the interplay of different surface processes on a meso- and macroscopic
time and length scale for a defined temperature and partial pressure conditions.
On this basis a kinetic Monte Carlo (kMC) model for the Pd(100) surface is con-
structed complementing an existing model for the surface oxide geometry. Com-
parison of the coverages, predicted by these two models, shows that the stabil-
ity regimes of these two surfaces overlap significantly around stoichiometric feed
conditions. This demonstrates that the temporal development of the surface may
indeed be an important factor for the catalytic activity. In a second step an ex-
plicit atomistic pathway describing the reduction of the palladium surface oxide
exposed to CO is constructed. A straightforward adaption of lattice kMC is de-
vised and implemented into a generic computer package, to describe the complex
multi-lattice feature of this reconstruction. A second kMC model is constructed
which describes the surface oxide reduction as a result of surface chemical reac-
tions and local reconstructions. In this model the surface oxide reduction kinetics
are predicted in very good agreement with experiments unlike in previous single-
lattice treatments. The key feature is that reaction steps across the domain bound-
ary between surface oxide and metal surface patches are an essential contributor.
Further studies focusing on the surface oxide formation are now needed to fully
understand the catalytic activity.
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K U R Z FA S S U N G

Heterogene Katalysatoren sind eine Schlüsseltechnologie der chemischen Indus-
trie. Übergangsmetalle sind eine wichtige Materialklasse, die katalytische Ak-
tivität aufweisen. Dennoch ist der genaue Ursprung der katalytischen Aktivität
selbst bei sehr einfachen Oxidationsreaktionen und elementaren Katalysatoren
oftmals noch nicht vollständig verstanden. Die Vorstellung, dass die katalytisch
aktive Oberfläche nicht eine statische Oberflächenstruktur, sondern ein sich
ständig veränderndes Ensemble verschiedener Oberflächengeometrien ist, die
nur unter den Reaktionsbedingungen entstehen, hat seit Kurzem zunehmend
Aufmerksamkeit erhalten. Um diese Idee von einem theoretischen Standpunkt
aus zu hinterfragen, sind neue Simulationsmethoden erforderlich, welche kom-
plexe Reaktionsschemata wie Oberflächenreaktionen simultan zu morphologi-
schen Umwandlungen des Katalysators beschreiben können.
Als repräsentatives Beispielsystem wird die CO Oxidationsreaktion auf Pd(100)
untersucht. Jüngste experimentelle Studien, die entweder ein ultradünnes Ober-
flächenoxid oder die metallische fcc(100) Oberfläche als katalytisch aktiven Zus-
tand identifizieren deuten an, dass das Bild einer einzelnen Oberfläche möglicher-
weise nicht ausreicht, um die Reaktionskinetik zu erklären. Die Phasengrenzfläche
zwischen verschiedenen Oberflächendomänen könnte neue Elementarprozesse er-
möglichen und eine wachsende und schrumpfende Oberflächenoxidschicht kön-
nte der wichtigste Treiber der katalytischen Aktivität sein.
Die vorliegende Arbeit verfolgt einen ab initio Multiskalenansatz um sich dieser
Hypothese zuzuwenden. Dichtefunktionaltheorie (DFT) wird verwendet, um die
Energetik und Elementarprozesse vorherzusagen. Mit Hilfe der DFT-Ergebnisse
und in Kombination mit Methoden aus der Thermodynamik und der statistis-
chen Mechanik wird das Zusammenspiel verschiedener Oberflächenprozesse und
Strukturen auf einer meso- und makroskopischen Zeit- und Längenskala für
gegebene Temperatur und Partialdrücke simuliert.
In einem ersten Schritt wurde ein kinetisches Monte Carlo (kMC) Modell für
die Pd(100) Oberfläche konstruiert, welches ein bestehendes Modell für das
Oberflächenoxid komplementiert. Der Vergleich, der durch diese beiden Mod-
elle vorhersagten Bedeckungen, zeigt, dass sich die Stabilitätsregime dieser bei-
den Strukturen deutlich im Bereich stöchiometrischer Bedingungen überlappen.
Das bedeutet, dass die zeitliche Entwicklung der Oberflächen ein wichtiger Fak-
tor für die katalytische Aktivität sein kann. In einem zweiten Schritt wird ein
atomistischer Reaktionspfad herausgearbeitet, welcher die Reduktion des Palladi-
umoberflächenoxids durch CO beschreibt. Eine Anpassung der eingittrigen kMC
Methode zusammen mit der Implementierung in einem allgemeinen Computer-
programm erlaubt es, diese komplexe mehrgittrige Rekonstruktion effizient zu
simulieren. Ein zweites kMC Modell wird konstruiert, das die Oberflächenoxid-
reduktion als Resultat der fortlaufenden chemischen Reaktionen beschreibt. Die
Oberflächenoxid Reduktionskinetik in diesem Modell wird in sehr guter Übere-
instimmung mit Experimenten vorhergesagt, im Gegensatz zu vorherigen eingit-
trigen Beschreibungen. Insbesondere zeigt sich, dass Reaktionsschritte über die
Domänengrenze zwischen dem Oberflächenoxid und der Metalloberfläche hinweg
in der Tat einen wesentlichen Beitrag dazu liefern. Weitere Studien mit Fokus auf
dem Wachstum des Oberflächenoxids werden jetzt benötigt, um die katalytische
Aktivität gänzlich zu verstehen. v
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1
I N T R O D U C T I O N

why catalysts are important Effective heterogeneous cat-
alysts have an effect on mankind that is difficult to overestimate:
the invention of the Haber-Bosch cycle for ammonia synthesis and
the three-way catalytic converters in automobiles are just two of the
most prominent examples that are enabled by heterogeneous cata-
lysts. They accelerate a chemical reaction by lowering its activation
energy.[31, 39] Other industrially important oxidation reactions in-
clude the Ostwald process for nitric acid synthesis and the Fischer-
Tropsch synthesis to produce e.g. fuels from natural gas. Heteroge-
neous catalysts are estimated to be responsible for 85% of bulk chem-
ical production.[94] In light of globally diminishing natural resources
and in particular fossil fuels, the need for efficient, highly-selective,
cheap, and stable catalysts is eminent.[88] In order to meet this need
research into catalytic systems and methodologies to develop and pre-
dict catalysts is a very active area of research.[1] In the future large
scale solutions to problems that mankind is facing such as energy
conversion and energy storage will very likely contain a catalyst that
is yet to be found as an essential ingredient.

traditional catalyst development does not scale Tra-
ditionally, the process of discovering and developing catalysts is very
slow and requires thousands of trial-and-error experiments, probing
many different materials under many different conditions until a re-
active, selective, stable, and available catalyst is found. And even if
a successful candidate is identified this insight does not necessarily
lead to discovery of further catalysts if the success or failure of a cata-
lyst cannot be linked to the underlying chemical reaction network and
material properties. This generally slow and cumbersome process has
sparked an interest in predicting the functionality of a catalyst from
an atomistic understanding[136, 138, 170, 171].

The compelling advantage of such an approach is that nowadays
methods are available with which atomistic interactions processes
can be predicted without recourse to experimental input and with
steadily improving accuracy and efficiency.[138] Such methods pre-
dominantly rely on Density Functional Theory to develop an under-
standing of the functioning of a catalyst from first-principles. If ap-
proaches can be established that predict the reactive behavior of a
catalyst for any desired reaction and external condition the tantaliz-
ing vision of rational design of optimal catalysts from all elements in
the periodic table may be realized.

1



2 introduction

enter model catalysts Unfortunately this vision is quite a
daunting challenge. In efforts to understand and describe existing cat-
alysts alone it has become clear that the surface geometry is often not
known and the full catalyst system may consist of a combination of
different structures and different combinations of materials, defects,
and various contaminations. Compared with the existing understand-
ing derived from well-defined crystals or individual molecules there
is obviously a non-trivial gap in complexity. There are essentially two
complementary routes to handle this gap[136]: on the one hand there
are high-speed screening approaches[125, 177] that identify atomistic
descriptors that are hoped to directly correlate with the catalytic func-
tion on the macro-scale. With such a screening approach one can
screen the periodic table of elements for optimal materials. On the
other hand there is the multi-scale approach which links suitable sim-
ulation techniques for each length and time-scale in a bottom-up man-
ner to predict macroscopic behavior of one particular catalyst mate-
rial or surface. For the latter model catalysts, which include the study
of single-crystal surfaces, provide for an essential stepping stone be-
tween experiment and theory to gain an integrated understanding.
For this very reason the growing field of model catalysis has emerged
which focuses on reduced structures (i.e. using single-crystals as a
starting point) and studies the kinetics of a catalytic reaction.[14, 61]

the multi-scale approach Heterogeneous catalysis is inher-
ently a multi-scale problem. From the subatomic scale where the
electronic structure determines the rules for making and breaking
of chemical bonds, over the interplay between many bond-breaking
events, to the continuum scale where individual atoms no longer ap-
pear and heat- and mass-transport become the governing paradigm.
To combine these different regimes in a consistent and rigorous man-
ner we follow a so-called bottom-up handshake approach[140] where
we calculate a multitude of significant features on the smaller scale
which then serve as input to the next larger scale and coarse-grained
description. By prudent combination of different levels of descrip-
tion up to ten orders of magnitude in time and length can be linked
which underlines its uniqueness among theoretical approaches to con-
densed matter.

the current challenges The study of model catalysts has led
to the identification of several gaps or challenges common to theory
and experiment between the atomistic surface science kind of picture
and the technological application which can be grouped in to the fol-
lowing three areas: the pressure and temperature gap, the multi-scale
challenge, and the complexity gap. The temperature and pressure
gaps generally describe the fact that the most precise atomistic under-
standing is deduced via experiments in ultra-high vacuum and up to



introduction 3

room temperature conditions while most catalysts operate at ambient
pressures or above and at elevated temperatures. Under those condi-
tions completely different surface structures and compositions often
arise and entirely different processes can happen.[195] Furthermore
the heat and mass transport might become the limiting factor in the
overall reaction.[121] A problem that researchers have only recently
started to address by use of suitable continuous phase measurement
techniques[19, 200] and coupling of surface models to continuous
fluid dynamics calculations[101, 119, 121–123, 127, 173, 192]. The com-
plexity or materials gap is admittedly the fuzziest area of those three
as complexity can extend into many directions such as the complexity
of the surface structure or the reaction network between intermediate
adsorbates. To single out one example: consider the fact that state-
of-the-art multi-scale modeling of catalysis is limited to describe the
chemical reactions on a fixed single-crystal surface.[154] However, at
increasing pressures and temperatures many transition-metal based
catalysts are suspected to undergo phase transitions such as the for-
mation of oxides, carbides, or sulfates. In particular the formation of
an atomically thin surface oxide has been established as a unique sur-
face phase of relevance in oxidation catalysis.[118]
Taking into account such reconstruction on an atomistic scale and
include it in a multi-scale framework was up to now not feasible.
The efficient, yet, predictive first-principles lattice kinetic Monte Carlo
(kMC) approach[68, 153, 157], which allows for a reliable microki-
netic description including concomitant spatial heterogeneities at the
surface, did not offer the flexibility to include such reconstructions
while simultaneously describing catalytic reactions. Extending the
tool-chain to account for lattice reconstructions in an efficient kMC
approach is the primary motivation for the present project and a so-
lution is proposed in chapter 7.

palladium (100) as a showcase for increasing complex-
ity Palladium as a catalyst for CO oxidation is more complex than
other commonly studied catalysts such as RuO2 because it is not as
straightforward to single out one particular oxidation state that is
stable and present under the full range of operating reaction condi-
tions. This is illustrated by the fact that a metallic surface[26, 206], the
(
√

5×√5)R27
◦ surface oxide[10, 63, 71, 188] and even a bulk oxide

surface[80] have been suggested as highly reactive surface termina-
tions. The ab-initio thermodynamic phase diagram by Rogal et al.[162]
established that a (

√
5×√5)R27

◦ palladium surface oxide (henceforth
abbreviated as

√
5-oxide) is stable for stoichiometric conditions as

also confirmed experimentally by van Rijn et al.[188]. However both
experiment and theory also show that the range of relevant reaction
conditions is not too far in phase space from a thermodynamically
stable CO covered Pd(100) phase and a significant contribution from



4 introduction

metallic patches within the surface oxide or the interface between
metallic surface and surface oxide cannot be ruled out by any of the
studies so far.

There has been a strong debate about the most active phase in fa-
vor of either the metallic surface on the one hand[53, 54, 56, 126] or
a surface oxide covered palladium on the other[70, 71, 74, 189]. In re-
cent years significant progress in experimental techniques allows for
a direct observation of the surface state under in-situ conditions. Re-
sulting from this Hendriksen et al.[73] using in-situ Scanning Tunnel-
ing Microscope (STM) and Fernandes et al.[45] using High Resolution
X-ray Photoelectron Spectroscopy (HRXPS) have suggested that sur-
face steps and domain boundaries play a significant role in the con-
version between oxidation states by CO. To specifically address the
micro-kinetics of such dynamically changing surface terminations in
a first-principles multi-scale framework new tools and methodologies
are needed.

outline The remaining chapters are structured as follows: Chap-
ter 4 serves both as an introduction to the kMC method and the effi-
cient kMC approach via the simulation software package kmos which
was developed and extensively used in the course of this thesis. In
Chapter 5 we will study the challenge of the much sought-after tran-
sition states and discuss modifications to existing techniques. Chap-
ter 6 uses the single-lattice kMC approach to study the kinetic stabil-
ity regimes of the Pd(100) and the (

√
5×√5)R27

◦ surface termination
in a CO oxidizing environment. Chapter 7 introduces the multi-lattice
kinetic Monte Carlo approach and an atomistic pathway for the tran-
sition from the palladium surface oxide to the metallic Pd(100) sur-
face. Finally, Chapter 8 will summarize our findings and discuss the
next steps necessary to also describe the reverse transition from the
metallic phase to the surface oxide phase.

The main findings of this thesis are that the Pd(100) surface-oxide
termination can coexist with a CO covered metallic termination un-
der near-ambient stoichiometric feed conditions. This bistability goes
beyond a softened phase boundary at higher temperatures but has a
clear overlap that is due to the surface kinetics. The reduction of palla-
dium surface oxide on Pd(100) in a pure CO environment is driven by
elementary processes that occur on the surface oxide for temperatures
close to room temperature. For higher temperatures it is driven by el-
ementary processes between the metal and the surface oxide. These
results suggest that a single surface or even single site picture does
not suffice to describe the true nature of heterogeneous catalytic ac-
tivity even for model catalysts. Further methodological developments
and detailed theoretical as well as experimental studies are necessary
to form a more complete view of the active surface under reaction
conditions.
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2
B E L O W T H E AT O M I C S C A L E

2.1 electronic structure theory

In this chapter we will provide an overview over the most important
concepts necessary for the first-principles calculations in this treatise.
The approach most suitable for the problem at hand are plane wave
Density Functional Theory (DFT) calculations. Therefore we will sum-
marize the underlying concepts of how energies and forces for a given
arrangement of ionic cores in a periodic geometry are efficiently cal-
culated.

the schrödinger equation The smallest scale we will con-
sider in this multi-scale treatment is the electronic scale. The physical
system is described in terms of atomic nuclei and electrons whose sta-
tionary states are described by the time-independent non-relativistic
Schrödinger equation[175]

ĤΨ = EΨ (2.1)

which allows in principle to predict all ground-state properties of any
system under study. In the case of a system consisting of NN nuclei
and Ne electrons in the absence of an external field we can describe
with the following Hamiltonian in spatial representation

Ĥ = T̂N + T̂e + V̂NN + V̂ee + V̂eN

T̂N =

NN∑
i=1

− h2∇2

i

2Mi

T̂e =

Ne∑
j=1

− h2∇2

j

2me

V̂NN =
1

2

NN∑
i,j=1

i 6=j

ZiZj∣∣Ri −Rj
∣∣

V̂ee =
1

2

Ne∑
i,j=1

i 6=j

e2∣∣ri − rj
∣∣

V̂eN = −

NN∑
i=1

Ne∑
j=1

Zie∣∣rj −Ri
∣∣

(2.2)

which accounts for the nuclei kinetic energy T̂N, the electron kinetic
energy T̂e, the nuclei-nuclei electrostatic interaction V̂NN, the electron-

7



8 below the atomic scale

electron electrostatic interaction V̂ee, and the electron-nuclei electro-
static interaction V̂eN. The other symbols used are the charge of the
ith nucleus Zi, the mass of the ith nucleus, the location of the ith
nucleus Ri, the location of the ith electron ri, and the electron mass
me. We are using SI units throughout this chapter. Though formally
exact in practice it cannot be solved except for extremely small sys-
tems. The main problem is the fact that the full many-body wave
function as described by the Schrödinger equation is defined on a
3(Ne+NN)-dimensional domain. Thus we will recapitulate in the fol-
lowing the historic development of abstractions and approximations
to the representation of the Schrödinger equation. As a result one is
able to calculate the resulting electronic wave function and resulting
properties numerically to a sufficiently high precision. For a more de-
tailed introduction to quantum mechanics the reader is referred to
e.g. Sakurai[167].

adiabatic approximation A first crucial step towards the abil-
ity to solve the Schrödinger equation was suggested by Born and
Oppenheimer[11]. The key idea is motivated by the fact that elec-
trons are approximately 1800 times lighter than the lightest nucleus
and therefore the typical time scale associated with the movement of
electrons should correspondingly be much shorter for electrons than
for nuclei. Therefore it is assumed that the total wave function can be
factorized as

Ψ(R, r, t) =
∑
i

Φn(R, r)ηn(R, t) (2.3)

into an electronic wave function where the nuclear wave function
ηi(R, t) depends on the nuclear coordinates R and on the time t,
whereas the electronic wave function Φi only depends on the elec-
tronic degrees of freedom and on the nuclear coordinates R. From
this Ansatz one can derive an effective Schrödinger equation for the
electronic wave function neglecting coupling between the electronic
and the nuclear wave function

ĤeΦn(R, r) = εnΦn(R, r) (2.4)

where

He = T̂e + Vee + VeN. (2.5)

The other terms T̂N and V̂NN have been separated out and the result-
ing equation now only depends parametrically on those. This elec-
tronic Schrödinger equation can now be solved independently for
each configuration of nuclei.

classical nuclei approximation Justified by the fact that
the spatial distribution of nuclear wave packets at room temperature
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is confined to a length that is much smaller than the typical sizes
of atoms, the nuclei can be described as classical point charges at
the center of their respective wave packet. As a result we have sep-
arated from a full quantum mechanical treatment the kinetic energy
of the atomic nuclei and the electrostatic interaction between nuclei
becomes merely an additive parameter of the system’s total energy.

There are two ways to view this result: on the one hand the posi-
tion of the ionic nuclei are clamped, so that they represent a constant
external potential that influences the electronic wave function. On the
other hand the motion of the ionic cores can be viewed to evolve on a
so-called potential energy surface (PES) manifested by the surround-
ing electrons which are always in their ground state. The forces acting
on the nuclei due to the PES can be calculated as the expectation value
of the derivative of the Hamiltonian.

However the electronic wave function still depends on the 3Ne spa-
tial electronic coordinates (and possibly spin degrees of freedom) and
therefore exponential scaling of the size of the equation quickly ren-
ders any attempt to solve it in the general case unfeasible.

hellmann-feynman forces As noted independently by Güt-
tinger[64], Hellmann[29], and Feynman[46] a derivative with respect
to an external parameter λ on which the wave function does not di-
rectly depend can be calculated as the expectation value of the deriva-
tive of the Hamiltonian operator

∂εi
∂λ

=

〈
Φi

∣∣∣∣∣∂Ĥe∂λ
∣∣∣∣∣Φi

〉
+

〈
∂Φi
∂λ

∣∣Ĥe∣∣Φi
〉

+

〈
Φi
∣∣Ĥe∣∣ ∂Φi

∂λ

〉
(2.6)

=

〈
Φi

∣∣∣∣∣∂Ĥe∂λ
∣∣∣∣∣Φi

〉
+ εn

�
��

�
��*

0

∂

∂λ
〈Φi|Φi〉 (2.7)

The result is valid for any hermitian operator and can be used to
efficiently calculate forces using λ = RI

dEn(RI)
dR

=

〈
Φn(R)

∣∣∣∣∣∂Ĥe∂Ri

∣∣∣∣∣Φn(R)
〉

. (2.8)

However in practice when the Hellmann-Feynman theorem is ap-
plied to a wave function expanded into a basis set (see below) special
corrections need to be made if the basis set is not spatially indepen-
dent of the nuclear coordinates.[151]

density functional theory Already one year after the origi-
nal publication of the Schrödinger equation Thomas[183] and Fermi[44]
put forward a quite different approach to describing the electronic
structure of condensed matter. In their model the electronic density

ρ(r1) = Ne

∫
dr2 . . . drNe |Φn(R, r)|2 (2.9)
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is the main protagonist and the total energy is to be calculated as[33]

ETFD[ρ] = Ck

∫
dr ρ(r)5/3 +

∫
drρ(r) vext(r) +

1

2

∫∫
drdr ′

ρ(r)ρ(r ′)
|r− r ′|

(2.10)

−CX

∫
dr ρ4/3(r) + EC[ρ]. (2.11)

Here Ck and CX are suitably chosen constants and EC is another func-
tional describing the correlation between electrons. This approach has
the crucial advantage that instead of dealing with the 3Ne-dimensional
functionΦi(r) one would only deal with a 3-dimensional object ρ(r1).
Therefore this approach received considerable attention[196]. Though
mostly due to the insufficient prediction of the kinetic energy[176] the
electronic density picture was never used to describe chemical inter-
actions.

hohenberg-kohn theorem A new era of development was ush-
ered in by the seminal paper of Hohenberg and Kohn[87] that proved
two things. On the one hand they showed that the ground-state elec-
tronic density unequivocally determines the external potential up to
an additive constant. In effect it means that the total electronic energy
can be calculated in principle using a functional

EV [ρ] = F[ρ] +

∫
dr ρ(r)V(r) (2.12)

where

F[ρ] = 〈Φ[ρ]
∣∣T̂e + Vee∣∣Φ[ρ]〉. (2.13)

A corollary of this theorem is that the ground-state density unequiv-
ocally determines any observable of the quantum mechanical system.
This is easy to see since the ground-state density maps unequivocally
to an external potential which also determines the full electronic wave
function.

On the other hand they showed that the density functional is mini-
mized by the ground state density.

kohn-sham approach Even though impressive for its clarity
and generality the Hohenberg-Kohn (HK) theorems give essentially
no advice of what the functional mapping from a ground state den-
sity to its potential and ultimately to the total energy looks like. The
by far most successful approach exploiting the HK-theorems was sug-
gested by Kohn and Sham[103]. They proposed to describe the system
in terms of non-interacting single-particle wave functions φKSi .

If a potential can be found which accounts for all the exchange-
and correlation effects of the fully interacting system in terms of a
single-particle wave function then the HK theorem holds equally for
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the non-interacting system and the density calculated from the single-
particle wave functions

ρ(r) =
∑
i

∣∣φKSi (r)
∣∣2 (2.14)

and its energy functional will minimize for the same ground state-
density as the interacting system. This system is much more accessi-
ble because it subdivides the full electronic problem into Ne coupled
equations which each only depend on the coordinates of one orbital.
This approach has the main advantage that the kinetic energy contri-
butions calculated from such non-interacting orbitals

TS =
− h2

2me
〈φKSi |∇2|φKSi 〉 (2.15)

matches the exact kinetic energy much better than the earlier density-
based approximations and allows to write the full Kohn-Sham energy
functional in the form

EKS = TS[ρ] +

∫
dr ρ(r)V(r) +

1

2

∫ ∫
ρ(r)ρ(r ′)
|r− r ′|

+ Exc[ρ]. (2.16)

By taking the functional derivative of eq. 2.16 with respect to all
single-particle wave functions one arrives at a set of eigenvalue equa-
tions which are referred to as Kohn-Sham equations(

−
 h2

2me
∇2 + VKS

)
|φKSi (r)〉 = εi|φKSi (r)〉

where VKS = vext(r) +

∫
ρ(r ′)
|r− r ′|

dr ′ + VXC[ρ]

(2.17)

has to be satisfied for every single-particle orbital φKSi which is the
main objective of DFT solvers.

exchange-correlation functionals The Kohn-Sham appro-
ach is quite successful at describing the largest energy contributions
accurately, i.e. the electrostatic electron-electron interaction, the elec-
tron kinetic energy, the electrostatic nucleus-electron interaction. How-
ever it also left the most complex terms such as the exchange and cor-
relation energy in an extra term, the so called exchange-correlation
functional Vxc[ρ]. Ever since the arrival of the Kohn-Sham equations
have large amounts of time been spent to find efficient and accurate
expressions for this Vxc. Two approaches have emerged here to arrive
at approximations: One is to start with a sufficiently general expan-
sion into different functional forms and fit its coefficients to known
results ("result driven") while the other is to use various principles as
guidelines that the exact xc-functional has to fulfill to obtain ("princi-
ple driven") approximate expressions. Since the inception of the KS-
equations various functionals have been proposed. The Jacob’s ladder
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scheme proposed by Perdew et al.[143, 145] has recently become very
popular as a tool to group various functionals by complexity.

The lowest rung (local density approximation) only considers the
density at each volume element such that the functional can be ex-
plicitly written as

ELDAxc [ρ] =

∫
drρ(r)FLDAxc [ρ(r)]. (2.18)

On the second rung (generalized gradient approximation) are all func-
tionals that can be explicitly written in the form

EGGAxc [ρ] =

∫
drρ(r)FGGAxc [ρ(r),∇ρ(r)]. (2.19)

Functionals belonging to the third rung contain second derivatives or
the Kohn-Sham orbital kinetic energy density and this rung is called
the meta-GGA family. Each functional within this set can be written
as

EmGGAxc [ρ] =

∫
drρ(r)FmGGAxc [ρ(r),∇ρ(r),∇2ρ(r), τ]. (2.20)

where

τ =
1

2

occ.∑
i

∣∣∇φKSi ∣∣2 (2.21)

describes the kinetic energy density of all occupied orbitals. The fourth
rung goes a crucial step further by including the exact electron ex-
change of occupied orbitals. The fifth rung finally uses all available in-
formation available within Kohn-Sham theory by also including non-
occupied orbitals. It should be noted that by virtue of the Hohenberg-
Kohn theorem functionals on the third to fifth rung are still density
functionals since the Kohn-Sham orbitals itself are functionals of the
density. However with each rung the computational effort to solve
the corresponding Kohn-Sham equation also increases significantly.

For the purpose of predicting material properties as well as chem-
ical interactions between atoms already the GGA level in particular
as manifested in the form put forward by Perdew, Burke, and Ernzer-
hof[144] has been quite successful and is the functional used through-
out this thesis. The development of new exchange-correlation func-
tionals is ongoing research aiming towards higher accuracy and reli-
ability.

2.2 computing the electronic ground-state

self-consistent field procedure The astute reader will have
noticed that eq. 2.17 contains the density which it aims to calculate
inside the operator that is acting on the density. Thus this equation
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cannot be solved simply be calculating the eigenstates and -values
of the operator. Instead the equation needs to solved self-consistently.
An iterative approach can be used to achieve this. Starting from a
suitable initial guess for the density ρin the diagonalization of the KS
equation determines a new density ρout. This resulting density has to
be used as the new initial density ρin := ρout, from which a new KS
operator is constructed and the corresponding KS equation has to be
solved. ρout is generally different from ρin. Thus the cycle has to be
repeated until ρout ≈ ρin up to a predetermined tolerance metric. The
procedure resulting from this is accordingly coined Self-Consistent
Field (SCF) procedure.

introduction of a basis So far we were only concerned with
solving the Kohn-Sham equations in a formal sense. Little thought
has been spent on how to translate it into a form that a computer can
be instructed to solve. The first thing to realize is that there needs
to be a general and flexible way to represent any wave function in a
computer’s memory. To this end the most common method today is
to first linearly expand the full wave function into a sum of known
functions

φi =
∑
α

ciαϕα (2.22)

where φi is the wave function one aims to represent, each ϕα is a
fixed known function and ciα are real coefficients. Expanding the
wave function into a basis set effectively turns the differential equa-
tion into an algebraic equation for which very efficient numerical
methods exist. In principle any complete set of functions is sufficient
to reproduce any piecewise continuous function to any desired preci-
sion. In practice of course ideally a function system is chosen which is
able to reproduce the wave functions that are expected to occur in the
solution with great accuracy using as few basis vectors as possible.

bloch-theorem and brillouin zone sampling Being inter-
ested mostly in periodic systems (surfaces can be considered a trun-
cated crystal lattice) a very practical simplification arises due to an
observation by Bloch. This assumption is motivated by the structure
of many real-world solid systems, where the arrangement of atoms
can be described in terms of 3 lattice vectors kx,ky,kz and a finite
arrangement of atoms which is called basis in this context.[2] Felix
Bloch showed[8] that the wave function on a periodic symmetry can
always be expressed as

ψjk = exp (ik · x)ujk(x). (2.23)

That is the wave function factorizes into a global phase factor and a
periodic part that does not depend on the unit cell. This reduces the
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effort significantly as the periodic function ujk(x) only depends para-
metrically on the point in the unit cell which can be solved separately
for each k-point almost independently. Different k-point calculations
only couple via the real space density. Thus in the SCF procedure
each calculation for each k-point can be executed separately and only
after each SCF step does the current (non self-consistent) density have
to be synchronized. A systematic scheme for generating k-points in
the Brillouin zone has been proposed by Monkhorst and Pack[132].
The question remains how many k-points have to be considered for a
faithful representation of the full 3-dimensional band structure. This
cannot be answered in general but has to be tested for every system
by systematically increasing the grid-point density until quantities of
interest do not change anymore.

plane waves as basis vectors Being primarily concerned with
a description of solid-state surfaces we will introduce and justify our
choice of plane-waves (PWs) as basis-vectors. Many catalytically rel-
evant materials such as transition metals condense in a crystalline
structure that can be described by Bravais lattices[2]. If we therefore
assume that this lattice symmetry will occur in most systems under
study it is evident to choose the basis set most suited for such a ge-
ometry. Plane waves in the form (cf. eq. 2.22)

ϕ
(jk)
G =

∑
G

c
(jk)
G ′√
Ω

exp(i(G+ k) · r) (2.24)

have the main advantage that if one transforms the Kohn-Sham equa-
tion into Fourier space∑

G ′

[
 h2

2me
|k+G|

2 δG,G ′ + VKS[ρ](G−G ′)
]
c
(jk)
G ′ = ε(jk)c

(jk)
G (2.25)

the kinetic energy term becomes diagonal and therefore computation-
ally very efficient to evaluate. The potential term is diagonal in real-
space (at least before the introduction of pseudo-potentials) and fast
conversion between these two representations is facilitated by the use
of fast Fourier transformations[49, 150]. The precision of the plane
wave basis can be easily controlled by imposing a cut-off energy Ecut:

|G| <

√
2meEcut

 h2
(2.26)

has set only a single parameter that determines the size or resolution
of it which makes it straightforward to converge in practical calcula-
tions.

pseudopotentials The main limitation of plane wave basis sets
is that in order to resolve the quickly oscillating features of a typi-
cal single-particle orbital near an atomic nucleus very high frequency
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components are required. High-frequency components translate into
large matrices that have to be diagonalized and Fourier transformed.
In order to amend this limitation one essentially divides the electronic
states involved into those directly involved in chemical bonding and
those that are not: valence electronic states and core electronic states.
This approach was originally proposed by Kleinman and Philips[102].
They found that it is advantageous to construct modified valence
states φ ′v from core states φc and valence states φv in the following
way

|φ ′v〉 = |φv〉+
∑
c

〈φc|φ ′v〉|φc〉. (2.27)

If one then defines a new potential VPS :=
∑
c(Ec−E)〈φ|φ ′v〉|φc〉/|φv〉,

the valence states observe a modified Schrödinger equation

(Ĥ+ VPS)|φv〉 = E|φv〉. (2.28)

In this way only those parts of the electronic system are calculated
that change as a response to the chemical environment. The electronic
core part which usually requires the largest plane-wave basis set to
resolve can be calculated once and reused for a number of nuclear
configurations.

Being able to calculate total energies and forces is only one part
of predicting relevant properties of materials for heterogeneous catal-
ysis. Another important step is to link electronic structure features
to geometries and reaction rates observable in experiment under spe-
cific conditions. This is the objective of Chapter 3. For more low-level
details of the here deployed CASTEP DFT package[28] the reader is
referred to Appendix A.





3
A B O V E T H E E L E C T R O N I C S C A L E

Figure 3.1: Overview over the different regimes in length and time scale that
have to be considered to rigorously describe the functionality of
heterogeneous catalysts based on the main object of calculation.
The scope of this thesis is to make complex morphological tran-
sition such as the reduction of a surface oxide accessible to the
atomistic description via lattice kinetic Monte Carlo.

Being equipped with methods to calculate total energies and forces
of atomic arrangements we can in principle obtain all information to
predict the functioning of a catalyst. However, to make timely pre-
dictions which can be directly related to experiment under specific
conditions additional steps need to be made. Fig. 3.1 shows the dis-
tinctly different regimes based on the main physical object of interest
and the methods deemed suitable for each. This thesis focuses on
the first two stages (electronic and atomistic level) by enhancing the
capabilities of the atomistic description.

The quest for predicting catalytic activity on an atomistic level for a
given material can be broken down into two questions: What surface
is termination is present for given conditions? And how can chemical
reactions take place on this termination? A very approximate answer
to the first question can be obtained within the so-called ab initio
thermodynamics approach, while the answer to the second question
requires full-blown (micro)kinetic modeling. This chapter will intro-
duce the fundamental concepts underlying the thermodynamic pre-
dictions while Chapter 4 explains lattice kinetic Monte Carlo as the
deployed approach for making kinetic predictions.

17



18 above the electronic scale

(1× 1)

(2× 2)

(
√ 5×

√ 5)R
27

◦
( √
2× √

2)R
45 ◦

x

y

Figure 3.2: The fcc(100) surface illustrating the primitive (1 × 1) unit cell
together with a (2× 2), a (

√
2×√2), and a (

√
5×√5) unit cell.

3.1 defining the structural model

First, we will focus on defining a suitable structural model for hetero-
geneous catalysis. The defining characteristic of heterogeneous catal-
ysis is that the catalytic activity occurs at the interface between two
aggregate states such as a solid-liquid interface or a solid-gas inter-
face. For the CO oxidation reaction studied here we focus on solid-
gas interfaces. On an atomic scale various features such as terraces,
steps, defects, or domain boundaries exist even at a single-crystal
model catalyst surface. However, in this theses we will take a first
step and concentrate on the actual terraces as an important structural
primitive that constitutes a majority of the overall surface area. These
single-crystal surfaces consist largely of low Miller index[131] single
crystal surfaces which is the central structural paradigm for this the-
sis. Fig. 3.2 shows the Pd(100) surface as an example illustrating the
so-called primitive (1× 1) unit cell next to the (2× 2), the (

√
2×√2),

and the (
√

5×√5) unit cell. The (
√

5×√5) unit cell plays an impor-
tant role in this thesis since it is the smallest unit cell in which the
PdO(101) surface oxide can be placed in a commensurate way.

To represent such a surface in a DFT calculation it is crucial to use
a geometrical model which is as small as possible to due the high
computational cost of DFT, yet, contains the essential features of the
physical system. A common approach is to use a supercell geome-
try which consists of several layers of bulk unit cells divided by an
empty space to represent the vacuum above the surface. One exam-
ple of such a supercell is depicted Fig. 3.3 which is coined a slab . We
will generally use a Cartesian coordinate system in which the z-axis
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is perpendicular to the surface, while the x- and y-axis are parallel to
the surface. In the physical system the influence of the reduced sym-
metry at the surface will attenuate towards the inner parts of the bulk
crystal. To describe this the atoms in central layers removed from the
modeled surface are constrained to their bulk positions while the lay-
ers closer to the surface are allowed to move to minimize the total
energy of the system. One either relaxes surfaces layers on both sides
of the surface slab while keeping layer(s) in the center fixed (symmet-
ric) or only relaxes the atoms on one side while keeping atoms on
the other side fixed (asymmetric). In this thesis asymmetric slabs are
used throughout to minimize the computational cost. In all cases nu-
merical tests have to be performed to ensure that the total number of
layers in the slab as well as the number of fixed layers does not intro-
duce deviations to the evaluated quantities compared to the infinite
geometry that is larger than a given threshold.

The commonly deployed plane-wave basis set enforces periodic
boundary conditions in all 3 direction for the supercell. This is typ-
ically desirable for the x- and y-direction since it allows to repre-
sent a macroscopic system with only a few atoms. However in the z-
direction it may cause artificial effects that do not occur in the system
under study. Therefore the gap between slabs (or vacuum thickness)
needs to be sufficiently large to prevent interaction between the peri-
odic images of wave functions. Detailed tests for the present system
with respect to these model parameters are presented in Appendix B.

3.2 reactants on surfaces

The next object of interest towards heterogeneous catalysis is the in-
teraction of reactants with surfaces. On crystalline surfaces molecules
typically adsorb centered on high-symmetry sites. This can be easily
rationalized by the fact that the potential energy surface at locations
away from high-symmetry sites typically features some gradient par-
allel to the surface. Fig. 3.4 shows the high-symmetry surface sites of
the fcc(100) surface. Optimizing the slab with a molecule m at such a
high-symmetry site allows to calculate the binding energy

Ebind
m,i = Eslab

m@i − (Eslab + E
gas
m ) (3.1)

where Eslab
m@i is the total energy of the slab with the adsorbed molecule,

Eslab is the total energy of only the slab, and Egas is the energy of
the molecule in gas phase. To calculate the gas phase energy of a
molecule using periodic plane-wave calculations it has to be placed
in an otherwise empty simulation cell that is large enough to prevent
interaction between periodic images.

The evaluated binding energy can already give crucial insight if a
molecule adsorbs at all on a given surface and what is the relative
ordering of the most stable adsorptions sites.
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Figure 3.3: The slab model used in this thesis. The supercell is indicated by
black lines. For illustrative purposes the central unit cell is sur-
rounded by one periodic copy along each crystal axis. Palladium
atoms belonging to the metallic bulk lattice are drawn blue, pal-
ladium atoms belonging to the surface oxide are drawn green,
oxygen atoms are drawn red and carbon atoms are drawn in
dark grey.

⊗⊗⊗ bridge

⊗⊗⊗ hollow

⊗⊗⊗ top

Figure 3.4: Top view of one (1× 1) unit-cell of a fcc(100) surface with the
three high-symmetry sites hollow, bridge, and top. These site are
good candidate locations for stable adsorption sites.
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The choice of the surface unit cell is also important here. If one
constructs a surface slab with a primitive (1× 1) surface unit cell and
places a reactant on it, this represents the adsorption situation of one
adsorbate per surface atom. We will refer to this as one mono-layer
coverage (1 ML), the number of adsorbates per surface atoms. If one
places one molecule on a (2× 2) this corresponds to one adsorbate
per four surface atoms or 0.25 ML. A (

√
2×√2) unit cell can be used

to model a 0.5 ML coverage. In general evaluating low coverage bind-
ing energies is computationally more expensive than high density
coverages due to the increasingly large unit cell size.

Furthermore combinations of different adsorbates can be used to
calculate the combined binding energy or lateral interaction between
coadsorbates. The magnitude of lateral interaction can be systemati-
cally calculated be deploying an expansion of adsorbates grouped in
clusters starting from singlets to doublets, triplets and so on.[174, 204]
This route will however not be deployed in this thesis since the main
focus lays in the influence of a morphological transition of the surface
itself.

3.3 surfaces at reaction conditions

In order relate and compare the stability of different surfaces under
specific temperatures and partial pressures the thermodynamics of
the combined bulk, surface, and gas phase system need to be consid-
ered. In a purely thermodynamic treatment one first aims to establish
the thermodynamically stable surface termination. For a fixed tem-
perature and fixed partial pressures the Gibbs free energy G(T , {pi})
is the pertinent thermodynamic potential. Being exposed to both the
surface needs to be in equilibrium with the underlying bulk crystal
and the gas phase above.

The surface with the lowest Gibbs free surface energy

γ(T , {pi}) =
1

A

(
G(T ,pi) −

∑
i

Niµi(T ,pi)

)
(3.2)

is stable[156]. Here G is the Gibbs free energy of the solid including
the surface, µi the gas phase chemical potential of the ith species, Ni
the number of adsorbates of species i, and A the surface area of the
surface under study.

The bulk Gibbs free energy can be decomposed further into indi-
vidual contributions

G = Etotal + Fvib + Fconfig + pV . (3.3)

Here Etotal is the internal energy, Fvib the vibrational free energy, Fconf

the configurational free energy, p the total pressure, and V the bulk
volume.[161] The total energy contribution is typically the largest con-
tribution in solid state surfaces and differences between total energies
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can be calculated quite well using DFT. The gas phase chemical po-
tential can be calculated in a similar fashion from first-principles by
calculating the gas phase total energy, translational, rotational, vibra-
tional, and configurational free energy.

By evaluating the Gibbs free surface energy over a range of con-
ditions for a set of candidate surfaces one can readily generate a so-
called ab initio phase diagram, i.e. a diagram depicting the stability
range in temperature and partial pressures of various surface phases.
We will see an application of this in Chapter 6.
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K M O S : A L AT T I C E K I N E T I C M O N T E C A R L O
F R A M E W O R K

This chapter gives an in-depth introduction to the lattice kinetic Monte
Carlo method and focuses specifically on efficiency aspects of lattice
kMC implementations. The accompanying software framework kmos
developed during this thesis is available as open-source[81] and the
work of this chapter has been published in Computer Physics Commu-
nications[85].

4.1 introduction

The pressing demands for ever more energy- and resource-efficient
processing reinforce the long-standing quest towards a detailed mech-
anistic understanding of heterogeneous catalysis. At best down to the
atomic level, such understanding would pave the way for a rational
design of improved catalysts, which ultimately will be tailored to the
nanoscale. Quantitative theory increasingly contributes to this quest
with refined kinetic models that meanwhile allow to accurately pre-
dict the activity of model catalysts of increasing complexity (from
single-crystal surfaces up to nanoparticles at planar supports) with-
out any recourse to experimental data. [60, 68, 69, 89, 93, 158, 166, 190]
Such models have to span a range of scales in length and time, start-
ing with the making and breaking of the individual chemical bonds
at the electronic structure level, over the mesoscopic interplay of the
various elementary reactions in the reaction network, to the heat and
mass transport at the macroscopic (reactor) scale. [90, 97, 134, 137,
165, 168, 172]

To achieve this, state-of-the-art multi-scale models resort to a hi-
erarchical combination of different methodology. The current frame-
work for the mesoscopic level are microkinetic approaches evaluating
a (Markovian) master equation (vide infra). [27, 58, 165] Using as input
kinetic parameters for all elementary reactions (e.g. provided from
first-principles electronic structure theory calculations as described
in the preceding chapters), such microkinetic models determine for
given operation conditions at the surface (e.g. temperature T and par-
tial pressures {pi} of all reactants i) not only the catalytic activity
(typically measured as turn-over frequency, TOF, in units of products
per active site and time) but also other important information such
as surface composition, the occurrence of individual reaction steps
in the network, or in particular the presence of a dominant reaction
mechanism as well as rate-determining steps therein.[128, 182] Aver-

23



24 kmos : a lattice kinetic monte carlo framework

aged over a sufficiently large catalyst surface area the TOF output
can then for example be used as input for macroscale simulations of
heat and mass transport in a given reactor geometry.[101, 119, 121–
123, 127, 173, 192]

The traditional and still prevalent microkinetic approach employs a
mean-field approximation to solve the master equation, and then only
accounts for average surface coverages of the different reaction inter-
mediates at the active surface. In case of heterogeneous arrangement
of active sites, strong lateral interactions among the adsorbed species,
or diffusion limitations, this approximation is known to break down
and lead to qualitatively wrong results [124, 182, 198]. This has con-
tributed to the recent rise of alternative kinetic Monte Carlo (kMC)
simulations, which do not need to rely on the mean-field approxima-
tion and therefore provide a faithful account of the detailed spatial
distributions of species at the catalyst surface, as well as their cor-
relations and fluctuations.[25, 154, 193] In contrast to effective rate
equation based models for which a definition of some abstract active
site (type) is often sufficient, kMC thus needs as input detailed in-
formation about the microscopic arrangement of the true active sites
of the crystal surface. In return, it then provides comprehensive in-
formation about the (time-resolved) arrangement of chemicals at all
these active sites during catalyst operation. Apart from a wealth of
mechanistic information, e.g. about correlations in the occupation of
neighboring sites at the surface, this allows to obtain proper (not er-
roneous mean-field) mesoscopic averages of quantities like TOFs that
ultimately are required for reactor level modeling.

Due to the inherent methodological simplicity of kMC, seminal
works in the surface catalysis context typically relied on specialized
code written from scratch.[68, 69, 157, 158, 163, 164] Even though
kMC models are used in the field with increasing frequency this
practice has largely prevailed and only few general kMC packages
have been put forward to date.[34, 57, 106, 179] This stands in stark
contrast to the manifold of established and powerful software pack-
ages employed in the multi-scale framework for either the underlying
electronic structure calculations [197] or the continuum mechanics re-
actor scale simulations[20]. Noting this as an obstacle to a further,
wide-spread use of the kMC approach to surface catalysis has been
the motivation for the here presented kmos package, which as its core
objective aims at a most user-friendly and efficient implementation,
execution, and evaluation of increasingly complex lattice kMC mod-
els in the surface catalysis context.



4.2 theoretical background 25

Figure 4.1: (Color online) Schematic representation of a typical model cat-
alyst surface, showing the top layer atoms of a metal(100) facet
as large spheres. The periodic surface consists of repeating unit
cells, each containing one or more active sites (here indicated by
circles and squares for hollow and bridge adsorption sites, re-
spectively). Possible elementary reactions in the context of CO
oxidation (dissociative adsorption, diffusion, reaction and des-
orption) are indicated by yellow arrows.

4.2 theoretical background

4.2.1 (Surface) Chemistry on a Lattice

In terms of microkinetic modeling, the atomistic evolution proceeding
during surface catalytic reactions is quite representative for a wider
class of problems including crystal growth, initial corrosion, diffusion
in crystalline (battery) materials or surface self-assembly. These prob-
lems feature a range of common characteristics, which motivate a so-
called lattice approach to kMC that also underlies the kmos package.
In the following we use a survey over these characteristics to briefly
introduce this lattice approach to kMC and clearly define terminol-
ogy henceforth employed. For a more detailed account of general
kMC methodology we refer to existing reviews.[25, 154, 193] Even
though the following introduction is done within the surface catal-
ysis context, the generalization to the other problems mentioned is
self-evident.

site-specific adsorption and lattice mapping The first
defining characteristic is that the surface adsorption of all reactants
and reaction intermediates is assumed to be site-specific, i.e. it always
occurs in well-defined so-called active sites offered by the crystalline
surface. Due to the periodicity of the latter this generally leads to a
lattice with each lattice point representing one such site.[2] The ac-
tual kMC simulations only consider this lattice, which allows to en-
compass a wide range of system geometries within this framework.
Most straightforward are extended low-index single-crystal surfaces,
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where the lattice is simply composed of multiple identical surface
unit-cells and then continued through the use of periodic boundary
conditions. Figure 4.1 illustrates[152] this for a fcc(100) model catalyst
surface exhibiting two types of active sites. More complex geometries
like entire nanoparticles are accessed through the thoughtful use of
non-primitive unit-cells and/or pseudo reaction intermediates (e.g.
declaring different active sites, effective species and kinetic parame-
ters for every facet).

At each site an integer occupation value represents one of several
possible reaction intermediates binding to this site (e.g. 1 for adsorbed
O, 2 for adsorbed CO in the prominent CO oxidation context), includ-
ing a reaction intermediate empty (e.g. occupation value 0) and also
including the possibility that a (larger) reaction intermediate extends
over more than one site (in the lattice context simply achieved by ad-
ditional constraints linking the occupation of neighboring sites). One
specific set of occupation values on the entire lattice is called a config-
uration (denoted by small Latin letters u, v, . . .), and a transition from
one configuration to another proceeds through the occurrence of an
event (denoted by small Greek letters α,β, . . . ). An event thus changes
the occupation of one or more sites.

rare-event dynamics and markovian master equation

The second defining characteristic is that the time evolution is charac-
terized by a so-called rare-event dynamics[194]. Due to activation bar-
riers well exceeding thermal energies, the reaction intermediates re-
side most of the time in their adsorption (lattice) sites, and the events
in form of the actual elementary reactions (adsorption, diffusion, reac-
tion, desorption) happen comparably fast in between. Exploiting this
separation of time scales, prevalent microkinetic theory [13, 58] gener-
ally assumes that any such event occurs independent of all preceding
ones, i.e. it applies a Markov approximation. The time evolution of the
system (in this case the transitions from configuration to configura-
tion through the consecutive occurrence of events) is then described
by a Markovian master equation

ρ̇u(t) =
∑
v

(wuvρv(t) −wvuρu(t)) , (4.1)

where ρu(t) is the probability for the system to be in configuration u
at time t, and wvu is the transition rate (in units of time−1) at which
configuration u changes to configuration v.

locality of elementary reactions The third defining char-
acteristic of the systems mentioned initially is that changes in config-
uration due to an event are typically geometrically narrowly confined
to as few as ∼ 1-10 sites. Due to this locality it is possible and conve-
nient to uniquely define any elementary reaction a in terms of the
local educt Ea lattice configuration before and the local product Pa
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lattice configuration after the event, as well as the concomitant rate
constant ka,

a : Ea
ka−→ Pa . (4.2)

Obviously, these local lattice configurations have to extend at least
over all sites that actually change occupation due to the occurring
elementary step. For a simple uni-molecular CO adsorption step the
local lattice configuration must e.g. contain the very site involved that
changes its occupation from 0 (empty) to 2 (CO). For a dissociative ad-
sorption step of O2 the minimum local lattice configuration must in
turn extend over the two neighboring sites that change their occupa-
tion from 0 (empty) to 1 (O), and for more complex reactions involving
reaction intermediates covering multiple sites the minimum local lat-
tice configurations span even larger lattice areas. In cases the local
lattice configurations may need to include further nearby lattice sites,
which do not change their actual occupation from educt to product
configuration, but occupation value of which is a necessary informa-
tion to determine the elementary reaction. This is prominently the
case in the presence of lateral interactions. In order to properly cap-
ture such interactions the local lattice configuration needs to include
all lattice sites within the interaction radius to uniquely define the
local adsorbate environment. Imagine for the case of the aforemen-
tioned unimolecular CO adsorption that this depends on whether or
not a site neighboring the actual adsorption site is also occupied with
CO. In this situation the local educt and product lattice configuration
need to include the actual adsorption site i (which changes its oc-
cupation) and the neighboring site j to uniquely define two distinct
elementary reactions:

a1 : empty@i; empty@j
ka1−−→ CO@i

and

a2 : empty@i; CO@j
ka2−−→ CO@i .

In the presence of periodicity in the employed lattice there can be
a large number of events that in fact all represent the same elemen-
tary reaction, just occurring at different lattice sites. The definition
through the local lattice configurations allows to efficiently achieve
this classification by first checking if local educt and product lattice
configurations can be transformed into each other through a lateral
lattice translation vector. Since an elementary reaction is not affected
by any lattice configuration difference outside the local educt and
product configuration this grouping correctly includes many events
which only differ by the (non-changing) occupations outside these lo-
cal configurations. To illustrate this consider again CO adsorption on
an empty periodic surface featuring one type of active site. Given that



28 kmos : a lattice kinetic monte carlo framework

adsorption into any of these sites is equivalent, adsorption events on
sites i and j are different events in terms of the overall lattice con-
figuration, yet they would both be grouped to the same elementary
reaction by their identical local educt and product lattice configura-
tions. Similarly, adsorption on site i with another adsorbate present
on site k is again a different event, but falls still into the same elemen-
tary reaction class if there are no lateral interactions between sites i
and k, and k is correspondingly outside the local lattice configura-
tion. Notwithstanding, it is important to realize that identical local
educt and product lattice configurations are only a necessary, but not
a sufficient condition for the same elementary reaction. In the surface
catalysis context, this is notably exemplified by Eley-Rideal type re-
action events, where an adsorbed reaction intermediate is reacted off
in a gas-phase scattering reaction. The local educt and product lattice
configurations for such an event are identical to those describing a
mere desorption process of the reaction intermediate. Yet, these are
two distinct elementary reactions, which in the lattice framework is
accounted for through two different rate constants.

size and structure of the transition matrix The consid-
erations about locality provide important insight into the structure of
the overall transition matrixwww in Eq. (4.1). First, it can be decomposed
into a sum of elementary reaction matrices as

wvu =
∑
a

wavu , (4.3)

where

wavu =

{
ka (u→ v) ∈ a
0 else

(4.4)

and ka is the reaction rate constant of elementary reaction a. The total
number of different matrix elements is thus given by the number of
inequivalent elementary reaction steps in the model.

Second, with respect to the structure of www it is useful to define the
set of available events σσσu for any configuration u as the set of all events
αvu that lead from configuration u to any other configuration v

σσσu = {αvu|wvu 6= 0} , (4.5)

i.e. σσσu is formed by the non-zero elements in the uth column ofwww. The
locality of the elementary reactions implies that there are no events
that connect largely differing lattice configurations. As such, σσσu is
much smaller than the total size of www, i.e. the transition matrix is
sparse. For the later kMC efficiency discussion we further note that
given an event αvu, all events in σσσv\σσσu are said to be enabled by αvu,
while all events in σσσu\σσσv are said to be disabled by αvu. As any event
is local and thus affects much less sites than the total number of sites
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in the lattice, for every event αvu the number of enabled or disabled
events is again much smaller than the number of available events in
both u and v, or

|σσσu ∩σσσv|� |(σσσu ∪σσσv)\(σσσu ∩σσσv)|. (4.6)

This difference in size will become the more pronounced the larger
the lattice that is to be simulated.

These insights into the structure of the transition matrix are im-
portant as the formal simplicity of the master equation (4.1) easily
disguises the complexity in solving it in practice in the surface cat-
alytic context. This is due to the sheer size of the space of all possible
lattice configurations. To illustrate this, let us assume a simple sur-
face system that exhibits only one type of active site per unit cell and
allows for a minimum number of two different reaction intermedi-
ates at this site (again in the context of CO oxidation this could be
adsorbed O and CO). Together with the possibility of an active site
being empty, this yields three possible occupations of every site. In
order to properly capture the ensemble characteristics of the system
like the average TOF we typically need to explicitly simulate at least
a surface area of (10× 10) surface unit-cells that is then continued
by periodic boundary conditions. The total number of configurations
possible on this lattice is 3

100 ≈ 10
47, and the (3100 × 3

100) transition
matrixwww features (3100)2 ≈ 10

95 matrix entries wvu. As discussed this
matrix is sparse though, as there are no events that connect largely
differing lattice configurations, and σσσu for every configuration u will
be much smaller than 3

100. Nevertheless, www still contains a total num-
ber of non-zero elements that is too large to be stored directly. On the
other hand, due to the translational symmetry of the lattice the total
number of inequivalent matrix entries wvu is typically rather small
and determined by the total number of inequivalent elementary re-
actions a in the reaction network, cf. Eq. (4.4). For a CO oxidation
model in the described simple surface system this total number can
be as low as seven: dissociative adsorption of O2, associative desorp-
tion of two adsorbed O, CO adsorption, CO desorption, O diffusion,
CO diffusion, and CO+O reaction.

4.2.2 Kinetic Monte Carlo

It is clearly hopeless to explicitly solve such a high-dimensional mas-
ter equation directly or even just aim to store the entire probabil-
ity density in a lattice representation. The idea behind kinetic Monte
Carlo (kMC) simulations is instead to achieve a numerical solution
by generating an ensemble of trajectories of the underlying Markov
process, where each trajectory propagates the system correctly from
configuration to configuration in the sense that the average over the
entire ensemble of trajectories yields the probability densities ρu(t)
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of Eq. (4.1).[12, 25, 47, 59, 154, 193] Analysis of any single (stochastic)
kMC trajectory is correspondingly meaningless, unless a stationary
system state (in the catalysis context: steady-state operation) allows
to replace the ensemble average by a time average over one trajec-
tory. The actual objective for a kMC computer algorithm (and in turn
for a software package like kmos) is therefore to generate such kMC
trajectories. For this, the kMC code generally only needs to store the
(evolving) occupation values on the lattice, as well as the inequivalent
rate constants of all elementary reactions. On-the-fly it then generates
and focuses on those transition rates wvu that are actually required
to propagate the trajectory. More specifically kmos aims to optimize
the execution of previously defined models. While advanced model
generation schemes (like self-learning kMC) could be implemented
on top of the kmos framework, they are currently out of the scope
of general first-principles methodology[154, 165] and not included in
this manuscript.

Differences between kMC solvers arise in the way how the event
sequence is chosen and the concomitant way how the elapsed system
time is determined. For the latter, one generally exploits that waiting
times for uncorrelated events are Poisson distributed.[12, 47, 59] This
means that given a rate constant k for an event, the probability that n
events occur in an interval ∆t is

pn(k,∆t) = (k∆t)ne−k∆t/n! . (4.7)

The waiting time between two events is then simply given by the case
that no events occur

p0(k,∆t) = e−k∆t,

for which a suitably distributed random number can be directly com-
puted from a uniformly distributed random number r ∈]0, 1][150] as

∆t =
− ln(r)
k

. (4.8)

Lukkien et al.[115] proposed a unified scheme consisting of three
categories that classify existing kMC solvers: The first reaction method
(FRM), the variable step-size method (VSSM), and the random selec-
tion method (RSM). We now briefly describe the essential features of
each category, primarily to contrast the conceptual differences. The
equivalence of all three approaches has also been shown by Lukkien
et al.[115], such that a preference for one or the other emerges only
out of efficiency considerations as discussed in the next section.

frm At every kMC step the FRM updates the sequence of available
events σσσu and their corresponding rate constants kkku. From this it
calculates a sequence of time increments τττ = − ln(rrr)/kkku, where rrr ∈
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Figure 4.2: The basic steps of a VSSM kinetic Monte Carlo algorithm.

]0, 1] is a sequence of uniformly distributed random numbers. The
smallest element of τττ is selected, the elapsed time is advanced by
the corresponding time increment, and the corresponding event is
executed by updating the system configuration accordingly.

vssm At every kMC step the VSSM updates the sequence of avail-
able events σσσu and calculates the total rate ktot,u =

∑
v∈σu kvu. The

time is advanced by − ln(r)/ktot,u, where r ∈]0, 1] is a uniformly dis-
tributed random number, and one of the available events is selected
for execution with a probability weighted by its rate constant. Since
VSSM is the algorithm underlying kmos, Fig. 4.2 further illustrates
these steps in form of a flow chart.

rsm At every kMC step the RSM calculates K =
∑
a ka, where the

sum runs over all elementary reactions a. One elementary reaction is
chosen with a probability weighted by its rate constant, and one of the
Nsites sites in the lattice is randomly selected. The time is increased
by − ln(r)/NsitesK, where r ∈]0, 1] is a uniformly distributed random
number. The lattice is updated if the event is available at the selected
site.

4.2.3 Efficient Lattice kMC

For small lattice sizes and simple kMC models containing a limited
number of elementary reactions efficiency of the kMC code is gen-
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erally not an issue. In particular in the context of multi-scale model-
ing approaches the computational costs of kMC simulations are com-
pletely negligible compared to typical costs of first-principles elec-
tronic structure theory calculations. With increasing lattice sizes and
complexity of the kMC model this situation changes, in particular
when considering that likely larger numbers of kMC simulations have
to be run to cover different gas-phase operation conditions or when
performing sensitivity analyses. In this situation, efficiency of the lat-
tice kMC simulations becomes paramount. For the RSM algorithm a
major limitation to efficiency might arise out of a diminishing proba-
bility for successful events. In the surface catalysis context this com-
monly arises in situations of almost fully occupied lattices and the
presence of a very fast diffusion process. Such events are then pre-
dominantly chosen, but essentially never successful. For the rejection-
free FRM and VSSM algorithms the main bottleneck arises instead
out of the necessity to update the sequence of available events at ev-
ery kMC step. A naïve approach that is straightforward to implement
(and accordingly chosen in many ’from scratch’ programs) is to de-
termine σσσu through iteration over all lattice sites. With the number of
lattice sites possibly going up to tens of thousands for entire nanopar-
ticle simulations any retraction to such a sequential operation on the
full lattice (O(Nsites)) will then drastically impede the overall perfor-
mance.

Lukkien et al. [115] have systematically analyzed the efficiency of
the three kMC approaches and concluded on VSSM as most promis-
ing method. In line with this analysis, VSSM has also been chosen as
basic algorithm underlying kmos. In contrast to the FRM algorithm
VSSM requires only two random numbers per kMC step, cf. Fig. 4.2.
As such its main computational burden lies in the repeating update
of the set of available events and total reaction rate ktot,u. In con-
trast to the naïve O(Nsites) approach, exploitation of the locality of
the elementary reactions allows to largely reduce the scaling of both
these calculation steps. With respect to the set of available events this
is achieved through local update procedures, thereby taking into ac-
count eq. (4.6). Rather than building this set anew at every kMC step,
these local updates merely determine a new σσσv from the previous set
of available events σσσu by strictly removing all disabled events (σσσu\σσσv)
and adding all enabled events (σσσv\σσσu), or formally

σσσv = (σσσu\(σσσu\σσσv))∪ (σσσv\σσσu) .

From the new set of available events σσσv its corresponding total rate
constant ktot,v =

∑
w∈σv kwv can also be calculated without iterat-

ing over the full size of the set (which would generally also scale as
O(Nsites)). For this, not only the contained events directly, but also the
number of events Navail

a,v that belong to the same elementary reaction
a are stored. This way, if an event αwv belonging to an elementary
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reaction a is added to the set of available events, the corresponding
counter Navail

a,v is simply increased by 1, whereas if αwv was removed,
the counter is decreased. As a result one can quickly calculate ktot,v

as

ktot,v =
∑
a

kaN
avail
a,v , (4.9)

where the sum does not iterate over the elements in σσσv, but only over
the much smaller set of elementary reactions (O(Nreact)). Further, if
the previous summation is carried out by filling an array of accumu-
lated rates

kacc
1,v = 0 (4.10)

kacc
a,v = kacc

a−1,v + kaN
avail
a,v , (4.11)

the next event αwv can also be selected without retracting to O(Nsites)

operations by using a random number r ∈]0, 1] and selecting the ele-
mentary reaction b for which

kacc
b−1,v < rktot,v 6 k

acc
b,v , (4.12)

through a binary search (O(log(Nreact))), and then selecting randomly
one of the Navail

b,v available events belonging to elementary reaction b
(O(1)).

As this analysis shows every required task of a VSSM lattice kMC
solver can thus be carried out with a computational effort that is
independent of the number of sites in the system.

4.2.4 Sampling of Reaction Rates

A central capability of kMC simulations in the context of heteroge-
neous catalysis is the calculation of reaction rates. Normalized to ac-
tive site or surface area, corresponding TOFs yield the occurrence of
any elementary reaction per time. If this elementary reaction yields a
final product, then its TOF measures the overall catalytic activity with
respect to this product. If there are several elementary reactions lead-
ing to different products, then the ratios of their TOFs additionally
provide the selectivities.

In the context of kMC simulations a straightforward definition of
the TOF per active site of any elementary reaction a at any time t is

TOFa(t) =
〈Na(t)〉
Nsites

, (4.13)

where Na(t) is the number of times that reaction a has occurred at
time t, and the average 〈 〉 is over a sufficiently large ensemble of
kMC trajectories. Realizing that the actual occurrence of an event is
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given by the probability for the system to actually be in a configura-
tion where the event is enabled times its rate constant, an equivalent
definition is

TOFa(t) =

∑
u
ρu(t)

∑
v
wavu

Nsites
, (4.14)

where the sums run over all configurations u and v, ρu(t) is the prob-
ability for the system to be in configuration u at time t, and wavu
are as defined in eq. (4.4) the transition rates of all events αvu that
correspond to the elementary reaction a.

In catalytic applications the primary focus is typically on steady-
state operation. Even if time-dependent operation conditions and con-
sequently time-dependent TOFs are of interest, the changes generally
occur over at least mesoscopic times, and can therefore be captured
through appropriate binning in constant-condition time windows. In
a corresponding stationary situation the ensemble averages in eqs.
(4.13) and (4.14) can be replaced by time averages. For the first defini-
tion this leads numerically to

TOFa ≈
∫tfinal

0
Na(t)dt

Nsites tfinal
=
Natfinal

Nsites
, (4.15)

where Natfinal
is the total number of times elementary reaction a took

place in a time span tfinal. A corresponding straightforward counting
to determine TOFs is what is primarily implemented in simple ’from
scratch’ kMC codes. This approach becomes highly inefficient though,
if small TOFs are to be measured. Due to the irregular and rare occur-
rence of the corresponding elementary reaction long time spans need
to be simulated to sufficiently converge the TOF. In this situation it is
advantageous to resort to the second TOF definition in eq. (4.14),

TOFa =

∑
u
ρ̄u
∑
v
wavu

Nsites

≈

Nfinal∑
i=1

∑
v
wavui∆ti

Nsites tfinal

=

Nfinal∑
i=1

kaN
avail
a,ui∆ti

Nsites tfinal
,

where Nfinal are the number of kMC steps in the time span tfinal, ui is
the configuration occupied at the beginning of kMC step i and ∆ti is
its duration, that is the time until the simulation jumps out of ui. The
second equality demonstrates the efficiency of this approach, which
adds to the convergence of the TOF with every kMC step even if ka
is very small, and which furthermore comes at negligible overhead
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Figure 4.3: Scheme for the flow of information in the kmos framework. An
abstract kMC model is defined by using the kmos API. Thus, ei-
ther the Python code using the kmos API itself can serve as defini-
tive specification of the kMC model, or the model can be stored
in an XML scheme for archiving and exchange. From the abstract
model definition kmos generates tailored Fortran90 source code
that performs the actual kMC simulations. This code can be com-
piled and exposed to Python again using f2py.

as Navail
a,ui is calculated at every kMC step i anyway. For the determi-

nation of low TOFs this approach can therefore significantly reduce
the time required for a converged sampling and is correspondingly
implemented in kmos by default.

4.3 the kmos framework

The essential idea of the kmos approach to kMC modeling is to use a
code generator to produce highly efficient code from an abstract defi-
nition of a kMC model. As further detailed below kmos thus avoids a
static and in full generality cumbersome hard-coding of the complex
conditional dependencies between arbitrary events. Instead it custom
tailors the code on the basis of a defined model, which in particular
allows for most efficient local updates of enabled and disabled events.
The general flow of information in the kmos framework is illustrated
in Fig. 4.3. The following three subsections consecutively describe the
three main parts apparent from this scheme: The specification of the
kMC model, the code generation from the model, and how the gener-
ated code implements the VSSM kMC algorithm.

4.3.1 kMC Model Definition

Since this part of the kmos framework is Python based, this subsection
will borrow a subset of object-oriented terminology to describe its
structure: Essentially, a kMC model is a hierarchy of objects with
attributes.

The information necessary to define a kMC model generally falls
into two related, but distinct categories. On the one hand, there is the
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information required for the actual kMC simulations. This is informa-
tion on the sites and lattice structure, on the reaction intermediates
(code-internally called species), on general parameters like tempera-
ture or partial pressures that can be used to internally compute the
rate constants, as well as all possible elementary reactions. On the
other hand, there is additional information required for the analy-
sis, in particular for an atomistic visualization of the generated kMC
trajectories. This is prominently any explicit geometric information
(size and shape of unit-cell, Cartesian coordinates of sites within the
unit-cell, representation of substrate and reaction intermediates). In
summary, this leads to the following schematic structure of the model
definition:

• model

– lattice (geometry): unit cell, [sites]

– sites: name, position

– reaction intermediates (species): name, representation

– parameters: name, value

– elementary reactions: name, [conditions], [actions], rate con-
stant

Within this basic skeleton the user has to define the model specific
parts. For this, one could envision some configuration file-like for-
mat. However, in particular with respect to the sequence of elemen-
tary reactions it turns out that one would have to type many very
similar statements. For instance, if the same elementary reaction can
be executed in several different directions due to the symmetry of
the lattice. kmos therefore offers an application programming inter-
face (API) that allows to create each object in the model by one con-
structor call (in terms of object-oriented programming). This has the
benefit of offering a fairly straightforward syntax, while at the same
time allowing for all the flexibility and expressiveness of a high-level
programming language and its control constructs such as for-loops
and if-statements.

lattice definition The system is represented as a finite lattice
with periodic boundary conditions. At present kmos only supports
one global Bravais lattice; a limitation that we intend to overcome in
future work. Multiple active sites within the unit cell are accounted
for through a basis. Each site is defined through a unique name. In-
ternally every lattice point can thus be represented with a four-tuple
n.(x, y, z), where x, y, z are the integer coordinates of the unit
cell, and n goes over the different active sites within the unit cell as
illustrated in Fig. 4.4. Naturally this scheme can describe one-, two-,
or three-dimensional lattices by setting 2, 1, or 0 entries to zero re-
spectively. By default kmos enforces periodic boundary conditions by
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Figure 4.4: Illustration of the lattice representation using the four-tuple
n.(x, y, z), where x, y, z are the integer coordinates of the
unit cell, and n goes over the different active sites within the unit
cell.

internally expanding the lattice by one unit cell along each lattice
axis. When interested in modeling a finite lattice, this feature can be
blocked by defining an inactive dummy reaction intermediate and
initializing the edges of the simulated geometry with it. For visual-
ization the shape and size of the unit cell can be specified, as well as
the fractional Cartesian coordinates of all active sites within the unit
cell.

reaction intermediate definition Reaction intermediates
are specified through a unique name, and internally get assigned an
integer value. A species empty needs to be explicitly defined. Site
blocking, e.g. in multidentate adsorption or to mimic infinitely re-
pulsive lateral interactions, can be achieved through the definition
of dummy species (say A_blocked as additional dummy for a reac-
tion intermediate A covering multiple sites). In the specification of
the elementary reaction, the blocked sites are then occupied with the
dummy, which thus prevents them from being empty for other ele-
mentary reactions. Special boundary conditions such as a source or
a drain that continuously inserts or removes surface intermediates at
the edges of the lattice can similarly be modeled by using such spe-
cial intermediates and corresponding elementary reactions. For the
purpose of visualization it is possible to enter a string in the atoms-
object-constructor form as understood by the Atomic Simulation En-
vironment (ASE).[3]
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Figure 4.5: Graphical representations illustrating the defining characteristics
of elementary reactions: Dissociative O2 adsorption (top panel),
CO diffusion (middle panel) and CO oxidation (bottom panel).

elementary reaction definition The elementary reactions
are defined in terms of the occupations in the local educt and local
product lattice configuration, as well as the corresponding rate con-
stant. Some sample definitions are depicted in Fig. 4.5. For elemen-
tary reactions involving more than one site, other involved sites are
specified by relative vectors in the four-tuple representation. If the
central site used to define the elementary reaction is e.g. a bridge site
and another bridge site in the unit cell in the positive direction of the
first lattice vector is involved, then this additional site is referred to as
bridge.(1,0,0). kmos makes no effort to recognize symmetries in the
lattice (e.g. to deduce that a diffusion from bridge to bridge.(1,0,0)
implies the possible equivalent diffusion to bridge.(-1,0,0)). However,
the kmos API allows to select pairs of sites based on type and geo-
metrical distance making the inclusion of such equivalences straight-
forward. Since each element (site and occupation) of the local educt
lattice configuration acts as a requirement that the elementary step
can be executed, it is coined Condition. The definition of an elemen-
tary reaction can in principle contain an arbitrary number of such
Conditions, though there are limits on the number that the compiler
can process as discussed in the next section. Nevertheless, this allows
to describe fairly complex elementary reactions involving lateral in-
teractions, concerted processes, bystander adsorbates, multidentate
adsorption, and even some reconstruction of the underlying lattice
structure. The provided primitives (Conditions and rate-constant ex-
pressions) allow in principle for any sophisticated level of included
lateral interaction in the sense of a surface cluster expansion [133, 203].
Yet, the analytical dependence of the rate constant on these lateral in-
teractions has to be explicitly provided by the user. Each element (site
and occupation) of the local product lattice configuration describes a
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change induced by the elementary reaction and is thus coined Action.
Internally, Condition and Action are identical data types, but for sake
of clarity different class names are used.

rate constant expressions and parameters kmos accepts
hard-coded values for the rate constants of the individual elemen-
tary reactions. However, in the context of surface catalysis the rate
constants are often calculated using expressions such as

k =
kBT

h
exp(−β∆G) ,

for activated surface processes or

k =
piA√

2πmikBT

for adsorption processes of ideal-gas particles (see e.g. ref. [153], which
also includes the definition of the various parameters appearing in
these expressions). Since it is convenient to quickly iterate external
parameters (like temperature T and partial pressures pi) or directly
change activation barriers ∆G for example in a sensitivity analysis
study, kmos also allows to directly enter such mathematical expres-
sions for the rate constants as strings, which are later evaluated at
runtime for the parameters currently present. Since these evaluations
are quite expensive, they are only updated if any of the parameters
change though.

4.3.2 Code Generator

As discussed in section 4.2.3 the main efficiency driver of a VSSM-
based kMC code is the local update procedure, with its concomitant
determination of disabled and enabled events. This local update pro-
cedure is also the only heavily model-dependent part of any kMC
program, whereas as detailed in the next section all other parts of the
actual kMC algorithm can be written in a generic way. Complicating
matters, practical kMC work typically involves frequent changes of
the kMC model (refinement through addition of new elementary re-
action processes, consideration of further sites and reaction intermedi-
ates etc.). These changes require modifications of the code in typically
as many locations as there are elementary reactions, since each new
reaction might be affected by all existing elementary reactions while
it can also affect every existing elementary reaction (vide infra). Doing
these modifications by hand (as in the early ’from scratch’ codes) is
therefore not only highly cumbersome, but also extremely prone to
human error. The modifications concern furthermore precisely that
part of the code that determines the overall efficiency and should
therefore not be implemented in an unoptimized way. kmos’ answer
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to this situation is to fully automatize this aspect of the work by out-
sourcing it to a secondary code generator program. On the basis of a
defined kMC model this code generator writes the required update
procedure in a compilable program language (Fortran90), which con-
secutively can be included in the remaining kMC program. This way,
one gets the best of two worlds: A flexible high-level interface for
defining kMC models and at the same time an optimized low-level
implementation of the model.

The key to design an efficient code generator is to carefully reflect
every logical dependence in the model to infer as many decisions as
possible during the generation step and minimize the number of com-
putational steps at runtime. This is quite different from traditional
programming approaches as reflected in the following explanation,
since the two levels of algorithmic description are inevitably entan-
gled. As stated above every elementary reaction is defined in terms
of Conditions and Actions, and in turn each of these is defined by
a relative site coordinate and a concomitant species occupation. All
Conditions need to be satisfied for an event representing the ele-
mentary reaction to become enabled and only one of the Conditions
needs to be dissatisfied for an event to be disabled.

In order to implement the required updates of the set of available
events σσσv after an event αvu has been selected, some events have to be
added and some have to be removed. Removing events is conceptu-
ally and computationally simpler than adding, since removing does
not require any inspection of the actual lattice configuration or evalu-
ation if all Conditions are satisfied. Instead it can be based on evaluat-
ing if any Action of αvu dissatisfies a Condition of an available event
in σσσu. One therefore iterates over the Actions (that is configuration
changes) due to αvu. For each Action i, which is defined by a species
and a site, one iterates over the sequence of elementary reactions. For
each elementary reaction b the first check is if b contains at least one
Condition j on the same site as in Action i. If this is the case, then
such a reaction b could potentially have been affected by the occur-
rence of event αvu. We correspondingly then also check if the species
of Action i does not match with the species of Condition j. If this is also
the case then an event βwv corresponding to elementary reaction b
at the lattice site where αvu has occurred, has become disabled. Thus
compilable code is generated which removes βwv from the available
events σσσv, if it was enabled in σσσu.

After the lattice configuration itself is updated (by generating cor-
responding compilable code to change the occupation entries) the
newly enabled events can be added. Again one iterates over all Actions
of αvu. For each Action i again defined by a species and site one it-
erates over all elementary reactions. For each elementary reaction b,
the first check is again if it contains at least one Condition j on the
same site as Action i. If in addition the species of Action i does match



4.3 the kmos framework 41

with the species of Condition j, the corresponding event βwv of el-
ementary reaction b might have been enabled by the occurrence of
event αvu. Other than in the disabling procedure we now have to
iterate over all other Conditions of βwv though, which in fact in-
volves inspection of the occupation of all sites contained in the local
educt lattice configuration of βwv. Only if all Conditions are satisfied,
βwv has indeed become enabled through the occurrence of event αvu.
Thus compilable code is generated which iterates over all Conditions
of event βwv at the corresponding location in the lattice and checks
whether in fact the species of all Conditions of bmatch with the species
present at the relative site. If all Conditions are satisfied, βwv is added
to the available events σσσv.

In pseudo-code the combined algorithm developed above can be
concisely written as follows. Code executing before compile-time (code
generation) is set in roman type, while code executed at runtime is
set in monospaced type (vide infra). Variable names are set in italics.
The for statement borrows on the Python style syntax (for i in x ↪→
block), which instructs to execute block on every element of x and the
element will be named i inside block.
—————————————————————
# Update available events for
# elementary reaction a

#Disable events
for i = (species, site) in actions of a

for b in elementary reactions involving site
for j in conditions of b

if i contradicts j
disable βwv if enabled

Update lattice configuration

#Enable events
for i = (species, site) in actions of a

for b in elementary reactions involving site
for j in conditions of b

if i fulfills j
if all conditions of βwv are met
enable βwv

——————————————————————
A crucial feature of this general update algorithm is hereby that

even though it requires four nested loops, the outcome of the Conditions
checked in the outermost loops is uniquely determined by the given
kMC model. Rather then evaluating these conditions during the ac-
tual runtime of the kMC simulation over and over again, the kmos
code generator evaluates them beforehand and builds the outcome
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directly into the generated code. The parts that need to be executed
at runtime consist therefore at most of two nested loops and are by
construction optimized for the defined kMC model. In terms of the
generated code, the most tricky part is hereby the implementation of
the check, if all Conditions of a possibly enabled event are satisfied.
Checking such interdependencies between different Conditions typ-
ically involves many memory reads over all sites of the local educt
lattice configuration and thus affects the performance. So, the ques-
tion arises whether there is an optimal way how to arrange the cor-
responding queries. The corresponding problem of constructing an
optimal binary decision tree has generally been shown to be NP-
complete [92]. In the kMC context the corresponding intricacy is
given in loose terms by the fact that frequent local lattice configu-
ration motifs, which would be the basis for an optimal construction
algorithm, are unknown beforehand and precisely the outcome of
a kMC simulation. Accordingly, only two heuristic approaches are
presently implemented in kmos and can be selected from the com-
mand line in the code generation step (kmos export -b<code-gene
rator>).

In the first approach the generated code is arranged in such a way
that the average number of memory accesses are likely to be mini-
mal for the case that every outcome is equally probable. To this end,
during the code generation phase, all required read accesses are col-
lected and sorted by decreasing frequency. All possible outcomes are
grouped by the result of the most common read access and accord-
ingly written into different conditional branches. Within each branch
this process is recursively repeated. This approach shows exceptional
performance at runtime for kMC models without lateral interactions
and few species. Though, for more complex models involving more
than three different species or considerably far-ranging lateral interac-
tions, it often produces an exceedingly large code tree (on the order
of 100MB) and accordingly long compilation time (on the order of
hours).

The second approach correspondingly aims at a moderate size of
the generated code and for this assumes that the primary source for
the existence of multiple Conditions is the existence of lateral inter-
actions extending over many lattice sites. All elementary reactions
are then automatically grouped into sets of identical Actions. That
is each group contains elementary reactions that are identical in the
sites and species that are changed in the execution, and only differ
by their Conditions that are not changed by the elementary reaction.
The rationale behind this is that models involving lateral interactions
contain only a few of these sets. Within each set the present lateral
interactions can be determined by as few read accesses as there are lat-
eral interactions, since one specific lateral interaction educt excludes
all others within the set. The code resulting from this approach proves



4.3 the kmos framework 43

to be much shorter even for models involving as much as five species
and up to 40 Conditions (on the order of few MB), and the compila-
tion time stays typically on the order of minutes.

4.3.3 Kinetic Monte Carlo Solver

The generated code is combined with other generic parts to form a
VSSM lattice kMC solver that follows the general flow chart shown
in Fig. 4.2. To realize the efficiency considerations summarized in Sec-
tion 4.2.3 this solver operates on a well designed data structure. The
base of this data structure is a bijective mapping from the four-tuple
n.(x, y, z) lattice representation to a one-dimensional representa-
tion, which simply enumerates all lattice points. This mapping can
be cached in 1D and 4D arrays which makes it very efficient. Any of
the frequently executed core parts are then performed on the 1D rep-
resentation, and only if explicit inspection of the lattice configuration
is required is the trivial inverse mapping applied. As shown below
the largest arrays then have a size (Nreact ×Nsites), where Nreact is the
total number of elementary reactions and Nsites is the total number of
sites. Even for very large lattices such arrays do not represent any no-
table memory requirements. kmos correspondingly uses fixed array
sizes and avoids dynamic data types which would require continu-
ous memory allocation and deallocation. On this data structure the
fundamental data operations to (a) determine the next event and (b)
add and delete events to and from the set of available events can be
executed independent of the lattice size.

data structures The deployed kMC solver operates on these 6

arrays, cf. Fig. 4.6:

• The array LLL = LLL(Nsites) stores the current configuration of the
system, i.e. the integer value of Lx represents the occupation at
the xth site.

• The array kkk = kkk(Nreact) stores the rate constants for all elemen-
tary processes.

• The array NavailNavailNavail = NavailNavailNavail(Nreact) stores the number of available
sites for all elementary reactions, cf. Eq. (4.9).

• The array kacckacckacc = kacckacckacc(Nreact) stores the accumulated rate con-
stants, cf. Eq. (4.11).

• The array AAA = AAA(Nreact,Nsites) stores the available events. Each
row of AAA represents one elementary reaction and is filled from
the left, i.e. an element Aai = x > 0 tells that site x is currently
available for elementary reaction a.
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1

Figure 4.6: Main data structures and event selection process of the kmos
VSSM-kMC solver. The array of rate constants kkk is usually un-
changed during a kMC simulation. NavailNavailNavail reflects the number of
sites available for each elementary reaction. Using one random
number r2 an elementary reaction a is selected using a binary
search on the accumulated rate constants kacckacckacc. For this elemen-
tary reaction a one of the available events is selected from AAA

using the product of a random number r3 and the number of
available sites Navail

a as an index. Note that for each row a in AAA
the first Navail

a elements are non-zero after which all entries are
zero. The array III stores the position under which the available
events are stored in AAA so that all necessary updates can be exe-
cuted on AAA without traversing it.

• The array III = III(Nreact,Nsites) allows to retrieve the available
events in array AAA. For this, if site x is currently available for
elementary reaction a and the corresponding event is stored in
element Aai, then Iax = i. If site x is currently not available,
then Iax = 0.

determination of the next event In every kMC step the
solver determines the next event and therewith the concomitant ele-
mentary reaction and site as illustrated in Fig. 4.6. First, the array of
accumulated rate constants kacckacckacc is updated according to the current
set of available events. This includes the calculation of the total rate
constant as last element kacc(Nreact). The elapsed time is updated as
− ln(r1)/ktot, where r1 ∈]0, 1]. Using another uniform random num-
ber r2 ∈]0, 1] and a binary search [30] an elementary reaction a is
determined for which kacc

a < ktotr2 6 kacc
a+1

by performing a binary
search on kacckacckacc. Using a third uniformly distributed random number
r3 ∈]0, 1] the concomitant site for the selected event is determined
from array AAA as the value of element Aai, where i = br3N

avail
a c.

update of the set of available events After having selected
the event, that is elementary reaction and site, the code-generated
part takes over to call the required additions and deletions to the set
of available events, as well as the update of the lattice configuration.
The prior two operations are straightforward but critical primitives of
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the generated local update code. In terms of the relevant data struc-
tures enabling site x for elementary reaction a consists of the follow-
ing steps:

1. Increase number of available events:
Navail
a
··= Navail

a + 1

2. Store site x: AaNavail
a
··= x

3. Assign address for site x: Iax ··= Navail
a

Similarly, the deletion of a disabled elementary reaction a at site x
proceeds as:

1. Overwrite site x with last site enabled for a: AaIax ··= AaNavail
a

2. Empty last site AaNavail
a
··= 0

3. Reassign address of moved site:
IaAaIax

··= Iax

4. Empty address of deleted site: Iax ··= 0

5. Decrease available events: Navail
a
··= Navail

a − 1

As one can see an enabling or disabling operation requires three or
five memory transactions, respectively, and thus does not depend on
the total system size or complexity. Only the search time for the next
elementary reaction grows logarithmically with the number of ele-
mentary reactions Nreact due to the binary search involved. However,
this is not expected to become a bottleneck as this number is gener-
ally much smaller than the total number of events that have to be
enabled or disabled.

This concludes all required algorithmic work in one kMC step and
the next step can follow.

random numbers As indicated above the kMC solver requires
three uniformly distributed random numbers per kMC step. kmos re-
lies on the pseudo random number generator (PRNG) provided by
the Fortran compiler. Sometimes kMC practitioners are concerned
whether such a source of randomness introduces non-physical bias
to the generated kMC trajectory. We have not observed any such bias
in a kMC simulation so far. In case doubt arises this can be easily
tested by changing the PRNG seed conveniently in the configuration
file of the compiled kMC model. Furthermore, the currently specified
PRNG periods of the most commonly used compilers typically ex-
ceed the maximum number of kMC steps during one simulation by
several orders of magnitude.
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overall code layout Having specified the kMC solver inde-
pendently of any lattice geometry or specifics of elementary processes
means one can reuse this part of the algorithm for virtually any lat-
tice kMC model. This is also reflected in the structure of the overall
Fortran90 code: It is subdivided into the modules base, lattice, and
proclist, of which base contains the model-independent parts of the
VSSM loop that has been described in this Subsection. The module
lattice replicates the base API in terms of lattice coordinates and
implements corresponding information about the model (number of
lattice dimensions, numbers of sites per unit cell, and names of sites)
for visualization, as well as the central VSSM loop. The third module
proclist is the one produced by the code-generator and implements
how the set of available events is updated after an event has been
selected in a kMC step, cf. Section 4.3.2.

4.3.4 Simulation Frontend

The complete kMC model is stored in an XML text file by using the
elementtree XML library. This also allows for easy archiving and ex-
change of models. A basic graphical user interface (GUI) is provided
to visually inspect all aspects of the model definition including the
elementary reactions. The generated Fortran90 code is compiled and
exposed as a Python module with the f2py [148] interface generator.
kmos offers a concise API which allows to control all runtime aspects
of a compiled model including setup and evaluation, as a script or
interactively using IPython [146] and numpy [139], as well as a GUI
which visualizes the model geometry using ASE [3] and coverages
and turnover frequencies using matplotlib [91], while allowing to vi-
sually change parameters during the simulation.

4.4 performance and scaling in practice

4.4.1 ZGB Model

We demonstrate the performance and scaling behavior of kmos using
a range of kMC models, and start with the seminal model by Ziff,
Gulari, and Barshad (ZGB) [208], that has evolved into an influential
reference for the development of stochastic approaches to surface cat-
alytic processes. The original ZGB model generically considers CO
oxidation at a simple cubic lattice, featuring one active site and only
three elementary reactions: irreversible unimolecular adsorption of
CO with rate constant yCO, irreversible dissociative adsorption of O2

at two neighboring sites with rate constant 1−yCO, and instantaneous
CO oxidation reaction of directly neighboring adsorbed CO and O.
The only free parameter of the model is thus yCO, which is varied in
the range [0,1] a.u. In the context of numerical kMC simulations we



4.4 performance and scaling in practice 47

0.30 0.35 0.40 0.45 0.50 0.55
yCO

0

20

40

60

80

100

C
ov

er
ag

e
[%

]

O CO

CO2

0.0

0.2

0.4

0.6

0.8

1.0

A
ct

iv
it

y

Figure 4.7: Coverage dependence and catalytic activity of the ZGB model
as implemented using kmos. In the idealized ZGB model catalytic
activity is defined as the number of CO2 molecules produced per
reactant impingement.[208]

realize this model by approximating the instantaneous CO oxidation
reaction with an exceeding rate constant of 10

15 a.u., and adding uni-
molecular CO and associative oxygen desorption reactions with negli-
gible rate constants of 10

−13 a.u. to mimic the irreversible adsorption.
Especially the latter is necessary to prevent the system from getting
trapped in completely oxygen or CO poisoned configurations, but we
validated that neither the obtained results nor runtime performance
depends on the particular choice of the finite rate constants chosen
for these processes. Figure 4.7 shows the resulting lattice occupations
and CO2 TOF in the relevant range of yCO, perfectly reproducing the
two critical yCO values of y1 = 0.389 and y2 = 0.527 that delimit the
O and CO coexistence at the surface and the concomitant catalytic
activity.[208] The simulations were performed on a lattice containing
(200× 200) sites, and for this benchmark system kmos executed 2.15

million kMC steps per second on a 3.4 GHz Intel Core i7 processor
with 16GB RAM. Given that the simulated elapsed time per kMC step
varies with every configuration, the corresponding CPU time per mil-
lion kMC steps (0.47 sec) is the only transferable benchmark property
across implementations and somewhat even across models of similar
complexity (vide infra).

4.4.2 Literature First-Principles kMC Models

As representative examples for modern first-principles based kMC
models we consider the CO oxidation model at RuO2(110) as put for-
ward by Reuter and Scheffler [157, 158] and the CO oxidation model
at a thin PdO(101) film on top of Pd(100) as put forward by Rogal,
Reuter and Scheffler [163, 164]. The prior model does not include lat-
eral interactions, while the latter model does include pairwise nearest-
neighbor lateral interactions at an otherwise comparable number of
inequivalent elementary reactions. The comparison of the two models
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Figure 4.8: Single-core CPU times required to execute one million kMC
steps for the CO oxidation at RuO2(110) model (solid line) and
the CO oxidation at PdO(101) film model (dashed line) as a func-
tion of the simulated lattice size (in numbers of unit cells). For
both models the kmos performance is essentially independent of
the lattice size in the size range relevant for catalytic applica-
tions. The simulation time is instead primarily determined by
the model complexity. The benchmarks were carried out on a 3.4
GHz Intel Core i7 processor with 16GB RAM.

therefore provides first insight into the performance dependence of
kmos on the number of Conditions. Specifically, the CO oxidation at
RuO2(110) model includes two different active sites per surface unit
cell, and a total of 26 inequivalent elementary processes (unimolecu-
lar CO adsorption and desorption, dissociative adsorption and asso-
ciative desorption of O2, CO and O diffusion, as well as CO oxidation
and CO2 decomposition).[157, 158] The PdO(101) model includes the
same types of elementary reactions and also two different active sites
per unit cell. In addition, it accounts for nearest-neighbor lateral in-
teractions that modify the rate constants of all diffusion, desorption
and reaction steps.

Figure 4.8 shows the CPU time required to execute 1 million kMC
steps for both models, again calculated on the 3.4 GHz Intel Core i7
with 16GB RAM benchmark system. Summarized is the scaling up to
a maximum system size comprising 10

5 lattice sites, which is already
much larger than the 10

2–10
3 lattice sites on which these models were

reliably evaluated in the original publications. In both cases the run-
time is practically independent of the lattice size, confirming the scal-
ing considerations made in Section 4.2.3. The moderate increase is
presumably due to a less efficient utilization of the processor cache.
Memory limitations eventually also determine the maximum system
sizes that kmos can currently handle (outside the size range shown).
The runtime is instead critically determined by the system complex-
ity, and in particular by the number of Conditions implied by the
model. Even though the RuO2(110) model contains a larger number
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of elementary reactions than the ZGB model, the CPU time per mil-
lion kMC steps is thus almost the same (0.5 sec). In contrast, the pair-
wise lateral interactions in the PdO(101) model and the concomitant
number of Conditions increase this CPU time by a factor of ∼ 25.

4.4.3 Random Models
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Figure 4.9: Single-core CPU times required to execute one million kMC
steps for various random models on the standard 3.4 GHz
Intel Core i7 benchmark processor with 16GB RAM. Each
panel shows the dependence along one model parameter
(Nsites,Nspecies,NCondition and Nreact). Continuous lines connect
simulation results obtained for random models in which all other
parameters are identical, i.e. in the Nreact panel each line rep-
resents the runtime dependence on Nreact for a constant set of
Nsites,Nspecies and NCondition.

To further investigate the performance dependence on the model
complexity we finally consider random models with varying number
of active sites per unit cell, number of possible reaction intermedi-
ates (species), number of Conditions per elementary reaction, and
number of elementary reactions using the moderate-code-size gener-
ator. That is, first Nsites sites are initialized (site1, site2, . . . ). Next,
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Nspecies are initialized (species1, species2, ..). Using these ingredi-
ents we construct Nreact times a pair of elementary reactions: A for-
ward reaction which consists of NCondition Conditions with the de-
fault species empty on NConditions random sites within a finite cut-off
radius and corresponding Actions on these same sites with random
species. The corresponding backward reaction uses the Actions of the
forward reaction as Conditions and uses empty on these same sites
as Conditions. By creating all elementary reactions in such pairs we
automatically prevent dead-lock configurations in which no events
are available. All elementary reactions have the same constant rate
constant, and in all cases, the simulated lattice size was (20× 20) unit
cells, as the preceding sections have shown that the performance scal-
ing with model complexity is independent of the system size.

Using each combination of Nsites ∈ [1, 5, 10], Nspecies ∈ [2, 5, 10],
NCondition ∈ [1, 2, . . . , 10], and Nreact ∈ [1, 5, 10], we evaluate the single
CPU time to execute 1 million kMC steps as in the preceding subsec-
tions. Figure 4.9 compiles the obtained results, i.e. the dependence on
each model dimension. To further analyze the obtained dependencies
the obtained runtimes are fitted to

t ∝ (Nsites)
a × (Nspecies)

b × (Nreact)
c × (NCondition)

d ,

yielding a ≈ −0.99, b ≈ −0.07, c ≈ 1.24, and d ≈ 2.00. This shows
empirically that the runtime depends approximately quadratically
on the number of Conditions per elementary step. Furthermore it
demonstrates that the runtime is basically independent ofNspecies and
slightly above linear with Nreact, confirming the observations made
above with the first-principles kMC models. Last, it reveals the seem-
ingly paradoxical result that the runtime decreases with Nsites. This
can be rationalized by the fact that for a fixed number of elementary
reactions Nreact the probability that different events enable or disable
each other shrink with increasing content in the unit-cell. This leads
on average to fewer add or delete operations to the set of available
events and concomitantly to decreasing runtimes. We stress though
that this dependence is of little relevance for physically motivated
kMC models, since there the number of elementary reactions Nreact is
expected to grow at least linearly with the number of different active
sites Nsites. In practice, kMC models will also exhibit a different num-
ber of Conditions for each elementary reaction. As such, the bench-
mark results obtained for the random models should not be taken too
literally. Nevertheless, they should convey a useful rough orientation
for the to-be-expected runtimes of real kMC models featuring corre-
sponding numbers of sites, species, and elementary reactions, as well
as average number of Conditions per reaction.

Most centrally, the results obtained with the random models under-
score that the number of Conditions is the most critical property in
terms of runtime. This is not critical for model complexities currently
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addressed, in particular in the context of first-principles kMC simula-
tions of surface catalysis. Notwithstanding, if eventually more than 5–
6 reaction intermediates over multiple active sites and with extensive
lateral interactions need to be handled, this will change – and the cur-
rent moderate_code_size code generating algorithm might also reach
the capabilities of current compilers. Long-term systematic improve-
ments of kmos and its efficiency are therefore best spent on this aspect
and in particular the binary decision tree to group the queries check-
ing on the interdependencies between different Conditions.

4.5 summary

We have presented the open source [50] package kmos, which offers a
versatile software framework for efficient lattice kMC simulations, in
particular in surface catalysis. kmos can handle site-specific reaction
networks of arbitrary complexity in one- to three-dimensional lattice
systems, involving multiple active sites in periodic or aperiodic ar-
rangements, as well as site-resolved pairwise and higher-order lateral
interactions. For the kMC model definition kmos offers an extended
application programming interface. On the basis of this model defini-
tion, a code generator creates an optimized low-level implementation
of the main efficiency driver of a VSSM-based kMC code, the local up-
date procedure that determines the disabled and enabled events after
the execution of each kMC step. Together with a well designed data
structure, this leads to an efficient kMC solver the runtime perfor-
mance of which is essentially independent of the lattice size. Instead,
the runtime sensitively depends on the model complexity and there
in particular on the number of Conditions implied by the elementary
reactions. For the complexity of reaction networks currently perceiv-
able in the surface catalytic context this is not critical. Should higher
efficiency eventually be required, improvements to this end and the
code generation algorithm either through improved binary decision
trees or parallelization strategies could become of interest.

Next to the efficiency, kmos other core objective is a most user-
friendly implementation, execution, and evaluation of lattice kMC
simulations. For this the API allows to control all runtime aspects
interactively, through scripts or via a basic graphical user interface.
Enhancing the reproducibility and reusability of the kMC models
through a standard file format, kmos is thus hoped to contribute to a
further, wide-spread use of the kMC approach by an extending user
community.





5
T R A N S I T I O N S TAT E S E A R C H E S

In the previous chapter we have learned about kMC as an efficient
method to solve very large Master equations. An essential input that
constitutes these Master equations are the (real) matrix elements of
the transition matrix wuv (cf. eq.4.1). What we have not covered so far
is how to obtain those matrix elements from the physical system un-
der study. The common approach here is presently (harmonic) tran-
sition state theory (hTST)[42, 67, 105]. All input required for hTST
such as energies and vibrational frequencies can be obtained directly
from the potential energy surface of the atomistic model using den-
sity functional theory as introduced in Chapter 2.

To apply transition state theory the most decisive parameter is the
energy of the so-called transition state (vide infra). Though calculat-
ing these transition states for surface systems comes with many prac-
tical issues that make transition states expensive to find. In fact expe-
rience shows that converging to accurate transition states is computa-
tionally so expensive that it can be considered currently the biggest
(or thinnest) bottle-neck in pursuing first-principles multi-scale simu-
lations of heterogeneous catalysis.

Therefore this chapter serves both as methodological introduction
to the transition state finding methods used throughout this thesis
as well as an assessment of current challenges and possible improve-
ments.

5.1 theoretical background

5.1.1 (harmonic) Transition State Theory

To calculate the rate constant ka of an elementary process a (which
then constitutes the matrix elements wuv cf. eq.4.1, 4.3, 4.4) from fea-
tures of the potential energy a set of concepts and approximations
named transition state theory is deployed. Transition state theory
aims to answer the following question: Given a system is in a lo-
cal minimum called initial state, how long does it take on average to
leave this local minimum towards another local minimum called the
final state? A prototypical potential energy surface for this problem
is depicted in Fig. 5.1.

Between the initial state and the final state one can define a di-
viding (hyper-)surface consisting of points rc that all reaction paths
connecting initial and final state have to cross. The dividing surface
is constructed in such a way that if the system is on either side of it, it

53
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Figure 5.1: Schematic depiction of a prototypical potential energy surface
studied by transition state theory. Let the system by in a local
minimum with energy Einitial. It then has to overcome a so-called
transition state to reach the final state with energy Efinal. The tran-
sition state is defined as the energetically highest point along the
transition path connecting initial and final state with the low-
est maximum energy. This point along the so-called minimum
energy path is by construction a saddle point of the potential
energy surface V(r).

would relax back into either the initial state or final state. An expres-
sion for the frequency of crossing can be calculated from statistical
mechanics using the flux-over-population method[43, 67]

kTST =
〈δ(rc)Θ(ṙ)〉
〈Θ(rc − r)〉 (5.1)

which describes the ratio of states crossing the dividing surface away
from the initial state to the number of states in the initial basin. Im-
plicitly this assumes that any system that has crossed the dividing
surface will not recross the dividing surface before thermalizing in
the final state basin. One can evaluate this expression by Taylor ex-
panding the potential energy surface up to quadratic order and after
performing some arithmetic one arrives at

khTST =

∏
3N
i=1

ωinitial
i∏

3N−1

i=1
ωTST
i

exp(−β(ETST − Einitial)). (5.2)

This is the central expression of classical harmonic transition state the-
ory. The ωinitial

i and ωfinal
i are the vibrational modes of the system at

the initial state and the transition state, respectively, and β = 1/kBT

is the inverse temperature. As one can see the Arrhenius like depen-
dence on the energy difference between the transition state and the
initial state has a large impact on the result of this expression. Deter-
mining the transition state and its energy is therefore quintessential
for predicting rate constants. This will be the objective of the remain-
der of this chapter.



5.2 methods 55

5.1.2 Transition state search

At present the Climbing Image Nudged Elastic Band (CI-NEB) meth-
od is the predominant approach for transition state searches when
both initial state and final state are known. The original Nudged Elas-
tic Band (NEB) method[95] has undergone several evolutionary steps
to either cure common failures resulting in sub-optimal convergence[76]
or to enable it to find the exact transition state[77].

Despite very widespread use the method contains several key tech-
nical parameters, namely the spring constant, the number of images,
and the precision of the forces, which have to be chosen carefully in
every application. Common practice here is to iterate these parame-
ters on a trial-and-error basis until the result is ’good enough’ and
thereafter use these parameters for production. Guidance for choos-
ing the parameters arises therefore from experiences in particular
cases and a common body of knowledge is only at the beginning
of being established.

Current suggestions for improving the performance of NEB include
’tricks-of-the-trade’ like the switch between optimizers depending on
the degree of convergence or to use a so called two-step procedure[135]
which involves switching between alternative methods such as NEB
and the dimer method[75].

Here we contribute to these efforts by systematically gathering
statistics over a previously established set of reactions to analyze the
detailed influence of the technical settings. An emphasis is placed on
the influence of finite noise of calculated forces that is inherent to all
electronic structure calculations involving an SCF procedure.

Last, we introduce a modified optimization protocol for the CI-
NEB algorithm as well as modified force-based convergence crite-
rion which shows small improvements in performance across a wide
range of technical settings and could generally speed up expensive
transition state searches on the order of 10 %.

5.2 methods

5.2.1 Transition State Finding Methods

5.2.1.1 Drag Method

A very intuitive method for determining a transition state which is
referred to under many different names in the literature is the drag
method. The idea is to start from an initial geometry and a fixed
collective coordinate. The system is then propagated by a small incre-
ment along the collective coordinate and the new geometry is later
optimized along all other coordinates. During the optimization the
collective coordinate is held fixed. Since we start in a minimum of the
potential energy surface the total energy of the optimized geometry is
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expected to increase between propagation steps until a transition state
or saddle point is passed. Therefore the propagation and relaxation
cycle is repeated until the resulting energies decrease again. Once
such a point has been found the location of the transition state can
be refined by repeatedly moving the collective coordinate between
the energetically highest optimized points until a given threshold has
been identified.[78]

5.2.1.2 Climbing Image Nudged Elastic Band

Climbing image NEB (CI-NEB) as introduced by Henkelman et al.[77]
optimizes an array of atomic configurations approximating the mini-
mum energy path (MEP) between initial and final state.[95] In order
to keep these so-called images roughly equidistant along the MEP
neighboring images are artificially coupled by a harmonic potential.
The forces of the combined system (true atomic forces + spring forces)
are projected in two ways. All forces due to springs orthogonal to
the NEB string are projected out to minimize corner cutting.[76] All
forces due to atomic interaction parallel to the NEB string are pro-
jected out to minimize down-sliding of images towards initial and
final state. The tangent of the NEB string at each image is estimated
by the line segment connecting the image in question and the neigh-
boring with the higher total energy and for the image with the largest
total energy the average of the line segments to the two neighboring
images is used.[76] The atoms are then moved to minimize these pro-
jected forces using a geometry optimization algorithm until a preset
threshold value for all projected forces is reached.

Finally in order to converge exactly to the saddle point connect-
ing initial and final state the atomic forces along the NEB string are
inverted for the image with the highest energy (the climbing image)
such that it converges to the maximum energy configuration along
the Minimum Energy Path (MEP).[77]

5.2.1.3 Freezing string

The Freezing String (FS) method was introduced more recently by
Behn et al.[6] as another transition state finding method. FS starts
like NEB from an initial and a final configuration differing by a line
segment τ . The line segment has a length τ = |τ |. The transition state
is approximated by a series of iteration steps.

Each iteration step consists of an interpolation and an optimization
part. For the interpolation a new pair of images is generated by mov-
ing the existing configurations closer to one another along the line
segment τ by a distance d = τ/N. Here N is a parameter controlling
the number of iteration steps and therefore the computational cost
and accuracy. For the optimization both images are optimized with
all force components parallel to the line segment τ projected out. That
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is the images are allowed to relax in all directions perpendicular to
the line segment τ. Then τ is updated by calculating the difference
between the current configuration of the current pair of nodes.

This iterative procedure is repeated until the distance between the
two innermost nodes is less than the interpolation step length d.
From there more refined searches can be started either using the FS
method with an even smaller step length or for example with the
dimer method[75].

5.2.1.4 Freezing NEB

Our modification of NEB, coined freezing Nudged Elastic Band (fNEB),
starts by linearly interpolating an initial and final state using N im-
ages just like NEB. Next though it only optimizes the two outermost
images like FS (one step in from the endpoint) using the same forces
as in a standard NEB, while keeping all other images in the origi-
nal position.1 After one pair of images is optimized the remaining
N− 2 images are linearly interpolated between the optimized images
and the algorithm continues with the next inner neighbors. This pro-
cedure is repeated until the center image is reached. Throughout N
may be even or odd. The climbing image projection is applied when-
ever the image to be optimized has a total energy which is higher
than the total energy of both neighboring images. Instead of com-
pletely converging each image to the preset threshold, it has been
found that better total performance is achieved if each image is only
optimized until either the threshold or a maximum number of opti-
mization steps (say 20) is reached. Therefore once the center image
is reached the ’outside-in’ procedure is repeated until all images are
below the convergence threshold.

We note that a different "family" of transition state finding meth-
ods less often used for surface chemical reactions[21] are the string
methods[35] that optimize a chain of states between initial and fi-
nal, but instead of using spring forces the images are directly redis-
tributed according to some metric. Here the growing string method[147]
has emerged as a version that does not start with one complete ini-
tial guess but alternately places and optimizes images starting from
the outer ends. In this sense fNEB can be seen as the growing string
equivalent within the NEB methods.

5.2.2 Optimization Methods

The NEB procedure (and fNEB) can in principle be combined with
any local optimization algorithm. Among the most common algo-
rithms in surface chemistry are Steepest-descent, Quick-min, Fast In-

1 One evaluation of the next inner neighbor is necessary to apply the energy guided
tangent estimate as in NEB. This evaluation is not lost in the computational sense
though as it serves as the first force evaluation in the next iteration step



58 transition state searches

ertial Relaxation Engine (FIRE)[7], Conjugate Gradient[79], or Lim-
ited Memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS)[18, 48] with-
out line search LBFGS(Hess). Their performance in the NEB context
has already been benchmarked by Sheppard et al.[178], using the
same reference system employed below. FIRE and LBFGS(Hess) have
been found to be the two fastest overall algorithms, which is why we
concentrate our assessment on these two approaches. A short intro-
duction of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) approach is
given in Appendix A. Specifically, it has been found that LBFGS(Hess)
performs best if it acts on the [3×N× P] dimensional space, where
N is the number of images and P the number of atoms per image,
rather than acting on N separate [3× P] dimensional spaces of the in-
dividual images. The optimization method has therefore been coined
global LBFGS and we consistently use LBFGS in this sense.

5.2.3 Benchmark Problem

The benchmark problem chosen here are 13 low-lying transitions all
starting from a close-packed seven atom island at the (111) surface
of an fcc crystal. This problem has been devised by Henkelman et
al.[78] before as a benchmark system, and investigated further by
Sheppard et al.[178] to compare the performance of different opti-
mization methods. In this chapter we use the identical initial and
final state geometries as they are publicly available2. As in the two
previous studies[78, 178] the (111) surface is modeled by a [7× 8× 6]

slab, i.e. 6 layers containing (7× 8) atoms in the surface unit-cell each
with the three lowest layers fixed and using periodic boundary condi-
tions in the horizontal directions. The atomic interactions of all atoms
are described by using a pairwise Morse potential

V(r) = De[e−2α(r−r0) − 2e−α(r−r0)]

where De = 0.7102 eV , α = 1.6047 Å
−1

, and r0 = 2.8970 Å (suppos-
edly describing the interaction between Pt atoms). The potential is
truncated and set to zero at a distance of r = 9.5 Å.

Even though the transferability of the insights and optimized set-
tings obtained for this benchmark system is of course unclear, we
emphasize that the set of 13 transition states comprises fairly differ-
ent kinds of rearrangements: some move the entire island in one con-
certed movement, some move different atoms in opposite directions,
and some even move only one or two atoms from the remaining is-
land atoms. We therefore expect at least some transferability to other
systems, geometries, and potentials.

All transition state finding calculations converged to identical en-
ergy barriers for each transition except for a few cases in the number
of images benchmark where NEB and fNEB strings using only 2 or

2 http://theory.cm.utexas.edu/henkelman/research/saddle/benchmark.php

http://theory.cm.utexas.edu/henkelman/research/saddle/benchmark.php
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3 images did not converge within on the order of 10
5 steps as will

be further described below. All transition states where confirmed by
vibrational analysis of the seven atoms of the island yielding exactly
one imaginary frequency.

5.2.4 Implementation/Technical Section

In this chapter we use NEB as implemented in the Atomic Simulation
Environment (ASE)[3]. The fNEB implementation is built on top of it.
We use the implementation of the Morse potential via the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS)[149] in-
terface of ASE with the potential parameters stated above. It has been
verified that the energy barriers obtained in this way are identical to
use those found by Henkelman et al.[78]. For all CI-NEB calculations
the climbing image projection was enabled from the first step of the
convergence to simplify the protocol. In a scenario with more compli-
cated reaction paths we note that it is common practice to only enable
the climbing image protocol after a certain force threshold has been
satisfied. The number of images N stated for NEB and fNEB calcu-
lations does not include the initial and final state, but only refers to
movable images.

Throughout this study the default parameters for the geometry op-
timizers as given in the ASE framework have been used, which means
for LBFGS an initial guess of the inverse Hessian of 0.1 Å

2

/eV and
maximum step size of 0.04 Å and for FIRE Nmin = 5, finc = 1.1,
fdec = 0.5, αstart = 0.1, and fα = 0.99, which are identical to those
settings used by Bitzek et al. when introducing the FIRE method.[7]

In every geometry optimization a convergence threshold for which
the calculation is considered converged needs to be fixed. The thresh-
old needs to be small enough to make the remaining uncertainty
small compared to the uncertainty in the potential, yet not too small
to defer convergence due to finite numerical reproducibility of SCF
calculations. A common choice for transition state geometries of chem-
ical reactions at surfaces is typically between 0.01-0.05 eV/Å. Through-
out this chapter a convergence threshold of 0.01 eV/Å maximum atomic
force for each image is used.

One additional aspect considered in this chapter is the influence
of a random perturbation of the exact potential forces due to not
strictly converged forces e.g. in ab-initio calculations. The SCF pro-
cedure, being an iterative method, improves approximations to the
exact ground state solution of the, e.g. Kohn-Sham equations, in ev-
ery iteration step. Since the computational effort per step is costly
though one usually performs the SCF procedure only until a certain
preset threshold of change between successive evaluations has been
reached. Therefore the resulting forces contain a bound but random
error with respect to the exact result of the potential. Here this ef-
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fect is simulated by modifying the Cartesian forces of the analytical
potential such that

Fnoisy = Fexact + νR,

where R is a matrix with identical shape as F and each entry is a
random number in the half-open interval [−0.5, 0.5) and ν is a control
parameter to set the amplitude of the random noise. In other words a
random number from a fixed interval is added on every component
of the atomic forces in every evaluation.

5.3 results

5.3.1 Spring Constant k

In NEB and fNEB calculations, the distance between neighboring im-
ages is controlled by applying a fictitious spring force between corre-
sponding atoms. Let τ̂̂τ̂τ be the tangent between two neighboring image
configurations. The NEB force Fi = −k(|Ri+1 − Ri| − |Ri − Ri−1|)τ̂̂τ̂τ

then contains a spring constant k that has to be chosen empirically.
In principle, this spring constant may be varied for different images,
though for simplicity we study the force evaluations required as a
function of one global k only.

Fig. 5.2(a) shows the number of force evaluations averaged over
the 13 transitions as a function of the spring constant k using 8 im-
ages and no numerical noise. In all cases the force evaluation only
depends weakly on k for small k until it reaches about 0.05 eV/Å

2

,
which is when stiffer spring constants start to deteriorate fast con-
vergence. Comparing between the different optimizers LBFGS out-
performs FIRE, as has been concluded before by Sheppard et al.[178].
For each optimizer the fNEB method outperforms the NEB method
by a few steps at least for lower k. In light of this data we choose
a spring constant of 0.02 eV/Å

−2

for the remainder of this chapter,
except where explicitly stated otherwise.

5.3.2 Number of Images

Fig. 5.3(a) shows the number of force evaluations per image as a func-
tion of the number of images in the string. All methods display unsta-
ble behavior for less than 4 images. Some transitions did not even con-
verge after 10

5 iteration steps for both NEB and fNEB, which clearly
highlights the risk of using too few images.

Between 5 and 10 images all methods except fNEB/FIRE show
more or less similarly stable convergence behavior. Interestingly, too
many images take longer even when normalized to the number of
images. It is thus worth pointing out that adding more images than
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−2

]

40

50

60

70

80

90

100

110

120

av
er

ag
e

st
ep

s/
im

ag
e NEB/LBFGS

NEB/FIRE

fNEB/LBFGS

fNEB/FIRE

10−3 10−2 10−1 100

spring constant [eVÅ
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Figure 5.2: The average number of force evaluations per image plotted as
a function of the spring constant. The convergence threshold is
0.01 eV/Å, the NEB string contains 8 images not counting the
initial and final image. No noise is used in the upper figure and
a random noise of 0.005 eVÅ

−2

is added in the lower figure. The
spike in the fNEB/FIRE curve is due to transition 7. The fNEB
converges into slightly different trajectories with yet the same
transition state causing slow convergence.
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Figure 5.3: Average number of force evaluations as a function of number of
images of the NEB string using k = 0.02 eV Å

−2

. No noise is used
in the upper figure and a random noise of 0.005 eV Å

−2

in the
lower figure. The spike for the fNEB/FIRE combination for 7 im-
ages and noiseless forces and 6 images for noisy forces is caused
by transition #7. The minimum energy path of this transition in-
volves movement of nearby atoms into opposite directions. Also
not all optimizations for 2, 3, and 25 images where converged
successfully.



5.3 results 63

10−1 100 101 102

switch threshold [eV/Å]
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Figure 5.4: The average number of force evaluations per image plotted as
a function of the force threshold to switch from the LBFGS to
the FIRE optimizer. The final convergence threshold is 0.01 eV/Å
and the NEB string contains 8 images not counting the initial
and final image. The spring constant is set to k = 0.02 eV Å

−2

.
No noise is added to the Morse potential forces.

required for stable convergence neither improves the overall computa-
tional efficiency nor the numerical precision of the resulting transition
state.

Critical about this graph is the spike using the fNEB/FIRE combi-
nation for 6 and 7 images, respectively. In both cases this slow con-
vergence is caused by transition #7 (cf. Henkelman et al.[78]). The
MEP of this transition prominently features movement of neighbor-
ing atoms in the island into approximately opposite directions. This
jumpy behavior shows how crucial it is to choose the correct number
of images but that taking more images does not necessarily improve
convergence.

5.3.3 Switching from FIRE to LBFGS

The LBFGS optimizer tends to display slower convergence when the
target function is far from a local minimum. This can be readily ex-
plained through the fact that LBFGS builds upon the assumption
that the PES is harmonic along all coordinates. However, if the initial
guess is poor this is not necessarily true and therefore one common
approach is to use the FIRE optimizer until a certain force threshold
has been met and apply the LBFGS optimizer to this partially opti-
mized structure until the final threshold is met. In order to analyze
the possible gain of this technique as well as the optimal magnitude
of forces to do the switch, we have optimized the same 13 transition
states using the NEB method and using the force threshold when to
switch from FIRE to LBFGS as a parameter.
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−1

]

101

102

103

104

av
er

ag
e

st
ep

s/
im

ag
e NEB/LBFGS

NEB/FIRE

fNEB/LBFGS

fNEB/FIRE

Figure 5.5: Average number of force evaluations as a function of the maxi-
mum magnitude of the random noise added onto the evaluated
forces. 8 images are inserted between the initial and the final
states. The spring constant is k = 0.002 eV Å

−2

in the upper fig-
ure and k = 0.02 eV Å

−2

in the lower figure.

Fig. 5.4 shows the resulting average number of optimization steps
per image as function of the switch threshold for settings that have
been identified as optimal in preceding sections III A-C. The curve
shows that switching from FIRE to LBFGS below 1 eV/Å annihilates
any gain and the number of force evaluations quickly approaches
the computational effort of applying the FIRE optimizer only. Above
5 eV/Å as threshold the curve also levels out since most transitions
never display forces above that value even for the linear guess used
as starting point here.

5.3.4 Precision of Forces

Due to the SCF procedure used in most ab-initio potentials the ex-
act solution to the eigenvalue problem is only approximated and the
remaining uncertainty decreases monotonically with each SCF step.
Thus even tough in principle the numerical error of forces can be
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reduced down to machine precision, the computational effort grows
correspondingly. Since the only information extracted from a NEB
calculation are the final energies of the converged NEB string and not
the energies or forces of intermediate NEB steps, increasing the preci-
sion of those forces is only justified as long as it reduces the total time
required to find the final NEB configuration. Fig. 5.5(a) shows the
number of force evaluations as a function of the random noise added
on top of the exact potential forces. For all combinations of methods
and optimizers the number of steps increases monotonically but fairly
moderately with the magnitude of random noise as long as the noise
is small compared to the convergence threshold (here 0.01 eV/Å). This
changes abruptly when the maximum noise amplitude reaches half
of the convergence threshold, which for the fNEB/LBFGS combina-
tion means about one order of magnitude more steps to reach con-
vergence. The fNEB/FIRE combination increases roughly by a factor
3. Instead, the combinations NEB/FIRE and NEB/LBFGS are very
stable and are basically not affected by this level of noise. Fig. 5.5(b)
shows the equivalent data but using a spring constant of k = 0.02eV/Å.
Under these settings all transition state searches are considerably
more sensitive to noise though. Once the noise reaches half of the con-
vergence criterion the optimizer becomes more distinguishing than
the search method. In all cases the LBFGS based optimizations slow
down by about one order of magnitude over the noise level range
tested, while the FIRE based optimizations increase only by a factor
3–5. Within each group of optimizers the NEB method copes better
with noise than the fNEB method.

In light of the robustness of the NEB method with regards to a finite
noise the question whether this could be exploited to save compute
time was raised.3 Current ab initio codes use a combination of fixed
thresholds for change in total energy, eigenvalues, and maximum
change in forces between subsequent SCF steps to decide whether
the electronic structure is converged. In particular for plane-wave cal-
culations the cost of calculating Hellmann-Feynman forces is almost
negligible. Therefore one could relax the total energy criterion and
only apply a force based criterion. Furthermore the force criterion
could be adapted to the level of NEB convergence. The idea is that
during initial NEB steps when the magnitudes of forces are quite
large a fixed but random error should have less influence on the next
NEB step than if the overall forces are small. We therefore propose
a modified convergence criterion: the maximum force of the current
NEB iteration should be below a fixed fraction of the maximum force
in the previous NEB iteration. In the first NEB iteration no previous
forces exists. In order to bootstrap the protocol we set the previous
force magnitude initially to 1 eV/Å. Experience shows that this is a
quite conservative estimate of the initial gradient.

3 Karsten Reuter (private communication)
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Given the overall cost of first-principles NEB calculations this idea
was only tested on a small test problem of oxygen diffusion on Pd(100)
between nearest neighbor hollow sites. A NEB calculation was per-
formed using 5 images and a spring constant of k = 0.1 eV/Å. A
reference calculation was performed with a total energy threshold
on each DFT calculation of 1 × 10

−6 eV. All calculations combined
(including the vibrational analysis) required 1043 SCF steps. The al-
ternative method using the relative force-based criterion with conver-
gence threshold of 3% of the maximum force in the previous steps
required (including vibrational analysis) 846 SCF steps or a relatively
difference of more than 18%.

5.4 conclusions

Thorough comparison of fNEB and NEB using FIRE and LBFGS as
an optimizer on a set of 13 benchmark transitions illustrates how
critical it is to choose the right technical settings, with performance
variations over the employed benchmark problem of the order of 1–
2 orders of magnitude. In particular, the optimal number of images
can be difficult to predict correctly. Using more than 10 images only
increases the computational effort proportional to the number of im-
ages, while using less than 4 images dramatically increases the risk
of not converging calculations.

The spring constant k has little effect on the computational time
below a certain threshold. It is yet to be established how this threshold
relates exactly to features of the potential energy surface. A very small
spring constant causes slower convergence only in combination with
random noise.

A random perturbation on the forces increases the steps required
for convergence roughly linearly with the amplitude of the perturba-
tion, when the latter is between approximately 5% and 50% of the con-
vergence threshold. Beyond that the convergence time increases dra-
matically faster. Smaller perturbations have no measurable effect on
the convergence. This observation can be used to further fine-tune the
relaxation criteria for the ab initio calculations. In the case of plane-
wave calculations and its computationally cheap force evaluations it
could be more efficient to define convergence based on forces relative
to the maximum force in the previous NEB iteration.

Another direction for improvement (but considerably more com-
plex) could be the observation that in NEB currently intermediate
iteration steps serve no other purpose than to produce the next opti-
mization step even though intermediate steps bear the same numeri-
cal accuracy and energy as the final converged step. If one could come
up with a way to somehow recycle the previous optimization steps
that are located increasingly close to the MEP, e.g. by automatically
building up a force field, fewer steps might be needed.
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The presented fNEB method is a straightforward combination of
the NEB using a key advantage of the FS method. For the test set
it reduces the number of required force evaluations on the order 10

% if used under optimal settings. Though in particular the bench-
mark using a different number of images proves that it is no ’silver
bullet’ solution and some transition paths are particularly prone to
steer fNEB into wrong directions. An even larger test set of well doc-
umented benchmark reactions is urgently needed to fully evaluate
and establish optimal transition state finding methods.





Part II

C O O X I D AT I O N F R O M
√

5 - O X I D E T O P D ( 1 0 0 )





6
( B I ) S TA B I L I T Y O F P D ( 1 0 0 ) A N D

√
5 P H A S E

This chapter predicts the stability ranges of both the
√

5 surface oxide
termination and the metallic Pd(100) termination by evaluating two
separate lattice kinetic Monte Carlo models and finds that the two
stable regimes overlap significantly in ( T , {p i } ) phase space. The
main work of this chapter has been published Topics in Catalysis [83].
The herein established Pd(100) 1p-kMC model has additionally been
used to interpret experimental data in a publication in Physical Review
Letters[10].

6.1 introduction

Common use of Pd for catalytic exhaust gas purification [52] has mo-
tivated frequent studies on Pd single-crystal model catalysts to elu-
cidate the underlying molecular-level mechanisms. Notwithstanding,
despite significant efforts the surface structure and composition at
near-ambient conditions remains unclear. This is largely due to inher-
ent difficulties in achieving atomic-scale information/resolution in
this technologically relevant regime of near-ambient pressures and
temperatures of 300–800 K. Generally, the outcome of such experi-
ments seems strongly dependent on the exact preparation conditions
and experimental setup. Specifically, there exists a longstanding and
controversial debate on whether reactivity is due to the pristine metal
surface[56], a formed surface oxide film[189], or even a thicker bulk-
like oxide overlayer.[80]

Under ultra-high vacuum (UHV) conditions, different oxidation
stages of Pd(100) [206] have been thoroughly characterized both ex-
perimentally and theoretically. By using low-energy electron diffrac-
tion (LEED) Chang and Thiel first identified five distinct ordered
structures before the onset of bulk oxide formation: a p ( 2 × 2 ) oxy-
gen adlayer, a c ( 2 × 2 ) adlayer, a ( 5 × 5 ) , and a (

√
5 × √ 5 )R 2 7

◦

(for brevity henceforth
√

5) reconstruction.[23] Todorova et al.[184]
established that the latter

√
5 structure corresponds to a single-layer

of PdO(101) on top of Pd(100).
At low pressures several experiments indicate that formation of this

surface oxide is accompanied with a low activity of the catalyst.[51,
100] This is primarily attributed to the low CO binding energy at
the surface oxide [206], which Gao et al. estimated to be around
0.5–0.6 eV.[55] At elevated pressures the situation is less clear. Lund-
gren et al.[116] compared structural information from in situ surface
x-ray diffraction measurements in a pure oxygen environment to a

71
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systematic ab initio surface phase diagram [163, 164], and concluded
that the formation of bulk oxide on Pd(100) is kinetically severely hin-
dered even at temperatures around 675 K. This suggests that at the
( T , p )-conditions relevant for near-ambient CO oxidation the most
likely surface terminations are either pristine Pd(100) with some cov-
erage of O adsorbates, or a monolayer-thin film of

√
5 . On top of this,

reactor scanning tunneling microscopy (STM) measurements by Hen-
driksen et al. in fact suggested bistability in this near-ambient regime.
[70, 73, 74] In the understanding of the work by Lundgren et al. this
would thus translate into a range of ( T , p ) conditions where both
O@Pd(100) and the

√
5 surface oxide are metastable.

Here, we investigate this hypothesis with first-principles kinetic
Monte Carlo (1p-kMC) simulations that focus on either of the two sur-
face states, i.e. either O@Pd(100) or the

√
5 surface oxide, thereby ex-

tending previous 1p-kMC work focused exclusively on the
√

5 phase
[162, 163]. We indeed find a range of (T ,p)-conditions where both
models appear metastable on time scales up to seconds. Moreover,
in this bistability regime, both models yield roughly similar turnover
frequencies (TOFs) for near-ambient pressures, while consistent with
experiment the Pd(100) model is the much more reactive one in the
UHV regime. This puts experiments [56, 189] into perspective that
claim one surface state to be the active one, irrespective of the specific
gas-phase conditions.

6.2 methods

6.2.1 1p-kMC simulations

Our central goal is to describe the stability ranges of either pristine
Pd(100) or the

√
5 surface oxide by analyzing the steady-state cover-

ages of CO and O on them as a function of external feed conditions
(T ,pCO,pO2

). For this, two factors indicate that standard microkinetic
modeling on the level of mean-field rate equations will not be suf-
ficient: On pristine Pd(100) lateral interactions between adsorbed O
and CO are known to be rather strong[5, 111, 112, 204], while on the√

5 surface oxide it is the essentially one-dimensional trench structure
(vide infra) that will lead to adlayer inhomogeneities. We thus opt for
1p-kMC simulations as presently only technique that provides the
desired microkinetic information while fully accounting for the corre-
lations, fluctuations and explicit spatial distributions of the chemicals
at the catalyst surface.[154, 165, 182]

In 1p-kMC the time evolution of the system is coarse-grained to
the discrete rare-event dynamics. Relying on a Markov approxima-
tion rejection-free 1p-kMC algorithms thus generate configuration-to-
configuration trajectories that in their average yield the probability
density function Pi(t) to find the system at time t in configuration i
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representing the corresponding potential energy surface (PES) basin i.
The propagation of this probability density is governed by the Marko-
vian master equation,

dPi(t)

dt
= −

∑
j6=i

wijPi(t) +
∑
j6=i

wjiPj(t) , (6.1)

where the sums run over all system configurations j and wij is the
rate constant to go from configuration i to j (cf. eq. 4.4). The cen-
tral first-principles ingredients required for the 1p-kMC simulation
are thus the individual rate constants of the considered elementary
processes (adsorption, desorption, diffusion, reaction). To keep this
input tractable, i.e. arrive at a finite number of inequivalent processes
and corresponding rate constants, 1p-kMC simulations are commonly
performed on lattice models. In the following sections we will first
provide the working equations to determine the first-principles rate
constants kij and then detail the specific lattice models employed in
the present work for CO oxidation at pristine Pd(100) and at the

√
5

surface oxide.
For given gas-phase conditions (specifying the adsorption rate con-

stants), the output of 1p-kMC simulations are then the detailed sur-
face composition and occurrence of each individual elementary pro-
cess at any time. Since the latter comprises the surface reaction events,
this also gives the catalytic activity in form of products per surface
area and time (i.e. TOFs), either time-resolved, e.g. during induction,
or time-averaged during steady-state operation.

6.2.2 First-principles rate constants

The first-principles rate constants in this work are evaluated follow-
ing the approach put forward by Reuter and Scheffler [157]. In brief,
this approach relies on (harmonic) transition state theory (TST) for
bound to bound processes like diffusion, and kinetic gas theory to-
gether with detailed balance to calculate adsorption and desorption
rate constants. As the approach and its derivation have been detailed
before, we here restrict ourselves to the presentation of the working
equations for self-containment.

The adsorption rate constant for species i is given by the rate with
which these particles impinge on the unit-cell surface area Auc and
the local sticking coefficient S̃st,i(T), which gives the fraction of the
impinging particles that actually stick to a given free site st at tem-
perature T

kad
st,i(T ,pi) = S̃st,i(T)

piAuc√
2πmikBT

. (6.2)

Here, kB is the Boltzmann constant, pi the partial pressure of species
i, and mi the particle mass. In unactivated adsorption events the lo-



74 (bi)stability of pd(100) and

√
5 phase

cal sticking coefficient merely accounts for the number of inequiva-
lent sites in the surface unit-cell (vide infra). For activated adsorption
events or Eley-Rideal (ER) type CO oxidation events, it is additionally
governed by the adsorption resp. reaction barrier ∆Ei,st,j,

S̃st,i(T) =

(
Ast,i
Auc

)
exp

(
−
∆Ei,st,j

kBT

)
. (6.3)

where Ast,i is a geometrical factor reflecting the relative share with
which molecules impinge on the different inequivalent surface sites
st.

Desorption of a particle adsorbed on a surface site st is modeled
as the time reversed process of adsorption, and its rate constant thus
has to fulfill detailed balance or microscopic reversibility.

kad
st,i(T ,pi)

kdes
st,i(T)

= exp
(
∆Gst,i(T ,pi)

kBT

)

≈ exp

(
µgas,i(T ,pi) − Ebind

st,i

kBT

)
(6.4)

where ∆Gst,i(T ,pi) is the difference in Gibbs free energy between the
particle adsorbed at the surface state and in the gas phase. This is
approximated by the difference between the gas-phase chemical po-
tential µgas,i(T ,pi) [155] and the binding energy of the particle in the
adsorbed state Ebind

st,i . Following the procedure detailed in Ref. [155]
we interpolate tabulated values [24] to determine the gas-phase chem-
ical potentials at any gas-phase condition.

The diffusion rate constant of an adsorbate from one surface site st
to another site st ′ is approximated as

kdiff
st,st ′,i(T) ≈

(
kBT

h

)
exp

(
−
∆Ediff
st,st ′,i

kBT

)
, (6.5)

where ∆Ediff
st,st ′,i is the diffusion barrier. Langmuir-Hinshelwood (LH)

type CO oxidation reactions are described with an equivalent expres-
sion containing the reaction barrier. They (as well as the ER reactions)
are generally treated as associative desorption events though, i.e. the
formed CO2 immediately desorbs from the surface and thereby cre-
ates two (one) vacant surface site(s) in case of LH (ER).

Within this approach the required first-principles input to deter-
mine the rate constants boils down to the binding energies of the
species at the surface sites (for the desorption rate constant), as well
as to their diffusion and reaction barriers. For the latter barriers the
transition states were approximately identified through scans along
suitable reaction coordinates. For diffusion barriers the specific reac-
tion coordinate employed was the lateral coordinate along a straight
line connecting the known initial and final state. For CO oxidation
reactions the distance between the C atom of the CO molecule and
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PdO (
√
5×
√
5)R27◦Pd(100)

Figure 6.1: (Color online) Top view of Pd(100) and the
√

5 surface oxide, il-
lustrating the employed lattice models. Hollow sites are depicted
by yellow circles and bridge sites by green rectangles (see text).

the O adsorbate was employed. We carefully checked for hysteresis
effects and estimate the uncertainty in the determined barriers to be
of the order of ±0.1 eV. The effect of this energetic uncertainty on the
presented 1p-kMC results will be critically discussed below.

All required total energies were obtained from density-functional
theory (DFT) with the generalized gradient approximation functional
by Perdew, Becke and Ernzerhof (PBE) [144] to treat electronic ex-
change and correlation. Using the plane-wave code CASTEP [28] with
standard library ultrasoft pseudopotentials systematic convergence
tests showed that the quantities of interest (binding energies, diffu-
sion and reaction barriers) are converged to within 30 meV at the
employed energy cut-off of 400 eV and k-point density of 0.4 Å−1.
The surfaces were modeled in periodic supercell geometries, contain-
ing vacuum separations of more than 10 Å. For the

√
5 surface oxide

the calculations were done within a (1× 1) surface unit-cell of sur-
face oxide on top of four layers of Pd(100). For pristine Pd(100) we
employed a (2× 2) surface unit-cell and also four metal layer slabs. In
both cases, all geometries were fully relaxed to residual forces below
50 meV/Å, while keeping the bottom two slab layers fixed to their
bulk positions.

6.2.3 1p-KMC lattice models

6.2.3.1 Pd(100)

In setting up the lattice model for Pd(100) we exploit the limited cov-
erage range, for which the 1p-kMC simulations need to provide a
faithful representation. Detailed experimental work [23] indicates the
formation of surface oxides at around a critical O coverage of 0.5
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monolayer (ML, defined as the ratio of O to top layer Pd atoms). As
the purpose of the model is to derive the gas-phase conditions under
which no surface oxide is formed, the developed model only aims to
faithfully reproduce this coverage range θ < 0.5 ML and the elemen-
tary processes occurring in it. Similarly, CO coverages of more than
0.5 ML have only been characterized for strongly overstoichiometric
CO pressures and low temperatures[5, 180, 186, 187]. As this regime
is outside the catalytic context, only CO coverages below 0.5 ML are
of interest here, too.

In this dilute coverage range O atoms bind preferably to the four-
fold hollow sites at Pd(100) [159, 204], while CO binds to twofold
bridge sites [15, 164]. In consequence we set up the lattice model
shown in Fig. 6.1, in which O can exclusively occupy hollow sites
and CO bridge sites. Lateral interactions between oxygen adatoms
have been systematically calculated by Zhang, Blum and Reuter and
were found to be strongly repulsive at nearest and moderately repul-
sive at next-nearest hollow-hollow distance [204]. For the targeted
dilute coverage regime, this is taken into account in the 1p-kMC
model by blocking adsorption or diffusion events into configurations
that would result in O atoms in nearest-neighbor positions. For dis-
sociative adsorption this implies a required motif of eight empty
sites (two next-nearest neighbor sites for the actual adsorption and
their immediately adjacent six nearest-neighbor sites) known as the
8-site rule[16, 22, 110, 112] that is required for an adsorption event
to take place. Similarly repulsive interactions between adsorbed CO
molecules are indicated by the experimentally characterized super-
structures [5, 180, 186, 187] and DFT calculations [163]. Accordingly
and accounting for the shorter bridge-bridge distances, we also block
CO adsorption and diffusion events into configurations resulting in
CO molecules up to next nearest-neighbor bridge-bridge distance. In
this respect, this default model, henceforth denoted as Pd(100)-2NN,
contains less geometric detail than the one motivated recently by Liu
and Evans [110]. However, by varying the extent of lateral interaction
in our model below we show that these details are not central to the
bistability question addressed in this work. Specifically, this will be
done with a model representing only shorter ranged repulsive interac-
tions, in which CO-CO coadsorption is blocked exclusively at nearest
bridge-bridge distance (Pd(100)-1NN).

Finally, the absence of mixed O-CO adsorbate structures at low
temperatures [180] suggests O-CO lateral interactions to also be re-
pulsive. Unfortunately, no systematic first-principles studies charac-
terizing these interactions have been performed to date. In this sit-
uation we note that the nearest-neighbor hollow-bridge distance at
Pd(100) is smaller than the O-CO distance in the CO oxidation transi-
tion states described below. O-CO lateral interactions are thus crudely
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modeled by blocking adsorption and diffusion events into configura-
tions involving O and CO at such close distance.

Within this lattice model and site-blocking rules we consider all
non-concerted O and CO adsorption, desorption, as well as nearest-
neighbor site diffusion and reaction events. Oxygen adsorption is
modeled as dissociative process into two neighboring vacant hollow
sites. CO adsorption occurs unimolecularly into one free bridge site.
Both adsorption processes are treated as non-activated, i.e. using a
local sticking coefficient of 1 for O2 and 0.5 for CO, the latter ac-
counting for the two bridge sites per surface unit-cell. For oxygen
adsorption in the low-coverage range this is supported by explicit
DFT sticking coefficient calculations [129], while for CO we simply
verified that lifting the CO molecule vertically up from the bridge ad-
sorption site yields a path without adsorption barrier. This together
with the observation that a CO lowered above an adsorbed oxygen
atom is efficiently steered into a neighboring vacant bridge site, sup-
ports the assumption that all CO molecules impinging in the vicinity
of a vacant bridge site will stick.

Neglecting any lateral interactions beyond the short-range block-
ing rules, the required O and CO binding energies, diffusion and
reaction barriers are independent of the local adsorbate environment.
The corresponding values computed within our DFT setup are sum-
marized in Table I and are generally in very good agreement with
previous computations [163, 184, 204]. The obtained LH reaction bar-
rier of 0.9 eV in particular is in good agreement with previous DFT
calculations at varying coverages (0.76-1.05 eV) [36, 65, 201]. Attempts
to calculate an ER type reaction path over a (2× 2) oxygen adlayer at
Pd(100) showed that CO and O coadsorption is energetically more fa-
vorable and thus an ER reaction is excluded from the Pd(100) model.
As apparent from Table I the O and CO diffusion barriers are very
low. This high mobility severely limits the numerical efficiency of the
1p-kMC simulations, which are completely dominated by frequent
executions of diffusion events at minute time increments. In order to
speed up the 1p-kMC simulations we thus artificially raised the dif-
fusion barriers by as much as 0.5 eV without observing any effect on
the computed coverages or TOFs.

6.2.3.2
√

5 surface oxide

For the
√

5 surface oxide we employ the 1p-kMC model established
and detailed by Rogal, Reuter and Scheffler [163, 164]. In brief, this
model considers two non-equivalent sites named bridge and hollow
as depicted on the right of Fig. 6.1. Since there is no process involving
sites from adjacent bridge-hollow trenches, the lattice may be viewed
as quasi one-dimensional. In analogy to the just described Pd(100)
model, the elementary process list consists of all non-concerted ad-
sorption, desorption, diffusion and LH reaction processes involving
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Table 6.1: Summary of DFT binding energies, diffusion and reaction barriers
(LH and ER) used in the Pd(100) and

√
5 1p-kMC models. All

values are in eV.

PdO
√

5 desorption barriers:

E0 on-site energy, V nearest-neighbor lateral interaction1

E0

O,bridge

−0.51
1

E0

O,hollow

−1.95
1

E0

CO,bridge

−1.40
1

E0

CO,hollow

−1.92
1

VO−O,br−br

0.08
1

VO−O,hol−hol

0.07
1

VO−O,br−hol

0.08
1

VCO−CO,br−br

0.08
1

VCO−CO,hol−hol

0.13
1

VCO−CO,br−hol

0.14
1

VO−CO,br−br

0.06
1

VO−CO,hol−hol

0.11
1

VO−CO,br−hol

0.13
1

VO−CO,hol−br

0.12
1

PdO
√

5 diffusion barriers
CO,br→br

0.41

CO,hol→hol
0.61

CO,br→hol
0.31

O,br→br
1.21

O,hol→hol
1.41

O,br→hol
0.11

PdO
√

5 reaction barriers (LH)
EObr,CObr

1.01

EOhol,COhol

1.61

EObr,COhol

0.51

EOhol,CObr

0.91

PdO
√

5 reaction barriers (ER)
EOhol1
0.8

EOhol2
0.5

EObr1

0.0
EObr2

0.0

Pd(100) desorption barriers
E0

O,hollow
−1.25

E0

CO,bridge

−1.93

Pd(100) diffusion barriers
CO,br→br

0.14

O,hol→hol
0.28

Pd(100) reaction barriers
ECObr,Ohol

0.9



6.3 results 79

these sites. Dissociative O2 adsorption requires two neighboring sites,
and is only hindered by a sizable adsorption barrier of 1.9 eV in the
case of adsorption into two bridge sites. CO adsorption is unimolec-
ular and not hindered by adsorption barriers.

As only modification of the Rogal model we additionally consider
an ER reaction mechanism, as recently suggested by Hirvi et al. for
bulk PdO(101) [80]. Reaction path calculations vertically impinging
a CO molecule over O atoms adsorbed in the different surface sites
indeed also yield rather low reaction barriers over the

√
5 surface ox-

ide, namely about 0.7 eV over hollow and essentially zero over bridge.
The latter rather astonishing result has very little consequences for
the surface oxide stability and the catalytic activity in near stoichio-
metric feeds though, as under corresponding gas-phase conditions
the O coverage of bridge sites is negligible.

6.2.4 kMC simulation setup

Both 1p-kMC models were implemented using the kmos framework[81].
All simulations were performed in simulation cells containing (20×
20) unit cells and using periodic boundary conditions. Systematic
checks showed that the quantities of interest here, i.e. the average
steady-state coverages and TOFs, are perfectly converged at these cell
sizes. For defined gas-phase feed conditions (T ,pCO,pO2

) the 1p-kMC
simulations eventually reach a steady state, with constant TOF and
average surface coverages Θ̄i,st of species i on site st,

Θ̄i,st =

∑
nΘi,st,n∆tn∑

n∆tn
, (6.6)

where n denotes the value at the nth kMC step after steady state
has been reached. Starting from different initial adsorbate distribu-
tions and using different random number seeds we validated that this
steady state is well defined, i.e. we never observed multiple steady-
states in this system. We also carefully varied the initial conditions
to ensure that the unique steady state has been reached in all sim-
ulations. In the kinetic phase diagrams shown in Fig. 6.2 below the
obtained results are summarized in form of contour plots. All con-
tour plots were interpolated using radial basis functions in order to
reduce numerical noise.

6.3 results

6.3.1 Kinetic phase diagrams at 600 K

Predicted oxygen and CO coverages on the
√

5, as well as on the
Pd(100) surface are shown in Fig. 6.2 for a temperature of 600 K. For
the Pd(100) surface the coverages refer to CO in bridge sites and O
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Figure 6.2: (Color online) 1p-kMC computed O and CO coverage as a func-
tion of partial pressures for T = 600 K at Pd(100) (upper panels)
and at the

√
5 surface oxide (lower panels). At Pd(100) the cov-

erage refers to O in hollow sites and CO in bridge sites, at the√
5 the coverage refers to O and CO in upper hollow sites (see

text). The thick black line in the left panels indicates the bound-
ary where each phase is expected to be stable: For Pd(100) this
corresponds to the p (2× 2) oxygen adlayer, for PdO

√
5 this is a

coverage > 0.9 ML.

in hollow sites, as these are the only available sites for these species
in the employed model, respectively. For the

√
5 surface only the O

and CO coverage in the upper hollow sites is shown, as this is the
expected critical descriptor for the stability of the surface oxide layer
[163]. For Pd(100) a coverage of 1 monolayer (ML) corresponds to one
adsorbate (O or CO) per surface Pd atom. For the

√
5 surface a cov-

erage of 1 ML corresponds to a complete occupation of the upper
hollow rows by the respective species.

Both models yield the intuitively expected coverage variations with
partial pressure. Starting with pure O gas conditions (going horizon-
tally along the bottom of the panels in Fig. 6.2), both models yield
the correct surface coverages in the respective stable regimes by con-
struction: For Pd(100) increasing O content in the gas phase leads to
a gradual coverage increase starting from the clean surface. For the√

5 the full ML O coverage in the bottom right part of the panel in
turn reflects a fully intact layer of the surface oxide in which all upper
hollow sites are fully covered by oxygen. Increasing CO pressure also
influences the surface coverages as intuitively expected: An increas-
ing CO population at the surface defers the stabilization of surface O
at Pd(100) to higher O2 pressures, while it leads to a quicker deple-
tion of upper hollow O atoms at the

√
5 at decreasing O2 pressures.

For highly overstoichiometric CO pressures (upper horizontal line



6.3 results 81

in the panels) the Pd(100) model displays CO coverages of 0.5 ML.
This is slightly less than the highest CO concentration characterized
experimentally, namely 0.75 ML [186]. This deviation results from
the employed simplified lateral interaction model, which likely fea-
tures too repulsive CO-CO interactions. We will scrutinize this with
the less repulsive Pd-1NN model below, but also note that these CO-
rich gas-phase conditions (and dense CO adlayers) are not the focus
of our present interest. The same holds for the incorrect limit of a
purely CO-covered

√
5 surface in the upper left part of the respective

panel (where the surface oxide would in reality be reduced away), as
well as for the c(2× 2) 0.5 ML O coverage in the lower right part of
the Pd(100) panel (where instead a surface or bulk oxide would be
formed).

The very transition between CO- and O-covered regimes requires
closer inspection. In the case of the Pd(100) surface a CO-poisoned
surface would be catalytically inactive, but certainly stable. This sur-
face is expected to be stable at least until the oxygen concentration
does not rise above ∼ 0.25 ML as this corresponds to a coverage
regime representative for the experimentally characterized p (2× 2)

overlayer [116, 207]. In Fig. 6.2 we therefore denote the stability bound-
ary of the Pd(100) surface at 0.25 ML coverage, i.e. we would expect a
stable Pd(100) surface for any gas-phase conditions to the upper left
of this line. Note that due to the steep coverage rise in the transition
region, this stability boundary would be barely affected on the scale
of Fig. 6.2 if we had e.g. chosen 0.4 ML coverage as the stability cri-
terion. In the same spirit Rogal et al. have used a coverage exceeding
0.9 ML as stability criterion for the

√
5 surface oxide before [164]. The

corresponding stability boundary for the surface oxide is also drawn
in Fig. 6.2, and we would expect the surface oxide to be stable any-
where to the bottom right of this line. Again, on the scale of Fig. 6.2 it
would make little difference, if a stability criterion of e.g. 0.95 ML or
0.99 ML coverage had been used. With the two stability regions thus
quite narrowly defined, the central and intriguing feature of Fig. 6.2
is that there is a finite range of partial pressures where both models
are predicted to be stable. This is highlighted again in Fig. 6.3, where
the resulting bistability region is marked in green.

6.3.2 Variation with temperature

The results presented in the preceding section were obtained for T =

600 K, a temperature that falls in the middle of the temperature range
from ∼ 300–800 K that is generally most relevant for CO oxidation
catalysis. Not least to make contact with the dedicated reactor STM
experiments performed by Hendriksen et al. at 408–443 K [74], an im-
portant next step is to assess the variation of our findings, in particu-
lar the existence of a bistability region, with temperature. Correspond-
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Figure 6.3: (Color online) Deduced region of bistability, i.e. gas-phase condi-
tions where the 1p-kMC models would predict the simultaneous
stability of pristine Pd(100) and the

√
5 surface oxide (see text).

All diagram show the same range of gas phase chemical poten-
tials.
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ingly and following the same protocol as before, the two lower panels
of Fig. 6.3 summarize our findings for T = 500 K and T = 400 K. Both
panels show the same range of gas-phase chemical potentials as the
upper panel for 600 K, allowing to ascribe all differences between the
three panels directly to kinetic effects, that is deviations from thermo-
dynamic scaling. Intriguingly, these deviations are rather small, i.e.
the differences for the three temperatures amount primarily to the
expected scaling of the pressure axes [157]. This leaves the central
result in form of a bistability over a finite range of gas-phase pres-
sures essentially untouched within the temperature range 400–600 K.
Particularly intriguing is that certainly for T = 600 K the catalytically
most relevant near-ambient conditions at stoichiometric feed fall right
within the region of bistability. For the lower temperatures the bista-
bility region shifts increasingly towards O-rich conditions, such that
e.g. the conditions of the Hendriksen experiments fall just at the bor-
der of this region.

6.4 discussion

6.4.1 Origin and robustness of bistability region

An immediate concern with the observed bistability region is that it
is rather narrow in (pO2

,pCO)-space. Considering the range of uncer-
tainties underlying the 1p-kMC models, prominently the semi-local
DFT energetics and lateral interaction model, this raises doubts as
to the robustness of this finding. Fortunately, in the present case an
analysis of the atomic-scale reason behind the bistability shows that
its actual existence emerges rather independently from these uncer-
tainties, which is why we lead these two discussions jointly in this
section.

A first important step towards an understanding of the atomic-
scale origin of the bistability comes from the observed almost perfect
thermodynamic scaling of the location and extent of the bistability
region in (pO2

,pCO)-space in the temperature range 400–600 K, cf. Fig.
6.3. This suggests that the actual reaction kinetics, and the uncertain-
ties in the concomitant reaction barriers, is not central to its existence.
This view is confirmed by the fact that an equivalent bistability re-
gion is already obtained within a "constrained" ab initio thermody-
namics approach [156, 156], i.e. an approach that neglects the reac-
tion kinetics completely. Figure 6.4 shows the corresponding phase
diagram for the same range of chemical potentials also underlying
the panels in Fig. 6.3. For a comparison to the 1p-kMC results, ex-
actly the same DFT energetics and only ordered structures consistent
with the 1p-kMC lateral interaction models are used. This explains
small differences with respect to the corresponding phase diagram
published before by Rogal, Reuter and Scheffler [163], which e.g. con-
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Figure 6.4: (Color online) "Constrained" ab initio thermodynamic phase dia-
gram of the Pd(100)/

√
5 system, considering only ordered struc-

tures consistent with the 1p-kMC lateral interaction models (see
text). The thick dashed line denotes the stability boundary be-
tween adsorption phases on Pd(100) (upper left part) and ad-
sorption phases on the

√
5 surface oxide (bottom right part).

Additionally shown as hatched area is the stability region of
Pd(100) phases with O coverage below 0.5 ML. This is the ther-
modynamic equivalent to the bistability region identified in the
1p-kMC simulations, if the low O coverage defers formation of
the (thermodynamically preferred) surface oxide.
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sidered additional experimentally characterized CO ordered phases
(not of relevance for the present discussion). Denoted by the thick
dashed line is the stability boundary between adsorption phases on
the pristine Pd(100) surface (upper left part) and adsorption phases
on the

√
5 surface oxide (lower right part). For all catalytically rele-

vant gas-phase conditions, this boundary runs in fact between CO-
covered Pd(100) and different adsorption phases on the

√
5, i.e. with

increasing O-content in the gas phase constrained thermodynamics
predicts an abrupt phase transition from a CO-poisoned surface di-
rectly to the surface oxide. Knowing that a critical local coverage of
about ∼ 0.5 ML O is necessary to induce the formation of the surface
oxide, it is therefore interesting to also include in the phase diagram
the stability region of O-containing Pd(100) phases with less than
0.5 ML O coverage, i.e. phases where (coming from the pristine metal
side) oxide formation would not yet start. Intriguingly, the resulting
region shown in Fig. 6.4 extends over similar gas-phase conditions as
the bistability region deduced from the 1p-kMC simulations.

As such we ascribe the bistability region to gas-phase conditions,
where the

√
5 surface oxide is thermodynamically more stable, but

where a too low O coverage at Pd(100) would not readily induce the
formation of the oxide. When crossing the bistability region from O-
rich to CO-rich gas-phase conditions the system will thus prevail in
the (thermodynamically preferred) oxidized state, while in the oppo-
site direction it will prevail in the metal state as kinetic limitations to
stabilize enough oxygen at the surface prevent the formation of the
surface oxide. With this understanding of the atomic-scale origin, it
is primarily the adsorbate binding energies and the lateral interaction
model that are crucial to the robustness of the bistability region – as
they govern the stabilization of oxygen at the surface. More specifi-
cally, it is the relative binding energy differences at the metal and the√

5 that will primarily affect the extension of the bistability region,
while the absolute binding energetics will rather shift its location in
(pO2

,pCO)-space. We would expect uncertainties in the employed DFT
exchange-correlation functional to rather affect the absolute binding
energetics (i.e. systematic over- or underbinding) and only to a lesser
extent the binding energy differences of O and CO at the two surfaces.
This view is confirmed by systematic tests, in which we increased or
decreased all binding energies by 0.2 eV and in both cases found only
small differences in the extension of the bistability region at more
pronounced changes in its position in (pO2

,pCO)-space. Correspond-
ingly, we do not expect that the predicted gas-phase conditions for
the bistability are accurate to better than some orders of magnitude
in pressure. Its actual existence, however, should be very robust with
respect to the uncertainties of present-day DFT functionals.

This leaves as final important aspect the employed lateral interac-
tion model on the Pd(100) surface. Already the comparison to the
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Figure 6.5: (Color online) Comparison of the bistability regions arising
from 1p-kMC simulations with different lateral interaction mod-
els. Pd(100)-2NN is the default model employed so far, where
configurations are excluded that would result in CO adsorbed
in nearest-neighbor and next-nearest neighbor positions (green
solid area). Pd(100)-1NN mimics less repulsive interactions and
only excludes configurations resulting in CO adsorbed in nearest-
neighbor positions (hatched area).

experimentally determined maximum CO coverage (0.75 ML [186]
versus 0.5 ML in Fig. 6.2) indicated the site-blocking rules in the de-
fault Pd(100)-2NN model to be too repulsive. We assess the conse-
quences for the bistability region by determining this region with the
less repulsive Pd(100)-1NN model, where now only configurations
that would result in CO adsorbed in nearest-neighbor positions are
excluded. The resulting 1p-kMC bistability region at 600 K is shown
in Fig. 6.5 and compared to the corresponding bistability region de-
duced before within the default Pd(100)-2NN model. Obviously the
eased stabilization of CO at the Pd(100) surface (maximum coverage
now 1 ML) blocks the O adsorption even more effectively and con-
sequently leads to a much increased range of gas-phase conditions
where both surface states are predicted to be stable. If we take the
comparison to the maximum CO coverage from experiment as mea-
sure, we would expect the true CO-CO repulsion to be somewhere be-
tween the one represented within the Pd(100)-1NN and Pd(100)-2NN
site blocking models. Correspondingly, we would estimate the true
extension of the bistability region to be somewhere between those
predicted within the two models. While thus not fully quantified in
its extension, the actual existence of a bistability region per se is robust
against the uncertainty in the employed lateral interaction model.
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6.4.2 Comparison to experiment

The finding of a finite bistability region in our calculations agrees
nicely with the bistability and oscillations reported experimentally
by Hendriksen and coworkers [70, 74]. Unfortunately, we can not di-
rectly compare the temperatures and pressures where this bistability
is found. On the theoretical side this is due to the aforediscussed
uncertainty with respect to the location of this bistability region in
(pO2

,pCO)-space caused by the approximate first-principles parame-
ters entering the kinetic models. On the experimental side this is due
to the suspected non-negligible mass-transfer effects in the employed
reactor STM setup [121–123, 188]. Nevertheless, the deduced pressure
ranges are intriguingly close, as is the extension of the bistability re-
gion. At the experimental T ∼ 400 K and pO2

= 1 atm, the measured
width of the bistability region in CO pressure is 0.02 atm [74], while it
is ≈ 0.5 atm in the simulations. Also, the finding that at constant pO2

,
the bistability region shifts with increasing temperature to increas-
ing pCO agrees with the experimental observations [70]. As such our
interpretation is that the here obtained bistability between metallic
Pd(100) and the

√
5 surface oxide provides an atomic-scale model for

the oscillations of the Hendriksen experiments. This is close to the
interpretation arrived at in the experimental study, with the slight
modification that they suspected the metallic phase to correspond
to predominantly O-covered Pd(100), whereas our simulations show
that this is predominantly CO-covered Pd(100).

The atomic-scale insight into the surface composition provided by
our 1p-kMC simulations also allows to further qualify the reaction
mechanism. An intriguing observation made by Hendriksen and co-
workers was that in contrast to the metal surface, the reaction rate
on the oxide did not follow traditional LH kinetics. They proposed
this as a signature of low oxide stability and a concomitant Mars-
van-Krevelen type mechanism, in which the oxide is continually con-
sumed and reformed. Figure 6.6 shows that this can instead be ratio-
nalized within a much simpler picture that does not involve the oxide
stability. Shown are the surface coverages on the Pd(100) metal and√

5 surface oxide over the pCO pressure range, where we obtain bista-
bility at fixed T = 400 K and pO2

= 1 atm, i.e. for gas-phase conditions
comparable to the Hendriksen experiments. At the Pd(100) surface, O
and CO adsorb in inequivalent sites, hollow and bridge, respectively.
Due to the strongly repulsive interactions, mimicked in our simula-
tions by mutual site blocking, this nevertheless leads effectively to a
competition for adsorption sites between the two adsorbates and in
consequence to a LH-type kinetics. In contrast, on the

√
5 surface ox-

ide, O and CO also adsorb in inequivalent sites at these gas-phase
conditions, namely O almost exclusively on the hollow sites and CO
almost exclusively on the bridge sites, cf. Fig. 6.6. At the surface oxide
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Figure 6.6: (Color online) 1p-kMC surface coverages and turn-over-
frequencies (TOFs) at gas-phase conditions comparable to the
reactor STM experiments by Hendriksen et al. [74]. Shown is the
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Upper panel: O and CO coverage on the Pd(100) surface; middle
panel: O and CO coverage on the

√
5 surface oxide; lower panel:

comparison of the intrinsic TOFs of the two system states.
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these sites are located further away from each other and adsorbates
even in nearest-neighbor sites experience only very small lateral in-
teractions, cf. Table I. Consequently, the occupation of these two site
types occurs almost independently of each other at varying gas-phase
conditions and gives rise to a TOF proportional in CO pressure, cf.
Fig. 6.6, exactly as observed in the experiment. Similarly, we find the
TOF to vary only little when changing the oxygen partial pressure
away from the conditions shown in Fig. 6.6 – again fully consistent
with the experimental findings.

The understanding that the actual reaction mechanism over the
√

5

proceeds by adsorption on the otherwise intact surface oxide sug-
gests that the continued roughening of the surface observed in the
experiments is a by-product and not essential to the catalytic activity.
With respect to the total activity Fig. 6.6 shows that over the bistabil-
ity region both surface states, Pd(100) and

√
5, exhibit rather similar

intrinsic TOFs to within a factor of three. While the mass-transfer lim-
itations present in the reactor STM measurements prevent a direct
comparison, this finding alone sets the controversial discussion con-
cerning the active state of the surface into perspective. At low temper-
atures and UHV conditions, our 1p-kMC models indeed yield a sig-
nificantly higher activity of the Pd(100) surface. This arises predom-
inantly from the comparatively weak CO binding at the

√
5 surface

oxide and the concomitant limitations in stabilizing it at the surface.
However, at technological gas-phase conditions, which in our simu-
lations do fall within the bistability region, the TOF differences be-
tween the two models are not large enough and furthermore change
sensitively with the detailed gas-phase conditions, cf. Fig. 6.6, to sup-
port a detailed discussion as to which state is the more active one. In
this respect, the Pd(100) surface differs qualitatively from the equally
prominently discussed Ru/RuO2 system [142, 154]. On ruthenium
the catalytic activity can be clearly attributed to the oxidized surface,
while in the present system two competing surface states can equally
contribute to the catalytic activity, which thus also explains why a
clear signature of palladium (surface) oxide formation may in some
circumstances be more difficult to find.

6.5 conclusions

Detailed 1p-kMC simulations on either the Pd(100) surface or the√
5 surface oxide yield a finite range of CO oxidation gas-phase con-

ditions, where both surface states appear stable. This finding of a
bistability region is robust against variations in the detailed criteria
used to assess the stability of either state, as well as against the uncer-
tainties arising from the approximate first-principles energetics and
lateral interaction models. Notwithstanding the latter uncertainties
do affect the position where in (T ,p)-space the bistability region is
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found and we expect this to translate in uncertainties up to the order
of 100 K and some orders of magnitude in pressure.

The bistability region arises from limitations in stabilizing oxygen
at the Pd(100) surface, which extends the stability region of the metal-
lic surface beyond that predicted by thermodynamics. In some respect
this is therefore reminiscent of the generic Langmuir-Hinshelwood ki-
netics that lead to bistability between a CO-poisoned state that effec-
tively blocks O2 adsorption and an O-rich state, i.e. the bistability of
the reaction rate originates essentially from the inequivalence of the
adsorption of carbon monoxide and oxygen.[4, 17, 37, 169, 205]. The
difference is that in these classical models the two stable solutions
were either supposed to be different adsorbate phases on the same
substrate or did correspond to an active metal and an inactive oxide
state. Instead, in the present system we have a CO-rich Pd(100) state
that blocks oxygen adsorption and the surface oxide as O-rich state.
Furthermore, the bistability does comprise technological conditions
and conditions comparable to the dedicated reactor STM experiments
performed by Hendriksen et al.[73, 74]. Under these conditions, both
surface states do show similar intrinsic activity, which sets preceding
discussions with respect to the active state into perspective.

Within the uncertainties of the exact location of the bistability re-
gion in (T ,p)-space we suggest the here obtained bistability between
metallic Pd(100) and the

√
5 surface oxide as an atomic-scale model

for the oscillations of the Hendriksen experiments. Likewise, our data
lends further support to the view that oxide formation plays an im-
portant role in understanding the catalytic activity of Pd catalysts. If
it is even the oscillations themselves, catalytic activity would again
be rationalized as a kinetic phase transition phenomenon, i.e. the cat-
alyst surface being close to an instability[40, 156, 208]. At present our
simulations performed separately on the two intact surface states, cor-
responding to ideal terraces of Pd(100) and the

√
5 surface oxide, can

not address this notion directly. This holds equally for the experimen-
tal interpretation that the continued roughening of the oxidic surface
during reaction, as well as the formation of steps are crucial ingredi-
ents to the oscillatory behavior. The following chapter extends the 1p-
kMC capabilities towards the actual oxide decomposition, which is a
necessary first step to start scrutinizing these points with predictive-
quality theory.
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After exploring the stability boundaries of the Pd(100) and the
√

5-
oxide using static lattice kinetic Monte Carlo this chapter will address
the explicit reduction of the

√
5-oxide towards the Pd(100) surface, i.e.

the explicit morphological transition from one lattice to the other. By
doing so we will first construct an explicit atomistic reconstruction
pathway which is then implemented using a suitable extension of the
lattice kMC method. The work of this chapter is currently finalized
for publication in The Journal of Chemical Physics[84].

7.1 introduction

In recent years first-principles (1p) kinetic Monte Carlo (kMC) simu-
lations have established a new standard for microkinetic modeling in
heterogeneous catalysis.[165] On the one hand, this approach offers
material-specific predictive quality by relying on first-principles rate
constants for the involved elementary processes, typically computed
through density-functional theory (DFT) and transition-state theory
(TST). On the other hand and in comparison to still prevalent mean-
field rate equation based microkinetic models, it explicitly resolves
the involved active sites, and correspondingly accounts correctly for
possible spatial heterogeneities, correlations and fluctuations in the
adsorbate layer. The downside of the approach is the still significant
computational cost connected with the DFT-TST calculation of the
rate constants, which generally involves for each required rate con-
stant a transition state search for the activation energy, and – depend-
ing on the level of approximation employed – further calculations to
determine the pre-factor. In practice, 1p-kMC simulations in hetero-
geneous catalysis are therefore predominantly performed within the
lattice kMC approach, where the translational symmetry of the crys-
talline lattice leads to a dramatic reduction of the number of inequiv-
alent elementary processes and correspondingly required number of
different 1p rate constants [86, 154]. For simple reaction networks like
for the multiply studied CO oxidation reaction, in the absence of lat-
eral interactions, and for a small number of different active site types
as e.g. offered by a low-index single-crystal model catalyst surface,
this number of 1p rate constants can be as low as 10–20, comprising
adsorption, desorption, diffusion and reaction steps at and between
the different active sites.[158, 160, 163]

A major limitation of the lattice 1p-kMC approach is that it can-
not directly be applied to (surface) morphological rearrangements, i.e.

91
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any type of phase transition that includes changes in the considered
lattice arrangement of the active sites. In the catalytic context such
rearrangements may prominently occur in response to the reactive
environment. For the (late) transition metal catalysts typically em-
ployed in oxidation catalysis, a possible formation of (surface) oxides
has e.g. been controversially discussed, with as complicated scenarios
perceivable as the continuous formation and reduction of such oxidic
films being a major driver for the observed catalytic activity.[9, 72–
74, 116, 118, 130, 141, 188]

As a first step to make such systems and phenomena accessible
to scrutiny by 1p-kMC we here introduce a multi-lattice 1p-kMC
approach, which is applicable to morphological transitions between
commensurate crystalline lattices. Such multi-lattice kMC simulations
simultaneously consider all involved lattices and their respective lat-
tice sites. In any spatial region describing one lattice the sites of all
other lattice types are deactivated, while suitable elementary pro-
cesses describe local transitions between the lattices. We illustrate this
multi-lattice 1p-kMC idea by modeling recent surface oxide reduction
experiments performed on Pd(100) [45]. Exposing an initially pre-
pared (

√
5×√5)R27

◦ PdO(101) surface oxide film (henceforth coined√
5-oxide for brevity)[104, 184] to a 5× 10

−11 bar CO atmosphere, sig-
nificant changes in the rate of oxide reduction were observed in the
temperature range from 300–400 K. Analysis of the data using fitted
mean-field kinetic models suggested that the reduction is controlled
by boundary processes between surface oxide and metal domains
[45]. This renders this system an ideal test case for a quantitative
description using multi-lattice 1p-kMC, which then has to include a
microscopic pathway for the actual oxide reduction mechanism.

The remainder of this paper is structured as follows: After a brief re-
cap of the lattice 1p-kMC approach and a summary of the previously
developed single-lattice 1p-kMC models for pristine Pd(100) and the√

5-oxide, we first demonstrate that single-lattice 1p-kMC cannot ac-
count for the experimentally observed temperature dependence of
the reduction time. Introducing a 1p-guided atomistic pathway for
the oxide reduction process we then show that corresponding multi-
lattice 1p-kMC simulations perfectly reproduce the observed trends,
and that indeed the critical steps in the reduction of the surface ox-
ide correspond to cross-reactions between the metal domains and the
surface oxide.

7.2 theory

7.2.1 Kinetic Monte Carlo simulations in surface catalysis

Thermally driven surface chemical reactions involving site-specific
binding of the reaction intermediates generally follow a so-called rare-
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event time evolution. That is, on microscopic time scales (that would
e.g. be reachable by typical molecular dynamics simulations) the sys-
tem’s state can for most of the time be described as reaction interme-
diates vibrating around the active sites to which they are bound. Only
rarely, i.e. each time after long time intervals, an elementary process
changes this population at the active sites, where the actual duration
of this process itself is quite short. A diffusion process brings a re-
action intermediate to another adjacent active site, adsorption and
desorption fill and empty active sites at the surface, surface reac-
tions convert reaction intermediates into another etc. During the long
time intervals between such individual elementary processes the reac-
tion intermediates equilibrate fully and thereby are assumed to forget
through which elementary process they actually reached their current
site or state.

Viewing the entire population at all active sites as one possible con-
figuration, individual events in form of elementary processes thus
advance the system’s state from one configuration to another. In each
configuration reaction intermediates have forgotten about their past,
i.e. in this Markov approximation events occur uncorrelated from pre-
vious ones. The time evolution of the system can then be described
through a Markovian master equation

ρ̇u(t) =
∑
v

wuvρv(t) −wvuρu(t) , (7.1)

where ρu(t) is the probability for the system to be in configuration u
at time t, and wvu is the transition rate (in units of time−1) at which
configuration u changes to configuration v.

For surface catalytic applications, this equation is in practice un-
solvable by any direct, even numerical approach. The total number
of matrix elements in eq. (7.1) unequivocally outgrows storage capa-
bilities of available hardware already for rather small models. This
is readily illustrated considering a simple catalyst surface model that
contains 100 active sites and considers O and CO as possible reac-
tion intermediates. Including the possibility of empty sites, the cor-
responding number of configurations (possible different populations
of the active sites) is 3

100 and the transition matrix describing the con-
nection of every in principle possible configuration with every other
one accordingly has (3100)2 ≈ 2.65× 10

95 matrix elements.
The kMC approach circumvents this problem by generating confi-

guration-to-configuration trajectories in such a way that an average
over an ensemble of such trajectories yields the correct probability
density ρu(t) of eq. (7.1).[86, 154] For steady-state applications, this
ensemble average over many kMC trajectories may alternatively be
replaced by a time average over one sufficiently long trajectory. In-
stead of evaluating and storing the entire transition matrix, a kMC
code thus only focuses on-the-fly on those transition matrix elements
wvu that are actually required to propagate the trajectory. Existing



94 reduction of pd surface oxide by co

kMC algorithms differ in the way they propagate this trajectory by
randomly choosing events out of all events possible for a given config-
uration and in the way they determine the elapsed system time.[115]
In this work we specifically employ the variable step size method as
implemented in the kMC package kmos [86].

7.2.2 Efficient 1p-kMC on one or more lattices

Even if a kMC code only focuses on those wvu that are actually re-
quired to propagate the trajectory, this can still be an intractable task,
if the rate constants determining them are to be provided through
1p-calculations. To appropriately choose one possible event to propa-
gate the kMC trajectory, a kMC algorithm needs to know all possible
(or for approximate procedures at least all energetically low-lying)
escape paths out of the current system configuration and their corre-
sponding rate constants. In the prevalent DFT-TST approach to obtain
these rate constants in 1p-kMC this equates to determining all low-
lying transition states on the potential energy surface (PES) that lead
out of the current PES minimum (plus ensuing calculations for the ki-
netic prefactors). While various approaches to this problem have been
put forward and feature under names like self-learning or adaptive
kMC [38, 96, 185, 199], a tremendously more efficient route is possi-
ble, if the active sites involved in the surface catalysis form a static
lattice.

In corresponding lattice kMC the entirety of all possible escape
paths breaks down into groups of individual elementary processes
that can possibly take place at each given active site [86, 154]. Due to
the translational symmetry of the lattice, each equivalent active site
type furthermore features the same group of in principle possible ele-
mentary processes, and these elementary processes typically depend
only on the occupation of nearby sites. This locality then boils down
the number of actually required inequivalent 1p rate constants to a
manageable number, at least for not too complex reaction networks.
In lattice 1p-kMC these 1p rate constants are in practice precomputed
and stored, to be looked up on demand in the evolving kMC simu-
lation. For a given system configuration, expressed as the population
of each active site in the lattice (empty or occupied with a certain re-
action intermediate), a naive lattice kMC code correspondingly loops
over all active sites in the lattice. Depending on the occupation of
the site and possibly the occupation of nearby sites, it determines
the currently available events and looks up their corresponding rate
constants. Out of all of these available events at all sites, it executes
one as determined by the kMC algorithm, updates the lattice config-
uration and elapsed time, and proceeds from thereon. Modern and
efficient lattice kMC codes like kmos [86] operate on the same con-
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ceptual recipe, but e.g. resort to local updates of the list of available
events instead of full lattice loops.

Assuming a static arrangement of active sites, lattice 1p-kMC can
generally not be applied to systems undergoing a morphological tran-
sition. In the present context, this would be the reduction of the
initially oxidized surface to a metallic state, where the oxide over-
layer and metal substrate exhibit different crystal lattices. With the
here suggested generalization to multi-lattice 1p-kMC this situation
is changed in as much, as transitions between commensurable lattices
become accessible. The essence of the approach is hereby to choose
as basic unit cell of the lattice employed in the kMC simulations a
suitable, large enough commensurate cell that embraces all primitive
unit cells of the different lattices to be treated. This commensurate cell
(and the lattice built up from it) then contains as active sites simulta-
neously all active sites of all lattices. The fact that the lattice involved
need to fit into a common commensurate unit cell may appear as a
disadvantage of the multi-lattice approach at presented here. On the
other hand if there is no such commensurability this also means that
the number of possible interface combinations and therefore the num-
ber of required inequivalent 1p-calculations grow excessively which
means that any lattice kMC approach loses its main advantage.

The trick to efficiently distinguish during a simulation in which lat-
tice state a given local region is currently in, is to introduce an addi-
tional artificial species (canonically named null) to represent inactive
sites. If say, a certain region is currently in one lattice structure, then
null species are placed on all sites corresponding to the other lattices
in this region. A site "occupied" with a null species is hereby to be
distinguished from an empty site. No elementary processes are avail-
able at sites occupied by a null species, i.e. elementary processes that
require an empty active site explicitly look for the sites to be empty
and not "occupied" by null. In a corresponding region where all sites
belonging to the other lattices are deactivated through null species,
multi-lattice 1p-kMC thus reduces to a regular lattice 1p-kMC simula-
tion and only the elementary processes corresponding to the 1p-kMC
model of this lattice can possibly occur. In this setup, local transi-
tions between the different lattices are finally enabled by introducing
new elementary processes which involve the removal or placement
of null species at sites belonging to the lattices involved. Trivially, for
the oxide reduction example this could be as simple as an elemen-
tary process placing null species on one or more active sites of the
oxide lattice and removing null species from nearby active sites of
the metal lattice. In reality, local lattice transitions are unlikely that
simple, but follow complex, multi-stepped reaction paths. Neverthe-
less, as demonstrated before [86], the computational cost of additional
sites and species is very low in the kmos code. The true challenge
of setting up and performing a multi-lattice 1p-kMC simulation is
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therefore to devise atomistic pathways for the lattice transitions and
implement them in form of corresponding elementary processes.

7.2.3 Elementary processes during the reduction of oxidized Pd(100) within
unperturbed surfaces

The multi-lattice 1p-kMC simulations describing the reduction of the
Pd(100) surface initially covered with a

√
5-surface oxide film build

on existing 1p-kMC models for CO oxidation at the
√

5-oxide and for
CO oxidation at Pd(100). These single-lattice models and the elemen-
tary processes considered in them have been detailed before [82, 164].
Here, we only briefly recapitulate their essentials for completeness
and as a means to introduce the two lattice types and their active
sites involved.

Figure 7.1: Illustration of the lattice employed in the 1p-kMC model of CO
oxidation at Pd(100). Shown is a top view of the Pd(100) surface
with a primitive unit cell containing one hollow site and two
bridge sites. CO molecules can adsorb at bridge sites and oxygen
molecules adsorb (dissociatively) at hollow sites (Pd atoms are
depicted as large green spheres, O atoms as small red spheres,
and C as small grey spheres).

The CO oxidation model on Pd(100)[82] contains three sites per
unit cell: one hollow site and two bridge sites, cf. Fig. 7.1. Oxygen
molecules can adsorb dissociatively on two empty next-nearest neigh-
bor hollow sites to comply with the so-called 8-site rule.[16, 22, 110,
112] CO can adsorb on an empty bridge site. Desorption processes
are time-reversals of these non-activated adsorption processes, with
rate constants fulfilling detailed balance. Oxygen diffusion occurs be-
tween nearest-neighbor hollow sites, CO diffusion between nearest-
neighbor bridge sites. The repulsive lateral interactions between the
adsorbed reaction intermediates [111, 204] are modeled through site-
blocking rules that prevent processes leading to O-O pairs at nearest-
neighbor hollow-hollow distances, to CO-CO pairs closer or at next-
nearest-neighbor bridge-bridge distance, and O-CO pairs at nearest-
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neighbor hollow-bridge distance. CO oxidation proceeds via a Lang-
muir-Hinshelwood mechanism that involves adjacent adsorbed O and
CO in next-nearest-neighbor hollow-bridge positions and leads to
an instantaneously desorbing CO2 molecule. The rate constants for
all these elementary processes have been computed with DFT-TST,
specifically employing the PBE exchange-correlation (xc) functional
[144]. As in preceding work [82], the very low O and CO diffusion
barriers have been artificially raised by 0.5 eV to increase the numer-
ical efficiency of the 1p-kMC simulations. We validated that this has
a negligible effect on the 1p-kMC simulation results reported below,
as diffusion is then still fast enough to achieve the equilibration of
the ad-layer without dominating the simulations in form of frequent
executions of diffusion events at minute time increments.

Figure 7.2: Illustration of the lattice employed in the 1p-kMC model of CO
oxidation at the

√
5-oxide. Shown is a top view of the (

√
5 ×√

5)R27
◦ PdO(101) surface oxide reconstruction with a primitive

unit cell containing one hollow and one bridge site. O and CO
can adsorb at both site types (Pd atoms are depicted as large
green spheres, O atoms as small red spheres, and C as small
grey spheres; Pd atoms of the underlying Pd(100) substrate are
darkened).

The CO oxidation model on the
√

5-oxide [164] considers two non-
equivalent sites per unit cell, bridge and hollow, as illustrated in
Fig. 7.2. O and CO can adsorb at both sites, otherwise the model
includes an equivalent list of non-concerted adsorption, desorption,
diffusion and Langmuir-Hinshelwood reaction processes as just de-
tailed for the Pd(100) 1p-kMC model. An additional Eley-Rideal re-
action mechanism is possible for adsorbed O atoms in both sites,
i.e. they can be picked up by an impinging CO molecule to form
CO2. Short-ranged lateral interactions are accounted for through an
ab initio parametrized lattice gas Hamiltonian approach. Adsorption
is non-activated, apart from dissociative adsorption of O2 into neigh-
boring bridge sites, which is hindered by a sizable adsorption barrier
of 1.9 eV. As for the Pd(100) 1p-kMC model, all 1p rate constants of
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this
√

5-oxide model have been computed with DFT-TST, employing
the PBE xc functional [144]. Due to the geometric structure of the sur-
face oxide, the elementary processes only connect one-dimensional
rows of nearest-neighbor bridge and hollow sites. A lattice 1p-kMC
simulation of the intact

√
5-oxide therefore corresponds to a parallel

simulation of many separate one-dimensional sub-systems.
The multi-lattice 1p-kMC simulations of the oxide reduction pro-

cess consider additional elementary processes to model the atomistic
pathway from oxide to metal lattice. This pathway and the involved
elementary processes are detailed in Sections 7.3.2-7.3.4 below. Their
1p rate constants have been calculated with DFT employing the same
TST-based expressions [157] and the same PBE xc functional [144] as
used in the Pd(100) and

√
5-oxide 1p-kMC models. Employing the

same computational setup as detailed in ref. [82], the DFT calcula-
tions have been performed with the CASTEP package [28] via the Atom-
ic Simulation Environment[3]. Geometry optimizations and transi-
tion-state searches were done with supercell geometries containing
asymmetric slabs containing one (frozen) layer of Pd(100) and one
layer of PdO(101), separated by at least 10 Å vacuum. Geometry op-
timizations were performed using the BFGS method with a force
threshold of 0.05 eV/Å. Transition state searches have been performed
with the climbing-image nudged elastic band method [77] or simple
drag procedures, with the nature of the transition state confirmed
through frequency calculations for those cases where an accurate bar-
rier height was required. The energetics of the thus obtained interme-
diate geometries were refined in single-point calculations with fur-
ther Pd(100) layers added to the slab. The gas-phase calculations for
O2 and CO were performed in a cubic supercell of 15 Å box length
and Γ -point sampling. At a plane-wave cutoff of 400 eV and a k-point
density of 0.4 Å−1 along periodic directions in the slab calculations
convergence tests demonstrate a numerical convergence of the ob-
tained DFT barriers and binding energies to within 0.1 eV.

7.2.4 kMC simulation setup

All 1p-kMC simulations have been performed using the kmos frame-
work [86]. The periodic boundary simulation cell contains (40× 20)√

5-unit cells in case of the single-lattice 1p-kMC simulations on the
surface oxide, and (20× 20) commensurate

√
5-unit cells each contain-

ing a total of 19 active sites (from both the metal and the oxide lattice)
in case of the multi-lattice 1p-kMC simulations of the oxide reduction
process. For the latter, one row of

√
5-surface oxide was removed from

the otherwise fully intact surface oxide film to act as a seed for the re-
duction process as further detailed in Section 7.3.4. Averages over 10

kMC trajectories starting with different random number seeds were
taken to obtain the correct transient quantities.
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7.3 results

7.3.1 Single-lattice 1p-kMC simulations of oxide reduction

The reduction of the
√

5-oxide by CO was recently experimentally
studied in detail using high-resolution X-ray photoelectron spectros-
copy (HRXPS) by Fernandes et al. [45]. An initially prepared

√
5-oxide

was exposed to a pure CO atmosphere of 5× 10
−11 bar and at three

different constant temperatures of 303 K, 343 K, and 393 K. The pres-
ence of the surface oxide and adsorbed CO was thereby monitored
as a function of time through the corresponding peaks in the XPS
spectra. At each temperature studied, the surface oxide coverage θox

was found to decrease monotonically after a short induction period
of 1-3 min, while simultaneously the CO coverage increases mono-
tonically essentially as θCO = 1 − θox. This suggests that CO almost
immediately covers any surface area that is not covered by surface ox-
ide. Rather large variations were observed for the total time required
to fully reduce the surface oxide at the three temperatures: At 303 K
the oxide is reduced after approximately 90 minutes, while the same
process takes only approximately 12 min at 343 K and less than 4 min
at 393 K.

Circumventing the need to explicitly account for the oxide decon-
struction, the coverage of O in the upper hollow sites of the

√
5-oxide

was previously proposed as an indicator for the oxide stability in
single-lattice 1p-kMC simulations [164]. Using this criterion 1p-kMC
simulations based on the

√
5-oxide model detailed in subsection 7.2.3

fail qualitatively to reproduce the experimental findings. Even at the
highest temperature of 393 K no reduction of the oxide is observed
at all after 120 mins, i.e. the oxygen coverage remains essentially at
100 % for the entire time. The latter can hereby readily be explained
by the lack of CO on the surface, i.e. at an ≈ 0 % CO coverage in the
simulations efficient removal of oxygen via CO oxidation is simply
not possible.

An obvious reason for this discrepancy could be inaccuracies in the
1p rate constants employed in the 1p-kMC simulations. An underesti-
mation of the CO adsorption energy by the approximate PBE xc func-
tional could e.g. be one rationalization for the low CO coverage in the
simulations. Alternatively, even at the low CO coverage a smaller CO
oxidation barrier as predicted by PBE could enhance the oxide reduc-
tion rate. We explore this possibility by rerunning the 1p-kMC sim-
ulations using accordingly modified rate constants. Specifically, we
systematically vary the CO oxidation barrier in 0.05 eV steps and the
CO adsorption energy on the bridge and hollow sites in 0.1 eV steps.
Within any reasonable bounds for these values, no thus generated
parameter set leads to kMC simulation results that would reconcile
the discrepancy with the experimental data: Either the time scale for



100 reduction of pd surface oxide by co

(a)

0 20 40 60 80 100 120

t [min]

0

20

40

60

80

100

θ O
h

[%
] 303 K

343 K

393 K

(b)

0 20 40 60 80 100 120

t [min]

0

20

40

60

80

100

θ O
h

[%
] 303 K

343 K

393 K

Figure 7.3: Single-lattice kMC simulations for
√

5-oxide reduction at the
three experimentally employed temperatures, using the O cov-
erage at the hollow sites (θOh ) as indicator for the progressing
reduction of the surface oxide (see text). The 1p rate constants
are modified to achieve at least some agreement with the experi-
mental findings: (a) CO adsorption energy lowered by 0.2 eV. The
reduction times for all three temperatures are in the right order
of magnitude, but the ordering with temperature is wrong. (b)
CO adsorption energy lowered by 0.5 eV; CO oxidation barrier in-
creased by 0.15 eV. The oxide reduction time correctly decreases
with temperature, but the reduction time at 303 K disagrees qual-
itatively with experiment.



7.3 results 101

reduction is too long or too short for all three temperatures, or if the
simulations exhibit a correct time scale for at least one of the temper-
atures, then the trend with temperature is wrong, i.e. the reduction
time does not decrease for each higher temperature as found in the
measurements. We illustrate this in Fig. 7.3 for two cases: Once the
CO adsorption energy is lowered by 0.2 eV, and once the CO adsorp-
tion energy is lowered by 0.5 eV, while the CO oxidation barrier is
simultaneously increased by 0.15 eV. In the first case, reasonable re-
duction time scales are obtained for all three temperatures, but the
ordering is wrong: At the intermediate temperature of 343 K reduc-
tion is slower than at the lower temperature of 303 K. In the second
case, this ordering is correct, but the time scale for oxide reduction at
303 K is much too long.

It is difficult to generally rule out that also varying the rate con-
stants of all other elementary processes would not coincidentally yield
a parameter set that would reproduce the experimental reduction
times. Nevertheless, the failure to obtain such a parameter set when
modifying the two processes that most obviously relate to the re-
duction time, let us believe that a shortcoming of the employed 1p
rate constants is unlikely the reason for the qualitative discrepancy to
the measurements. Looking for another reason we recall the original
data analysis performed by Fernandes et al. [45], who concluded on
the crucial role of elementary processes taking place at the boundary
between oxide and metal domains. Scrutinizing this possibility re-
quires on the one hand to perform multi-lattice 1p-kMC simulations
allowing to toggle between oxide and metal lattice. More importantly
though, it also requires an atomistic pathway for the actual oxide re-
duction process, which shall be established in the next subsection.

7.3.2 Atomistic pathway for oxide reduction

As a natural starting point to establish an atomistic pathway from the
intact

√
5-oxide to reduced Pd(100) we investigate the structural evo-

lution of the surface oxide film when progressively removing O atoms
from the oxide lattice. These studies are consistently performed with
large supercell models spanning four

√
5-oxide surface unit cells in a

(2× 2) arrangement as shown in Fig. 7.4. This model is large enough
to study the effects of O removal on one

√
5 cell that is still sur-

rounded by intact
√

5-oxide units in every direction. For these studies,
an important structural aspect of the commensurate

√
5-oxide/Pd(100)

interface is that in every
√

5-oxide unit cell two of the four Pd atoms
in the oxide layer are located in fourfold hollow sites of the underly-
ing Pd(100) substrate, with the other two being rather close to bridge
sites, cf. Fig. 7.4. After complete reduction, the Pd atoms of the sur-
face oxide will form domains of a new Pd(100) layer,[117, 184] in
which they are also located in the fourfold hollow sites. This means
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A B

C D

I II

III

Figure 7.4: Top view of the supercell model employed in the oxide reduc-
tion DFT calculations, spanning four

√
5-oxide unit cells in a

(2× 2) arrangement. Each intact
√

5-oxide unit cell contains four
O atoms, labeled from A to D, and four Pd atoms, two of which
(marked through hatching) are located in hollow sites of the un-
derlying Pd(100) substrate. The arrows in the upper right three
unit-cells indicate the directions in which the two Pd atoms can
be shifted to generate a minimal Pd(100) nucleus: This defines
the three cases I (upper left unit-cell), II (upper right unit-cell)
and III (lower right unit-cell) referred to in the text. Pd atoms are
depicted as large green spheres, O atoms as small red spheres;
Pd atoms of the underlying Pd(100) substrate are darkened.
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that during the local oxide decomposition two out of four Pd atoms
in the oxide layer do not necessarily have to significantly change their
lateral position.

In the stoichiometric
√

5-oxide termination expected to initially be
present in the reduction experiments there are four O atoms per

√
5

unit cell, two above the Pd atoms of the oxide layer and two below, as
shown in Fig. 7.4. In agreement to previous DFT studies performed
in smaller supercells [163], we find no significant structural changes
upon removal of any single of these four O atoms in one

√
5 unit

cell of our model. In particular, none of the oxide Pd atoms change
their lateral registry. The same is observed, when removing pairs of
O atoms in all possible combinations. Apparently neither single O
vacancies, nor O divacancies lead to an unactivated destabilization of
the
√

5-oxide structure.

(a) (b)

(c)

Figure 7.5: Top view of intermediate structures along the suggested ox-
ide reduction pathway. (a) Divacancy created by removal of two
neighboring upper O atoms in one

√
5-oxide unit-cell (labeled

A and B in Fig. 7.4). (b) Intermediate structure formed from (a)
through an essentially unactivated shift of the two bridge-site Pd
atoms as in case I of Fig. 7.4. This structure is by 0.4 eV more sta-
ble than structure (a). (c) Pd(100) nucleus formed from (b) after
the activated diffusion of the sub-surface O labeled D in Fig. 7.4
to the fourfold on-surface site in the center of the thus formed
Pd(100) nucleus (see text).

In this situation, we focus on a straightforward way to generate a
minimal Pd(100) nucleus within the surface oxide layer and explore



104 reduction of pd surface oxide by co

if this (together with an increasing number of O vacancies) does not
constitute a pathway with at least a very low activation barrier. This
pathway centers on the above mentioned realization that two of the
four Pd atoms in the

√
5-oxide unit cell are already located in fourfold

hollow sites with respect to the underlying Pd(100) substrate. A direct
way to convert one entire

√
5 cell into a Pd(100)-type nucleus would

therefore be to simply shift the other two Pd atoms from their close
to bridge positions to adjacent hollow sites. As illustrated in Fig. 7.4
there are three ways to realize this: Either both Pd atoms move to hol-
low sites in the same direction (cases I and II), or the two Pd atoms
move to hollow sites in opposite directions (case III). If we enforce
such lateral shifts on the Pd atoms of one unit cell for the intact sur-
face oxide, they relax back to their original positions upon geometry
optimization. The same holds, if this is done with one O vacancy in
the
√

5-oxide unit cell, or when moving only one of the two Pd atoms.
In contrast, metastable structures result when the same movements
are applied in the presence of an O divacancy, specifically when the
two upper O atoms, labeled A and B in Fig. 7.4, that are directly
coordinated to one of the moving Pd atoms are removed. For the
three cases defined in Fig. 7.4 the relative energies of the resulting
metastable structures compared to the original divacancy structure
with the Pd atoms in their regular positions are −0.40 eV (I), −0.25 eV
(II) and +0.17 eV (III). Cases I and II lead therefore to more stable
intermediate structures, and in particular for the most stable case I
we furthermore find only a negligibly small activation barrier below
0.1 eV.

This suggests the following initial steps in the oxide reduction path-
way: Upon local formation of an O divacancy as shown in Fig. 7.5a,
the two bridge-site Pd atoms of the corresponding

√
5-oxide cell shift

laterally and essentially unactivated to yield the intermediate struc-
ture shown in Fig. 7.5b. This metastable structure, more stable than
the divacancy by 0.4 eV, already features a minimal Pd(100) nucleus
with four Pd atoms in hollow sites, but still contains the two O atoms
of the

√
5-oxide cell that were originally below the Pd layer. One of

these two, labeled C in Fig. 7.4, automatically moves to a position
above the Pd atoms of the Pd(100) nucleus along with the lateral
shift of the bridge-site Pd atoms. The other O atom D remains in a
sub-surface position as depicted in Fig. 7.5c. We calculate a barrier
of 0.66 eV for the diffusion process that lets this O atom pop up to
the on-surface site E in the center of the Pd(100) nucleus, cf. Fig. 7.5c,
where it is by −0.11 eV more stable than in its original sub-surface
site. From there and as further detailed below, the on-surface O atom
can be reacted off through Langmuir-Hinshelwood-type CO oxida-
tion or diffuse away, leaving a bare minimal Pd(100) nucleus as the
end product of the here suggested oxide reduction pathway. Contin-
ued reduction of the oxide layer will then lead to an increasing num-
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ber of such Pd(100) nuclei. As the Pd density in the intact surface
oxide is 20 % lower than in a Pd(100) layer, Pd vacancies will emerge
along with the formation of these nuclei. The diffusion of these Pd va-
cancies will be very fast, with a calculated activation barrier of only
∼ 0.2 eV, similar to the diffusion of Pd on Pd(100).[41, 98, 99, 109, 113]
Quickly, this will lead to the coalescence of the individual Pd(100)
nuclei and with that to the formation of extended Pd(100) islands as
seen in experiment.[41, 72–74].

7.3.3 Elementary processes at the Pd(100) nucleus under reduction condi-
tions

Figure 7.6: Top view of the Pd(100) nucleus as formed during the oxide
reduction process. Shown are all high-symmetry binding sites
explored to assess the binding properties of the nucleus itself
(sites A-E) and at its boundary (sites F-K). Pd atoms are depicted
as large green spheres, O atoms as small red spheres; Pd atoms
of the underlying Pd(100) substrate and of the formed nucleus
are darkened.

The Pd(100) nucleus is the central new feature within the obtained
oxide reduction pathway. During the oxide reduction process it may
emerge upon sufficient local oxygen depletion of the

√
5-oxide, and

may then enable new elementary processes specific to either the nu-
cleus itself or the boundary between nucleus and surrounding oxide.
As the next step we therefore proceed to a systematic identification
and description of these new processes enabled in the vicinity of a
nucleus. As starting point for this we first consider the binding at
the different high-symmetry sites illustrated in Fig. 7.6, which rep-
resent sites on top of the nucleus and at its boundary. Specifically,
sites labeled A-D and site E correspond to Pd(100)-type bridge and
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Table 7.1: Calculated DFT binding energies for CO and O at high-symmetry
sites on top of the Pd(100) nucleus and at its boundary. Shown
are results for the situation with the sub-surface O atom still be-
neath the nucleus (labeled "w/ sub-surf O") and without the sub-
surface O atom (labeled "w/o sub-surf O"). Sites A-K are defined
in Fig. 7.6. Fields marked with a letter indicate that the adsor-
bate moved to the respective site during geometry optimization.
Fields marked "−" indicate sites for which no binding was ob-
tained. Binding in sites marked with an asterisk ended up in a
threefold coordination after geometry optimization. All energies
are in eV.

w/ sub-surf O w/o sub-surf O

CO O CO O

A -1.72 E -1.85 E

B − − -1.73 I

C -1.40 D -1.62 -0.98
∗

D -2.06 -0.96 -2.06 -1.00

E D -1.22 -1.90
∗ -1.25

F -1.49 -0.96 -1.72 -1.25

G -1.27 -0.40 -1.31 -0.47

H -0.83 J -1.56 J

I − − B -0.96

J H -0.39 H -0.75

K -1.03 -0.30 -1.10 -0.37

hollow sites on the nucleus, respectively. Sites F-J are sites directly
at the nucleus/oxide boundary, whereas site K corresponds to a

√
5-

oxide bridge site in the immediate vicinity of the nucleus. Table 7.1
summarizes the computed binding energies at these sites for the two
"oxidation" stages of the nucleus along the oxide reduction pathway:
With the sub-surface oxygen atom still beneath it, cf. Fig. 7.5b, and
without it. The latter situation results as a consequence of the acti-
vated diffusion of the O atom to the on-surface hollow site of the
nucleus and subsequent reaction or diffusion, vide infra, and is the
situation depicted in Fig. 7.6.

With the exception of site B directly adjacent to the sub-surface O
atom, the effect of the latter atom on the binding properties of the
sites on top of the nucleus is rather small. Quite similar binding en-
ergies are obtained for these sites for the two cases. Cum grano salis
these binding energies on the nucleus sites are also quite similar to
those computed for the extended Pd(100) surface. Roughly we obtain
a preferred O binding at the hollow site E of about −1.25 eV, to be
compared to −1.25 eV at the corresponding site on Pd(100), and a
preferred CO binding at the bridge sites A-D of about ∼ −1.4-2.1 eV,
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to be compared to −1.93 eV at bridge sites of Pd(100). Without the
presence of the sub-surface O atom this also extends to the bridge
sites F and H at the interface between the nucleus and the

√
5-oxide,

which again exhibit CO binding properties very similar to regular
bridge sites at extended Pd(100). Furthermore considering the close
geometric and energetic vicinity of these different sites we therefore
also expect similarly low diffusion barriers as on Pd(100) and cor-
respondingly a predominant presence of the adsorbates in the most
favorable sites, i.e. CO in the bridge site D and O in the hollow site E
at the temperatures employed in the oxide reduction experiments.

Multiple adsorption on one nucleus in form of CO adsorption at
several bridge sites, or O and CO coadsorption on hollow and bridge
site, respectively, is not possible. Also in this respect, adsorption at the
Pd(100) nucleus seems very similar to adsorption at extended Pd(100).
Likewise the disturbance of the

√
5-oxide created by the Pd(100) nu-

cleus seems quite short-ranged. Already at the oxide bridge site K di-
rectly adjacent to the nucleus, O and CO binding is essentially iden-
tical to the binding at the bridge site on the stoichiometric

√
5 ter-

mination, i.e. the CO binding is calculated as −1.03 eV and −1.10 eV
at site K (with and without sub-surface O underneath the adjacent
Pd(100) nucleus) and as −1.08 eV on the intact

√
5-oxide, whereas the

O binding energy is 0.30 eV, −0.37 eV and −0.19 eV for the three cases,
respectively. Finally, the binding at the interfacial sites F, G, H and
I in the presence of the sub-surface oxygen atom and at the interfa-
cial site H without the sub-surface O atom is intermediate to the one
obtained on the nucleus and on the intact

√
5-oxide.

In light of these results, we can now systematically analyze the
new elementary processes that may arise due to the nucleus under
the reducing conditions of the experiment and assess their qualita-
tive relevance for the oxide reduction process. Regardless of whether
the sub-surface O atom is still present underneath the nucleus or not,
CO adsorption and desorption processes can take place at the nucleus
bridge sites, with a maximum coverage of one CO molecule on a nu-
cleus. CO diffusion on the nucleus itself will be fast, and will lead to a
preferential population of bridge site D at the temperatures employed
in the reduction experiments. After coalescence of nuclei to Pd(100)
domains, equivalent processes (CO adsorption, desorption, diffusion)
will occur, with properties as on extended Pd(100). In principle, CO
diffusion could also occur from nucleus (or Pd(100) domain) to ox-
ide or vice versa. An important point to realize here, however, is that
CO binding at the nucleus (and at Pd(100)) is about 1 eV more sta-
ble than at the hollow or bridge sites of the

√
5-oxide. This already

imposes a quite large mere thermodynamic barrier for CO diffusion
onto the oxide. Simultaneously CO diffusion processes from the ox-
ide to the nucleus will be rare, owing to the near zero CO coverage on
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the surface oxide under the conditions of the reduction experiments,
cf. Section 7.3.1.

If all sites A-E of the nucleus are unoccupied, the sub-surface O
atom can pop up into the on-surface fourfold hollow site E of the nu-
cleus, with a calculated barrier of 0.66 eV. The reverse process is pos-
sible with a corresponding barrier of 0.77 eV. From the nucleus site
E the oxygen atom can diffuse to an adjacent vacant hollow site of
the surrounding oxide, or vice versa. Since O binding is about 0.4 eV
more stable at the oxide hollow sites, this diffusion will preferentially
take oxygen away from the nucleus (or coalesced larger Pd(100) do-
mains). For O diffusion between the oxide hollow sites directly adja-
cent to the nucleus (those above site K in Fig. 7.6) we find a slightly
lowered diffusion barrier of 1.1 eV as compared to the 1.4 eV for the
diffusion over the intact surface oxide. This lowering can be rational-
ized with the higher geometric flexibility of the underlying Pd atoms
in the partially reduced surface oxide environment. Oxygen diffusion
from site E to adjacent bridge sites of the

√
5-oxide face a similarly

large thermodynamic barrier as the CO diffusion processes due to
the much weaker O binding at these oxide sites. As these bridge sites
are furthermore essentially all unoccupied under the conditions of
the reduction experiments, the reverse diffusion processes bringing
O atoms from adjacent oxide bridge sites to the nucleus will also oc-
cur at a negligibly low rate. Associative oxygen desorption requires
two nearby O atoms and thus can only take place either after coales-
cence of nuclei (then from next-nearest neighbor Pd(100)-type hollow
sites) or in case of an individual nucleus by involving one O atom
from the nucleus site E and one O atom from nearest neighbor O hol-
low sites of the oxide. Due to the similar binding energies of O on
both metal and oxide, such processes are as rare as they were in the
single-lattice 1p-kMC simulations focusing only on the surface oxide.
Correspondingly, such processes are unlikely to have a relevant effect
on the reduction kinetics.

Finally, new CO oxidation reactions can be enabled at the nucleus
or its boundary. One possibility is a reaction of a CO molecule ad-
sorbed on the nucleus with the sub-surface O atom. For a CO molecule
occupying the preferred bridge site D we calculate a barrier of 1.27 eV
for this process, which is rather high for this process to play a sig-
nificant role at the temperatures employed in the experiments. Alter-
natively, the CO molecule could react with O atoms of the surround-
ing
√

5-oxide. Focusing on the preferred binding site D Fig. 7.7 illus-
trates the four corresponding reactions to the closest such O atoms
and compiles the calculated barriers for these processes. Only one of
these processes exhibits a barrier below 1 eV and should therewith ex-
hibit a similar reactivity as the reaction processes occurring on either
Pd(100) or on the

√
5-oxide. As last possibility, an O atom occupying

the on-surface site E of the nucleus could react with a nearby ad-
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Figure 7.7: Top view of the Pd(100) nucleus illustrating possible CO ox-
idation reactions across the nucleus/oxide boundary. The CO
molecule is adsorbed at the most stable bridge site D of the
Pd(100)-nucleus. The calculated barriers for the four reaction pro-
cesses are: NW 1.63 eV, SW 1.46 eV, SE 1.54 eV, and E 0.95 eV. Pd
atoms are depicted as large green spheres, O atoms as small red
spheres; Pd atoms of the underlying Pd(100) substrate and of the
formed nucleus are darkened.

sorbed CO molecule. Due to the near zero CO coverage on the oxide
during the reduction experiments, such a process is unlikely to occur
with a CO molecule adsorbed on the

√
5 though. At the same time,

the strong repulsive interactions prevent CO adsorption at the bridge
sites A-D of the nucleus, if an O atom occupies the hollow site E. This
leaves as only possibility for such a cross-reaction, the reaction with
a CO molecule adsorbed at the bridge site F, cf. Fig. 7.6. Both sites, E
and F, feature binding properties highly comparable to those of cor-
responding sites at extended Pd(100). We therefore also expect such
a reaction process to exhibit a barrier similar to the corresponding
process at Pd(100). In general, such a reaction process can neverthe-
less not have a strong influence on the oxide reduction process. As O
diffusion from the

√
5-oxide onto the nucleus is rare, this process will

predominantly occur after the sub-surface O atom has popped up to
the surface. The process then takes place once per formed nucleus
and is thereafter unlikely to reoccur.

Summarizing these insights, the qualitatively new feature emerg-
ing from the presence of a formed Pd(100) nucleus during the oxide
reduction process is the significantly enhanced stabilization of CO at
the nucleus as compared to the

√
5-oxide. Whereas the CO coverage

on the latter is close to zero under the reducing conditions of the ex-
periment, a much higher CO coverage can thus be expected at formed
nuclei. An oxidation reaction of such CO molecules across the nucle-
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us/oxide interface with O atoms of the surface oxide then provides a
much more efficient means to deplete the surface oxygen compared
to the two mechanisms possible at the

√
5-oxide alone. There the as-

sociative O desorption is a rare process due to the strong O binding
energy on the oxide, and the CO oxidation is a rare process due to
the low CO coverage at the surface. In contrast, the new reduction
process enabled at the oxide/nucleus interface only depends on the
CO adsorption, which is comparatively frequent in the reducing envi-
ronment of the experiment, and on the replenishment of the created
O vacancies at the oxide sites at the interface. The latter occurs via O
diffusion on the surface oxide, which is not a very fast process, but
still faster than the oxide-only reaction mechanism, considering in
particular that the number of formed Pd(100) nuclei scales with the
increasing number of concomitantly created O vacancies in the oxide
layer.

7.3.4 Multi-lattice 1p-kMC model

We now proceed by casting the conceptual picture of the reduction
process via the formation of Pd(100) nuclei into an explicit multi-
lattice 1p-kMC model. A 1p-kMC model hereby means a list of el-
ementary processes, where each elementary process is defined by a
set of conditions that have to be met so that the process can be exe-
cuted, a set of actions that occur due to the elementary process, and
a corresponding 1p rate constant.[86] For regions of Pd(100) and

√
5-

oxide the multi-lattice 1p-kMC model will employ exactly the same
1p-kMC models as used for the single-lattice simulations above. The
rate constants for all new elementary processes arising in the context
of the Pd(100) nuclei are derived from identical TST expressions as
before, i.e. following the recipe detailed in Ref. 157.

Once an oxygen divacancy involving two neighboring upper hol-
low sites on the

√
5-oxide as illustrated in Fig. 7.5 is formed during

the 1p-kMC simulation, the nucleus formation is modeled as a non-
activated process, i.e. it automatically follows the formation of the di-
vacancy. In practice we realized this in the kmos implementation by as-
signing this process a very high arbitrary rate constant. In terms of the
multi-lattice representation the nucleus formation corresponds to de-
activating the two bridge and two upper hollow sites associated with
the corresponding

√
5-oxide unit cell by changing their occupation

status to null. In their place, Pd(100) lattice sites are activated. Specif-
ically, this concerns Pd(100) bridge sites at sites labeled A, B, C, D, F,
H in Fig. 7.6, the occupation of which is changed from null to empty.
Furthermore, a Pd(100) hollow site is created empty at the site labeled
E in Fig. 7.6. The quenched-in sub-surface oxygen atom is modeled
to remain at its lower hollow

√
5-oxide site. However, now that the

Pd(100) hollow site labeled E in Fig. 7.6 is created, this sub-surface O
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atom can hop there with a barrier of Ea = 0.66 eV, if the Pd(100) hol-
low site and its four nearest-neighbor Pd(100) bridge sites are empty
in accordance with the site-blocking rules used in the Pd(100) model
[82]. From there, the oxygen atom can reverse the diffusion with a
barrier Ea = 0.77 eV, or, if there are already other immediately ad-
jacent Pd(100) nuclei, it can also diffuse to other nearest-neighbor
Pd(100) hollow sites. O diffusion from the nucleus to surrounding√

5-oxide (and the reverse back-diffusion process) seems not to play
a role for the reduction conditions addressed here. We tentatively
included such processes in the 1p-kMC model with a range of bar-
riers fulfilling the thermodynamic reversibility constraint of a 0.4 eV
stronger binding at the

√
5-oxide. The effects on the simulated re-

duction times reported below were insignificant, which is why we
did not explicitly compute the DFT barriers for this pair of processes.
The accelerated hollow-hollow diffusion of oxygen on the

√
5-oxide

next to the Pd(100)-nucleus with a barrier of +1.1 eV is accounted for
by making the presence of one of the Pd atoms in a Pd(100) lattice
position an explicit condition for the elementary process.

The second oxygen atom that is originally in a lower
√

5-hollow
site and pops up to the surface during the formation of the Pd(100)
nucleus, cf. Fig. 7.5b, has a binding energy of −1.42 eV, irrespective
of whether the other quenched-in sub-surface O atom is still present
or not. Even though thus exhibiting a somewhat stronger binding by
0.17 eV, we still approximate this as a regular O atom in a Pd(100) hol-
low site and correspondingly activate another Pd(100) hollow lattice
site at the location that is obtained by going from site E one lattice
constant to the left in Fig. 7.6 and directly occupy it with the popped-
up O atom. Simultaneously, the lower hollow-

√
5 site in which the

oxygen atom resided before the nucleus formation is deactivated by
setting its occupation to null.

CO diffusion from possibly existing neighboring Pd(100) sites onto
bridge sites of the new Pd(100) nucleus is also allowed, if the nearest-
neighbor hollow as well as all up to next-nearest-neighbor bridge sites
are empty – again in accordance with the site-blocking rules for CO
diffusion in the Pd(100) model.[82] If all Pd(100) nucleus bridge and
hollow sites are empty, non-activated CO adsorption is possible onto
a bridge site. CO desorption is modeled with a desorption barrier of
1.93 eV and obeys detailed balance with the adsorption process as in
the Pd(100) model. As additional reaction processes we only consider
the most likely process labeled E in Fig. 7.7 with a barrier of 0.95 eV,
involving a CO molecule adsorbed at site D of the nucleus and an O
atom adsorbed at a directly adjacent upper hollow

√
5-oxide site.

With these prescriptions and new processes the multi-lattice kMC
simulation will allow for the generation of Pd(100) nuclei, which if
generated next to each other will increasingly lead to larger Pd(100)-
type patches in the course of a reduction condition simulation. As
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a Pd(100) unit-cell of the commensurate
√

5-oxide/Pd(100) interface
exhibits only 4/5 of the Pd atom density, these patches will not corre-
spond to dense Pd(100) terraces though, but contain a regular array
of Pd vacancies. In reality, Pd self-diffusion will lead to the coales-
cence into closely packed Pd(100) islands, and connected with it to
an entire class of additional elementary processes. However, in the
here proposed atomistic pathway, cf. Fig. 7.5, the Pd(100)-nucleus for-
mation step shifts the two mobile Pd atoms in such a way that the
emerging Pd(100) vacancy is located furthest from the relevant

√
5-

oxide/Pd(100) domain boundary, where the cross-reaction E of Fig.
7.7 can take place. As such we anticipate that the coalescence of Pd
vacancies through Pd self-diffusion occurs predominantly displaced
from the reduction front and then has no effect on the actual reduc-
tion kinetics. Within this view, we neglect Pd self-diffusion in the
multi-lattice kMC model, such that the end product of a complete re-
duction of the

√
5-oxide film corresponds to a Pd(100) surface with a

regular array of Pd vacancies.

7.3.5 Multi-lattice 1p-kMC simulations of oxide reduction

With the multi-lattice 1p-kMC model set up, we return to the oxide
reduction experiments of Fernandes et al. described in Section 7.3.1.
The qualitatively new feature introduced by the explicit account of
reduced oxide patches in the multi-lattice simulations is the possibil-
ity of reduction through cross-reactions at

√
5-oxide/Pd(100) domain

boundaries. In order to enable an efficient realization of such pro-
cesses we employ kMC simulation cells, in which initially one row of√

5-oxide is already removed. For the coordinate system used in this
model the reduced row follows along the [010]-direction as illustrated
in Fig. 7.8. In the lattice coordinate system of bulk PdO the surface
oxide is a stretched layer of Pd(011) (which is equivalent to (101)) and
the reduced row follows the [01̄1] direction. Any chosen simulation
cell size then mimics initially present domain sizes in the experiments
due to surface imperfections like steps, dislocations etc. To assess the
sensitivity on this point, we conduct the multi-lattice 1p-kMC simula-
tions using (10× 20), (20× 20) and (40× 20) cells. As demonstrated
in Fig. 7.9 we obtain only small variations that do not affect at all the
conclusions put forward below. The further analysis of the obtained
data is therefore only presented for the (20× 20) simulation cell.

Figure 7.9 shows the surface oxide coverage as a function of time
using the experimental conditions of 5× 10

−11 bar CO pressure, and
temperatures of 303 K, 343 K, and 393 K. In contrast to the single-
lattice 1p-kMC simulations discussed in Section 7.3.1, very good agree-
ment with the experimentally observed times and trends is obtained
– without the need to modify any of the first-principles rate constants.
In order to better understand how the new cross-reaction feature
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Figure 7.8: Illustration of the initial configuration used in the multi-lattice
1p-kMC simulations. For clarity, only a small (4 × 8) commen-
surate

√
5-oxide cell area of the larger simulation cell is shown.

One row of
√

5-oxide cells has been reduced to Pd(100) nuclei
along the (100) direction of the multi-lattice kMC model. Shown
in parenthesis are the corresponding crystallographic axes of the
PdO crystal.

0 20 40 60 80 100 120 140

t [min]

0

20

40

60

80

100

θ O
x

[%
] 303 K

343 K

393 K

Figure 7.9: Multi-lattice 1p-kMC simulations of the
√

5-oxide reduction at
the three experimentally employed temperatures. Shown is the
fraction of the surface covered by the surface oxide as a function
of time using a (20× 20) (solid, bold lines), a (10× 20) (dashed,
thin lines), and a (40×20) (dotted, thin lines) simulation cell. The
slight difference in the initial

√
5-oxide fraction for the different

cell sizes results from the fact that in every cell initially one row
of oxide is removed.
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Figure 7.10: Relative contribution of elementary processes leading to the
creation of divacancies and therewith to the ongoing oxide re-
duction through the formation of Pd(100) nuclei at the surface.
"Oxide reaction" denotes divacancy creation through a CO ox-
idation reaction within the

√
5-oxide domain, "cross-reaction"

denotes divacancy creation through a cross-reaction over the√
5-oxide/Pd(100) domain boundary, and "O diffusion" denotes

divacancy creation through diffusion of O atoms on the
√

5-
oxide.

leads to this dramatic improvement, we analyze which elementary
process immediately precedes the formation of an appropriate diva-
cancy and therewith triggers the creation of a Pd(100) nucleus in the
simulations. Figure 7.10 shows these relative contributions and re-
veals that at lower temperatures reduction is predominately caused
by CO oxidation processes within the surface oxide domain, while
at the higher temperatures the ongoing reduction is primarily driven
by cross-reactions over

√
5-oxide/Pd(100) domain boundaries. The

latter is a natural consequence of the enhanced CO binding at the
Pd(100) nuclei as compared to the

√
5-oxide. At the higher temper-

atures CO is then predominantly stabilized on the Pd(100) patches
at the surface, concomitantly enhancing the cross-reaction compared
to the regular CO oxidation within the surface oxide domain. This
change in the mechanism behind the oxide reduction leads to a tem-
perature dependence of the reduction time that is impossible to grasp
within a single-lattice model, regardless of how one tries to tweak the
underlying rate constants.

7.4 summary and conclusions

We presented a general multi-lattice first-principles kinetic Monte
Carlo approach that allows to describe surface morphological tran-
sitions within lattice kMC, as long as these transitions occur between
structures exhibiting commensurate lattices. This approach allows to
evaluate long-time kinetic behavior subject to corresponding transi-
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tions and therewith allows to scrutinize their influence. The necessary
requirement for the approach is a detailed atomistic pathway for the
transition, which then needs to be mapped into the 1p-kMC model
in form of stable intermediates at the involved lattice sites and new
elementary processes involving these intermediate structures.

As a showcase we illustrated the approach by addressing recent
oxide reduction experiments at a Pd(100) model catalyst by Fernan-
des et al. [45]. We developed the required atomistic pathway for the
concomitant transition from the

√
5-surface oxide film to reduced

Pd(100) by inspecting surface geometries upon O vacancy creation,
systematically identifying stable intermediates by means of geometry
optimizations and transition state calculations to connect intermedi-
ate geometries. An important rational in this development was the
realization that several oxide metal atoms do not necessarily have
to change their geometric position during the transition from oxide
to pristine metal. The choice to only consider pathways where corre-
sponding position changes are not taking place then leads to a drastic
reduction in the space of possibly stable intermediates and could also
be a useful strategy to conceive complex reconstruction mechanisms
in other systems.

Single-lattice 1p-kMC simulations could not account for the temper-
ature dependence of the reduction time observed in the experiments,
not even when abandoning the first-principles character of the simu-
lations and optimizing the rate constants of relevant elementary pro-
cesses to fit the experimental data. In contrast, very good agreement
with the measurements is obtained with the multi-lattice 1p-kMC
simulations on the basis of the proposed oxide reduction pathway.
The crucial new feature leading to this improvement is the possibility
for CO oxidation reactions across

√
5-oxide/Pd(100) domain bound-

aries introduced by the explicit account of already reduced Pd(100)
nuclei in the simulations. These cross-reactions constitute a largely
varying contribution to the overall oxide reduction within the tem-
perature range covered by the experiments, and therewith generate
a temperature-dependence of the reduction rate that cannot be effec-
tively described by a single-lattice model.

In the catalysis context, a multi-lattice 1p-kMC model explicitly ac-
counting for a domain boundary between two phases offers in gen-
eral advanced possibilities to scrutinize the (sometimes emphasized)
role of the latter for the catalytic function. Such an interface controlled
reactivity has for instance been put forward by Li et al. [108], which
can now be revisited and explored in detail and with a predictive
character on the basis not only of trends on specific reaction barri-
ers, but in the framework of a rigorous multiscale methodology. The
present work already contributes to this by highlighting that even
though reaction barriers may be quite similar on the metal, the sur-
face oxide and across the metal/oxide domain boundary, the latter
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could still be the dominant reaction mechanism due to the steady-
state coverages around the metal/oxide interface. For the present
model to directly address steady-state CO oxidation activity primar-
ily additional elementary processes are required that describe sur-
face oxidation, in particular dissociative oxygen adsorption at highly
O-precovered surfaces e.g. featuring Pd(100) nuclei surrounded by√

5-oxide.
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Summary

The discovery of materials and materials functionality will in the fu-
ture without a doubt be accelerated by powerful computational tools
that allow to predict the properties and functionalities from an atom-
istic level. Heterogeneous catalysis is one application area where mul-
tiscale computer simulations have already been particularly fruitful to
gain a new level of understanding since here the making and break-
ing of bonds which is governed by quantum mechanics inevitably
affects the performance at a macroscopic scale.

Almost 90 years after Taylor introduced the concept of the catalytic
surface[181] the exact nature of the catalytic activity even for very
simple reactions on elementary surfaces is today still a highly active
area of research. The focus of this thesis was the CO oxidation on
Pd(100). The stability boundary between the metallic Pd(100) surface
termination and a surface covered by an atomistically thin surface
oxide (characterized as a (

√
5 × √5)R27

◦ overstructure and hence-
forth abbreviated as

√
5-oxide) falls into the range of catalytically rele-

vant regions around stoichiometric feed conditions. Such a transition
regime makes the relation between structure and activity particularly
intricate. One conjectured scenario is the continuous formation and
reduction of such oxidic films as a major driver for the observed cat-
alytic activity. A necessary requirement for making this hypothesis
verifiable is a methodology that can account for such complex atom-
istic detail while simultaneously being able to predict microkinetic
observables such as surface coverages and reaction rates.

In this thesis a first-principles multiscale approach has been de-
ployed to address this issue. Density functional theory (DFT) at the
generalized gradient approximation level is used to describe slab ge-
ometries that model different intermediate stages from the

√
5-oxide

to the Pd(100) surface. DFT is then combined with lattice kinetic
Monte Carlo (kMC) to connect information from the electronic struc-
ture with phenomena at the mesoscale and beyond. An extension to
the lattice kMC method is developed which allows to describe a cat-
alytic surface with ongoing morphological transformations. Emerg-
ing schemes which couple the outcome of such atomistic simulations
in the form of a boundary condition to continuum scale fluid simu-
lations are hereby an important factor to specifically pursue the com-
putationally highly efficient lattice kMC approach.

117
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In a first step a kMC model for CO oxidation on Pd(100) was con-
structed to complement an existing model for the

√
5-oxide termina-

tion. The two kMC models for Pd(100) and
√

5-oxide where then used
to separately predict the stability boundaries of the respective termi-
nation based on oxygen coverage criteria. Contrary to expectations it
was found that the two boundaries do not coincide in phase space.
Instead the stability regimes overlap over a wide range of feed condi-
tions between 400-600 K and around stoichiometric reactant ratios at
near-ambient pressures. It was found that the tendency of adsorbed
CO molecules to hinder oxygen adsorption on Pd(100) extends the
stability range of the metallic termination beyond its thermodynam-
ically stable regime. This bistability therefore only exists in the pres-
ence of both CO and oxygen and matches quite well with the bista-
bility regime found experimentally by Hendriksen et al.[74] on the
same surface which is accompanied by oscillatory catalytic activity.
The two models also reproduce the experimentally observed kinetics
and the relative activity of the two surfaces correctly. The hindered
oxygen adsorption model offers hereby an alternative explanation for
the origin of the bistability which does not require the complemen-
tary roughening of the surface required in the originally proposed
rationalization of the oscillatory behavior.

In the next step an atomistic description of the reduction of the
√

5-
oxide by CO was pursued. The essential insight towards a reconstruc-
tion mechanism was that half of the palladium atoms in the

√
5-oxide

do not necessarily have to move significantly during the reconstruc-
tion. An atomistic pathway was obtained via systematic probing of
intermediate geometries using DFT calculations. The resulting path-
way is initiated by oxygen divacancies and proceeds via the formation
of Pd(100)-nuclei consisting of four palladium atoms. The Pd(100)-
nucleus geometry allows for an efficient Langmuir-Hinshelwood CO
oxidation process that crosses the Pd(100) to

√
5-oxide domain bound-

ary.
To account for this reconstruction which obviously deviates from

a single crystal structure an extension to the lattice kMC approach
had to be devised. One necessary step was to choose a unit cell that
is large enough to represent all active sites of both surface termina-
tions simultaneously. Second, in the language of kMC an artificial
species was used to deactivate the sites belonging to the currently
non-present lattice. In this way lattice reconstruction mechanisms of
almost arbitrary sophistication can be described with the advanta-
geous efficiency of lattice kMC.

The developed atomistic pathway and concomitant elementary pro-
cesses where implemented using this multi-lattice kMC approach.
The resulting oxide decay function under a pure CO atmosphere of
5×10

−11 bar and 303-393 K was found to be in excellent agreement
with those found in XPS experiments by Fernandes et al.[45]. The
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same temperature dependency could not be explained using only the√
5-oxide model. Analysis of the resulting kMC trajectories showed

that towards the upper end of simulated temperatures the
√

5-oxide
is in fact driven by the cross-boundary reaction as originally conjec-
tured from the experiments.

Outlook

The atomistic
√

5-oxide reduction pathway was constructed with a
focus on CO oxidation. However, the resulting mechanism is inde-
pendent of the reducing agent itself as long as it is able to efficiently
remove oxygen atoms from the surface oxide. Thus, many of the inter-
mediate steps will be useful when constructing similar models with
other reducing agents such as H2 or CH4. The guiding protocol for
constructing the surface oxide reduction pathway can be abstractly
formulated in the following way: Identify which atoms will have to
move during the reduction to arrive at stable sites of the underly-
ing metal substrate. Remove locally an increasing number of oxygen
atoms and test by use of geometry optimizations for all reasonable
combinations of final sites whether the reconstructed geometry is en-
ergetically more favorable than the oxidic geometry. Finally calculate
activation energies for transition paths connecting the initial config-
uration with the most stable reconstruction. This protocol could be
applied similarly to other elementary transition metal surface oxides.
Surface oxides have been found to exist on Pd(111), Rh(111), Rh(100),
Rh(110), Pt(110), Ag(111), and Ag(100).[118]

Having established a first model for the reduction of Palladium
√

5-
oxide the complementary next step is to construct a model for the for-
mation of

√
5-oxide. Compared to the modeling of the reduction the

modeling of surface oxide formation is complicated by two factors.
First, the

√
5-oxide surface contains 20% less palladium atoms per

unit area compared to the Pd(100) surface. Thus during the formation
of
√

5-oxide inevitably every fifth palladium atom would have to be
expelled from the closed packed Pd(100) surface. The additional diffu-
sion of these excess atoms either on top of the metallic surface or even
on top of the surface oxide and subsequent accumulation at existing
terraces or islands leads to a further complication of the already non-
trivial model. Second is the fact that the highest thermodynamically
stable oxygen concentration on Pd(100) of 0.25 ML corresponds to the
p(2 × 2)-O adlayer. In comparison the

√
5-oxide corresponds to an

oxygen concentration of 0.8 ML. So far in the Pd(100) model oxygen
is not allowed to adsorb above 0.5 ML coverage which is motivated us-
ing simple geometrical rules. However,

√
5-oxide formation will most

likely require oxygen to adsorb either on top of a kinetically stabilized
c(2× 2)-O or near an existing Pd(100) to

√
5-oxide phase boundary to

create the critical oxygen density required for
√

5-oxide formation. To
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obtain predictive rate constants for these processes one or more oxy-
gen sticking coefficients for these oxygen covered geometries will be
needed. Since the first-principles calculation of sticking coefficients
for pre-covered surfaces is a very active area of research[62, 114], cal-
culation of oxygen adsorption at higher coverages will most likely
require further methodological developments.

Detailed experimental studies can be very instrumental for validat-
ing first-principles guided multi-scale models as has been shown for
the case of

√
5-oxide reduction in this thesis. Similar studies on the

temperature dependent formation of
√

5-oxide could prove equally
useful to scrutinize a corresponding multi-lattice kMC model. Finally,
after both

√
5-oxide reduction and formation is accounted for one

can make quantitative predictions about the dynamic surface compo-
sition of Pd(100) for CO oxidizing conditions and its corresponding
catalytic activity.
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C A S T E P - A T E C H N I C A L I N T R O D U C T I O N F O R
P R A C T I T I O N E R S

Plane-wave DFT Calculations

The core functionality of any Density Functional Theory (DFT) pack-
age is to solve the Kohn-Sham equation for a given system

ĤKS (r)φi (r) = εiφi (r)

which in physical terms is a single-particle equation, where each
φi (r) denotes the ith single particle state. As indicated already we
will work in spatial representation and drop explicit representation
of spin for sake of simplicity. The idea behind DFT is that ĤKS is con-
structed ideally in such a way that the solution φi yields a density

ρ (r) :=
∑
i

|φi (r)|
2

that is identical to the true ground-state density of the many-particle
electronic wavefunction of our system. The Kohn-Sham operator can
be written as

ĤKS (r) =̂ −
 h2∇2

i

2me
+ Veff (r)

= −
 h2∇2

i

2me
+
∑
j

∫
dr ′3
〈φj (r ′) |φj (r ′)〉

|r − r ′ |︸ ︷︷ ︸
VHartree[ρ](r)

+Vext (r) + Vxc [ρ] (r)

where Vext subsumes the potential acting on the electronic density
due to the ionic cores or an external field, and the static potential en-
ergy between ions, VHartree, represents the electrostatic potential inter-
acting between the electrons. Finally, the so called exchange-correlation
functional Vxc constructed such that it corrects all differences be-
tween the single-particle wavefunctions and the many-body wave-
function. The construction of such a functional is a topic for a group
of experts and as a practitioner I will not be concerned with it here.1

Instead I will view this as given and highlight practical issues in-
volved in solving the Kohn-Sham equations on a computer using a
plane-wave basis set with the CASTEP package[28]. It is crucial to
note that Vxc is a functional of the density and therefore depends on

1 Throughout this summary I will use the GGA-PBE[144] as exchange correlation func-
tional

123



124 castep - a technical introduction for practitioners

the single-particle wave function. This means that for each wavefunc-
tion found from solving the Kohn-Sham equation we get a new Kohn-
Sham operator. Thus one keeps solving and constructing Kohn-Sham
operators until the differences between successive wavefunctions are
below a certain threshold (which will be explained below) and one
speaks of a self-consistent solution to the Kohn-Sham equations.

Computationally it is efficient to represent the single-particle wave-
function by introducing a not necessarily orthogonal basis2

φi (r) =
∑
α

ciαϕα (r)

which lets us write the Kohn-Sham equation as a matrix equation
that corresponds to what is known in the Hartree-Fock context as
Roothaan-Hall3 equation4

Hiαβciβ = εiSiαβciβ (A.1)

for which efficient numeric methods exist. The matrix elements are
defined as

Hαβ =

∫
d3rϕ∗α (r) [−

 h2∇2

2me
+ Veff (r)]ϕβ (r) (A.2)

and

Sαβ =

∫
d3rϕ∗α (r)ϕβ (r) . (A.3)

The wavefunction in a crystal lattice needs to obey Bloch’s theorem
(switching to a collective index i→ i, k)

φik (r + R) = eik·Rφik (r)

which through the wave vector quantum number k alone represents
an infinite number of possible states.

For solid-state and various related systems plane-waves are a natu-
ral choice for several reasons. If we cast them in the form

φik (r) =
∑

G

cik,Gϕik,G =
∑

G

cik,G
eir·(k+G)

√
Ω

Ω : volume of the simulated cell

2 in this section a superscript is merely a convenient place for indices
3 For the closed shell case to be specific. But we have to solve the same type of equation

for the restricted open shell case.
4 using the sum convention
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the Bloch theorem is automatically satisfied if G is a lattice vector of
the reciprocal lattice defined by the simulated cell. Then the matrix
elements in (A.1) become particularly simple, namely:

〈φik,G|T |φik,G ′〉 =
1

Ω

∫
d3r e−i(k+G)·r− h2∇2

2me
ei(k+G ′)·r

=
1

Ω

∫
d3r e−i(k+G)·r  h2 (k + G)2

2me
ei(k+G ′)·r

=
1

Ω

 h2 (k + G)2

2me

∫
d3r eir·(G−G ′) =

 h2 (k + G)2

2me
δG,G ′

〈φik,G|Veff (r) |φik,G ′〉 =
1

Ω

∫
d3r e−i(k+G)·r Veff (r) ei(k+G ′)·r

=
1

Ω

∫
d3r e−i(G−G ′)·r Veff (r)

= Ṽeff
(
G − G ′

)
In the language of linear algebra this means: in the plane-wave

basis the full Hamiltonian for one SCF step has block diagonal form
and each block belongs to exactly one k-point.

So the Kohn-Sham equation that needs to be solved for each point
in the first Brillouin zone simply becomes

∑
G ′
Ṽeff

(
G − G ′

)
cik,G ′ =

[
εik −

 h2 (k + G)2

2me

]
cik,G. (A.4)

After each iteration step the density and the electronic energy can be
calculated according to

Etot =
1

VBZ

occ.∑
i

∫
BZ

d3k εik

ρ (r) =
1

VBZ

occ.∑
i

∫
BZ

d3k |φik (r)|
2 .

While theoretically speaking this is still impossible to do in finite
time on any computer, since there is still a summation of infinitely
many k-points and the wavefunction of each band at each k-point
consists of infinitely many basis functions, experience shows that a
finite number of each is sufficient to compute well-converged quanti-
ties.

Well-converged is a tricky attribute here, because the meaning very
much depends on the context. I think one should aim to reach con-
vergence that is at least within the accuracy of corresponding exper-
imental measurement. However if the calculated property is used to
calculate other quantities it may be quite hard to extrapolate how a
small error in these technical settings affects the final quantity.
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Fortunately it is usually sufficient to sample the Brillouin zone at
a very finite number of k-points and each calculation only couples
loosely in computational terms through the density in the Hamilto-
nian so it can be parallelized over different processors efficiently. The
standard method to use as few points to sample the Brillouin zone
as possible is the one by Monkhorst and Pack[132] which produces a
uniform grid in k-space.

features of plane-wave basis sets A good general discus-
sion of plane-wave basis sets can be found in the book by Martin[120].
Here I will merely look at some practical issues. A great advantage
of plane-waves is the fact that convergence of the basis set is partic-
ularly straightforward. One includes in the plane-wave expansion all
G vectors with

|k + G| <

√
2meEcut

 h2

and increases the cut-off energy Ecut until the quantity of interested
does not change beyond a desired tolerance window.

To be more specific I estimate the number of plane-waves used in
my rectangular simulation cell for the Γ -point (k = 0). So the question
is: how many n ∈N3 exist such that

∣∣n ·A−1
∣∣ <√2meEcut

 h2

where A−1 is 2π times the inverse of the unit cell. The volume of
an ellipsoid is V = 4

3
πabc, where a, b, c are the radii along three

different axes. Casting this in the form of the commonly used units
we get

Npw =
4

3

π

√
2meeV

 h2

3
(

Å
2π

3
)

3

ab c (Ecut)
3/2

≈ 2.3 10
−3ab cE

3/2

cut

Using a simulation cell of 6.24Å × 6.24Å × 30.19Å and a cut-off
energy of 450 eV we find roughly 25,500 plane waves.

Using the plane-wave basis requires discrete Fourier transforma-
tions (DFT5) between real space and Fourier space (often called G
space) on at several stages in the calculation. This has been made
economical by using a numerical technique known as fast Fourier
transform (FFT). The key idea behind FFT is to reduce the number of
required mathematical operations by decomposing the Fourier trans-
form

X [k] =

n∑
j=1

X [j]ωjkn , ωn = exp (2πi/n)

5 no to be confused with Density Functional Theory
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into blocks of smaller discrete Fourier transformation. The results
from each block can be reused in the overall Fourier transformation
without the need to recalculate them. FFTW3 is considered the fastest
implementation of this idea, which works best if n can be decom-
posed into many small integer factors (i.e. some power of 2 is ideal)
and worst if n is prime. FFTW3 is designed to use an optimal decom-
position for each case of n and each computer architecture.[49]

A clear disadvantage of a plane wave basis set it that they are ex-
tremely inefficient at representing a quickly oscillating wavefunction
such as typically found close to the atomic nucleus. Therefore the use
of pseudo-potentials is intimately connected to a plane wave basis
set. A pseudo-potential essentially divides the problem of solving the
full Kohn-Sham equation into states participating in chemical bond-
ing (valence electrons) and those not participating in chemical bond-
ing (non-valence or core electrons). Then one first solves the Kohn-
Sham equation once per atomic species and and extracts from the
solution an effective potential as felt by the valence electrons due to
the ionic core surrounded by non-valence electrons. The construction
of pseudo-potentials is out the scope of this summary. In general they
should be constructed such that the pseudo-potential is a soft as pos-
sible thus allowing for a smaller basis set for the remaining electrons
but at the same time transferable, which means it works equally well
for different environments. One should realize that this idea becomes
more difficult to apply to transition- or late-transition metals since
here the distinction between valence and non-valence electrons is less
clear.

In the present case of Palladium there are therefore two candidate
pseudo-potentials to choose from: one treating 18 electrons explicitly
which we will call on-the-fly (OTF) pseudo-potentials and one treat-
ing 10 electrons explicitly which we will call Materials Studio (MS)
pseudo-potentials for the lack of a better name. From the computa-
tional standpoint the latter is very attractive since the total number
of bands enters the runtime at least linearly but only the former has
proven reliable enough to calculate CO binding energies on Pd(100)
in good agreement with reference calculations.

grids in plane-wave calculations Even though a plane-wave
code solves the Kohn-Sham equations in reciprocal space, a real space
density has to be calculated to apply the Kohn-Sham Hamiltonian
and usually to update the exchange-correlation potential which is a
functional of the density. To Fourier transform the density a k-space
grid that has twice the size of the corresponding basis set cut-off is
fully sufficient since the product of two wavefunctions has a k vector
with a modulus bound by twice the maximum k

exp(ixk1) exp (ixk2) = exp (ix (k1 + k2))
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On the other hand one generally needs a finer grid, when Fourier
transforming the charge due to the pseudo-potential. For better ef-
ficiency CASTEP performs two FFTs one two different grids. The
grid size is set to 1.75|kcut| instead of 2|kcut| since it is generally
considered to be “equivalent” but this empirical setting needs to be
checked to each system. The grid for transforming the so-called aug-
mented charges is usually chosen to be slightly larger. This technique
of double-gridding is described by Laasonen et al.[107].

Geometry Optimization

As a last topic one I want to touch on the BFGS algorithm used by
CASTEP to perform geometry optimizations. BFGS is an iterative pro-
cedure that can be motivated from a quadratic expansion to the po-
tential energy surface f (x)

f (x) ≈ f (xi) + (x − xi)∇f (xi) +
1

2

(x − xi)A (x − xi)

where A is called the Hessian of f and xi represents the configuration
of the system at hand at the ith step. The goal is to find a configura-
tion x such that ∇f(x) = 0. Thus

0 = ∇f (xi) + xA→ xi+1 = −A−1∇f (xi)

which simply describes the Newton algorithm. Since in a DFT calcula-
tion ∇f is simple to calculate due to the Hellmann-Feynman theorem
but A is prohibitively expensive many methods have been developed
to circumvent this of which BFGS is widely accepted. The idea is to
find increasingly better approximations Hi to A−1 using the follow-
ing formula to update H

Hi+1 = Hi +
(

1 +
γHiγ
δγ

)
δδ

δγ
−

(
δγHi + Hiγδ

δγ

)
where δ = xi+1 − xi and γ = ∇f (xi+1) −∇f (xi)[48].

castep flowchart To summarize where different parameters
enter the calculation and how some of them affect the runtime, I will
give a short flowchart. The runtime information has been obtained
partially from the CASTEP workshop slides as well as studying the
CASTEP code itself.

assumptions: we are using density mixing without spin-polarization
and check for force, energy, and eigenvalue convergence.

symbols: Nb: number of bands∼ 1

2
number of valence electrons, Npw:

number of planewaves, Ecut: cut-off energy , sg: grid scale, sfg: fine
grid scale

1. initialize wavefunction using random numbers.
Npw ∝ Vcell (Ecut)3/2Nb
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2. start loop: for each k-point construct Hamiltonian H(k)
KS which

includes

a) calculate real space density, O(NbsgNpw ln (sgNpw))

b) augment density with pseudo charges, O(NbsfgNpw ln
(
sfgNpw

)
)

3. iteratively diagonalize H(k)
KS until eigenvalue tolerance is met,

O(Npw), orthogonalize band O(N2

bNpw)

4. find occupancy of bands using smearing width

5. calculate forces using Hellmann-Feynman (if checked), O(NbN2

atoms)
for non-local potential

6. if force and total energy threshold is met exit, otherwise jump
to 2.





B
C O N V E R G E N C E T E S T S

This part of the appendix serves to scrutinize the accuracy of the
technical settings chosen when using CASTEP to calculate the input
required for constructing the kMC models. The energy differences
of partially reconstructed surface geometries and relative binding en-
ergies of O and CO on defect geometries are used as the primary
property for guiding the construction of the atomistic pathway of the√

5-oxide. Therefore the numerical convergence of these quantities
and their contributions is analyzed in detail in the following.

The absolute accuracy of these calculated properties is determined
by the numerical settings of the DFT software package besides the
exchange-correlation functional. The PBE functional is used through-
out this thesis. The optimal settings in the DFT package are a trade-off
between accuracy and computational speed. Experience shows that
errors due to the GGA xc functional can be estimated on the order
of 0.1−0.2 eV. This serves as a benchmark for all other settings. The
goal is therefore to not worsen the accuracy due to technical settings
beyond the error of the xc-functional with the smallest possible com-
putational effort. We therefore set the target for the numerical error
to be 0.03 eV or less due to any single numerical parameter.

The CASTEP package is a plane-wave pseudo potential code and
therefore uses the cut-off energy as the single parameter to control the
size and accuracy of the basis set. Plane wave basis sets are usually
used in combination with pseudo potentials to reduce the required
number of plane wave primitives as explained before. Throughout
this thesis we rely on the ultra-soft pseudo-potentials[191] using the
default on-the-fly (OTF) settings provided by CASTEP version 5.5.

Furthermore the density of the deployed k-point grid determines
the quality of the Brillouin zone sampling in periodic calculations.
Therefore the cut-off energy and the k-point grid are the two cen-
tral technical settings which need to be chosen for reliable accuracy
for the system under study. These settings are then used consistently
throughout this thesis. To improve the convergence of the metallic sys-
tem a smearing scheme is required to produce a slightly smoothened
transition from occupied to unoccupied states. The Gaussian smear-
ing scheme with a conservative width of 0.05 eV was used throughout
this thesis.

Asymmetric slab geometries are used as the physical model to cal-
culate binding energies and reaction barriers. To accurately decou-
ple slabs in the direction perpendicular to the surface a sufficiently
large vacuum has to be placed between slabs to avoid spurious non-
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Figure B.1: The prototypical surface slab model consisting of a layer
√

5-
oxide and one layer of Pd(100) metal atoms fixed at the bulk
positions. The solid black lines indicate the unit cell placing at
least 10 Å of vacuum between two surfaces.

physical interactions across periodic boundary conditions. The neces-
sary minimal vacuum thickness will be determined, too. Lastly the
slab geometries required to represent the

√
5-oxide to Pd(100) recon-

structions need to be fairly large containing up to 20 Pd atoms per
fcc(100) layer. Therefore the slab geometry will be chosen quite thin
(the

√
5-oxide layer on top of one frozen Pd(100) layer). We will fur-

thermore estimate the magnitude of error that is introduced due to
the finite slab thickness.

Molecular Binding Energies
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Figure B.2: Molecular binding energies for the PBE xc functional as a func-
tion of the cut-off energy. The basis set is more accurate the larger
the basis set
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The binding energy of oxygen was calculated in a rectangular cell
of size 14Å× 15Å× 16Å to avoid interaction between periodic images.
The binding energy for oxygen was calculated using the formula

Ebind
O2

= EO2
− 2EO (B.1)

and for CO

Ebind
CO2

= ECO − (EO + EC). (B.2)

The binding energy for oxygen (cf. Fig. B.2) can reasonably reproduce
reference pseudo-potential calculations such as −5.81 eV[66]. The value
for an energy cut-off at 400 eV of −5.86 eV deviates only slightly from
the most accurate value at 500 eV of −5.87 eV. The binding energy for
CO using the same setting is calculated as −11.57 eV at 400 eV com-
pared to −11.58 eV at 500 eV cut-off energy.

Bulk energies
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Figure B.3: Bulk cohesive energy of fcc Pd with respect to cut-off and k-
point grid using an MP k-point grid of [14× 14× 14] and energy
cut-off of 400 eV respectively.

The bulk fcc structure of Pd was optimized using the tensor based
optimization included in CASTEP. The reference calculation for Pd
was again performed in a periodic box of size 14Å× 15Å× 16Å and
the cohesive energy calculated using the formula

Ecoh = EPd,bulk − EPd,Atom. (B.3)

For a periodic structure such as bulk palladium Brillouin zone sam-
pling becomes necessary to capture the band structure of the material.
To find reasonably converged settings for each the cut-off energy was
first tested using a moderate Monkhorst-Pack k-point grid[132] of
[5× 5× 5] using the conventional unit cell. The resulting cohesive en-
ergy can be seen in Fig. B.3. From this it was decided that a energy
cut-off of 400 eV would suffice here as well. Using the cut-off energy
of 400 eV the setting for the optimal k-point grid is tested next. The
resulting graph shows that a k-point grid of [10× 10× 10] suffices to
obtain the desired accuracy. Using these settings the lattice constant
was calculated as 3.938 eV which is used to construct the geometries
throughout this thesis. [32, 202]
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Adsorption Energies

340 360 380 400 420 440 460

Ecut [eV]

−0.10

−0.05

0.00

0.05

0.10

∆
E

P
d
(1

0
0
)

[e
V

]

2 4 6 8 10 12 14 16

MP Grid [n× n× 1]

−0.10

−0.05

0.00

0.05

0.10

∆
E

P
d
(1

0
0
)

[e
V

]

Figure B.4: Surface formation energy with respect to cut-off for fcc Pd using
a MP k-point grid of [10× 10× 1].

Absolute surface formation energies cannot be calculated with the
asymmetric slabs used in this thesis. However relative total energies
are plotted with respect to the most precise value in Fig. B.4. Again
they confirm that an energy cut-off of 400 eV and a k-point grid of
[10× 10× 1] is sufficient for this geometry. Only one k-point is used
in the z direction perpendicular to the slab surface as no periodic
band structure is expected in this geometry. The adsorption energy is
calculated using the formula

Eads
mol = Emol@slab − (Emol + Eslab). (B.4)

All geometry optimization where performed using the BFGS opti-
mizer with a force threshold of 0.05 eV/Å.
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Figure B.5: CO and O adsorption energy for fcc Pd and PdO using a plane-
wave energy cut-off of 400 eV. CO is adsorbed the bridge site of
a (1× 1) slab and O is adsorbed to the hollow site of a (2× 2)

slab.

The binding energies for O and CO as a function of cut-off energy
are plotted in Fig. B.5. Again the cut-off energy proves sufficient for
the required accuracy.

As a final test the effect of the slab thickness is tested. Due to the
fairly large surface model needed for describing the surface oxide
reconstruction a very thin slab model of consisting of the

√
5-oxide

layer and one layer of Pd(100) atoms fixed at its bulk positions is used
throughout this thesis as depicted in Fig. B.1. This physical model
must have an effect on the absolute binding energies on top of this
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Figure B.6: Surface energy for fcc Pd(100) and CO adsorption energy as a
function of the vacuum separation between slab using a MP k-
point grid of [4× 4× 4] for the commensurate

√
5-oxide surface

unit cell and a plane-wave cut-off energy of 400 eV.
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Figure B.7: Binding energy of a CO molecule in the bridge position of the√
5-oxide as a function of the number of Pd(100) layers below.

The lowest layer of Pd(100) atoms are frozen at their bulk posi-
tions.

surface. A typical deviation can be estimated by inspecting Fig. B.3.
We see that this may introduce error in binding energies on the order
of 0.05-0.1 eV. Therefore special care needs to be taken to interpret
differences in binding energies if they are on this order of magnitude.
However in particular for relative changes between similar geome-
tries and reaction barriers the error is expected to be smaller since
the deviation due to the thin slab is contained in both cases (error
cancellation).





C
T H E A S E T O C A S T E P I N T E R FA C E

A calculator module or interface between the Atomic Simulation En-
vironment (ASE) and CASTEP has been developed and used through-
out this thesis. This Appendix gives an overview over its capabilities
and its design guidelines.

The community of researchers employing density functional the-
ory software is segmented across different implementations such as
Wien2k, VASP, CASTEP, FHI-Aims, GPAW, QuantumEspresso, CP2K,
Gaussian, and many more. The difference between these software
packages are usually given by the chosen basis-function and (pseudo-
)potential approach and a different feature sets on top of the core
functionality and besides non-functional characteristics such as li-
cense and computer language. Each code typically has some unique
feature or functionality but all in all none of them is suitable for all in-
tends and purposes of first-principles calculations. The fact that each
package typically comes with its unique input file format and com-
mand set creates a serious barrier to the flow of information, verifi-
cation, and cross-use and therefore synergies between codes. To this
end the Atomic Simulation Environment (ASE) pioneered by Bahn
and Jacobsen [3] pragmatically mitigates the problem by developing
an application programming interface (API) with which in principle
all those different packages can be used via one unified interface and
for one calculation job several different codes can be used easily. In
the context of ASE each first-principles code is accessed via a so called
Calculator module which translates the unified description of the
calculation job into input files and command line calls suitable for
the corresponding package. This has the nice benefit that higher-level
functionality such as geometry optimization, molecular dynamics, vi-
brational analysis, QM/MM embedding, geometry generation, tran-
sition state searches, phonon calculations and many more have to be
implemented only once and are readily available for all connected
packages and thereby extend the feature set of all the supported elec-
tronic structure packages simultaneously.

what makes the castep ase calculator unique? A prob-
lem that all ASE calculators face is how to stay up to date with
changes in the underlying quantum chemical software. Fortunately
new features are continuously added to electronic structure code
packages which may reflect in new keywords in input file. In order
to allow users to access to the new features the interfaces typically
need to be updated as well to know the correct syntax or at least loca-
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tion of the new keywords. Many electronic structure codes use more
than one input file. Therefore even if the order in the input file is ir-
relevant it needs to be written to the correct input file. The CASTEP
code is also continuously developed with new version releases ap-
proximately once per year. The ASE-CASTEP calculator is unique in
this sense as it generates all known keywords from the compiled bi-
nary installed on the user’s system. The cost of maintaining this inter-
face between regular version updates is therefore marginal. This auto
maintenance feature is nicely facilitated by the online -help function
of CASTEP. For instance issuing the command castep -help task
on the command line returns concise information on the task key-
word as reproduced below:

Help information on PARAMETERS keywords:
TASK *! type of calculation!*

Type: String Level: Basic

Defines the type of calculation to be performed. Allowed values:
SINGLEPOINT, BANDSTRUCTURE, GEOMETRYOPTIMIZATION, MOLECULARDYNAMICS, OPTICS,
TRANSITIONSTATESEARCH, PHONON, EFIELD, PHONON+EFIELD, THERMODYNAMICS, WANNIER,
MAGRES, ELNES, GENETICALGOR Default value : SINGLEPOINT

From this string alone we can readily extract a brief description,
the format of the expected arguments (String, Float, Integer, Vector,
. . . ), the location of the arguments (.cell or .param file and a brief
description. Upon first invocation a keyword file is generated on the
user’s computer containing exactly the available keywords for the in-
stalled version. When the CASTEP calculator is invoked for the first
time in a fresh ASE installation, the interface will try to automati-
cally fetch the available keywords in the installed binary by inspecting
the string returned by the command castep -help all. The interface
will then parse the result of the online documentation to determine its
format, the file location, and the online description. It will then write
the collected information to a file named castep_keywords.py in the
current directory. The gathered information is stored in the form of
valid python code so that it can be easily accessed at runtime. This
castep_keywords.py has to be copied by the user into the calculators
directory of the ASE installation. Afterwards and subsequent times
the CASTEP calculator is invoked all available keyword are directly
obtained from the keywords file. The available options can then be
used in a straightforward and pythonic way, e.g. by setting

calc.param.task = ’GeometryOptimization’
calc.param.cut_off_energy = 400
calc.cell.kpoints_mp_grid = ’4 4 1’
...

in an ASE deploying python script.
This way the ASE-CASTEP calculator readily obtains a full support

of all CASTEP keywords and minimizes the amount of required main-
tenance work as the CASTEP code itself evolves. The ASE-CASTEP



the ase to castep interface 139

has been submitted to ASE code base and already found a sizeable
and growing user base among CASTEP users.
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