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Chapter 1

Introduction

1.1 Recent Findings in Behavioral Operations

Behavioral issues in the domain of operations research and operations man-
agement are the focus of a relatively new stream of research at the intersection
of analytical and behavioral disciplines. There has been an increasing num-
ber of papers in behavioral operations in the past ten years and, while early
research focused especially on inventory, production, and supply chain man-
agement, there is a large breadth of behavioral operations today (see Croson
et al. [33]). It has become an accepted sub-field (see Sodhi and Tang [128])
and researchers are being encouraged to further engage in taking into ac-
count human behavior in operations management (see Gino and Pisano [58])
as well as operations research settings (see Himaéldinen et al. [64]), as there
are manifold opportunities in this young but continuously growing domain.
The importance of the field is also shown by various special issues as well
as a number of review articles in top tier operations management journals.
One of the earliest reviews discussing the role of experimental psychology
in the context of operations research was written by Bearden and Rapoport
4], pointing out that both streams could enhance each other. Besides indi-
vidual decision making, Loch and Wu [93] emphasize the influence of group
dynamics, emotions, and culture in behavioral operations. Bendoly et al. [7]
discuss the importance of controlled experiments, providing a review based
on a framework taking into account behavioral assumptions made in ana-
lytical operations management models. They find increasing evidence that
analytical models fail to reflect decision makers’ actual behavior and goals
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in many contexts. Reviewing numerous studies, Gino and Pisano [58] dis-
cuss the implications of incorporating behavioral and cognitive factors as well
as general opportunities for behavioral research in operations management.
Bendoly et al. [6] review the bodies of knowledge in four areas, cognitive
psychology, social psychology, group dynamics, and system dynamics, which
provide a foundation for behavioral operations research. Katsikopoulos and
Gigerenzer [75] encourage researchers to devote more attention to models
of heuristics in the future since the descriptive power of the utility theory
is limited in many settings. While operations management uses operations
research methods to improve operations, Haméldinen et al. [64] argue that
there is considerably more behavioral research in operations management
than in operations research, and they emphasize the need for more behav-
ioral research in advancing the practice of operations research.

A problem of special interest in the field of behavioral operations man-
agement is the newsvendor problem, which addresses one of the fundamental
questions of inventory management, how much to order. While it is exten-
sively studied in model based research (see Khouja [77]), it has also become
one of the most investigated topics in behavioral operations. Since the semi-
nal paper of Schweitzer and Cachon [122], more than 20 experimental studies
on the newsvendor problem have been published considering, e.g. individual
differences (see Moritz et al. [104]), the value of information availability (see
Kremer et al. [83]), or gender differences (see de Véricourt et al. [34]) to
mention just a few. The experimental studies have in common that ro-
bust behavioral patterns are observed, and furthermore they demonstrate
decision maker behavior which underlies systematic deviations of normative
predictions. The importance of the newsvendor problem for operations man-
agement lies in its practical relevance as well as its manifold extensions. It
serves as a base for a great number of related problems in classical domains
like inventory (see Sachs and Minner [117]), production (see Chod et al. [27]),
or procurement management (see Budde and Minner [20]), but also in areas
such as health care management (see Olivares et al. [108]) or project manage-
ment (see Trietsch [133]). A review of experimental research investigating the
human behavior in newsvendor situations is provided by Kremer and Minner
[81], distinguishing between decision biases, antecedent sources of biases, as
well as debiasing strategies.
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While there are many behavioral studies in the areas inventory, produc-
tion, and supply chain management, the service sector and its sub-areas
have not been so thoroughly investigated (see Croson et al. [33]). The ser-
vice sector in general, and the health care sector in particular, have very
strong behavioral influences (see Brailsford and Schmidt [19]), which comes
as no surprise since people are vital for health care services. Behavioral
health care operations management can be classified with respect to the peo-
ple involved in hospitals, who can be divided into staff (service providers)
and patients (service receivers). Several studies discuss patients’ behavior
which typically relate to patient satisfaction, e.g. perceived waiting time (see
Huang [69]) or general patient satisfaction (see Bleich et al. [13]). Nurses
and surgeons comprise the majority of the staff in hospitals. Nurses’ be-
havior is often discussed in the context of job satisfaction (see Chang et al.
25], Irvine and Evans [70], Jamal and Baba [71]). While surgeons make
both medical and management decisions, in the literature their behavior is
mainly discussed in the context of medical decision making, where surgeons’
biased decision making is observed (see Bornstein and Emler [17], Bland and
Altman [12], Moskowitz et al. [105]). Wachtel and Dexter [135] discuss the
application of the newsvendor problem to determine time periods, where staff
is required in the operating room and they expect decision biases known from
the experimental newsvendor studies to also be present in the operating room
setting. It remains an open question whether surgeons exhibit similar biases
as inventory managers.

Another research stream in behavioral operations is related to project
management topics (see Loch and Wu [93], Bendoly et al. [7]), including
studies focusing on project portfolio selection as well as the planning and
scheduling of projects. As it is well-known that projects are almost never
completed on schedule and budget (see Loch and Wu [93]), experimental
studies can help to better understand project manager behavior, consider-
ing for example behavioral effects of project prioritization (see Bendoly et al.
[10]) or managers’ willingness to share resources in multi-project settings (see
Bendoly et al. [8]). In order to investigate how decision maker behavior influ-
ences performance, Gino and Pisano [57] conduct a simulation based study,
assuming mangers employ simple heuristics to decide which projects to fund
and which projects to terminate. Moreover, there are behavioral studies con-
sidering project selection settings with project-specific risks (see Chow and
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Haddad [28]), the willingness to spend resources for a project related to the
budget already invested (see Garland [51]), as well as the influence of group
decisions on the effect of sunk costs (see Whyte [136]). Furthermore, there
is some literature investigating project selection in the context of decision
support (see Ghasemzadeh and Archer [54]). A review of experimental stud-
ies dealing with behavioral issues in portfolio decision analysis, in particular
resource allocation problems, is written by Fasolo et al. [44]. Typically, re-
source allocation decisions are about time or money (see Langholtz et al.
[89]) and allocating resources to projects in order to increase the value of a
project portfolio or to reduce the completion time of a project are funda-
mental problems in operations research. While several studies consider the
human element in these contexts, Bendoly and Swink [9] argue that there is
still a lack of behavioral studies taking into account resource interdependent
settings such as project management.

One can conclude that behavioral operations is a growing field with nu-
merous sub-areas like inventory, health care, and project management. A
common denominator is the use of laboratory experiments as a major method
since they provide an important opportunity to obtain new insights and to
better link theory and practice (see Katok [73]). While laboratory exper-
iments are common practice in many disciplines, like finance, accounting,
and marketing, providing groundbreaking achievements, they are still in the
early stages of development in operations research and operations manage-
ment, even if it is well known that laboratory experiments are a major source
of knowledge in the social sciences (see Falk and Heckman [43]). At the cost
of lower external validity, the power of laboratory experiments is the control
of situational factors (see Kremer [80]). They are a good first step to obtain
fundamental insights into problem settings and to understand at least some
of the behavioral factors that cause suboptimal behavior. Since the human
element is a common influencing factor in most operations processes (see
Bendoly et al. [7]), analytical models are often based on assumptions about
decision maker behavior, or their goals, to make the mathematics tractable.
Experiments can either validate or challenge the assumptions and implica-
tions of analytical models, and therefore experiments complement analytical
approaches by bridging the gap between models and real business problems
(see Gans and Croson [50]). Laboratory experiments are a powerful tool to
create better operations management models (see Katok [73]).
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1.2 Structure of the Dissertation

This dissertation presents experimental investigations of human decision mak-
ing in three specific settings, inventory management, health care manage-
ment, and portfolio planning, undertaking a set of laboratory experiments.
The experimental findings should help to improve the understanding of hu-
man decision making in operations management and operations research
contexts. Omne of the most studied operations management problems un-
der uncertainty is the newsvendor model. Whereas previous studies only
focused on opportunity-based settings, in Chapter 2 a laboratory study is
presented in order to provide insight into decision biases in general penalty-
based newsvendor problems. A penalty-based newsvendor problem is inher-
ent in many practical applications involving, e.g. contractual penalties or
penalized reorders. While behavioral aspects in health care operations man-
agement are widely ignored in the literature, Chapter 3 addresses surgeons
behavior in operating room planning. Since planning surgery durations, in-
volving penalties for staff overtime, is a typical application of a penalty-
based newsvendor problem, Chapter 2 provides the theoretical foundation
for Chapter 3. While most previous newsvendor studies were conducted
with students, a study with experienced surgeons was conducted in order
to increase practical acceptance and to reveal differences in behavior. The
findings demonstrate identical biases in the health care setting as in the clas-
sical newsvendor studies, along with context related behavior. In addition
to the newsvendor problem, the knapsack problem is arguably one of the
most important problems in operations research. It serves as a foundation
for manifold applications as well as more complex models considering, e.g.
multiple objectives or project dependencies. In Chapter 4, an experimen-
tal investigation of behavioral decision making in the knapsack problem is
provided, which is based on an experimental framework where subjects may
dynamically select and deselect alternatives to create their portfolio. The
experimental findings verify suboptimization in portfolio decision making as
well as adherence to simple heuristics. The dissertation concludes with Chap-
ter 5.

The dissertation is based on three for the most part independent research
projects, i.e. Schiffels et al. [120], Fiigener et al. [48], Schiffels et al. [119].
All research projects have in common that they are based on experimental



1.2 Structure of the Dissertation 6

studies of human decision making focusing on a fundamental problem in op-
erations research, either the newsvendor problem or the knapsack problem.
The structure of the dissertation should allow the reader to understand each
chapter separately, as they are designed to be publishable as stand-alone
journal articles. Notations and symbols are provided for each chapter sep-
arately in Appendix B and a more detailed summary of the three research
projects is provided in the following.

On the Assessment of Costs in a Newsvendor Environ-
ment: Insights from an Experimental Study

Chapter 2 is based on Schiffels et al. [120] and addresses the question of how
the assessment of costs influences decisions in a newsvendor setting. We ex-
pect that different cost types lead to different behavior. In our investigation,
we consider a newsvendor problem with opportunity costs and a newsvendor
problem with penalty costs. In addition, we differentiate between three cases
with different margins for each of the two problems. In an experimental
study, we observe that the average order quantities in the newsvendor prob-
lem with penalty costs exceed the average order quantities in the newsvendor
problem with opportunity costs and that a mean anchor effect, familiar from
a number of previous studies, exists. A different weighting of costs can be
seen as the main driver for the different order quantities. Thus, a biased per-
ception of different cost types exists and decision makers are more sensitive to
penalty costs than to opportunity costs. Based on our observations, we can
identify situations where the cost weighting and the mean anchor effect com-
pensate for each other and thus lead to “good” decisions as well as situations
where the two effects compound and therefore lead to “bad” decisions. As
penalty costs are present in many newsvendor situations, our insights allow
us to apply the findings from behavioral studies of the newsvendor problem
to a broader context.
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Over- and Under-Utilization of Operating Rooms: In-
sights from Behavioral Health Care Operations Man-
agement

Chapter 3 is based on Fiigener et al. [48] and considers the planning of
surgery durations which is a crucial task for efficient usage of operating the-
aters. Both planning too long and too short durations for surgeries lead to
operating room inefficiency, e.g. idle time, overtime, or rescheduling of surg-
eries. The overall objective of planning surgery durations is to minimize the
expected operating room inefficiency, since surgery durations are stochastic.
While most health care studies assume rational behavior of decision makers,
experimental studies have shown that decision makers often act nonrational.
Based on insights from health care operations management, medical decision
making, behavioral operations management, as well as empirical observa-
tions, we derive hypotheses that surgeons’ behavior deviates from rational
behavior. To investigate this, we undertake an experimental study where
experienced surgeons were asked to plan surgeries with uncertain durations.
We discover systematic deviations from optimal decision making and offer
behavioral explanations for the observed biases. Our research provides new
insights to tackle a major problem in hospitals, i.e. low operating room uti-
lization going along with staff overtime.

Behavioral Portfolio Decision Making: Insights from an
Experimental Study

Chapter 4 is based on Schiffels et al. [119] and addresses the question of how
human decision makers behave in the context of portfolio decision making.
Choosing the right projects from a set of alternatives is a key driver of success
and failure for organizations. We set up an experimental study based on the
knapsack problem to investigate human portfolio selection. Decision makers
select suboptimal portfolios consistently and independent of the considered
experimental treatment. Based on subjects portfolio construction we iden-
tify two decision heuristics which partially explain observed decision maker
behavior during the selection process. Furthermore, we demonstrate that
decision makers typically consider only a subset of all alternatives even for
small problem instances. Our findings demonstrate that people try to adhere
to simple heuristics but that the problem complexity limits their application
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to a subset of alternatives.



Chapter 2

On the Assessment of Costs in
a Newsvendor Environment:
Insights from an Experimental

Study

2.1 Introduction

In the newsvendor problem, a decision maker has to decide on the number
of ordered products under stochastic demand. Once the uncertainty is re-
solved, the costs incurred from the mismatch between the decision and the
realization become apparent. The decision maker observes that his decision
was too “high” or too “low”. The newsvendor model provides a theoretically
grounded approach to determine the optimal order quantity, i.e. the order
quantity that minimizes the expected mismatch costs.! However, experimen-
tal studies show that decision makers systematically deviate from the optimal
order quantity. In their seminal paper, Schweitzer and Cachon [122] observe
a pattern of behavior where subjects order too few high margin products
and too many low margin products. According to the anchoring and ad-
justment heuristic (see Tversky and Kahneman [134]), this too low/too high
pattern can be explained by the fact that individuals anchor on the mean

LA minimization of the expected mismatch costs is equivalent to a maximization of the
expected profit, see Silver et al. [125] or Khouja [77].
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demand and insufficiently adjust toward the optimal order quantity. A num-
ber of follow-up studies have confirmed the too low/too high pattern, e.g.
in experimental newsvendor studies considering doubled payoffs and reduced
order frequency (see Bostian et al. [18]), the effect of learning (see Bolton
and Katok [14]), different demand distributions (see Benzion et al. [11]),
participants with different educational backgrounds (see Bolton et al. [15]),
different frames (see Kremer et al. [82], Schultz et al. [121]), multilocation
inventory systems (see Ho et al. [66]), different payment schemes (see Chen
et al. [26]) as well as cross-cultural differences between Western and Eastern
countries (see Feng et al. [45]). Order decisions in the newsvendor problem
tend to be biased towards the anchor of mean demand, which we call the
“mean anchor effect”. For a recent review considering experimental studies
of the newsvendor problem, see Kremer and Minner [81].

Although many studies discuss behavioral aspects in the newsvendor
problem, there is hardly any research on the assessment of the different
cost types. Since costs are one of the essential influencing variables in the
newsvendor problem, the assessment of costs may have a strong effect on
human decision making. Depending on the field of application, costs like
out-of-pocket costs, opportunity costs, or penalty costs can be relevant when
deciding on the order quantities. A detailed definition of the cost types in
the context of our study will be given in Section 2.2. Previous studies have
shown that these cost types may have a diverse influence on behavior in
several situations. The indirect character of opportunity costs is a reason
why they are often neglected in decision making. Northcraft and Neale [107]
state that opportunity costs are abstract possibilities which can lead to a
biased assessment of the cost/benefit picture of a decision maker. This bi-
ased opportunity cost perception is documented in numerous papers. The
results of an experimental study by Becker et al. [5] suggest that decision
makers consider opportunity costs as less important than out-of-pocket costs
and even ignore them in some cases. A study by Friedman and Neumann
[47] leads to consistent results. They conclude that decision makers under-
weight opportunity costs when only partial information is available. While
Becker et al. [5] as well as Friedman and Neumann [47] investigate a setting
with a certain environment, Hoskin [68] considers the assessment of oppor-
tunity costs in an uncertain environment. Seventeen years before the paper
by Schweitzer and Cachon [122], the experimental study of Hoskin [68] had
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already addressed human behavior in the newsvendor problem. The results
show that decision makers deviate from the order quantities that optimize
expected profits. However, the study has a number of technical shortcomings
which do not allow for deriving consistent and reliable results.? Since pre-
vious research has shown that decision makers underweight or even neglect
foregone payoffs, Ho et al. [66] hypothesize that the psychological aversion to
leftovers is greater than the disutility of stockouts. They develop and experi-
mentally test a newsvendor framework where they add psychological costs of
overordering and underordering. A main weakness of their additive approach
is that an underweighting of foregone losses is modeled as additional (pos-
itive) psychological costs, which seems counterintuitive. Furthermore, the
case in which decision makers neglect foregone payoffs is even incompatible.
The question why in many situations decision makers underweight opportu-
nity costs compared to out-of-pocket costs is addressed by Thaler [132]. He
argues that the endowment effect supports the different weighting of these
costs. While opportunity costs are often underweighted, other cost types
tend to be overweighted by decision makers. McCaffery and Baron [101] re-
fer to Richard Thaler’s real-world observation: “when a gas station charged
a ‘penalty’ for using credit cards ($2.00 versus $1.90, say), people paid cash;
when a gas station across the street gave a ‘bonus’ for using cash ($1.90 ver-
sus $2.00), people used credit cards”. McCaffery and Baron [101] state that,
due to penalty aversion, individuals would rather avoid penalties than obtain
bonuses. The tendency of people to avoid penalties is documented in several
experimental studies and holds true in diverse economical contexts. For ex-
ample, tax rules (see McCaffery and Baron [100]) or contracts (see Luft [94])
are less likely to be accepted when they are presented as penalties rather
than as bonuses. The consequences of penalty aversion are decisions where
penalty costs are higher weighted than out-of-pocket costs - another exam-
ple that the different assessment of cost types can lead to a different behavior.

Involving different types of costs, a wide range of business decisions re-
quire that a decision is made before the occurrence of a random event. The
underlying trade-off, concerning the costs of the mismatch between the de-

2The number of participants per experimental setting as well as the number of periods
were too small, participants had to estimate the demand distribution based on the past
data on demand, and some participants received changed information already after few
periods. Furthermore, several product types had to be ordered and the margins of the
products were chosen unfavorably.
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cision and the realization, is captured by the newsvendor model. However,
experimental studies of the newsvendor problem typically consider out-of-
pocket costs (overage costs) and opportunity costs (underage costs) as mis-
match costs. To investigate how the assessment of costs influences a decision
maker, we consider two newsvendor situations involving different types of
costs. Motivated by the literature, we expect an underweighting of oppor-
tunity costs and an overweighting of penalties. Therefore, we consider a
situation where penalty costs (respectively additional reorder costs) instead
of opportunity costs occur in the underage case. An example is a newsvendor
situation involving a second order for an additional premium, as considered
by Cachon and Swinney [22] where “the second order opportunity eliminates
lost sales (...) [but] therefore, the penalty for ordering too little in the first
order is that one may be required to purchase additional units in the sec-
ond order at a higher cost.” We refer to this kind of newsvendor problem
involving out-of-pocket costs and penalty costs as the “penalty cost problem”
whereas the classical newsvendor problem as considered by Schweitzer and
Cachon [122] is referred to as the “opportunity cost problem”. Since only
the type of costs is different, the balancing problem remains mathematically
identical and the decision maker is still facing the same underlying trade-
off concerning ordering too little and ordering too much (see Cachon and
Swinney [22]). Gavirneni and Isen [52] show that most people are able to
compute the overage and underage costs accurately, but fail to determine
the optimal inventory level. Therefore, a different behavior in the penalty
cost and the opportunity cost problem implies that the assessment of costs
changes for different cost types. Consequently, in order to investigate our
research question we set up an experimental study where we differentiate
between these two problems. Since previous research has shown that people
anchor on the mean demand, we further distinguish between three cases with
different margins for each of the two problems.

The main contribution of this research project is twofold. First, we
systematically investigate how the assessment of costs influences a decision
maker in a newsvendor situation. We propose a behavioral approach, includ-
ing a higher weighting of penalty costs than of opportunity costs and order
decisions which are biased towards the mean. Our model explains large por-
tions of the observed behavior in our experimental study. A different weight-
ing of costs can be seen as the main driver for higher order quantities in the
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penalty cost problem compared to the opportunity cost problem. Based on
our findings, we identify situations in the newsvendor problem which are par-
ticularly unfavorable for the performance of a decision maker. Furthermore,
our insights allow us to detect newsvendor situations where the behavioral
effects partially compensate for each other and therefore lead to a better
performance of decision makers. Second, our experimental study gives im-
portant insights into how people behave in newsvendor situations which are
affected by penalty costs. For many business decisions, the underage case
of the underlying newsvendor trade-off is influenced by penalty or reorder
costs and not by opportunity costs. Typical areas where expensive reorders,
contractual penalties or second production runs occur instead of lost profits
are procurement problems if too little was ordered (e.g. Cachon and Swinney
[22]), inventory problems if too little was stored (e.g. Eppen [41]), or pro-
duction problems if too little was produced (e.g. Donohue [38]).>* In order
to apply the findings from behavioral studies of the newsvendor problem to
a broad field of business situations, it is important to check validity and to
identify limitations. The results of our study clarify that the behavior in a
newsvendor situation which is affected by penalty costs is significantly differ-
ent from the behavior in a situation which is influenced by opportunity costs.

Chapter 2 is organized as follows: Section 2.1 provides an introduction
and a literature review before we define our hypotheses in Section 2.2. The
experimental setup and design is described in Section 2.3, and we discuss the
results in Section 2.4. Finally, in Section 2.5 we draw conclusions and discuss
managerial implications.

3Identical to the opportunity cost problem, the overage case of the penalty cost problem
involves out-of-pocket costs like production costs, holding costs, and purchasing costs.
4In a broader context, the penalty cost problem is also inherent in stochastic project
management settings, such as the determination of feeding buffers (e.g. Trietsch [133]) or
due dates (e.g. Zhu et al. [139]) assuming costs for starting activities earlier and tardiness
penalties. Furthermore, a typical application in health care management is the reservation
of operating room capacity under uncertainty considering costs for operating room time
and overtime costs (e.g. Olivares et al. [108], Wachtel and Dexter [135]).
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2.2 Definitions and Research Hypotheses

To investigate the influence of different cost types on decision making, we dif-
ferentiate between two from a mathematical point of view identical newsven-
dor problems with the only difference that the type of costs in the underage
case is different. We consider one situation where penalty costs occur, and
one situation where opportunity costs occur. We expect a different behavior
in the penalty cost and the opportunity cost problem.

The opportunity cost problem is identical to the classical newsvendor
problem as described, e.g. in the paper of Schweitzer and Cachon [122] and
in most follow-up newsvendor studies. A vendor orders goods for the next
period where he faces an uncertain demand d. The cumulated demand distri-
bution F(D) is known. Purchasing costs per item are ¢ and the selling price
is p. Consistent with the newsvendor literature, we define the purchasing
costs as out-of-pocket costs. If the demand exceeds the order quantity ¢, the
foregone opportunity to make more profit by selling more products leads to
lost sales and thus to lost profits which are also referred to as opportunity
costs. The opportunity costs per item which cannot be delivered, termed as
“underage costs”, is ¢, = p — c¢. If demand is less than the order quantity,
assuming a salvage value of 0, the costs for each unit ordered too much, called
“overage costs”, are ¢, = c.

Analogous to the opportunity cost problem, in the penalty cost problem a
vendor orders ¢ units for the next period where he faces an uncertain demand
d with a known cumulated demand distribution F(D). For each unit he or-
ders before demand takes place, he has purchase costs of ¢ (out-of-pocket
costs). If the demand exceeds the order quantity, he has to reorder units for
higher reorder costs of s > ¢ to satisfy the excess demand.?® The costs for
each unit ordered too little (“underage costs”) are the additional “penalty”
costs of the reorder, i.e. ¢, = s —c. If demand is less than the order quantity,
the costs for each item ordered in excess of the realized demand (‘“overage

°In contrast to Cachon and Swinney [22], we consider a reorder obligation instead of a
reorder possibility. It is obvious that the second order should equal the unfulfilled demand.
In order to avoid additional behavioral biases, we prefer to maintain a situation involving
only one decision.

6 An obligation to reorder may be interpreted as a commitment for a service level of 100%.
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costs”) are equal to the purchase costs, i.e. ¢, = c.”

In both newsvendor situations, the expected costs of overestimating and
underestimating demand have to be minimized. The only difference between
both situations is the different type of costs in the underage case (see Table
2.1). The underage costs correspond to penalty costs in the penalty cost
problem, while they correspond to opportunity costs in the opportunity cost
problem. Since only the type of costs is different, we can determine the

Penalty cost problem Opportunity cost problem

Underage costs Penalty costs Opportunity costs
Overage costs Out-of-pocket costs Out-of-pocket costs

Table 2.1: Summary of cost types

“optimal order quantity” ¢* for both problems with the classical newsvendor
formula

*:Ffl Cy 1
= () (1)

with a problem specific definition of the underage costs as given above. By
simple algebraic reformulation, we obtain

o F(q") =cu- (1= F(q")) (2)

which shows the trade-off a decision maker faces: The optimal order quan-
tity ¢* can be derived from balancing the probability of being over and under
stocked weighted with the overage and underage costs, respectively. In order
to depict a biased assessment of costs, we include the underage cost weight
£ > 0 which specifies how much the underage costs, relative to the overage
costs, influence a decision. Since the overage costs are equal to the purchase
costs in both problems, we scale these out-of-pocket costs with a weight of
1. An underage cost weight of § > 1 indicates that a decision maker has a

"Considering a reorder possibility instead of a reorder obligation does not change the
overage and underage costs and therefore the optimal order quantity, given that the selling
price is above the costs (see Eeckhoudt et al. [39]).
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stronger weighting of underage costs relative to overage costs. An underage
cost weight of 8 < 1 indicates that the decision maker weights the underage
costs lower than the overage costs. We denote the consequences of the cost
weight on the order quantity as the “assessment of costs effect” (ACE). To
integrate the biased assessment of the different costs in the balancing prob-
lem, we extend Equation (2) by the overage cost weight 1 and the underage
cost weight # and obtain

Lo F(¢"F) =B -cu- (1= F (")) (3)

where ¢4“F denotes the adapted optimal order quantity.® Reformulation of
(3) leads to

por g (L) "

/B'Cu+ca

We assume that the weight of the underage costs 5 depends on the type
of costs only and not on absolute values. In the penalty cost problem, the
underage costs correspond to penalty costs that occur because an expensive
reorder has to be placed. Since individuals are trying to avoid penalties, we
derive our first hypothesis with f3,., as underage cost weight in the penalty
cost problem:

H1: In the penalty cost newsvendor problem, people have a higher
weighting of penalty costs compared to out-of-pocket costs,
that is Bpen > 1.

In the opportunity cost problem, the underage costs have the character of op-
portunity costs. As decision makers tend to underweight opportunity costs,
we derive our second hypothesis with 3,,, as underage cost weight in the
opportunity cost problem:

H2: In the opportunity cost newsvendor problem, people have
a lower weighting of opportunity costs compared to out-of-
pocket costs, that is B, < 1.

8The incorporation of an underweight factor in the newsvendor model is similar to Chen
et al. [26]. They show that the payment timing affects ordering behavior, and they can
explain this behavior by the effect that decision-makers underweight order-time payments.
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Our central research question is whether decision makers behave differently
in the penalty cost and in the opportunity cost problem. On the one hand,
we expect opportunity costs to be lower weighted than out-of-pocket costs
and, on the other hand, we expect penalty costs to be higher weighted than
out-of-pocket costs. This leads to our third hypothesis:

H3: The weighting of opportunity costs in the opportunity cost
newsvendor problem is lower than the weighting of penalty
costs in the penalty cost newsvendor problem, that 1is

5opp < ﬁpen-

As many newsvendor studies have shown that human behavior depends on
the margin, we consider several cases. In the opportunity cost problem, the

margin is defined as ’%, while in the penalty cost problem the margin is

defined as *2¢. Therefore, the margins are equal to the critical ratios. We
differentiate between a “high margin case” where the critical ratio exceeds
0.5, a “medium margin case” where the critical ratio equals 0.5, and a “low
margin case” where the critical ratio is less than 0.5. Assuming symmetric
demand distributions, this leads to optimal order quantities above, equal to,
and below the mean demand. As we consider a medium margin case, we
can discuss a situation where deviations from the optimal order quantity
may not be solely explained by the mean anchor effect. Benzion et al. [11]
proposed the following formula to consider the mean anchor effect (MAE)
where the order quantity ¢™4¥ is determined by a linear combination of the
mean demand g and the optimal order quantity ¢* with mean anchor weight
a:

M =a-p+(1-a) ¢ (5)
For 0 < a < 1, the resulting order quantity is consistent with the mean
anchor effect. We assume that the mean anchor effect is symmetric, so the
strength of the shift towards the mean neither depends on the order quantity
being above or below the mean, nor its distance from the mean. We further
assume that the mean anchor weight is the same for the opportunity cost and
the penalty cost problem. As the mean anchor effect has been documented
in many previous studies, it can be assumed to have a significant effect on
the order decision. This leads to our fourth hypothesis:
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Hj: The mean anchor effect exists, that is 0 < a < 1.

For an integrated model of human behavior, a combined consideration of
both the assessment of costs effect and the mean anchor effect is needed. To
model the human order decision, we combine both effects in a straightforward
way. We denote the resulting effect as “combined effect” (CE). The logic of
the combined effect is as follows: The assessment of costs effect leads to the
adapted optimal order quantity considering the cost weights of the decision
maker. This adapted optimal order quantity is biased by the mean anchor
effect towards the mean, resulting in the order quantity ¢“#. The formula
for the combined effect is then

where, depending on the problem, 3 stands for 3,,, in the opportunity cost
problem and S, in the penalty cost problem, respectively.

We employ a 2 x 3 design where we combine two problems (opportunity
cost problem, penalty cost problem) with three margin cases (high margin,
medium margin, and low margin) and thus obtain six different combinations.
To compare the opportunity cost and the penalty cost problem, we set the
selling price p equal to the reorder costs s. As we consider the same pur-
chase costs ¢ in both problems, the critical ratios are equal. By assuming an
identical demand distribution, we achieve the same optimal order quantities.
This enables a clear comparison of human behavior in the opportunity cost
problem and the penalty cost problem, as the identical optimal order quan-
tity can be used as a reference point. To achieve the different margin cases,
we vary the costs only.

Based on our hypotheses, we consider the consequences of the combined
effect, including the assessment of costs effect and the mean anchor effect
on the order decision. The higher weighting of penalty costs leads to an
increase in the order quantity in the penalty cost problem, while in the
opportunity cost problem the order quantity is reduced by a lower weighting
of opportunity costs. Furthermore, the mean anchor effect leads to a shift
towards the mean demand. The comparison given in Table 2.2 clarifies that
based on our hypotheses, the order quantities of the penalty cost problem
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should exceed the ones of the corresponding opportunity cost problem in all
margin cases.” We note that the assessment of costs effect and the mean

Penalty cost problem Opportunity cost problem
ACE MAE ACE MAE
High margin case 0 [} > (! [}
Medium margin case T U > U T
Low margin case T T > U T

Table 2.2: Expected consequences for order quantities

anchor effect lead in the same direction in both the high margin case of
the opportunity cost problem and the low margin case of the penalty cost
problem, respectively. We therefore expect results in these situations that are
especially far away from the optimal order quantity. On the other hand, in
the remaining situations the two effects work in opposite directions; therefore,
they should partially compensate for each other and thus the deviations from
the optimal order quantity should not be as big.

2.3 Experimental Setup

To test our hypotheses, we set up a laboratory study using a 2 x 3 between-
subjects design where we distinguish between six combinations of problem
and case, as given in Table 2.2. In all six experiments, we examine a discrete
uniform demand distribution with the boundaries 0 and 100. The realization
of the demand was randomly drawn in advance and is used for all six exper-
iments.

Furthermore, we consider the same critical ratio for the opportunity cost
and the penalty cost problem in each case. The parameters are set to s = 12
in the penalty cost problem and to p = 12 in the opportunity cost problem.

9Extreme examples could lead to a situation where the assessment of costs effect leads to
quantities above the mean in the low margin case or below the mean in the high margin
case. In these cases the mean anchor effect will change direction as depicted in Table 2.2.
The overall order quantities will still be greater in the penalty cost problem than in the
corresponding opportunity cost problem.
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The costs are set to ¢ = 3 in the high margin case, to ¢ = 6 in the medium
margin case, and to ¢ = 9 in the low margin case. The obtained optimal
order quantities of ¢* = 75, ¢* = 50, and ¢* = 25, are above, equal to, and
below the mean demand of p = 50.

All experiments were conducted at the “Munich Experimental Labora-
tory for Economic and Social Sciences” (MELESSA). For every experiment,
25 separated PC terminals were ready to use. Participants were recruited
from the subject pool of the MELESSA with the help of a recruitment-
software. All participants were students without profound knowledge of the
newsvendor problem, and they came from different fields of study. Each
student participated in one experimental study only, and altogether 148 stu-
dents participated in the six different experiments. We ran four experiments
with 25 participants and two experiments with 24 participants. Despite an
overbooking of 3, only 24 students participated in the high margin case of
the opportunity cost problem and in the high margin case of the penalty cost
problem. The experiment was programmed and conducted with the software
z-Tree (see Fischbacher [46]). Before the experiments, the instructions were
read aloud (see Appendix A.1). Every period started with a decision screen
where the participants had to make their order decision. After every decision,
they received information about the realization of the demand, their order
quantity, and the resulting profit or costs of this period on the information
screen. The profits or costs were displayed in “experimental currency units”
(ECU). In all six experiments, the purchase decision was repeated for thirty
periods. The duration of one experiment was about 45 minutes. Using con-
trol questions, we ensured that all subjects understood their job within the
experiment. After completing the session, the accumulated earnings were
paid privately and in cash. In all six experiments, we chose the factor and
the fixed amount such that an income of €14 could be obtained if the optimal
order quantity was placed in each period. The performance oriented com-
pensation was explained in the instructions and therefore known in advance.
Across all six experiments, the subjects earned on average €10.47 including
a show-up fee of €4. The standard deviation was €1.72.



2.4 Results 21
2.4 Results

2.4.1 General Results

As in previous studies, we observe average order quantities per period and
over all periods which are significantly higher in the high margin case than in
the medium margin case (one-tailed Wilcoxon, p < 0.005), and significantly
lower in the low margin case than in the medium margin case (one-tailed
Wilcoxon, p < 0.005). This holds true for the penalty cost problem (PCP)
and for the opportunity cost problem (OCP). For each case, the average or-
der quantities of the subjects are shown in the Figures 2.1, 2.2, and 2.3. For

@ order quantity PCP
-#-() order quantity OCP
80 | ]
777777777777777777777777777777777777777777777777777777777777 _— q
Z =
= ~ -
= » P N
g 60 l}—.‘./ j\.\"/.\. -"i w -0
=) m-® .. ]
—~
<)
T 40
3
Q
20 1
) 10 15 20 25 30

Period

Figure 2.1: Average order quantities in the high margin case

both the penalty cost and the opportunity cost problem, Figures 2.1 to 2.3
illustrate that the average order quantities differ from the mean demand as
well as from the optimal order quantities. As provided in Table 2.3, the dif-
ference is not significant only for the medium margin case of the opportunity
cost problem. Furthermore, the average order quantities in the penalty cost
problem significantly exceed the average order quantities in the opportunity
cost problem for each margin case (see Table 2.3). Our results show that
the order quantities are especially far away from the optimal order quantity
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Figure 2.2: Average order quantities in the medium margin case
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Figure 2.3: Average order quantities in the low margin case
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in both the high margin case of the opportunity cost problem and the low
margin case of the penalty cost problem. This is in line with our expecta-
tions outlined in Section 2.2.1° To investigate learning effects, we conducted

Optimal Mean Difference Difference PCP is

Problem order average from from significantly
quantity order higher
q* quantity 1 q* than OCP

High PCP 72.6 p < 0.005 p<0.005
margin 75.0 p < 0.005
case ocp 58.9 p < 0.005 p<0.005
Medium PCP 60.3 p < 0.005
margin 50.0 p < 0.005
case OCP 50.3 p = 0.829
Low PCP 46.0 p < 0.005 p<0.005
margin 25.0 p < 0.005
case ocp 38.9 p < 0.005 p<0.005

Table 2.3: Wilcoxon test for average order quantities

a regression analysis on the average order quantities for each of the six ex-
periments, where we define learning as a trend towards the optimal order
quantity. As illustrated in Table 2.4, we observe significant learning in the
high margin case, but there is no significant learning in the medium margin
case and the low margin case. Over all six experiments no consistent learning
or trend pattern can be approved.

We further analyzed how the average order quantities over the 30 periods
of the decision makers are distributed. Figure 2.4 provides a box plot diagram

0Considering the high and the low margin case, we observe a too low/too high pattern
for the penalty cost problem as well as for the opportunity cost problem.



2.4 Results 24

Penalty cost problem Opportunity cost problem

High margin case 0.141 (p < 0.005) 0.367 (p < 0.005 )
Medium margin case 0.061 (p = 0.425) 0.192 (p = 0.009 )
Low margin case -0.023 (p = 0.783) 0.000 (p = 0.996 )

Table 2.4: Trend values of the regression analysis on the average order quan-
tities

for each of the six experiments with the lower quartile, the median, and the
upper quartile. The end of the “whiskers” show the lowest and the highest
datum within the 1.5 interquartile range. Outliers are illustrated as well.
Looking at the box plots, it is obvious that the average order quantities of
the individuals (shown on the y-axis) are significantly higher in the penalty
cost problem than in the opportunity cost problem for all three margin cases
(one-tailed Mann-Whitney, p < 0.005 for all three cases). The box plots also
clarify the systematic difference of the average order quantities in the three
margin cases for both problems. Our results provide a good prediction of

20—+

| | | | | |
OCP  PCP OCP PCP OCP  PCP
high margin medium margin low margin
Figure 2.4: Box plot diagram of the average order quantities of the partici-
pants



2.4 Results 25

the behavior of an “average” decision maker, since the box plots illustrate
that most of the observed average orders of individuals are distributed closely
around the median.

2.4.2 Testing of the Hypotheses

Our general results confirm that humans do not behave optimally in the
newsvendor setting. However, their decisions are not random. For both
problems, the level of the average order quantities in the different margin
cases correspond to the level of the optimal order quantities. Furthermore,
systematic differences between the penalty cost and opportunity cost prob-
lems exist. Consequently, we investigate whether a combined effect, including
a higher weighting of penalty costs than of opportunity costs and order de-
cisions which are biased towards the mean, is consistent with the observed
behavior. Therefore, we adapt Formula (6) describing the combined effect to
test our hypotheses and to evaluate our explanatory approach. Based on the
six experiments, we estimate the three relevant parameters for Formula (7),
wherein ¢; is the average order quantity in period ¢. For the estimation, we
integrated an error term ¢,.

-1 B * Cy
qt—()éu+(1 Oé)F (m)‘i‘Q (7)
For the six experiments with 30 periods each, we estimate one common
mean anchor weight o according to our assumptions in Section 2.2. For
the three experiments in the penalty cost problem, we estimate a common
penalty cost weight 3., and for the three experiments in the opportunity
cost problem, we estimate a common opportunity cost weight 3,,,. The pa-
rameters are estimated using a least square estimation (R?*=0.88) where the
test statistic follows asymptotically the standard normal distribution. We
obtain [, = 2.42, and we can show that (., > 1 is significant (one-tailed
z-test, p < 0.005). Consequently, the first hypothesis is verified: Penalty
costs are higher weighted than out-of-pocket costs. As [, = 0.95, the
opportunity cost weight is lower than one. However, the difference is quite
small. Since f,,, < 1 (one-tailed z-test, p = 0.073), we find support for the
second hypothesis: Opportunity costs are lower weighted than out-of-pocket
costs. Furthermore, we can verify the third hypothesis as f3,,, is significantly
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lower than [, (one-tailed Welch’s t-test, p < 0.005): Penalty costs are
higher weighted than opportunity costs. For the mean anchor weight, we
obtain a = 0.49.1' The fourth hypothesis is also confirmed since we can
show that 0 < a < 1 is significant (two-tailed z-test, p < 0.005) and thus a
mean anchor effect exists.

Our results clarify that the mean anchor effect can be seen as the strongest
driver for the non-optimal order quantities since the mean demand is weighted
by almost 50%. However, the mean anchor effect cannot explain the large
differences of the order quantities between the opportunity cost problem and
the penalty cost problem. Hence, our results show that the different weight-
ing of costs can be seen as the main driver for higher average order quantities
in the penalty cost problem compared to the opportunity cost problem. Our
approach leads to a mean absolute error of 3.2 (standard deviation of 2.4)
concerning the order quantity.!? This is very low compared to a mean abso-
lute error of 11.1 when using the optimal order quantity as an estimator, of
10.0 when using the mean demand as an estimator, and of 6.2 when using
the mean anchor effect (see Formula 5) as an estimator. The comparison
demonstrates the high explanatory quality of our approach.?

2.5 Conclusion

Our research highlights differences in human decision making in situations
involving different types of costs. Motivated by the literature, we expect that
opportunity costs are underweighted compared to out-of-pocket costs while
penalty costs are overweighted. In order to investigate the research question,

' This is in line with the results from previous studies in Western countries. Considering
a high margin case and a low margin case of the opportunity cost problem, e.g. Bostian
et al. [18] obtain a mean anchor weight of 0.47 and the data from Bolton and Katok [14]
correspond to a mean anchor weight of 0.54.

12The remaining error can be partially explained by demand chasing, see Schweitzer and
Cachon [122]. Since the underlying demand vector is identical in all experiments, demand
chasing systematically influences the average order quantities per round.

30ur approach reduces the error by 68% compared to the mean demand as an estimator
and by 71% compared to the optimal order quantity as an estimator. The isolated mean
anchor effect reduces the error by 38% compared to the mean demand and by 44% com-
pared to the optimal order quantity. This clarifies that the mean anchor effect explains
only a part of the behavioral deviations.
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we set up an experimental study in a newsvendor setting which provides
a simple yet realistic environment to investigate the assessment of penalty
costs and opportunity costs in two mathematically identical situations. To
the best of our knowledge, we are the first to compare the assessment of these
two cost types in an operations management setting. We observe that indi-
viduals order significantly more in a newsvendor setting with penalty costs
than in a newsvendor setting with opportunity costs. We propose a behav-
ioral approach which incorporates decision biases in the newsvendor model
to explain the observed behavior. Besides the assessment of costs effect, we
also include the mean anchor effect. Based on our approach, we tested our
hypotheses and could confirm the mean anchor effect as well as a different
weighting of different cost types. We found that penalty costs are higher
weighted than opportunity costs. Our approach is valuable to predict ac-
tual ordering behavior and, furthermore, it allows us to quantify the extent
of the psychological biases. Based on our findings, we conclude that the
performance of a newsvendor depends clearly on the underlying situation.
Situations where the assessment of costs effect and the mean anchor effect
lead in the same direction result in particularly bad performance while situa-
tions where the two effects partially compensate each other result in a better
performance of human decision makers. Since in many business decisions,
the underlying newsvendor trade-off is influenced by penalty costs instead
of opportunity costs, our study gives important insights in order to apply
behavioral findings of newsvendor studies in a broader field. Typical exam-
ples where contractual penalties occur are inventory problems or purchase
situations. It can be misleading to relate the insights from the opportunity
cost newsvendor problem to situations incurring penalty costs instead of lost
sales. This already happens, e.g. in research concerning the bullwhip effect
(see Niranjan et al. [106]) or operating room planning (see Wachtel and Dex-
ter [135]). The main finding of our research is that a biased perception of
opportunity costs as well as a biased perception of penalty costs can explain
the observed behavior. We show that decision makers are more sensitive
to penalty costs than to opportunity costs. Consequently, we conclude that
people have a different assessment of different cost types.

Our work has several limitations. We assume that the mean anchor ef-
fect is symmetric, even if the effect is stronger in the low margin context
than in the high margin context in many studies. A first promising research
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considering the asymmetry in ordering behavior is done by Moritz [103]. He
finds support that cognitive dissonance explains a portion of this behavior.
As there are considerable differences in the asymmetry and since the asym-
metry is even reverse in several studies (e.g. Ho et al. [66], Rudi and Drake
[116], Lurie and Swaminathan [95]), further investigation is needed. If an
asymmetry of the mean anchor effect could be validated and measured in
terms of different mean anchor weights for different margin cases, it could be
easily included in our approach. We agree with Bostian et al. [18] that the
exploration of the asymmetry is one of the most promising directions for fur-
ther research. Another interesting research area is cross-cultural differences
between Western and Eastern countries. Even though the mean anchor effect
is a predominant cross-cultural effect, Feng et al. [45] have shown that this
effect is stronger in Eastern cultures. The investigation of differences and
similarities in the assessment of costs between Eastern and Western cultures
is a promising area for further research. Furthermore, the explanatory power
of our approach could be increased by the integration of additional behavioral
factors. Rudi and Drake [116] state that, besides the “level behavior”, the
“adjustment behavior” can be seen as the main driver of the mismatch costs.
Therefore, consideration of demand chasing could be worthwhile. Another
example is the integration of a learning factor which would be especially use-
ful for long-term consideration, e.g. 100 periods as investigated by Bolton
and Katok [14]. These extensions would lead to a more complex approach
but they could also enable an even more realistic description and prediction
of the behavior.

Based on our approach and our findings, we conclude several managerial
implications: From an internal company point of view, our insights could
be used in a control process to detect situations which lead to systematic
deviations from the optimal order quantity that are particularly unfavorable.
Identifying these situations may allow corrective actions. Another internal
aspect related to the planning process is that one could create situations
where the deviations of the order decisions are relatively small, and therefore
the decision maker performs better. From a supplier’s perspective, it may be
possible to create situations where the behavior of the decision maker leads to
deviations which are favorable for the supplier. Another important aspect for
a supplier is to identify situations where the customer systematically orders
too little. Consulting the customer may help to improve the situation for
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both, e.g. by a modified contract.'*

14The performance of different contracting mechanisms in a two-echelon supply chain in
which the retailer faces the opportunity cost newsvendor problem is investigated by Katok
and Wu [74]. Based on our results, further research concerning the performance of con-
tracting mechanisms in the penalty cost newsvendor problem as well as further research

concerning the use of different cost types to increase contract performance in general would
be interesting.



Chapter 3

Over- and Under-Utilization of
Operating Rooms: Insights
from Behavioral Health Care
Operations Management

3.1 Introduction

Numerous recent studies encourage researchers to take into account human
behavior in operations management (e.g. Loch and Wu [93], Gino and Pisano
[58], Bendoly et al. [6]). Health care operations management has a partic-
ularly strong behavioral influence (see Brailsford and Schmidt [19]), since
health care services are provided by people who may be influenced by cog-
nitive biases, social preferences, and cultural norms (see Loch and Wu [93]).
Even though people issues are vital for the processes in healthcare, very little
research investigates the effects of human behavior on process performance in
this industry. A promising opportunity to come up with more realistic health
care operations management theories and to develop models which take into
account human behavior is provided by experimental research. While behav-
ioral experiments are a well-established research methodology for studying
human issues in many disciplines including several business disciplines as well
as medical research, combining findings from behavioral operations manage-
ment with health care applications is a virtually untouched area.

30
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In this study, we approach the field of behavioral health care operations
management by investigating surgeons’ behavior in the operating room (OR),
one of the most important resources in hospitals. Guerriero and Guido [62]
cite more than 100 studies on operating room management and Cardoen et al.
23] write “in the last 60 years, a large body of literature on the management
of operating theaters has evolved”. This comes as no surprise as around 40%
of hospital expenses arise in the operating theater (see Denton et al. [35]) and
more than 60% of hospital admissions are for surgical operations (see Pel-
tokorpi [110]). Although the high importance of optimizing the usage of this
scarce resource is evident, there is still much room for improvement. Rhodes
and Barker [115] report poor utilization of ORs and Pandit and Carey [109]
argue that 10-40% of all scheduled elective surgeries are canceled or resched-
uled at least once. Sometimes OR managers make bad decisions resulting in
staff working overtime (e.g. Wachtel and Dexter [135]).

Low OR utilization, rescheduling of surgeries and staff overtime are con-
sequences of poor planning of surgery durations. Obviously, centralized plan-
ning cannot account for the specific patient knowledge of the responsible sur-
geon. Therefore, it is common practice in most hospitals that each surgery
duration is planned independently by the surgeon in charge of the patient.
In the literature surgeons’ behavior is mainly discussed in the context of
medical decision making. There are a few studies indicating non-optimal
behavior of surgeons considering operating room management. Yule et al.
[138] conduct a literature review on non-technical skills of doctors in the OR
and they conclude that non-technical skills such as planning skills, resource
management, and communication are often neglected, despite being vital for
efficient OR management. Carter [24] presents an example where doctors
only considered fairness when planning the ORs but ignored negative conse-
quences for other units and Abouleish et al. [1] state that OR management is
often based on convenience and tradition rather than on efficiency optimiza-
tion. A systematic underestimation of surgery durations is found by Dexter
et al. [36]. Wachtel and Dexter [135] discuss that the newsvendor model
could be used to determine the time period, where staff is required in the
OR. They also provide a literature review on behavioral newsvendor studies
as they suspect biases known from the newsvendor model are present in the
OR staffing problem as well. However, they do not account for differences
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between the operating room staffing problem and the inventory newsvendor
problem. Furthermore, they do not carry out an experimental investigation.
Hence, how the newsvendor model can be used in an OR setting is still an
open issue.

Our research was motivated by a project with a medium sized hospital
that asked for help with one of their major concerns - low operating room
utilization and a high amount of overtime. The surgeons in charge of plan-
ning surgery durations received no guidelines or any information about the
associated consequences of poor planning. Planned and realized durations
were not monitored. In our study, we demonstrate the complexity of plan-
ning surgery durations based on empirical data from OR planning. We verify
that variability in surgery durations exists and we analyze the negative con-
sequences of planning too long and too short surgery durations. Thus we
conclude that a newsvendor equivalent minimal cost model fits the problem
of planning surgery durations. This is in line with several studies where the
trade-off in surgery planning is modeled according to the newsvendor frame-
work - even though the framework is rather stylized (e.g. Strum et al. [130],
Olivares et al. [108], Wachtel and Dexter [135]). To test the behavioral ef-
fects of planning surgery durations we undertake an experimental study with
senior surgeons. We chose doctors with experience in OR management since
previous studies observed that, even if the direction of behavioral effects is
the same, the magnitude of effects for students and experienced professionals
as subjects may differ (e.g. Bolton et al. [15]). As no consistent definition
of the consequences of planning too long and too short surgery durations
exists in the literature, we employ an experimental study with two scenar-
ios. Within our experimental study, we demonstrate significant non-optimal
planning of surgery durations by experienced surgeons and we show that cost
improvements of about 3.3% could be achieved in our setting. In a hospital
with an annual budget of 100 million Euro and annual OR costs for staff and
fixed capacities of about 30 million Euro, the savings potential is thus about
1 million Euro a year. Our research provides a better understanding of both
the underlying problem and surgeons’ behavior when planning surgery du-
rations. Creating transparency of the problem and awareness of behavioral
deviations is the first step in managing decision situations, such as communi-
cating transfer prices for OR utilization or in developing debiasing methods
to improve planning results.



3.2 Planning of Surgery Durations 33

The remainder of Chapter 3 is organized as follows: In Section 3.2, we
present the problem framework of planning surgery durations and derive our
hypotheses. In Section 3.3, the experimental setup is explained and the re-
sults are discussed. We draw conclusions and analyze managerial implications
in the final Section 3.4.

3.2 Planning of Surgery Durations

Planning of surgery durations is a challenging task for surgeons since every
patient is different, surgery durations are uncertain, and bad planning leads
to undesirable consequences (e.g. May et al. [98]). To obtain first insight into
planning behavior in real life, we analyzed 6 months (12/2011 - 05/2012) of
surgery data from a German university hospital. The durations of elective
surgeries are usually planned a few days before the surgery. We compare
the planned and the realized durations of three exemplary operations from
different specialties: Varicose veins crossectomy and stripping, cholecystec-
tomy, i.e. the surgical removal of the gallbladder, and a specific joint fracture
surgery. We compare the planned and the realized durations of these three
surgeries in Figures 3.1 - 3.3 and present some additional information in
Table 3.1.

Crossectomy Cholecystectomy Joint fracture

Surgeries planned

83% 52% 29%
too long

Surgeries planned 14% 47% 67%
too short

Mean (st. dev)

planned durations 90.0 (0.0 63.3 (6.5) 000 (215)
Mean (st. dev)

realized durations 68.1 (24.0) 65.9 (26.8) 052
Average plan 1 31% _ 4% -17%

deviation

Table 3.1: Comparison of planned and realized durations of three different
surgeries
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Figure 3.1: Comparison of planned and realized durations - Crossectomy
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Figure 3.2: Comparison of planned and realized durations - Cholecystectomy
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Figure 3.3: Comparison of planned and realized durations - Joint fracture

Crossectomy and stripping was significantly planned too long (one-tailed
Wilcoxon, p < 0.005), cholecystectomy surgeries were on average planned
close to the expected duration (two-tailed Wilcoxon, p = 0.978), and joint
fracture surgeries were systematically planned too short (one-tailed Wilcoxon,
p = 0.030). All surgeries have in common that the planned durations showed
less variation than the realized ones. In fact, crossectomy and stripping surg-
eries were always planned with 90 minutes. We derive three main findings
from these data. First, it is obviously not possible to always plan the exact
surgery duration, as surgery times are stochastic. Second, different specialties
seem to plan their surgeries in a different way, which may be a consequence
of different cost structures. Third, some surgeries are systematically planned
too long, while others are systematically planned too short.

Planning of surgery durations is a complex task due to two main charac-
teristics of the problem. First, variability in surgery durations exists. Second,
both planning too long and too short durations results in different negative
consequences. As a result, a trade-off decision minimizing these consequences
has to be made.
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3.2.1 Variability of Surgery Durations

There are two reasons for variability in surgery durations: Uncertainty and
“diversity of situation”. Uncertainty in surgery durations is caused by many
factors that cannot be predetermined. A typical example is unexpected
bleeding that extends the duration. With diversity of situation we take into
account a priori known factors, such as patient age or OR-team experience.
Estimating the distribution of surgery durations is discussed widely in the lit-
erature. Strum et al. [129] and May et al. [99] use lognormal distributions to
model surgery times, while Silber et al. [124] estimate surgical and anesthe-
sia procedure times using data obtained from the US Medicare system. All
these studies show that there is significant uncertainty in surgery durations.
Furthermore, there are several empirical studies showing that surgeons’ esti-
mates do not meet the realized durations. Wright et al. [137] compared time
estimates of software scheduling systems to those made by surgeons. Even
though the software systems could not outperform the surgeons, modeling
could help the surgeons to improve their time estimates. Eijkemans et al.
[40] demonstrated that, in addition to the surgeons’ estimates, diversity of
situation factors such as surgery and team characteristics and, to a lesser
extent, patient characteristics like age and body mass index proved to be
relevant for surgery times.

3.2.2 Consequences of Planning too Long or too Short

The second driver of the complexity of planning surgery durations is that
both planning with too long and too short time estimates for surgeries lead
to undesirable consequences. If the realized surgery duration falls below the
planned duration, OR idle time will be the consequence. In line with Strum
et al. [130], we define this as underutilization. If the realized surgery du-
ration is above the planned surgery duration multiple consequences might
occur. Following surgeries may have to be rescheduled which involves a con-
siderable organizational effort, reduces patient and staff satisfaction as well
as medical quality. Furthermore, the scheduled surgery or following surgeries
might end after regular working hours, i.e. staff works overtime. Overtime
caused by planning too short surgery durations is defined as overutilization.
To obtain insight into the consequences of inaccurate planning, we analyzed
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data from the hospital mentioned above. We performed regression analysis
to determine the effects of planning too long and too short on OR under-
and overutilization, respectively. In Figure 3.4 we relate for each OR and
each day the number of minutes surgeries were planned too long with total
operating time. We observe that the more minutes surgeries were planned

400

Total operating time

200

0 50 100 150 200
Time planned too long

Figure 3.4: Consequences of planning too long (in minutes)

too long, the less was the total operating time (0.348 minutes of operat-
ing time per minute planned too long, p = 0.007) and thus the more idle
time occurred. We further compared the number of minutes planned too
short with the minutes of overtime (between 4pm and 10pm). As presented
in Figure 3.5, the more minutes surgeries were planned too short, the more
overtime occurred (0.483 minutes of OR overtime time per minute of planned
too short, p < 0.005). Both underutilization and overutilization of ORs are
associated with additional costs. Typically, costs for underutilization are cre-
ated by idle OR and staff capacities, while costs for overutilization represent
the additional overtime payments and costs for reorganizing the schedule.
These costs can also include further negative effects on employee satisfaction
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(for working unplanned overtime or for being rescheduled) and patient sat-
isfaction (for rescheduling their surgeries and for increased waiting times).
Olivares et al. [108] state that “the costs of OR idle time were perceived, on
average, as approximately 60% higher than the costs of schedule overrun,”
while Wachtel and Dexter [135] assume that the costs of OR overutilization
are twice as high as the costs of OR underutilization. Thus, there is no clear
ratio of these costs in the literature, which might be caused by different as-
sessments of under- and overutilization in different hospitals.

300

OR overtime
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Time planned too short

Figure 3.5: Consequences of planning too short (in minutes)

3.2.3 Minimal Cost Model

To minimize the expected costs of under- and overutilization, Strum et al.
[130] propose a minimal cost analysis model. Dexter and Traub [37] define
the sum of cost-weighted under- and overutilization as OR inefficiency. Al-
though surgeons often perform a series of surgeries, each surgery duration
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is usually planned individually. In all three hospitals that cooperated with
us for this study, it is common practice that surgery durations are planned
independently by the surgeon in charge of the patient. Thus, we define a
variation of the minimal cost analysis model concentrating on the costs for
one surgery. c* are the costs for each minute of underutilization, ¢° for each
minute of overutilization, and ¢ for each minute of used OR capacity. De-
pending on the planned duration p and the realized duration D the OR
inefficiency for one surgery is:

C(p,D) = c¢"-max{p — D,0} + ¢ - max{D — p,0} + ¢- D. (8)

The minimal cost analysis model is mathematically equivalent to the well-
known newsvendor problem, which is also used for example by Olivares et al.
[108] to conduct a structural estimation of the costs for OR under- and
overutilization. As in the newsvendor problem the planned duration p* that
minimizes the expected costs E[C(p)] is:

CO
* F_l 9
b <c°+c“> ’ )

where F'~! denotes the inverse of the cumulative distribution function of the
realized duration D. For the sake of brevity, we denote p* as “optimal dura-
tion” and cot—:l-% as “critical ratio” in the following. In both the minimal cost
analysis model and the newsvendor problem, individuals face a decision under
uncertainty with known distribution and a trade-off between planning (or-
dering) too long (too many) or too short (too little) durations (products) has
to be made. The optimal solution can be derived analytically. On the other
hand, the two problems are obviously not the same. Important differences
are the main task - planning time versus quantities; the different context -
operating room planning versus inventory settings; and the different decision
makers - surgeons with no management training versus inventory managers.
Furthermore, the consequences of not reserving enough time and not order-
ing enough quantities vary as well: Overtime with additional (penalty) costs
in the OR case since surgeries have to be completed versus opportunity costs
for lost sales in the inventory situation.
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3.2.4 Hypotheses

The complexity of planning a surgery’s duration is considerable, even if op-
timal durations can theoretically be derived with the newsvendor model. In
everyday life surgeons lacking training in capacity management plan surgery
durations. All studies using the minimal cost model have in common that a
rational decision maker is assumed but they do not take into account that
a human decision maker may not act rationally. As several studies show
that people do not behave optimally in the related inventory situation (e.g.
Schweitzer and Cachon [122], de Véricourt et al. [34], Moritz et al. [104]),
and since some studies have observed biased surgeon behavior in general,
we expect that surgeons do not plan optimally. Due to the similarities, we
expect that some behavioral effects in the inventory problem can be found
in the OR planning problem as well. One bias that is consistently found
in all newsvendor studies is the mean anchor effect, where orders are too
high when the optimum lies below mean demand and too low when the op-
timum lies above the mean demand. Schweitzer and Cachon [122] are the
first to describe this pattern and they also discuss possible explanations for
the observed behavior. An explanation they found support for is that deci-
sion makers use the mean as an anchor and only insufficiently adjust towards
the optimal solution. This bias was replicated in numerous follow-up studies
(e.g. Bolton et al. [15], Kremer et al. [82]). Combining these findings with our
empirical observations for surgeons planning behavior for different surgeries
and the OR literature (e.g. Abouleish et al. [1]) we derive the first hypothesis
of our experimental study:

H1: Surgeons consistently plan too long (too short) in cases where
the optimal duration p* is below (above) the average duration

i of a surgery.

Furthermore, we expect additional effects to those of classical newsven-
dor studies. In contrast to the classical newsvendor problem, where ordering
too little results in lost profits, the consequences of planning too short in
our context differ. Too short planning of surgeries is associated with addi-
tional costs, since operations have to be finished. Therefore, the planning of
surgeries has similarities to a situation where penalties occur when ordering
too little and demand has to be fulfilled. Schiffels et al. [120] analyze the
impact of “penalty” costs instead of opportunity costs in a trade-off situ-
ation and find strong support that people are more sensitive to additional
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costs than to opportunity costs. In their experiments involving two situations
with identical optimal solutions, decision makers made more of an effort to
avoid underestimating when there are penalties associated than in a situa-
tion where opportunity costs occur. Considering this effect we derive our
next hypothesis:

H2: Surgeons avoid overutilization rather than underutilization.
As a consequence, planned durations are biased upwards.

Decision behavior is often sensitive to task and contextual factors. Kre-
mer et al. [82] compared a classical newsvendor situation (operations setting)
with a context-free but mathematically equivalent neutral setting. They dis-
covered that the bias towards the mean demand was much stronger in the
operations setting than in the neutral setting. Furthermore, Bolton et al. [15]
observed that even if the direction of behavioral effects is the same the magni-
tude of effects may differ for students and experienced managers. Therefore,
context as well as professional background matters when considering behav-
ioral biases. As doctors lack non-technical skills (see Yule et al. [138]) and
focus rather on medical quality than on management decision making, we
expect doctors to show stronger biases than inventory managers. Thus, even
though newsvendor biases are likely to be relevant for our OR planning prob-
lem, biases in the OR context might be stronger than those in the inventory
context. We derive our last hypothesis:

H3: Surgeons confronted with planning surgery durations per-
form worse than decision makers in comparable inventory
newsvendor studies, i.e. the shift to the mean is stronger.

We expect that the answers to these hypotheses will provide valuable
insights into surgeons’ behavior when planning surgery durations. Identi-
fying and understanding behavioral biases in surgery planning could be an
important step to improve the trade-off between overutilization and under-
utilization in hospitals. Increasing the OR utilization, or decreasing overtime
and rescheduling, should not be driven by behavioral biases since both can
affect the financial performance, patient satisfaction and medical quality.
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3.3 Experimental Study

To investigate surgeons’ behavior when planning surgeries we set up an ex-
perimental study. In Section 3.3.1 we describe the experimental setup and
we discuss the results in Section 3.3.2.

3.3.1 Experimental Setup

The empirical findings from Section 3.2 show that based on the variability of
surgery durations and the negative consequences of deviations from the real-
ized duration the planning of a surgery can be described as a decision under
uncertainty minimizing the expected costs for underutilization and overuti-
lization. The variability of surgeries includes both uncertainty and diversity
of situation. In the experiment we provide information about the stochastic
distribution (i.e. uncertainty) of the surgery duration for a specific situation
(i.e. surgery team, specific type of surgery, and patient characteristics). To
avoid different assessments of the situation we neither communicate details
nor change these diversity aspects. We apply a uniform distribution for sim-
plicity since surgeons may lack in expertise in probability theory. This also
increases the comparability to the inventory literature, where the uniform
distribution is used in most studies even though normal or lognormal distri-
butions better fit real life distributions. Benzion et al. [11] have shown that
for an inventory setting the same behavioral effects are observed for different
demand distributions. As discussed in the previous section, there is conflict-
ing literature about the specific costs for underutilization and overutilization
and these may differ between hospitals. To account for different situations
on the one hand, and to be comparable to the literature on the other hand,
we differentiate between two exemplary cases. The “low quantile case” with
relatively high underutilization costs ¢* indicates a hospital where idle ca-
pacities are of greater concern, while the “high quantile case” with relatively
high overutilization costs ¢ indicates a hospital where overtime is of greater
concern. As our research question focuses on the behavior of surgeons when
planning surgeries, we chose only doctors with relevant experience in schedul-
ing surgeries as subjects. The experiment was carried out with 40 doctors
from three German university hospitals, 20 in the low quantile case and 20
in the high quantile case. They were all senior physicians or chief physicians
with an average age of 43 years. None of them had previous knowledge of
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the minimal cost analysis model. We used a between subject design with 20
participants in each treatment. All experiments were conducted in hospitals.
We set up the experiments in a separated office room with a computer and
we ensured that the physicians had no time pressure and that they were not
disturbed or interrupted during the experiment. At the beginning of the
experiment we provided the instructions (see Appendix A.2). The subjects
were asked to schedule the duration of one surgery at a time. We provided
information on the surgery duration, the OR costs ¢ per reserved minute
(underutilization costs ¢* = ¢) and the increased costs per minute overtime s
(overutilization costs ¢® = s — ¢). For simplification, each minute scheduled
too long results in a minute of underutilization, and each minute scheduled
too short results in a minute of overutilization. Further details are depicted
in Table 3.2. The experiment was programmed and conducted with the soft-

Low Quantile Case High Quantile Case

Distribution of

surgery duration U(100, 200) U(100, 200)
Costs for planned time ¢ 90 30
Costs for overtime s 120 120
Underutilization costs ¢* = ¢ 90 30
Overutilization costs ¢® = s — ¢ 30(= 120 — 90) 90(= 120 — 30)
Critical ratio 0.25 0.75
Optimal planned time 125 175

Table 3.2: Costs and optimal planning times for low and high quantile case

ware z-Tree (see Fischbacher [46]). Either the low quantile case or the high
quantile case was tested for each subject. After an initial screen, where the
subjects had to enter a planned duration, feedback about the realized du-
rations and the occurred costs was provided. The subjects performed 20
decision periods. The duration for each round was randomly drawn in ad-
vance and the same for all subjects. After planning the 20 surgery durations
the subjects answered a questionnaire. The average duration of each exper-
iment was 25 minutes. Money was the only incentive used. Payments were
based on total costs and ranged between €19 and €39 with a mean of €33.2.
Thus, the average payment matched the income of experienced doctors.
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3.3.2 Results

To validate that the newsvendor model fits the reality in planning surgery
durations, we conducted an ex-post assessment of our experiment by a ques-
tionnaire. The surgeons reported that cost pressure has a great impact on
their decisions (average: 4.6 out of 7, 1 being no impact, 7 being huge impact)
and they reported as well that they do encounter uncertainty when planning
surgeries (average: 4.4 out of 7, 1 being no uncertainty, 7 being huge un-
certainty). As the newsvendor problem is a cost-minimization model based
on a trade-off decision under uncertainty, we conclude that the newsvendor
framework is rather stylized, but appropriate for modeling planning surgery
durations. This is also in line with the informal feedback we received from
the surgeons after the experiment who stated that the experiment matched
the trade-off situation they face daily.

As expected, we observed average planned durations for all subjects that
are significantly higher in the high quantile case (HQC) (162.2) than in the
low quantile case (LQC) (149.5) (one-tailed Wilcoxon, p < 0.005). In neither
case did doctors plan the optimal duration. The box plots of the average
planned durations per subject are presented in Figure 3.6. The average
planned duration of all subjects is marked with a bold circle for both cases.
The average duration of 150 minutes and the optimal durations for both the
low quantile case (125 minutes) and the high quantile case (175 minutes) are
represented by dotted lines. In Figure 3.6, it is apparent that the average
planned durations per subject are closely distributed around the average
planned duration of all subjects in both cases. In fact, they are approximately
normally distributed (K-S test for normal distribution, low quantile case:
p = 0.714, high quantile case: p = 0.993). As stated previously, the planned
durations differ from the optimal duration in both cases. On average, in the
low quantile case the planned durations are significantly above the optimal
duration of 125 minutes (one-tailed Wilcoxon, p < 0.005) and close to the the
mean duration of 150 minutes (two-tailed Wilcoxon, p = 0.493). In the high
quantile case the planned durations are below the optimal duration of 175
minutes (one-tailed Wilcoxon, p < 0.005) and above the mean duration (one-
tailed Wilcoxon, p < 0.005). Thus we can confirm Hypothesis 1: Surgeons
consistently plan too long (too short) in cases where the optimal duration p*
is below (above) the average duration p of a surgery. To measure the degree
of non-optimality, we define in Equation (10) the relative cost increase as the
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Figure 3.6: Average planned durations

percentage of avoidable costs due to non-optimal planning. For each decision
of the subjects in our experimental study, we calculate the difference between
the expected costs of the planned duration and of the optimal decision and
divide this difference by the expected costs of the planned duration.

(10)

We calculated the average relative cost increase according to Equation (10)
for all participants and all rounds. We found an average relative cost in-
crease of 3.3% in the low quantile and 3.4% in the high quantile case. The
relative cost increase is slightly higher in the high quantile case, as the total
costs are lower in this case. Consistent with inventory management studies,
we further gained some insight into learning behavior (trend in the planned
durations towards the optimum) and adjustment behavior (the tendency to
adjust period-to-period the planned duration in the direction of the previous
realized duration). Using linear regression for both the low and the high
quantile case, no significant learning could be observed. This comes as no
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surprise, as Bolton and Katok [14] show significant learning effects in the
long run only. In line with Kremer et al. [82], we found that subjects are
more likely to adjust their planned duration in the direction of the previous
realized duration than away from it in both cases. To test Hypothesis 2,
we asked all subjects in the questionnaire administered after the experiment
whether they had sought to avoid overutilization or underutilization. The
results depicted in Table 3.3 show that in both cases the subjects tended to
avoid overutilization. We expect this to result in planned durations that are

Low Quantile Case High Quantile Case

Avoid overutilization costs 65% 65%
Indifferent 15% 10%
Avoid underutilization costs 20% 25%

Table 3.3: Motivation when planning surgery durations

biased upwards. In the low quantile case, this should lead to planned quanti-
ties that are further away from the optimal duration, as the effect adds up to
the bias towards the mean, than in the high quantile case, where both biases
partially compensate for each other. In the low quantile case, the planned
duration is on average 24.8 minutes above the optimal duration, while in the
high quantile case, the planned duration is on average 12.8 minutes below
the optimal duration. Therefore, the bias away from the optimal duration
is significantly stronger in the low quantile case (one-tailed Mann-Whitney,
p < 0.005). We confirm Hypothesis 2: Surgeons avoid overutilization rather
than underutilization. As a consequence, planned durations are biased up-
wards. To test Hypothesis 3, we compared our data with the corresponding
data from Schiffels et al. [120]. There, subjects were asked to order news-
papers in a penalty cost based scenario with critical ratios of 0.25 and 0.75
and a uniform demand distribution between 0 and 100. In order to compare
the results we shifted the data of Schiffels et al. [120] by 100. Therefore,
differences in the order quantities/planned durations can be referred back to
the different tasks, contexts, and professional backgrounds. As illustrated in
Figure 3.7, the values were significantly lower in Schiffels et al. [120] (average:
146.0) compared to our study (average: 149.5) (one-tailed Mann-Whitney,
p < 0.005) in the low quantile case. In the high quantile case, the values
were significantly higher in Schiffels et al. [120] (average: 172.6) compared to
our study (average: 162.2) (one-tailed Mann-Whitney, p < 0.005). In both
cases planned durations were more strongly biased towards the mean in our
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Figure 3.7: Comparison to the study of Schiffels et al. 2014

study. We conclude that different contexts, in our example reserving OR
time versus ordering newspapers, and professional background do influence
the behavior and confirm Hypothesis 3: Surgeons confronted with planning
surgery durations perform worse than decision makers in comparable inven-
tory newsvendor studies, i.e. the shift to the mean is stronger.

3.4 Conclusion

Many studies have shown that human behavior has a great impact on op-
erations management decisions. Although the operating theater is the most
expensive resource in hospitals, and its efficient usage is crucial, the behavior
of health care decision makers in hospitals is generally ignored in research.
It was challenging and took a tremendous effort to run experiments with
experienced surgeons. However, we believe that this effort was necessary to
gain acceptance with health care professionals and to close the gap between
inventory management problems and the health care context. We could
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replicate biases known from previous newsvendor experiments in our study.
Furthermore, we demonstrate that different tasks, contexts, decision makers,
and the penalty cost situation lead to different results. Planned durations
showed greater biases in situations where idle capacities are expensive com-
pared to situations where overtime is expensive. Our study demonstrates
that even in a simplified environment the planning behavior of surgeons is
not efficient, systematic biases can be observed, and avoidable costs accrue.

Our work has several limitations and thus provides a staring point for
future research. The newsvendor approach, and especially the simplified
experimental framework, are stylized models of reality to investigate the be-
havioral effects considering the trade-off between planning too long and too
short surgery durations. In practice, there are many other factors that influ-
ence the planning of surgery durations, such as capacity limitations (e.g. the
only slot available is shorter than the desired time), scheduling restrictions
(e.g. durations are only planned in 15 minute intervals), and interpersonal
effects (e.g. the doctor with the succeeding surgery is particularly unhappy
if there are delays). Further research on these factors might lead to a bet-
ter understanding of planning behavior. Furthermore, we assume a cost
minimization model to define the negative effects of overutilization and un-
derutilization. Although this model is repeatedly used in the literature (e.g.
Strum et al. [130], Olivares et al. [108], Wachtel and Dexter [135]), different
hospitals might employ different incentive schemes. Future research could
provide insights into whether these lead to different planning behavior, and
which schemes are suitable to minimize OR inefficiency. Since surgeons may
lack in expertise in probability theory and to be consistent with the inven-
tory literature, we chose a uniform distribution of surgery durations in our
experimental setup. Typically, surgery durations tend to follow a lognor-
mal distribution (see Strum et al. [129]). Benzion et al. [11] show that in
an experimental newsvendor setting, different distributions yield the same
behavioral biases. However, a possible next step could be to set up experi-
ments using historical data of surgery durations instead of distributions. In
our experiment, we did not find any significant learning behavior but for
long run experiments, we would expect small learning effects as described
by Bolton and Katok [14]. The strongest learning effects can be expected if
the time intervals between planning surgeries in the same situation are not
too long. The same situation, i.e. the same combination of surgery type,
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OR team, and patient characteristics like age and body mass index does not
appear that often during short time intervals. Therefore, the investigation
of cross-learning effects, i.e. learning over a sequence of different surgeries,
is a promising field for further research. As we gave full disclosure of the
distribution in our experiment, we do not investigate how surgeons account
for diversity of situation and concentrate on uncertainty of the duration. An
interesting empirical research project would be to analyze surgeons’ behavior
considering their assessment of different information on diversity aspects.

As planning of surgery durations is a task of high economic impact for
all hospitals, and as we have shown significant and systematic non-optimal
behavior of experienced surgeons, important managerial implications may
be derived. From our findings one can infer that in hospitals where idle ca-
pacities are more expensive than overtime, surgeons planned too long, while
they planned too short when overtime costs exceed costs for idle capacities.
Hospital management could react to these findings and create incentives for
planning optimal surgery durations, develop debiasing methods to obtain bet-
ter planning results, or improve the planning skills of surgeons with training.
In the introduction, we mentioned a project in a hospital that triggered this
study. The research described in this chapter helped this hospital in several
ways: First, the consequences of planning too long and too short durations
were analyzed and evaluated. Profitability issues the hospital was facing
could be partly traced back to low OR utilization. Second, a target critical
ratio was defined by the hospital management to decrease planned surgery
durations in most departments in order to increase OR utilization. Third,
the hospital management, OR management, and the surgeons in charge were
informed about behavioral biases when planning surgery duration. Based on
this, guidelines for planning surgery durations were defined. In this hospital
seven out of ten medical specialties sharing the same OR resources system-
atically planned between 5% and 25% too long, while three specialties sys-
tematically planned around 5% too short. Each specialty was than provided
with feedback whether they should plan more or less time than previously
to meet the target critical ratio according to the new guidelines. Besides
the recommendations the project helped the hospital management to gain
a better understanding of the complexity as well as the behavioral biases of
their employees. It also provided the surgeons with a better understanding
of managerial targets.



3.4 Conclusion 50

Since the health care sector is the largest industry in industrialized coun-
tries in terms of number of employees, and as human decision making plays
an important role, more research should be conducted in this field. We hope
to encourage future research since we are convinced that many biases in the
field of behavioral health care operations management are still to be discov-
ered, and managing these biases could greatly impact the health care sector.



Chapter 4

Behavioral Portfolio Decision
Making: Insights from an
Experimental Study

4.1 Introduction

Selecting a subset from a discrete set of alternatives subject to various con-
straints is a ubiquitous problem in socio-economic decision making (see Klein-
muntz [78]). Research in the area of Portfolio Decision Analysis (see Salo
et al. [118]) has brought forth a wide range of quantitative approaches to pro-
vide guidance for such problems. Frequently, decision problems in supplier
selection (see Ho et al. [67]), new product development (see Cooper et al.
[31]) and project portfolio selection (see Heidenberger and Stummer [65])
are considered. In contrast to numerous scientific publications on the sub-
ject, quantitative decision support approaches have only seen limited prac-
tical application (see Booker and Bryson [16], Cooper et al. [30], Loch [91]).
Unique decision making environments, difficulties in evaluating alternatives
and decision maker preferences, as well as the strategic orientation of decision
problems, cause practitioners to rely on management expertise rather than
utilizing elaborate quantitative decision support approaches (see Kester et al.
[76], Martinsuo [97]). Thus the sole responsibility for portfolio decisions with
grave impact often lies with human decision makers, who have been shown
to behave irrationally in various decision environments (Bendoly et al. [6]).
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Several studies from the past three decades have investigated human de-
cision making in resource allocation problems (see Fasolo et al. [44]) as well
as general project management settings (see Bendoly et al. [7]). To the best
of our knowledge our study is the first to consider behavioral issues in the
most basic setting of portfolio decision making, the knapsack problem (see
Martello and Toth [96]). Here decision makers face a set of alternatives
each characterized by their value and resource requirement, from which they
must choose the subset with highest portfolio value and portfolio resource
requirements not exceeding a given resource capacity. We propose a novel,
generic experimental routine to investigate human portfolio decision making
in an environment where subjects may dynamically select and deselect from
a list of items to build their desired portfolio. Our experimental framework
allows us to study both subjects’ decision quality as well as their decision
making process. The experimental results demonstrate that the complex-
ity of even small instances of the knapsack problem is too high for people
to solve them optimally, even when accounting for learning behavior. We
propose that human decision making first focuses on selecting alternatives
to construct an initial portfolio, which serves as a baseline solution for fur-
ther improvement. Motivated by portfolio selection practice we investigate
subjects’ adherence to simple constructive heuristics considering either the
value or resource requirement of the alternatives, as well as combinations
of both. Subjects’ behavior in our experiment is partially explained by ad-
herence to two heuristics selecting items according to the maximum ratio
of value divided by resource requirement and maximum difference between
value and resource requirement. Furthermore, decision quality is shown to
be affected by limitations on the amount of information that humans are able
to receive, process, or retain. During portfolio construction subjects select
items in close proximity to the previously selected item within the item list.
The explanatory power of heuristics is increased by accounting for selection
behavior which focuses only on a subset of alternatives.

Our goal is to create awareness of possible caveats of human decision mak-
ing in portfolio decision environments by investigating decision biases. We
strive to obtain greater understanding of decision maker heuristics in order
to aid the development of debiasing strategies and effective decision support
with greater compatibility to human decision processes (see Gigerenzer and
Selten [55]). Even if the knapsack problem is stylized in comparison with
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most practical situations, insights into decision maker behavior in this base-
line setting are fundamental. Building on our results, ample opportunities
exist to study decision processes in more complex environments with e.g.
limited availability of information, project dependencies, or group decision
making to mention just a few.

The remainder of Chapter 4 is structured as follows. Section 4.2 reviews
previous research on human behavior in portfolio selection and resource al-
location problems, motivating our problem setting, which we introduce in
Section 4.3. After describing our experimental framework in Section 4.4, we
set up two experimental studies and explain the results in Section 4.5. We
conclude our research with potential extensions and managerial implications
in Section 4.6.

4.2 Related Literature

Fasolo et al. [44] review experimental and empirical studies dealing with
behavioral issues in problem settings related to portfolio decision analy-
sis. In particular they consider resource allocation problems, where vari-
able amounts of resources have to be assigned to a set of alternatives. In
the context of resource-allocation behavior Gingrich and Soli [56] conducted
the earliest experimental study on human decision making in a problem set-
ting solvable by linear programming. They investigate suboptimization when
subjects solve a simple production planning problem. Busemeyer et al. [21]
consider a similar problem setting and study subjects learning behavior as
well as the impact of conveying information about the performance to sub-
jects. Langholtz et al. [89] summarize a series of publications extending the
work of Gingrich and Soli and Busemeyer et al.. Langholtz et al. [85] ex-
amine a multi-period resource-allocation problem under certainty, risk and
uncertainty. Langholtz et al. [86, 87] study how subjects cope with possi-
ble resource breakdowns and abundance of resources. Langholtz et al. [88]
consider a three-dimensional resource allocation problem which is solvable
by integer programming while Ball et al. [2] apply a verbal protocol analy-
sis technique to examine cognitive strategies used by participants. Gonzalez
et al. [60] examine resource-allocation problems where the goal is to achieve
a fixed objective while minimizing resource consumption. A different related
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field of research studies human behavior in financial decision making. Funk
et al. [49] as well as Rapoport [114] consider a financial portfolio selection
problem, where funds have to be allocated to a risky and risk-less asset in
a multistage betting game. Kroll et al. [84] test the application of a mean-
variance model for portfolio selection and report on an experiment, where
subjects assign investment capital to two independent assets with stochastic
returns. Their findings show considerable suboptimal results by subjects due
to cognitive biases as well as only limited learning effects of the subjects.
Another line of research considers portfolio selection problems in the context
of decision support systems. Gettinger et al. [53] and Stummer et al. [131],
for example, focus on the effect of different visualization techniques of multi-
criteria evaluations of alternatives.

We conclude that previous research efforts have focused on practical deci-
sion making settings and have mainly considered continuous resource alloca-
tion problems. None of these previous studies directly addresses behavioral
heuristics and biases when solving portfolio selection problems, where a sub-
set from a discrete set of alternatives has to be selected. In line with other
studies from the domain of behavioral operations management (see Bendoly
et al. [6]) we want to address a controllable and basic problem setting, whose
investigation provides fundamental insights into a wide range of concrete
problem settings.

4.3 Decision Maker Behavior in the Knap-
sack Problem

To investigate decision making behavior in a basic portfolio setting we con-
sider the knapsack problem (see Martello and Toth [96]). A set of N items
is given, with vector v € Rﬂf indicating values and vector k € Rﬂf indicating
required resources of the items. The objective is to choose a subset of items
with maximum sum of values, i.e. portfolio value, while the sum of required
resources, i.e. portfolio resource requirement, must not exceed resource ca-
pacity ¢ € R. This problem can be formulated as a binary optimization
problem
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with decision variables € {0,1}" indicating the selection (z; = 1) or
exclusion (z; = 0) of item j € {1,...,N}. While the knapsack problem
is NP-hard, dynamic programming approaches exist to solve it in pseudo-
polynomial time (see Martello and Toth [96]).

Human decision makers will generally not be able to solve a NP-hard opti-
mization problem as the knapsack problem to optimality. In many settings it
has been proven that decision makers employ simple heuristics instead of per-
forming complete optimal searches due to their limited mental capacities in
handling complex tasks (see Loch and Wu [93]). We expect suboptimization
even in small problem instances with tens of alternatives, which is common
for real-life project portfolio selection problems (see Golabi et al. [59], Loch
et al. [92], Gurgur and Morley [63], Lindstedt et al. [90]). Based on the
complexity of the problem, we further expect that decision makers will not
overcome suboptimization through learning by repetition.

In practical portfolio selection problems, decision makers typically base
their decisions on alternatives’ value and resource requirement (see Salo et al.
[118]). These project characteristics may be combined to derive further met-
rics as net present value or discounted cash flow, which consider the differ-
ence between value and resource requirement (see Heidenberger and Stummer
[65]). Alternatively, the ratio of value and resource requirement is consid-
ered, following the “value for money” principle (see Skaf [126], Phillips and
Bana e Costa [112], Phillips [111]). It is intuitive to apply simple deci-
sion rules with “evaluation criteria” based on value and resource require-
ment in the knapsack problem, and obvious heuristics that decision mak-
ers might use to construct a portfolio are to select items with maximum
value (MaxV), minimum resource requirement (MinK), maximum ratio of
value divided by resource requirement (MaxR) or maximum difference be-
tween value and resource requirement (MaxD). We define a “constructive
heuristic” as a decision making approach which selects items based on the
ranks of all available items according to an evaluation criterion. In itera-
tive steps s € {1,..., N} the highest ranked item according to a specific
evaluation criterion h(Ay) is selected from set Ay of unselected items, whose
selection does not cause portfolio resource requirement to exceed resource
capacity. With z® € {0,1}" denoting the partial portfolio containing se-
lected items h(A;) through h(A,) and the initial empty portfolio z° = 0 the
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following algorithm gives the selection process for constructive heuristics.

Algorithm 1: Constructive Heuristic

Initialization 2° = 0

repeat s =1,2,...

(1 if = h(A) .
where A, = {j e {1,... N}z57' =0,kTa" " + k; < ¢}

until A, = ()

The evaluation criteria for constructive heuristics MaxV, MinK, MaxR and
MaxD are given by

WYEY(A,) = argmax {v;} (12)
W (A,) = arg min {k;} (13)
PYH(A,) = argmax {v; /k;} (14)
WP (A,) = argmax {o; — K} (15)

We refer to a portfolio as a “complete portfolio” if the portfolio value cannot
be increased by additionally selecting any unselected and resource-feasible
item. This holds for all portfolios resulting from one of the constructive
heuristics. Furthermore, we define a human’s selection process until the
first complete portfolio is achieved as the “construction phase”. In contrast
to the constructive heuristics, the human decision making process might in-
volve deselection steps, through which people might further adjust a complete
portfolio achieved in the construction phase. We define the phase of deci-
sion making after establishing a first complete portfolio as the “improvement
phase”.

It is well-known that people apply decision rules in their decision making
process (see Gino and Pisano [58], Gans and Croson [50], Bendoly et al. [6]),
in many problem settings, e.g. the secretary problem (see Seale and Rapoport
[123]), the newsvendor problem (see Schweitzer and Cachon [122]), or rev-
enue management problems (see Bearden et al. [3]). We therefore assume
that decision makers apply heuristics in the knapsack problem as well. The
requirements of the decision maker’s cognitive system for all four heuristics
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are low. To investigate whether people rely on constructive heuristics in
portfolio selection problems, we formulate hypotheses a) to d) for the MaxV,
MinK, MaxR and MaxD heuristics.

H1: During the construction phase the selection process of deci-
sion makers is based on
a) the MaxV heuristic,
b) the MinK heuristic,
¢) the MazR heuristic,
d) the MaxD heuristic.

It remains to be investigated which heuristic is used.

Since constructive heuristics require ranking all available items in every
step, with a theoretical worst-case complexity of O(N?) (see Knuth [79)]),
this task becomes increasingly difficult for decision makers with increasing
instance size. Ericcson et al. [42] emphasize the limited capacity of human
short-term memory, placing constraints on the human ability to process in-
formation for problem solving. While Miller [102] claims that the limit on
the capacity for processing information is about 7 elements, Cowan [32], re-
viewing a wide range of studies, proposes a limit of 4. Although quantifying
human mental capacity is a matter of debate, there is no doubt that only
a limited amount of information can be bound into one functional context
(see Jonides et al. [72]). We assume for the knapsack problem that deci-
sion makers’ ability to keep track of all available items is limited as well.
We distinguish between ideal “global selection behavior”, which considers all
available items, and “localized selection behavior”, which due to cognitive
limitations considers only a subset of all available items. For small problem
sizes, this subset might be equal to the complete set of items but we ex-
pect that the impact of localized selection behavior increases with increasing
problem size.

H2: Decision makers apply localized selection behavior.

In order to investigate our research hypotheses, we set up two experimen-
tal studies. The first study provides general insights into the performance of
decision makers, as well as how the performance changes with the problem
size. We furthermore derive initial results regarding the use of heuristics.
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Based on the findings of the first study, we determine an adequate problem
size to study the selection process in more detail in a second study, focusing
on the most promising heuristics.

4.4 Experimental Framework

4.4.1 Experimental Routine

Subjects are presented with the experimental task of solving instances of
the knapsack problem in subsequent rounds. Money is the only incentive
offered and participants receive a variable monetary payout, linearly depen-
dent on the final portfolio value that they achieve in the knapsack problem.
In each round participants are given a list of items, their values and resource
requirements as well as the available capacity. This information is instance-
dependent and may differ in each round.

Within a given time limit, subjects may freely select and deselect items
from the list of items. The portfolio value and remaining resource capacity
is updated after each decision. Subjects are informed if they try to select
an item whose resource requirement exceeds the remaining capacity and the
attempted selection is denied. Subjects are provided with a calculator as well
as pen and paper. The maximum duration of each round is five minutes but
participants are free to (irrevocably) proceed to the following round at any
time. Results of preliminary studies have shown that 5 minutes are enough
time for subjects to not perceive any time pressure for the problem instances
that we consider. Participants are presented with new rounds until the ex-
periment ends after exactly 35 minutes and therefore the numbers of rounds
that subjects play is dependent on the time taken for each round. At the
end of the experiment, for each subject one completed round is randomly
drawn to determine the payout. Portfolio values are converted to Euro using
round-dependent conversion factors, communicated to participants in each
round. A subject’s payout is obtained by reducing the converted portfolio
value of the drawn round by a fixed charge of €100. The conversion factor
and fixed charge are chosen so that participants can achieve a maximum
payout of €20, when solving the knapsack problem to optimality. We hereby
ensure that differences in performance result in clear differences in payout.



4.4 Experimental Framework 59
Subjects receive at least a show-up fee of €3.

Instructions, read by subjects before the experimental rounds begin, are
given in Appendix A.3 and contain a screenshot illustrating an exemplary
problem instance. Subjects are furthermore presented with 3 practice rounds
consisting of 25 items and a fixed duration of 5 minutes each. Practice
rounds are not considered in the incentive scheme. At the end of the session
participants are asked to fill out a short questionnaire and are informed of
their performance in each round as well as the resulting payout.

4.4.2 Problem Instances

Pisinger [113] as well as Smith-Miles and Lopes [127] discuss parameters to
gauge the difficulty of knapsack problems. We consider these metrics when
designing the knapsack instances for our experiments.

Pisinger [113] evaluates different solution procedures for knapsack in-
stances of varying difficulty. In a computational study, the author considers
knapsack problems with between 50 and 10,000 items. Knapsack instances,
whose values and resource requirements are independently drawn from the
same range [1, R], are termed “uncorrelated” instances. “Weakly correlated”
instances are obtained by randomly drawing resource requirements from the
range [1, R] and sampling the value of each item j € {1,..., N} from the
reduced range [max (1, k; — R/10), k; + R/10]. For “strongly correlated” in-
stances the value is fixed to v; = k; + R/10. Solution times of algorithms are
shown to increase with higher correlation of item values and resource require-
ments, as well as increasing number of items. Solution times also increase
when increasing the data range from [1, 1,000] to [1,10,000].

Smith-Miles and Lopes [127] discuss features impacting algorithmic per-
formance in several combinatorial optimization problems. In addition to the
correlation of item values and resource requirements discussed by Pisinger
[113], they characterize knapsack problems by their “constraint slackness”,
the ratio of available budget to the sum of the resource requirements of all
items. For slackness levels close to 0, only a few items may be selected
without violating the budget restriction, while for slackness levels close to 1,
almost all items may be selected, reducing the problem to which items not
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to select. Such problem instances are assumed to be easier to solve, while
Chvétal [29] proposes slackness ratios of around 0.5 for difficult instances.

In our experimental study we want to present subjects with challenging
knapsack instances, ensuring that we neither overwhelm their mental capac-
ity nor present trivial problems. Studies investigating knapsack algorithms
commonly consider instances consisting of hundreds or thousands of items.
Such dimensions are not adequate for investigating human decision making,
due to limited cognitive capacity as well as limited time in experimental set-
tings. In order to give subjects enough time to solve several different knapsack
instances, we examine considerably smaller instances consisting of 5, 10, 15
and 25 items. We opt to use weakly correlated instances in our experiments
as Pisinger [113] argues that they represent real-world knapsack problems
in the most realistic way. Weakly correlated instances typically do not con-
tain “trivially” selectable items with very high values and small resource
requirements, which frequently occur in uncorrelated instances. All values
and resource requirements fall into the range [1,1,000] and values are higher
than resource requirements for all items. In line with Chvétal [29], slackness
levels are set to between 0.4 and 0.6. At these levels, knapsack instances have
the highest number of complete portfolios, limiting subjects’ possibilities to
achieve an optimal solution by random selection. In order to distinguish the
human decision behavior clearly, we ensure that each instance has a unique
optimal solution and that the four constructive heuristics considered lead to
different, unique and non-optimal solutions. In order to ensure unique se-
lections according to heuristics, within an instance no two items may have
the same value, resource requirement, difference between value and resource
requirement, or ratio of value divided by resource requirement. The order in
the list of items is random and equal for all subjects.

4.5 Experimental Studies

The experimental studies were performed at the “experimenTUM” labora-
tory of TUM School of Management. The experiments were programmed and
conducted with the software z-tree (see Fischbacher [46]) and were adminis-
tered using the software ORSEE (see Greiner [61]). We follow the experimen-
tal routine explained in Section 4.4.1 and employ knapsack instances based
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on the specifications given in Section 4.4.2. We conducted two multi-round
experiments in order to test our hypotheses and to obtain insights into human
portfolio decision making through quantitative and statistical analysis. The
first experimental study (Study 1) focuses on the degree of suboptimization
with regard to the instance size, learning behavior as well as the comparison
of subjects’ selected complete portfolios to heuristic portfolios. The second
experimental study (Study 2), employing test instances with different spec-
ifications, focuses on subjects’ selection processes in the construction phase.
We investigate adherence of selection steps to constructive heuristics as well
as localized selection behavior.

4.5.1 Exposition

A preliminary one-round study, independent from Study 1 and Study 2, was
conducted to provide initial visual insights into human portfolio decision
making. A subject’s decision making process, i.e. the attempt to solve a
knapsack problem through selection and deselection of items, can be visu-
alized by plotting the value and resource requirement of (partial) portfolios
resulting from each selection and deselection step. While opting for weakly
correlated problem instances in Section 4.4.2 due to their practical relevance,
such instances are unsuitable for proper visual inspection since differences in
value and resource requirement between portfolios typically are too small.
Furthermore, instances with more than ten items usually have 100,000 or
more different feasible portfolios, when considering slackness levels of 0.5 as
proposed in Section 4.4.2, preventing visualization as well. In this one-round
pretest, 16 undergraduate business students were asked to solve a knapsack
instance consisting of 10 items with uncorrelated values and resource require-
ments. The budget level was set to half the sum of resource requirements of
all items. Subjects with the highest aggregate value received a fixed payout
of €10. The modest number of feasible portfolios for this instance allows
a clear graphical representation of the resource requirement and value so-
lution space, while subjects can still select 53 different complete portfolios.
We provide an illustration of subjects’ decision making behavior in Figure
4.1. Despite the small instance size, differences in selection behavior can be
seen. The decision making process of each subject, containing all selection
and deselection steps, is unique. Participants typically terminate the deci-
sion making process with the selection of a complete portfolio. Although
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these portfolios are of high value, Figure 4.1 indicates suboptimization for
most subjects. While subjects’ behavior partially overlaps with the selection
processes of the four constructive heuristics, introduced in Section 4.3, par-
ticipants do not strictly follow them. It remains to be investigated whether
parts of subjects’ selection processes can be explained by the constructive
heuristics.

4.5.2 Experimental Protocol of Study 1

Study 1 has been conducted with 29 undergraduate business students in 2
separate experimental sessions. The rounds are based on knapsack instances
with 5, 10, 15 or 25 items. In order to investigate learning behavior, rounds
3 through 8 are based on the same two instances, one instance with 15 items
and one instance with 25 items, which are repeated alternately. To prevent
subjects from noticing similarities between these rounds, all item values,
resource requirements and budgets are multiplied by an integer “scaling fac-
tor” from the range [1, 3] and furthermore, the sequence in which items are
presented to the subjects is “randomly permuted”. Table 4.1 summarizes
the specification for the different rounds of Study 1, where distinct rounds
with similar specifications like round 9 are shown until the experiment ends
after 35 minutes. Including time to read instructions, time for three prac-

Round
1 2 3 4 5 6 7 8 9
Instance 1 2 3 4 3 4 3 4 5
N 5 10 15 25 15 25 15 25 25
1

13 2 1 1 2 3 1
- - - v v v v oo

Scaling factor
Random permutation

Table 4.1: Specifications for the consecutive rounds of Study 1

tice rounds, as well as time to fill out the questionnaire, each session took
approximately 60 minutes. At the end of the sessions subjects were paid in
private, earning on average €10.97 including a show-up fee of €3.00 with a
standard deviation of €3.28.
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4.5.3 Results of Study 1

Our analysis focuses on rounds 1 to 8, which were completed by all partic-
ipants. Out of 232 decision making processes for all 29 subjects and the 8
rounds, 5 processes are excluded as participants in these rounds did not end
with the selection of a complete portfolio.

We evaluate the quality of subjects’ final portfolio choice using the per-
centage deviation of the obtained from the optimal portfolio value, where
Dopt and pgup denote the optimum portfolio value and the portfolio value
generated by a subject, respectively.

O, = Popt — Psub (16)
popt

As we wish to assess the quality of subjects’ decision making, we compare
Db to Pran, the expected optimality gap if items are randomly selected un-
til a complete portfolio is obtained. We calculate ®,,, by sampling 10,000
complete portfolios with Monte Carlo simulation. For each sample, we apply
algorithm 1 selecting items with equal probability in each step. The relation
of @y, to P, measures the performance of subjects compared to a random
selection process which serves as a benchmark. Figure 4.2 reports on the dis-
tribution of @y, /P,y values for all subjects. For reasons of clarity, outliers
are not illustrated in the box plots. In line with our expectations, subjects
show suboptimization as indicated by ®gup,/Pran values greater than 0. Sub-
optimization can already be observed for very small instances consisting of 5
items, with a percentage of optimally solved instances (psup = Popt) of 59%,
and becomes more prominent with increasing instance size. In the following
we focus on the instances with 15 and 25 items where subjects predominantly
show suboptimal behavior. While few subjects succeed in finding the optimal
solution for the instances with 15 items, problems consisting of 25 items are
not solved to optimality by any subject. We consider both groups of instances
separately when assessing learning behavior across all subjects through linear
regression of ®gyp, /Pran. The slopes of the trend lines, by = —0.02 for N = 15
(R?* =0.01) and b; = 0.00 for N = 25 (R? = 0.00), show that suboptimality
is maintained on a similar level throughout the experiment. Low trend values
and R?-values demonstrate that there are no learning effects in the short run.
Decisions of subjects do not improve merely by repeating a similar instance
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Figure 4.2: Boxplot charts of ®gyp,/Pray for all subjects and rounds 1 - 8

several times.

In order to analyze subjects’ decision making behavior in more detail,
we consider the number of selection and deselection steps. As a matter of
course, the number of selection steps increases with increasing instance size
as shown in Figure 4.3. In our experimental framework, decision makers
may deselect items freely, giving them the opportunity to correct previously
made decisions. We analyze selection and deselection steps separately for
the construction phase, i.e. the decision making process leading to a sub-
ject’s first complete portfolio, and the subsequent improvement phase, i.e.
all steps undertaken after a complete portfolio has been obtained. Consid-
ering instances with N = 15 (round 3, 5, and 7), the construction phase
has more than twice as many steps (mean 8.91) as the improvement phase
(mean 4.07). While during the construction phase more selection steps (mean
8.45) are performed than deselection steps (mean 0.46), this relationship is
almost equalized (means 2.06 and 2.01) in the improvement phase, indicating
that after a complete portfolio has been obtained, on average, one item is
removed from the portfolio in order to add a new one. Considering larger
instances with N = 25 (round 4, 6, and 8), the average number of selection
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Figure 4.3: Mean number of selection and deselection steps in the construc-
tion phase and the improvement phase

and deselection steps in the construction phase (mean 15.11) is higher, while
there are fewer steps in the improvement phase (mean 1.79). For both the
construction phase and the improvement phase, the relationships between
selection and deselection steps are similar to the instances with N = 15.
Analyzing decision making patterns of selection and deselection steps, we
find that the first selection step following one or more deselection steps often
considers an item previously deselected, i.e. decision makers annul their pre-
vious deselection. Likewise, we find that the last selection step before one or
more deselection steps often considers an item deselected in the subsequent
deselection steps, i.e. decision makers annul their previous selection. Both
behavioral patterns are caused by decision makers annulling their previous
decision and we define them as “annulment patterns”. The two patterns,
annulling the previous selection or annulling the previous deselection, can
also coincide if, for example, an item is selected, deselected and immediately
reselected. Table 4.2 gives the percentage of selection and deselection steps
which are associated with annulment patterns for the construction phase and
the improvement phase, separated for N = 15 and N = 25. For all rounds
under consideration, less than 18% of the selection steps and more than 76%
of the deselection steps of the construction phase can be explained by an-
nulling. This is in line with our expectation that decision makers follow a
constructive heuristic during the construction phase, where deselection steps
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Round N Construction Phase Improvement Phase
Selection Deselection Selection Deselection
3 15.52 100.00 59.09 65.15
5 15 13.57 90.00 45.10 67.35
7 17.04 87.50 52.94 69.23
4 11.18 88.89 66.67 76.92
6 25 8.21 76.19 61.11 75.00
8 9.44 91.67 54.55 66.67

Table 4.2: Percentage of steps associated with annulment patterns within the
construction phase and the improvement phase

are only undertaken to correct erroneously selected items. In contrast, in the
improvement phase, between 45% and 77% of both selection and deselection
steps are associated with annulment patterns. Decision makers optimize their
existing complete portfolio primarily by iteratively deselecting and selecting
items, in many cases annulling their previous selection or deselection.

Additional information on subjects’ decision making processes are ob-
tained by analyzing the structure of complete portfolios at the end of the
construction phase and the improvement phase. In line with algorithm 1,
constructive heuristics iteratively select items ranked highest according to
an evaluation criterion. We measure the relative frequency of the ith high-
est ranked item according to the evaluation criteria (12) - (15) included in
subjects’ first complete portfolios as well as their final complete portfolios.
Since rounds within the two groups N = 15 and N = 25 are rescaled and
resorted versions of the same instance, the ranking of the items is identi-
cal for the rounds in each group, and we aggregate the frequencies of the
ranked items included in subjects’ portfolios for all rounds in each group.
We present the relative frequencies for both groups N = 15 and N = 25 and
all evaluation criteria (12) - (15) in Figure 4.4. Furthermore, we illustrate
the relative frequencies of items being included in all possible complete port-
folios as comparison. For the AM*V and hAM"K evaluation criteria, no rank
dependent differences between all complete portfolios and subjects’ portfolio
choices can be observed. In contrast, we find that subjects choose highly
ranked items and omit low-ranked items for the RMaxR pMaxD

and evaluation
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criteria, and therefore subjects’ behavior leads to systematically different
portfolios as expected for random behavior for both criteria. Considering
the first complete portfolios, the regression analysis provided in Table 4.3
verifies that subjects put stronger emphasis on items with high ratio of value
divided by resource requirement and high difference between value and re-
source requirement in the construction phase as there is a significant negative
trend b; for both evaluation criteria. Furthermore, Figure 4.4 indicates that
the relative frequencies change only slightly between the construction phase
and the improvement phase. The final portfolios of both phases differ on
average by only 0.76 items for N = 15 and 0.37 items for N = 25.

Evaluation Criterion Rounds with N =15 Rounds with N = 25

bl R2 D bl R2 p
pMaxV 0.02 0.06 =0.398 0.01 0.02 =0.475
pMinK -0.02 0.09 =0.283 -0.01 0.06 =0.231
pMaxR -0.06 0.72 < 0.001 -0.04 0.74 < 0.001
pMaxD -0.06 0.79 <0.001 -0.04 0.79 < 0.001

Table 4.3: Regression statistics for the frequencies of selected items, ranked
corresponding to the four evaluation criteria

We conclude that the results from Study 1 demonstrate suboptimiza-
tion even in small instances as well as no learning behavior in the short
run. Based on the number of selection and deselection steps, we can ver-
ify that subjects behave differently in the proposed construction phase and
improvement phase. While the construction phase is primarily based on a
straight forward selection of items until a complete portfolio is obtained,
it seems natural that the improvement phase is characterized by a similar
number of deselection and selection steps. Analyzing subjects’ selected com-
plete portfolios, we find items with high ratio of value divided by resource
requirement and high difference between value and resource requirement to
be over-represented. Observing only a few deselections, this indicates that
decision makers selection process is in line with the MaxR and the MaxD
heuristic. While we focus on the complete portfolios in the first study, we
concentrate on the selection process in the construction phase in the second
study.
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4.5.4 Experimental Protocol of Study 2

For Study 2, we consider a new set of instances to specifically investigate
subjects’ selection processes and the use of heuristics in the construction
phase. We only consider instances with N = 25 in order to extend the number
of selection steps in the construction phase. Study 2 has been performed with
53 undergraduate business students in 3 separate sessions. Participants from
Study 1 were excluded from taking part in Study 2. Since we also wish to
investigate whether the sequence in which items are presented to the subjects
has an effect on their selection behavior, we repeat the instances from rounds
1 to 4 in rounds 5 to 8, while reversing the order in which items are presented
to subjects. In order to prevent subjects from noticing the repetition, item
values, resource requirements, and budgets are scaled by an integer from the
range [1, 3] for one out of the two related rounds, respectively. Furthermore,
to separate subjects’ use of the MaxR and MaxD heuristic, we ensure that
the complete portfolios of both heuristics have as few joint items as possible
(“heuristic distinction”) for some rounds. For the instance of round 1, out
of 16 items in the portfolio according the MaxR heuristic 7 items are also
in the portfolio obtained by the MaxD heuristic, and, for round 3, out of 15
items in the portfolio derived from the MaxR heuristic 8 items are in the
portfolio according the MaxD heuristic, as well. Table 4.4 summarizes the
specification for the rounds of Study 2. After round 9 different instances

Round
1 2 3 4 5 6 7 8 9
Instance 1 2 3 4 2 1 3 4 5
N 25 25 25 25 25 25 25 25 25
Scaling factor 2 3 1 1 1 1 3 2 1
Reversed order - - - - v v v v -
Heuristic distinction v - v - - v v - -

Table 4.4: Specifications for the consecutive rounds of Study 2

with the same specifications as in round 9 are presented until the experiment
ends after 35 minutes. In total, sessions lasted approximately 60 minutes and
subjects earned on average €10.48, including a show-up fee of €3.00, with a
standard deviation of €3.39.
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4.5.5 Results of Study 2

We focus on rounds 1 to 8. Out of 424 selection processes (53 subjects, 8
rounds), 23 are excluded, as no complete portfolio is achieved during the con-
struction phase. As our evaluations do not consider the improvement phase,
we do not require subjects to end their selection process with a complete
portfolio as in the previous study. Study 1 has shown that most deselection
steps in the construction phase can be explained by annulment patterns,
which reflect reconsidered decisions, not constructive decision making. In
order to focus on systematic portfolio development during the construction
phase and to allow a comparison with the construction heuristics, we exclude
all selection steps associated with items which are later deselected. Out of
5,924 selection and deselection steps for all considered rounds and subjects,
we exclude 620 steps in the construction phase, roughly half of which are
associated with annulment behavior.

In order to measure the degree to which subjects adhere to the heuristics,
we consider the relative frequency of a subject selecting items in line with
heuristics during the construction phase. For each subject and each round
let js € {1,..., N} indicate the item considered in step s € {1,..., S} during
the construction phase. All selection and deselection steps are given by &% C
{1,...,S} and 8 = {1,...,S}\ 8% y* € {0,1}", s € {1,..., S} denotes a
subject’s partial portfolio resulting from steps 1 through s where

L if j=Jss€s’
y; =< 0, if j=j,,s€89
yj_l else

and y° = 0. In order to indicate whether a subject’s selection is in line with
one of the heuristics (12) - (15), we define function

0 else

where A, = {j € {1,...,N}y;" = 0,kTy" ' + k; < c}. Absolute and rela-
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tive heuristic adherence is given by (18) and (19), respectively.

Ags =Y _ afs) (18)

SESS

A

Arel = |SL§|S (19>
If a subject selects items exactly in line with a heuristic, A, = 1. A, =0
holds, if a subject ignores items chosen by a heuristic in every single step.
Figure 4.5 reports on the A, values considering heuristics (12) - (15) for
all considered rounds and subjects. We compare the distribution of A, for
subjects’ decision processes with the distribution resulting from randomly
selecting items. As in our first experiment, random selection behavior is
approximated by Monte Carlo simulation with a sample size of 10,000. Sub-
jects’ A, values are strictly smaller than 1 for all four heuristics, indicating
that no subject completely adheres to one heuristic during the construction
phase. Comparing subjects’ distribution of heuristic adherence with the dis-
tribution for random selection behavior in Figure 4.5, there is no obvious
difference for the MaxV or the MinK heuristic. In contrast, the degree of
subjects’ heuristic adherence to the MaxR as well as the MaxD heuristic is
higher than for random selection behavior.

In order to investigate the heuristic adherence across all rounds, we fur-
ther consider the absolute adherence Ags. As there is no significant differ-
ence between the absolute adherence for all subjects and the absolute adher-
ence for random selections with regard to MaxV (one-tailed Mann-Whitney,
p = 0.121), we find no support for Hypotheses HIa. Considering the MinK
heuristic, subjects’ absolute adherence across all rounds is significantly higher
than for random selections (one-tailed Mann-Whitney, p < 0.001). However,
considering heuristic adherence in each round, as presented in Table 4.5,
this finding only holds for two out of the eight rounds under consideration.
We thus only find weak support for Hypothesis H1b. Investigating the MaxR
heuristic, subjects’ behavior is significantly more often in line with the heuris-
tic than would be expected for random behavior across all rounds and in each
round separately (one-tailed Mann-Whitney, p < 0.001). Hypotheses Hic is
therefore confirmed. Across all rounds the absolute adherence to the MaxD
heuristic is also significantly higher than for random selections (one-tailed
Mann-Whitney, p < 0.001). While the effect is only mildly significant in
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Figure 4.5: Relative adherence to heuristic selections by subjects and in case
of random selections in deciles

round 3 (one-tailed Mann-Whitney, p = 0.003), there is strong significance in
the remaining 7 rounds (one-tailed Mann-Whitney, p < 0.001). We conclude
that people partially act in line with the MaxD heuristic and find support

Round

1 2 3 4 5 6 7 8
p <0.001 p=0.496 p=0.197 p=0.016 p=0.464 p <0.001 p=0.081 p=0.319

Table 4.5: One-tailed p-values of the Mann-Whitney test for the MinK
heuristic
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for Hypotheses H1d. Overall, the experimental results show that the human
selection process is partially in line with the MaxR and the MaxD heuristic.
Focusing on the two instances for which we ensured that the portfolios re-
sulting from the MaxR heuristic and MaxD heuristic have only few items in
common, we cannot identify any significant differences between adherence to
both heuristics (two-tailed Mann-Whitney, p = 0.294).

We find significant support that people prefer to select items with the
highest ratio or the highest difference but nevertheless many selections are
not according to the MaxR or the MaxD heuristic. Across all rounds the high-
est heuristic adherence of a subject to any heuristic is A, = 0.41, demon-
strating that less than 50% of subjects’ selection processes are in line with
one of the four heuristics. To obtain more insight into these deviations, we
further investigate subjects’ selection processes. Assigning an item number
to each item, beginning with number 1 for the item at the top of the list
and ending with number 25 for the last item, for two consecutive selection
steps we define the “selection span” as the difference in the list position be-
tween two selected items. A positive selection span results from selecting an
item with a higher number than the previously selected item and a negative
selection span results from selecting an item with a lower number. The se-
lection span does not depend on whether items within the span are already
selected or not. Again, we compare the relative frequencies for subjects’ se-
lection spans with the frequencies expected for random selection behavior.
We determine the selection spans for 10,000 randomly generated selection
processes. Figure 4.6 illustrates that about 50% of all selection spans be-
tween two selection steps lie in the range [—3, 3|, which is significantly more
(more than twice as much) as expected for random selection behavior (Bino-
mial test, p < 0.001). Subjects prefer to select items in close proximity to the
previously selected item, while large spans are underrepresented in subjects’
selection behavior. In absolute values, subjects’ selection span is significantly
smaller than for a random selection process in each round (one-tailed Mann-
Whitney, p < 0.001). Therefore, Hypotheses H2 can be approved: people
apply localized selection behavior.

As illustrated in Figure 4.6, there are more positive than negative se-
lection spans indicating that subjects move through the item list from top
to bottom. Therefore, we consider the sequence in which items are selected,
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Figure 4.6: Histogram of selection spans for consecutive selection steps

based on their position in the item list. Figure 4.7 illustrates the distribution
of selected item numbers during the first 10 selection steps. Item 1 is shown
to subjects at the top of the item list, while item 25 is presented last. Figure
4.7 demonstrates that during the first 5 selection steps more than half of all
selected items lie in the upper half of the item list (item number 1 - 13). Fur-
thermore, the item number selected by subjects has a significantly positive
trend during the first 5 selection steps (Jonckheere trend test, p < 0.001).
This trend disappears for the following 5 selection steps (Jonckheere trend
test, p = 0.547), which is not surprising, as people are likely to have traversed
the complete item list. We conclude that people initially are biased towards
items at the top of the item list and only later consider items from the bot-
tom. Identifying this behavior, we consider whether the order of the item list
also has an influence on the complete portfolios. Comparing the items in the
complete portfolios of the construction phase for rounds 1 to 4 and the fol-
lowing identical rounds with reversed order of items verifies that there is no
significant difference between the selected items for each pair of rounds, i.e.
round 1 and 6 (two-tailed Mann-Whitney, p = 0.889), round 2 and 5 (two-
tailed Mann-Whitney, p = 0.936), round 3 and 7 (two-tailed Mann-Whitney,
p=0.271), as well as round 4 and 8 (two-tailed Mann-Whitney, p = 0.725).
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We investigate whether subjects’ selection behavior is better explained
by the MaxR or MaxD heuristic, when accounting for localized selection
behavior. Function

o/”f(s) — { L, it jo = h(AY) (20)

0 else

where A% = A, N {js_1 —b,..., 451+ [}, s € S*\ {1} indicates whether a
subject’s selection is in line with the selection according to a heuristic, when
only considering unselected items whose indexes fall in the range [j,_1 —
b,js—1+ f], b, f € N§ of the previously selected item j,_;. Relative heuristic
adherence considering localized selection behavior is given by

b.f
a
A = ses: 0T 21
rel |SS| ( )
Figure 4.8 reports average Al;’e]; values considering the MaxR and MaxD
heuristic for different b and f values, and across all rounds and subjects.
The figure illustrates that subjects’ selection processes coincide more with a
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Figure 4.8: Average Afé{ values considering the MaxR and MaxD heuristic
for different b and f values

heuristic when small b and f values are considered. While the average adher-
ence value for MaxR and MaxD is 0.22 and 0.21, limiting subjects’ backward
search range to b = 2 and forward search range to f = 3 leads to increased
average adherence to the MaxR heuristic at a level of 0.32 and 0.30 for the
MaxD heuristic. An incomplete search pattern within a small range explains
subjects’ selection processes much better than a global selection behavior.

4.5.6 Discussion of the Results of the Experimental
Studies

We investigate subjects’ adherence to simple constructive heuristics during
the construction phase. Based on our experimental studies, we conclude
that subjects compare and select items “locally”, based on a limited subset
of the set of presented items in close vicinity to previously selected items.
They start at the top of the presented item list and gradually move through
it. In consequence, subjects’ selection processes are only partially in line
with a construction heuristic. A higher heuristic adherence would require
considering the whole set of items. Further explanations are that people
might try to use a heuristic but that they fail in choosing the best item or that
they actually do not try to choose the best item according to an evaluation
criterion and instead just select a “good” one. But even if the heuristic
adherence in every single step is limited, the results of Study 1 demonstrate
that the probability that an item is in the final portfolio significantly increases



4.6 Conclusion 78

with a higher ratio or difference of value and resource requirement. Another
finding from Study 1 is that the decision making behavior indicates that the
improvement phase is dominated by simple annulment patterns and has only
limited impact on decision quality.

4.6 Conclusion

Managers are responsible for portfolio decisions in strategic environments,
where the application of quantitative decision support is limited. Greater
understanding of human portfolio decision making behavior and associated
decision biases will bring greater rationality to decision making settings. Our
experimental findings that humans behave suboptimally even in the abstract
settings of our experiments, serve as a reminder of the limits of human deci-
sion making. Salo et al. [118] emphasize the need for research on the occur-
rence, the impact, and the avoidance of decision biases in portfolio decision
making settings. Companies spend millions of dollars on bad projects and
these projects may be selected just because decision makers use decision rules
which do not lead to good decisions in specific settings. Understanding fal-
lacies of human decision making enables organizations to counteract such
situations in the future by designing decision processes and support systems
accordingly.

The scope of our work provides ample opportunities for further research.
We investigate learning effects by considering three identical but rescaled and
rearranged problem instances. We infer that the complexity of the problem
hinders learning in the short run, but make no projections regarding long-
term learning behavior. Overcoming the difficulty that people will realize
when the same instance has been rescaled and rearranged too often, or fo-
cusing on cross learning effects over different instances, further investigations
on learning effects as well as training would be worthwhile. As people are
able to improve their memory span (see Ericcson et al. [42]) decision quality
might also improve through training due to less localized selection behavior.
Another promising research avenue would be to investigate whether instances
in which the heuristics lead to bad performance coincide with a worse per-
formance of decision makers compared to instances where the heuristics lead
to good or even optimal solutions. If this is the case, particular critical situ-
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ations could be predicted in advance. Predicting critical situations, training
decision makers to handle them as well as general debiasing methods, and
the investigation of differences on the individual level, seem to be the most
important areas for further research in the fundamental knapsack problem
setting that we examine. Considering many practical situations the baseline
knapsack problem is rather stylized and therefore various extensions exist,
taking into account, e.g. uncertainty, multiple objectives, group decisions,
project dependencies and so on. Based on our framework, these topics could
also be addressed and the results could be compared using our findings as
a baseline. We believe that human behavior in a project selection decision
with all its facets is a promising field for research.

Operational research aims to help people in problem solving and in order
to come up with better results the problem owners should not be neglected
(see Hamaéldinen et al. [64]). Almost 30 years ago Booker and Bryson [16]
stated that “the old 'black box” modeling techniques from utility theory and
mathematical programming tend to restrict the user to rigid mathematical
formulations, and thus lose accuracy”. Since human decision makers are re-
sponsible for many project selection tasks, studying their behavior is crucial.
We have demonstrated that decision makers behave in line with two simple
heuristics in a simple project selection task and it is well-known that when
decision makers use heuristics to solve complex problems this can result in
systematic errors with serious implications (see Gino and Pisano [58]).



Chapter 5

Conclusion

Behavioral operations in general, and experimental studies in particular, pro-
vide ample opportunities to bridge the gap between analytical models and
real life business situations. This dissertation considers the domains inven-
tory, health care, and portfolio planning, focusing on two elementary prob-
lems of operations management and operations research, the newsvendor
problem and the knapsack problem. While the former is a basis for a wide
range of settings where uncertainty is involved, the latter is a building block
for manifold operations research settings in a deterministic environment.

Human decision making in the newsvendor context has become one of
the most investigated areas in behavioral operations. While many studies
examine decision making in the opportunity-based newsvendor problem, as
typical in inventory management, there are many newsvendor settings which
are penalty-based. Furthermore, it is well known that the assessment of cost
plays an important role in decision making. We experimentally test and
compare decision maker behavior in both settings and demonstrate that a
penalty-based newsvendor problem results in significantly different behav-
ior, which can be referred to a different assessment of costs. Based on this
theoretical foundation, we investigate surgery planning. Analyzing hospital
data, we verify that the problem structure of surgery planning is identical
with the cost-based newsvendor problem, and we test surgeons planning be-
havior conducting an experimental test with 40 experienced surgeons. Our
results demonstrate a biased planning behavior of surgeons which is in line
with the findings from the penalty-based newsvendor experiments but sur-
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geons’ decision making is even more strongly biased. While the newsvendor
problem is a fundamental building block in stochastic settings, we consider
the knapsack problem as an adequate problem to study behavior in deter-
ministic settings. Based on an experimental study, we investigate how people
behave during the selection process in portfolio planning. We show that their
selection processes can be divided into a construction phase, in which they
apply simple heuristics to construct a portfolio, and an improvement phase
in which they try to further improve the portfolio. Our results demonstrate
suboptimization even in very small problem instances with few alternatives.
Furthermore, we show that due to cognitive limitations, decision makers ap-
ply heuristics only within a limited subset of all alternatives.

The common denominator of our findings is that biases and decision rules
negatively impact operations efficiency. While we provide promising insights
into decision maker behavior, the essentials are that there is still need for
further investigation of human behavior in the newsvendor problem and the
knapsack problem, as they are the backbones of a vast number of opera-
tions management and operations research settings with manifold extensions.
Throughout this dissertation, we have made several cautious attempts to re-
fer our findings to managerial decision making in real world situations. The
fundamental question which has not been sufficiently answered by research
thus far is how good behavioral findings demonstrated in a laboratory set-
ting could be transferred to the business world. It remains open whether
the insights from the simplified newsvendor and knapsack problem settings
that we considered can hold up in more complex settings as typical for most
real life situations. A promising approach to overcome this problem is to
verify experimental results obtained in the laboratory with professionals and
to adjust the simplified problem settings stepwise to more realistic problem
descriptions. Conducting experiments with experienced surgeons in differ-
ent hospitals for our second study involved a tremendous effort, but as a
consequence the results received are of higher external validity. Laboratory
experiments are an adequate starting point as conducting field experiments
typically goes along with less control and an increase in effort; however, be-
sides laboratory experiments field experiments are needed to obtain higher
external validity. Both types of experiments are important tools to improve
the descriptive accuracy of analytical models. Behavioral experiments and
mathematical models can jointly advance operations management and oper-
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ations research (see Bendoly et al. [7], Gans and Croson [50], Kremer and
Minner [81], Katok [73], Himaéldinen et al. [64]).

The future of behavioral operations is both challenging and exciting and
one could be confident that behavioral research will further contribute to
bridging the gap between theory and practice.



Appendix A

Instructions for the
Experiments

A.1 Instructions for the Experiments in Chap-
ter 2

Instructions: The instructions are translated from German and shortened
since the original instructions also contain examples and screenshots. Fur-
thermore, they do not contain the price and cost values and the payment
figures since they are different for the three margin cases. Differences in the
penalty cost and the opportunity cost problem are set in italics. The instruc-
tions consist of four parts though Part 1 is identical for both problems.

1. General information: You are about to participate in an experiment in de-
cision making. You will receive a fixed payment of €4 for your appearance.
Furthermore, in the course of the experiment you can earn a considerable
amount of money depending on your decisions. In the experiment, all mon-
etary amounts are specified in Experimental Currency Units (ECU). They
are converted according a fixed exchange rate into Euro (see payment de-
termination) at the end of the experiment. The experiment is followed by a
short questionnaire and, afterwards, you will be paid in cash. All your de-
cisions and answers will be treated confidentially. Please read the following
instructions carefully. If you have any questions, please raise your hand. An
instructor will come to your place and answer your questions. During the

33
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experiment you have to switch off your cell phone and communication with
other participants is prohibited. If you fail to comply with these rules, we
will exclude you from the experiment and you will receive no payment.

Opportunity cost problem (Part 2-4):

2. Experimental task: Your job is to determine the order quantity of a prod-
uct before you know the demand. You know that the demand is equally
probable for any value between 0 and 100. If your order quantity exceeds the
demand, the remaining products are worthless. If the demand exceeds your
order quantity, the unsatisfied demand expires. For each product you order,
you pay a price of ECU ... to the wholesaler (the costs per product unsold
correspond to ECU ...). For each product sold, you will receive a price of
ECU ... from your customers (the opportunity costs for each product ordered
too little corresponds to ECU ...).

e You cannot sell more products than are demanded.

e You cannot sell more products than you have ordered.

3. Experimental procedure: The experiment consists of 30 rounds and the
demand in each round is independent of past demand. Every round consists
of two screens. The first screen summarizes the information already given in
the instructions. Furthermore, you have to enter the number of products you
want to order in a red box and press the button “OK”. Please take sufficient
time to make your decisions. Once all participants have confirmed their en-
try, the second screen appears. On the second screen, your order quantity
is given again and you receive information about the realized demand. Fur-
thermore, the resulting gains/losses are listed. When all participants have
pressed “OK”, the next round starts.

4. Payment determination: You receive a fixed payment of €4 for your ap-
pearance. Furthermore, you can earn additional money dependent on your
performance in the course of the experiment. At the end of the experiment,
the gains/losses in ECU incurred in all rounds are added together. Your
payoff is the resulting amount which is converted by a factor of ECU ... =
€1 plus the €4 you receive for your appearance. In the event that you have
generated a total loss, you still receive your show-up fee.




A.1 Instructions for the Experiments in Chapter 2 85

Penalty cost problem (Part 2-4):

2. Experimental task: Your job is to determine the order quantity of a prod-
uct before you know the demand. You know that the demand is equally
probable for any value between 0 and 100. The demand of the customers
has to be satisfied. If your order quantity exceeds the demand, the remaining
products are worthless. If the demand exceeds your order quantity, you have
to reorder products instantly at a higher price. For each product you order,
you pay a price of ECU ... to the wholesaler (the costs per product unsold
correspond to ECU ...). For each product ordered too little, you have to pay
a price of ECU ... to the wholesaler (the additional costs for each product
ordered too little correspond to ECU ...).

e You cannot sell more products than are demanded.

e You have to reorder products if demand exceeds the order quantity.

3. Experimental procedure: The experiment consists of 30 rounds and the
demand in each round is independent of past demand. Every round consists
of two screens. The first screen summarizes the information already given in
the instructions. Furthermore, you have to enter the number of products you
want to order in a red box and press the button “OK”. Please take sufficient
time to make your decisions. Once all participants have confirmed their en-
try, the second screen appears. On the second screen, your order quantity
is given again and you receive information about the realized demand. Fur-
thermore, the resulting costs are listed. When all participants have pressed
“OK”, the next round starts.

4. Payment determination: You receive a fixed payment of €4 for your ap-
pearance. Furthermore, you can earn additional money dependent on your
performance in the course of the experiment. At the end of the experiment,
the costs in ECU incurred in all rounds are added together. These costs will
be deducted from a fized budget of ECU ..., which is available to fulfill the
task. Your payoff is the resulting amount which is converted by a factor of
ECU ... = €1 plus the €4 you receive for your appearance. In the event that
you have generated a total loss, you still receive your show-up fee.
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A.2 Instructions for the Experiments in Chap-
ter 3

Instructions: The instructions are translated from German and shortened
since the original instructions also contain screenshots. Furthermore, they
do not contain the cost values and the payment figures since they are differ-
ent for the instruction of the low quantile case and the high quantile case.
The instructions consist of four parts.

1. General information: You are about to participate in an experiment in
decision making. In the course of the experiment you can earn a consid-
erable amount of money depending on your decisions. In the experiment,
all monetary amounts are specified in Experimental Currency Units (ECU).
They are converted according a fixed exchange rate into Euro (see payment
determination) at the end of the experiment. The experiment is followed by
a short questionnaire and, afterwards, you will be paid in cash. All your de-
cisions and answers will be treated confidentially. Please read the following
instructions carefully. If you have any questions, please ask.

2. Experimental task: Consider the following simplified decision situation
about planning of surgery durations. Your job is to reserve time for a surgery
in the operating room. You don’t know how long the surgery will take but
you know that the duration of that surgery (in minutes) is equally probable
for any value between 100 and 200. Every reserved minute of the operating
room is associated with costs. If your reserved time exceeds the duration, the
remaining time can not be used otherwise. If the duration exceeds your re-
served time, the additional time needed is associated with higher costs. The
surgery can not be interrupted. For each minute you reserve the operating
room, the costs are ECU ... (the costs per minute reserved too much corre-
spond to ECU ...). For each minute the operating room is needed beyond
the reserved time, the costs are ECU ... (the additional costs for each minute
reserved too little correspond to ECU ...).

e The cost per minute reserved time even occur if the duration is shorter
than the reserved time.

e The operation must be carried out until the end.
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3. Experimental procedure: The experiment consists of 20 rounds and the
surgery duration in each round is independent of past surgery durations.
Every round consists of two screens. The first screen summarizes the infor-
mation already given in the instructions. Furthermore, you have to enter
the minutes you want to reserve the operating room (between 100 and 200
minutes) in the red box and press the button “OK”. Please take sufficient
time to make your decisions. Afterwards, the second screen appears. On the
second screen, your reserved time is given again and you receive informa-
tion about the realized duration. Furthermore, the resulting costs are listed.
After pressing “OK”, the next round starts. You have to plan 20 independent
surgeries.

4. Payment determination: You can earn money dependent on your perfor-
mance in the course of the experiment. At the end of the experiment, the
costs in ECU incurred in all rounds are added together. These costs will be
deducted from a fixed budget of ECU ..., which is available to fulfill the task.
Your payoft is the resulting amount which is converted by a factor of ECU ...
= €1. Depending on your performance, the payoff will be between €5 and
€55.
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A.3 Instructions for the Experiments in Chap-
ter 4

Instructions: We present the instructions for the experiments, translated from
German. The instructions for the first and second experiment are identical
except the statement of the number of items considered in the knapsack prob-
lem. An illustrative screenshot from the original instructions supplemented
with detailed descriptions is omitted.

1. General information: You are about to participate in an experiment in de-
cision making. In the course of the experiment, you can earn a considerable
amount of money depending on how good your decisions are. In the exper-
iment, all monetary amounts are specified in Experimental Currency Units
(ECU), which are converted according a fixed exchange rate into Euro at
the end of the experiment (see experimental payout). All your decisions and
answers will be treated confidentially. Please read the following instructions
carefully. Should you have any questions, please ask. During the experiment
you have to switch off your cell phone and communication with other partic-
ipants is prohibited.

2. Experimental task and procedure: A set of items is given and each item
generates a value but requires a capacity. Your task is to select a subset of
items given that a higher aggregate value results in a higher payout while
the aggregate resource requirement must not exceed the available capacity.

The experiment consists of several independent rounds with a different num-
ber of items (5,10,15, or 25), different item properties, and different capac-
ities. Every round consists of a single screen displaying all items in a table
containing information about the item properties (value and resource require-
ment) as illustrated in Figure A.1. For each item, you can decide to select it
from the list and you are free to deselect already selected items at any time.
Furthermore, the remaining capacity as well as the value of the portfolio
is displayed on the screen. Please note that if the selected item results in
an aggregate resource requirement exceeding the available capacity, an error
message will appear. Please take sufficient time to make your decisions and
once you have made your selection, press the continue button to go to the
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| tem | Value | Resource Requirement ‘ Selection |
Walue of the Portfolio: 194 1 79

3 106 95 H

Rernaining Capacity 88 4 135 121 _I
5 88 78 X

Figure A.1: Excerpt of the interface for portfolio selection presented to sub-
jects

next round. At most you have 5 minutes to complete each round and when
the time is over, you will be automatically taken to the next screen. The
experiment ends after 35 minutes.

Before the main rounds start, there are three practice rounds and you have
to fill out a short questionnaire at the end of the experiment. In total the
experiment will take about 60 minutes.

3. Experimental payout: In each round the aggregate value of all selected
items in ECU is converted by a linear exchange-rate to €. The exchange-
rate is round-dependent and displayed on the screen. At the end of the
experiment, one round out of all completed rounds is randomly chosen for
payout. For the payout a fixed amount of €100 is subtracted from the aggre-
gate Euro value in this round. In the unlikely case that the resulting payout
is less than €3, you still receive a minimum of €3 as show-up fee.




Appendix B

Abbreviations, Notations, and
Symbols

B.1 General Abbreviations

ACE
CE
ECU
HQC
K-S
LQC
MAE
MaxD
MaxR
MaxV
MELESSA

MinK
OCP
OR

Assessment of costs effect

Combined effect

Experimental currency units

High quantile case

Kolmogorow-Smirnow

Low quantile case

Mean anchor effect

Maximum difference between value and resource requirement
Maximum ratio of value divided by resource requirement
Maximum value

Munich Experimental Laboratory for Economic

and Social Sciences

Minimum resource requirement

Opportunity cost problem

Operating room
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PCP Penalty cost problem
TUM Technische Universitat Munchen
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B.2 Notations and Symbols

Notations and Symbols in Chapter 2

o mean anchor weight

B underage cost weight

Bopp underage cost weight in the opportunity cost problem
Bpen underage cost weight in the penalty cost problem
c purchasing costs per item

Co overage costs

Cu underage costs

d uncertain demand

D realized demand

€L error term in period ¢

F() cumulated demand distribution

F() inverse of the cumulated demand distribution
1 mean demand

P selling price per item

q order quantity

q* optimal order quantity

gAF order quantity for the ACE

q“F order quantity for the CE

gMAE order quantity for the MAE

Qs order quantity in period ¢

S reorder costs

t period
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Notations and Symbols in Chapter 3

costs per minute of used OR capacity

costs per minute of overutilization

costs per minute of underutilization

total costs as a function of p and D

realized duration

expected costs for the planned duration
cumulated distribution function of the duration
inverse of the cumulated distribution function
of the duration

relative cost increase for the planned duration
mean realized duration

planned duration

optimal planned duration

increased costs per minute of overtime

uniform demand distribution
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Notations and Symbols in Chapter /

a(s)
ol (s)
Aabs

q)ran
(Dsub

consistency of step s to a heuristic
consistency of step s to a heuristic for b and f
absolute heuristic adherence

relative heuristic adherence

relative heuristic adherence for b and f
unselected items in step s which do not exceed capacity
unselected items in step s for b and f

which do not exceed capacity

backward search range

slope of the trend line

resource capacity

forward search range

expected optimality gap for random portfolios
optimality gap for subjects’ portfolios

highest ranked item according to an evaluation criterion
item, j € {1,..., N}

selected item in step s

resource requirement, k € Rf

required resource of item j

number of items

optimum portfolio value

subjects’ portfolio value

value range limit for instance generation

step, s € {1,...,S5}

set of deselection steps

set of selection steps

value, v € ]Rf
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value of item j

empty portfolio of a heuristic

partial portfolio of a heuristic containing
selected items up to step s

binary variables indicating the selection
or exclusion of item j for a heuristic
subjects’ empty portfolio

subjects’ partial portfolio containing
selected items up to step s

binary variables indicating subjects’

selection or exclusion of item j
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