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Abstract

This thesis presents concepts and techniques that enhance considerably the perception
and recognition, visual association, and rendering efficiency of navigation map display.
These contributions aim at improving the usability of 3D maps as used in navigation
systems and spatial information browsing.

The performance of low-end graphical processing units (GPUs) is growing fast [Voi12]:
over the next few years, the average GPU performance will increase exponentially and
enable high-quality visualization on handheld and embedded devices. At the same time,
the market of geographic data is increasing in terms of availability, coverage, precision
and semantics. This includes on one hand static data, e.g., freely available and highly
detailed vector maps such as OpenStreetMap, which depicts streets, 3D buildings, and
land cover usage, and on the other hand dynamic data, e.g., gas prices, local weather,
real-time traffic information, or public transportation schedules. In the domain of nav-
igation systems, these trends allow us to present an increasing amount of information
and to create high-quality map-based 3D visualization, called in the following “3D
maps”. However, the increasing amount of visual information, especially in 3D maps,
creates many new problems that hinder usability for navigation systems and spatial in-
formation browsing purposes.

First of all, the perception and recognition of map elements becomes more difficult,
as individual map elements, such as labels or roads, can easily become occluded, e.g.,
by 3D buildings models. With a freely moving camera, the tracking of labels becomes
difficult. Moreover, they can easily overlap each other and hence, become unreadable.
Second, it is difficult to maintain a visual association between elements. For example,
roads provided as 2D polyline should not disappear below 3D terrain. Labels, floating
in the 3D world, should easily be associated to their respective map element, e.g., a
road. Finally, 3D buildings and roads created from vector maps should match their
respective counterpart in the underlying orthoimage, e.g., an aerial or satellite image.
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In addition to these visual issues, a 3D map decreases the overall system performance as
complex textured geometries are drawn, such as 3D buildings and terrain. In the context
of navigations systems, maps consist of several semantic layers, e.g., 3D terrain, 3D
buildings, roads, labels, and orthoimages. Today’s application and systems typically
improve the visualization of a single layer and fail to consider the interdependency
between multiple layers; in order to improve the usability in a holistic way, it is essential
to consider every layer. Finally, most approaches are designed for powerful desktop
GPUs and do not necessarily provide interactive performance on embedded or handheld
devices.

In this thesis, we propose a set of techniques for rendering 3D maps targeted to enhance
the usability of 3D maps for navigation purposes.

• First, we will present a technique for rendering cartographic roads with rounded
caps on terrain. In its first implementation, a geometric approach enables an effi-
cient rendering of roads onto low to medium-resolution terrain. The second im-
plementation uses shadow-volumes and enables an artifact-free draping of roads
on high-resolution terrain.

• As second contribution, we introduce a temporal coherent labeling to enable the
tracking of labels over the course of navigation. It uses a force-based approach to
resolve the collision of labels, while maintaining temporally smooth movements.
Additionally, we propose techniques to increase the readability of textual labels
and analyze label placement strategies in respect to a 3D geovirtual environment.

• The third part of this thesis presents several concepts to enhance the visibility of
elements in 3D maps. In a case study, we show how the visibility of labels and
roads occluded by 3D buildings can be improved. Two promising approaches
were chosen for further evaluation: glowing roads, which allow roads to shine
through their occlude, and transparency aura, which creates a transparency region
around the label in the occluding object.

• The last contribution of this thesis is the procedural generation of orthoimages
using real geographic data. A neural network, i.e., a multilayer perceptron, learns
automatically the mapping of geographic input to a single color. At runtime,
the mapping is evaluated to create a synthetic texture that serves as surrogate for
satellite images. Finally, procedural details are added: vegetation is simulated,
buildings and fields are procedurally generated and snow is seeded.
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All approaches are implemented into a research prototype. We show the performance
increase through benchmarks, validate the improved recognition of map elements through
user studies and illustrate the enhanced appearance with screenshots.

This thesis laid out the foundation for improving 3D maps for navigation systems and
applications. Each presented technique can be applied to its respective domain. How-
ever, only by enhancing all aspects, specifically the recognition and perception (read-
ability, visibility), visual association (relationship, temporal coherence), and rendering
performance, we can significantly improve the display of 3D maps. All in all, the con-
tributions allow the implementation of systems and applications for 3D maps with an
improved usability and effectiveness of information display.





Zusammenfassung

In dieser Arbeit werden neue Verfahren vorgestellt, um die Erkennung, die bildliche
Verbindung und die Darstellungseffizienz von Kartenelementen, bspw. Straßen, Be-
schriftungen und Satellitenbilder, zu verbessern. Die vorgestellten Verfahren ermögli-
chen die Verbesserung der Benutzerfreundlichkeit von 3D-Karten zu Navigations- und
Informationszwecken.

In den nächsten Jahren wird die durchschnittliche Leistung von eingebetteten strom-
sparenden Grafikkarten (Graphical Processing Units, GPUs) exponentiell wachsen und
somit hochwertige Visualisierungen auf tragbaren und eingebetteten Geräten ermög-
lichen. Zugleich stehen mehr und mehr geografische Daten zur Verfügung: Einerseits
statische Daten wie OpenStreetMap, eine frei verfügbare und sehr detaillierte Vektor-
karte, die Straßen, 3D-Gebäude und Landnutzungsdaten speichert. Andererseits stehen
auch dynamische Daten, bspw. Tankstellenpreise, Wetter oder Verkehrsinformationen
zur Verfügung. Im Bereich der Navigationssysteme erlauben uns diese Trends die Prä-
sentation einer zunehmend größeren Menge an Informationen und die Erstellung hoch-
wertiger 3D-Kartenvisualisierungen.

Diese zunehmende Menge an dargestellten Informationen bringt jedoch eine Vielzahl
neuer Probleme mit sich, welche die Benutzerfreundlichkeit für Navigations- und Infor-
mationszwecke erschweren. Zunächst wird die Erkennung von Kartenelementen schwie-
riger, da einzelne Elemente, wie Beschriftungen oder Straßen, leicht von davorlie-
genden 3D-Elementen verdeckt werden können, z. B. von 3D-Gebäuden. Zusätzlich
gestaltet sich mit einer frei beweglichen Kamera die Verfolgung von Beschriftungen
schwierig. Einzelne Schriftzüge können sich leicht überlappen und somit unlesbar wer-
den. Zweitens ist es schwierig, eine bildliche Verbindung zwischen zusammengehö-
rigen Kartenelementen aufrechtzuerhalten. Straßen werden aus einer Vektorkarte als
2D-Linienzug geladen und dargestellt und sollten nicht unter dem 3D-Geländemodell
verschwinden. Beschriftungen, die in der virtuellen 3D-Welt platziert werden, sollten
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ihrem jeweiligen Kartenelement einfach zugeordnet werden, bspw. ihrer zugehörigen
Straße. Schließlich sollten aus Vektorkarten gewonnene 3D-Gebäude und Straßen mit
ihrem jeweiligen Pendant in dem darunterliegenden Orthofoto, bspw. einer Luft- oder
Satellitenaufnahme, übereinstimmen. Neben diesen visuellen Themen stellt eine 3D-
Kartendarstellung neue Herausforderungen an die Leistung eines Systems, unter ande-
rem bei der Anzeige von 3D-Gebäuden und eines hoch aufgelösten Geländemodells.
Thematische Karten bestehen aus mehreren semantischen Schichten, z.B. Orthofotos,
3D-Geländemodellen, Straßen, 3D-Gebäuden und Beschriftungen. In aller Regel be-
trachten bestehende Verfahren nur eine einzige solche Schicht. Es ist jedoch essentiell,
jede sichtbare Schicht zu behandeln, um die Benutzerfreundlichkeit in Ihrer Gesamt-
heit zu verbessern. Des Weiteren sind die meisten bestehenden Ansätze nur für lei-
stungsstarke GPUs entwickelt worden und in aller Regel ungeeignet für stromsparende
eingebettete Systeme.

In dieser Arbeit werden mehrere Ansätze vorgestellt, um die Benutzerfreundlichkeit
von 3D-Karten zu Navigations- und Informationszwecken zu verbessern.

• Im ersten Teil dieser Arbeit werden zwei Verfahren zur Abbildung von kartogra-
phischen Straßen mit abgerundeten Kappen auf 3D-Geländemodellen beschrie-
ben. Der erste Ansatz, der geometrische Ansatz, ermöglicht eine effiziente Dar-
stellung von Straßen auf Geländemodellen mit niedriger bis mittlerer Auflösung.
Der zweite Ansatz, der Shadow-Volume Ansatz, ermöglicht eine fehlerfreie Ab-
bildung von Straßen auf hochauflösenden Geländemodellen.

• Im zweiten Teil dieser Arbeit werden Verfahren zur Ermöglichung einer zeitlich
kohärenten Beschriftung von 3D-Karten vorgestellt. Dies erlaubt die Verfolgung
von Beschriftungen während einer Navigation, bspw. wenn die virtuelle Kame-
ra die aktuell geplante Route verfolgt. Das in dieser Arbeit vorgestellte Verfah-
ren nutzt einen kräftebasierten Ansatz, um auftretende Kollisionen zwischen Be-
schriftungen sanft aufzulösen. Außerdem werden Techniken vorgeschlagen um
die Lesbarkeit von Textbeschriftungen zu steigern. Schließlich werden mögliche
Strategien zur Beschriftungsplatzierung in virtuellen 3D-Welten analysiert.

• Der dritte Teil dieser Arbeit stellt Konzepte vor, um die Sichtbarkeit von verdeck-
ten Elementen in 3D-Karten zu erhöhen. Als Fallstudie wird die Sichtbarkeit von
Beschriftungen und Straßen, die von 3D-Gebäuden verdeckt wurden, verbessert.
Zwei vielversprechende Ansätze wurden zur weiteren Auswertung gewählt: das
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erstes Konzept, leuchtende Straßen, deutet Straßen durch das davorliegende Ob-
jekt an. Das zweite Konzept, die transparente Aura, erschafft eine transparente
Fläche im davorliegenden Objekt, um die Beschriftungen erscheinen zu lassen.

• Der letzte Teil dieser Arbeit präsentiert ein Verfahren zur prozeduralen Generie-
rung von Orthofotos mit Hilfe realer geografischer Daten. Ein neuronales Netz,
ein mehrschichtiges Perzeptron, lernt automatisch die Zuordnung von geographi-
schen Eingangsdaten zu einer Ausgangsfarbe. Zur Laufzeit wird diese Zuordnung
ausgewertet, um eine synthetische Textur zu erstellen. Schließlich werden pro-
zedurale Details hinzugefügt: es wird Vegetation simuliert, Gebäude und Felder
werden prozedural erstellt und Schnee wird auf Bergen gesät. Das entstandene
künstliche Bild kann stellvertretend für eine Satelliten- oder Luftaufnahme ver-
wendet werden.

Alle präsentierten Verfahren wurden in einem Forschungsprototyp implementiert. Die
Leistungssteigerung werden durch Messungen gezeigt, die verbesserte Erkennung von
Kartenelementen durch Nutzerstudien bestätigt und die qualitativ verbesserte Darstel-
lung durch Screenshots belegt.

In dieser Arbeit wird der Grundstein zur Verbesserung der Benutzerfreundlichkeit von
3D-Karten zu Navigations- und Informationszwecken gelegt. Jedes vorgestellte Verfah-
ren kann in seinem respektiven Anwendungsbereich eingesetzt werden. Jedoch führt
nur die Verbesserung mehrerer Schlüsselaspekte, insbesondere der Erkennung (Les-
barkeit, Sichtbarkeit), der bildlichen Verbindung (Beziehung, zeitliche Kohärenz) und
der Darstellungseffizienz, zu einer deutlichen Verbesserung der Darstellung von 3D-
Karten. Die Kombination der vorgestellten Verfahren ermöglicht die Entwicklung von
Systemen und Anwendungen für 3D-Karten mit einer deutlich verbesserten Benutzer-
freundlichkeit und Effektivität der Informationsdarstellung.
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Chapter 1

Introduction

Navigation systems have become ubiquitous in recent years. Integrated into a multitude
of devices, they can be found in portable devices, cars, smartphones, tablets, and even
virtual reality glasses, such as Google Glasses. They help the user to navigate in and
to unknown destinations by different means, including planning a route to a destination
(route planning), computing the current location (positioning), guiding through voice
(guidance) and showing a map of the environment (map viewer). The main task of a
map viewer is the visual representation of internal navigation states: the current posi-
tion, the planned route and guidance hints. Moreover, displaying a map enhances the
user’s relative spatial orientation: Where is his/her location in respect to other streets,
cities and important locations?
As increasingly more geographic data become freely available, we can enrich such
maps with more visual information. For instance, OpenStreetMap [Ope] provides us
world-wide vector data for rendering roads, building footprints and Points-of-Interest.
CORINE [Eur00] gives us land-cover data and SRTM [FRCCD+07] provides 3D ter-
rain information. Furthermore, we can add dynamic data such as gas prices, weather,
real-time traffic information, and public transportation schedules.
This leads us to the second task of a map viewer, popularized for example by Google
Maps, namely spatial information browsing. For this task, a plethora of choices is
currently available, ranging from Bing Maps, Apple’s iOS Maps and Nokia Maps to
virtual earth explorers like Google Earth (Chapter 2.3). Integrated into smartphones,
these browsers allow location-based services to display their respective dynamic data.
For instance, Yelp and Foursquare present restaurant and bar recommendations, while
Waze displays its community created map.
In parallel, the performance of graphical processing units (GPUs) in systems on a
chip (SoC) is rising exponentially, e.g., with the Nvidia Tegra SoCs and PowerVR

1
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SGX GPUs. Furthermore, the latest iterations of computer graphics standards, such as
OpenGL ES 3.0, introduce advanced features to the embedded world, including depth
and floating point textures, multiple render targets, and full-precision shader opera-
tions [Lip13]. With these developments, computer graphics on embedded devices will
leap, in the coming years, from simple shaded graphics using a fixed-function pipeline
to fully-fledged, shader-powered engines. At first glance, this trend allows us to create
advanced map representations, enhancing the overall appearance with a higher screen
resolution, more details and better lighting models to create a photorealistic or high-
quality non-photorealistic rendering (NPR). Moreover, with the increased processing
power, we can jump from a 2D to 3D map representation, namely a virtual globe with a
digital elevation model (DEM) and 3D buildings to create a more faithful representation
of the world. This allows users to recognize objects from the real world more easily
in the digital map. Therefore, it augments their ability for spatial orientation and they
can map the navigation guidance to the surrounding world. Such state-of-the-art 3D
maps are present in current portable navigation software (e.g., Sanyo, Apple, Garmin,
Navigon, Bosch and Falk) and automotive navigation systems (e.g., Audi, BMW).

1.1 Problems

However, the increasing amount of visual information, especially represented in a 3D
map, creates many new problems, hindering usability for navigation and spatial infor-
mation browsing purposes.
In 3D maps, the perception and recognition (or readability) of information is difficult
to design and guarantee compared to their 2D counterparts. The inherent perspec-
tive transformation creates conflicting goals: it helps spatial orientation yet hinders the
recognition of elements, given that they get smaller when they are further away. Fur-
thermore, as occlusion occurs, the visibility of objects is hindered, e.g., when buildings
hide labels and roads. As the camera moves freely, collisions between labels are fre-
quent and cannot be avoided with pre-computation, as it is usually done for 2D maps.
Finally, both occlusion and 3D movement make the tracking of map elements more
difficult. This increases the amount of time in which an element, e.g., a label, can be
recognized and read.
After recognition, the second most important aspect relates to the visual association of
an element to its feature. Labels should be easy to associate with their corresponding
features, e.g., a road. Moreover, roads, land-cover and 3D buildings from vector maps
should match their respective counterparts in the underlying orthoimage. Finally, roads
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should match the DEM to avoid them disappearing in mountains or floating in the
air. All current navigation systems and GIS, e.g., Google Earth, exhibit problems in
resolving these aforementioned issues.
With increasingly more information to be processed, 3D maps require an efficient ren-
dering of elements. In large cities, such as Tokyo or London, it is necessary to render
complex road networks together with thousands of buildings, while also placing hun-
dreds of annotations in real-time. Finally, we want high-quality rendering of DEM and
3D cities with features such as anti-aliasing and ambient occlusion; however, creating
such a rendering represents an even greater challenge on embedded hardware. While
current systems use Level-of-Detail approaches, smaller viewing frustums and addi-
tional fog to reduce the performance hit, these techniques impede our primary goals,
namely the visibility and recognition of map elements.

1.2 Contributions

To tackle the aforementioned problems, we propose a set of techniques, each of which
solves distinct weaknesses of current map viewers in order to increase the overall us-
ability of 3D maps.

In Chapter 3, we introduce the cartographic rendering of roads onto terrain. Similar
to paper maps, such rendering creates a clear and uncluttered representation to allow a
quick recognition of roads and their properties; it requires runtime scaling of the road’s
width, dark outlines, vivid colors and rounded caps at both ends. Accordingly, we will
present two high-performance GPU-based solutions fulfilling these requirements. The
first implementation enables an efficient rendering of roads with a geometric approach.
The road from a vector database is sent as polyline to the GPU and inflated to rect-
angles in the geometry shader. Subsequently, based on the resulting rectangles, the
rounded caps are evaluated analytically in the fragment shader. The second implemen-
tation extends the shadow-volume algorithm to project roads with rounded caps. First,
we extrude the polyline of the road along the nadir. Then, we generate a stencil mask
by computing the screen-space intersection between the created polyhedra and the ter-
rain geometry. With this mask, we render single colored fullscreen rectangles for every
road class. This method is independent of the terrain rendering algorithm and creates
a per-pixel exact and artifact-free projection onto any DEM. We perform benchmarks,
determining that our geometric approach works best on low- to medium-resolution ter-
rain, while the shadow-volume approach scales best on high-resolution terrain. Finally,
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we depict the resulting image quality improvements with screenshots.

In Chapter 4, we introduce a temporally coherent labeling approach, which com-
putes an annotation layout in real-time and resolves collisions between labels using
a force-based approach. This solution creates temporally smooth movements and en-
ables an easy tracking of labels over the course of a navigation, i.e., when the camera
follows the currently planned route. Forces allow the flexible definition of runtime be-
haviors, whereby labels can move freely (e.g., POIs), circle around their point feature
(e.g., cities) or slide along their line feature (e.g., roads). Additionally, we propose
techniques to fulfill the cartographic principles defined by Imhof [Imh75], which in-
clude readability, visual association and classification. Finally, two benchmarks show
how the GPU-based implementation can create layouts for several thousand labels in
real-time. An expert study confirms the enhancements achieved by our algorithm with
respect to visual association and readability.

In Chapter 5, we introduce several concepts to enhance the visibility of occluded el-
ements in 3D maps. As a case study, we improve the visibility of labels and roads
occluded by 3D buildings. The conducted expert study establishes two concepts for
further evaluation, chose predominantly because they retain a visual association to the
related object, e.g., the label to the road. The first method, called glowing roads, lets
roads shine through their occlude, whereas the second method, called transparency
aura, creates a transparency region around the label in the occluding object. For both
methods, we present a GPU-based implementation. A concluding user study validates
the usability improvement, with both approaches performing significantly better com-
pared to our baseline of simply drawing labels over occluding objects. Indeed, they
acquire the focus of the user (recognition) while keeping the context intact (visual as-
sociation).

In Chapter 6, we introduce the procedural generation of orthoimages using real geo-
graphic data. In a pre-processing step, a neural network, i.e., a multilayer perceptron,
learns the mapping of geographic input to a single color from a real satellite image.
At runtime, the mapping is evaluated for every pixel to create a surrogate of an or-
thoimage. Because the geographic input has a limited resolution, procedural details
are added, with vegetation simulated, crops procedurally generated, and snow seeded
on mountain tops. Finally, roads and buildings from a vector database are rendered on
top. We compare the resulting images with real orthoimages, i.e., satellite images. The
procedural images are free of occluding artifacts, e.g., clouds and shadows. Moreover,
they have a coherent coloration and do not exhibit tiling problems. Finally, they match
all overlaid renderings created with the same vector database, e.g., cartographic roads,
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3D buildings and land-cover areas.
We conclude this thesis in Chapter 7 with a brief summary of all contributions, be-
fore presenting a juxtaposition of all aspects covered by this thesis. We classify the
improvements into separate domains: recognition (e.g., enhanced readability and visi-
bility), visual association (e.g., better matching and relationship), temporal coherence
(e.g., enhanced tracking) and rendering efficiency. Finally, we show promising direc-
tions for future research work.

1.3 Publications

This thesis is partly based on the following peer-reviewed research papers (listed in
chronological order):

• Lothar Stolz, Holger Endt, Mikael Vaaraniemi, Daniel Zehe, and Walter Stechele.
“Energy consumption of Graphic Processing Units with respect to automotive
use-cases”. In: Proceedings of the International Conference on Energy Aware
Computing. ICEAC. IEEE. 2010, pp. 1–4. ISBN: 978-1-4244-8273-3 [SEVZS10]

• Mikael Vaaraniemi, Marc Treib, and Rüdiger Westermann. “High-Quality Carto-
graphic Roads on High-Resolution DEMs”. In: Journal of WSCG 19.2 (2011),
pp. 41–48. ISSN: 1213-6972 [VTW11]

• Mikael Vaaraniemi, Marc Treib, and Rüdiger Westermann. “Temporally Co-
herent Real-Time Labeling of Dynamic Scenes”. In: Proceedings of the 3rd
International Conference on Computing for Geospatial Research and Applica-
tions. COM.Geo ’12. ACM, 2012, 17:1–17:10. ISBN: 978-1-4503-1113-7. DOI:
10.1145/2345316.2345337 [VTW12]

• Mikael Vaaraniemi, Martin Freidank, and Rüdiger Westermann. “Enhancing the
Visibility of Labels in 3D Navigation Maps”. In: Progress and New Trends in 3D
Geoinformation Sciences. Lecture Notes in Geoinformation and Cartography.
Springer, 2012, pp. 23–40. ISBN: 978-3-642-29792-2. DOI: 10.1007/978-
3-642-29793-9_2 [VFW12]

http://dx.doi.org/10.1145/2345316.2345337
http://dx.doi.org/10.1007/978-3-642-29793-9_2
http://dx.doi.org/10.1007/978-3-642-29793-9_2
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Chapter 2

Fundamentals

2.1 Geographic Information Systems

A geographic information system (GIS) is a location-based information system model-
ing the real world. It digitally captures, stores, manages, analyzes and presents location-
based datasets as alpha-numerical or graphical output [Lan06, Chapter 9]. Relating
objects to a geographical position within a reference system creates a geographical ob-
ject. Usually, we use geographical coordinates, i.e., latitude and longitude, to specify
its position on the surface of the earth.

“A GIS is a computer-based system to aid in the collection, maintenance,
storage, analysis, output, and distribution of spatial data and information” [Bol07,
Chapter 1]

2.1.1 Geographical Object

A geographic object is the fundamental unit of a GIS. It represents a unique entity of
the earth which is physically, geometrically or thematically limited [RJK03]. Norbert
de Lange defines geographical objects as follow: Geographical objects are spacial el-
ements which exhibit geometrical, topological and temporal properties in addition to
their semantic information [Lan06, p. 181].
As such, geographic objects are an abstraction of reality. The produced representation
of the real world is a digital model with a defined precision. Geographical objects can be
classified into points, lines, and areas features, and solid figures [Imh75]. For example,
point features can define border stones or Points-of-Interest, line features can represent
water pipelines or roads, area features displays municipal areas or land-cover and solid
figures represent 3D buildings or trees. This feature-based classification defines one

7
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possible organization of geographic data (refer to thematic layers in Section 2.1.2).
Another approach consists in an object-oriented model, i.e., general objects can be
derived into specialized objects. A child object (e.g., a motorway) would inherit its
attributes from a base object (e.g., a road) [Lan06, p.160]. For managing, processing
and visualizing these objects we must create appropriate structures, called data models.

2.1.2 Data Models

A data model is the abstraction, representation and organization of real-world ele-
ments [Kap01]. Therein, the geometry, topology, semantic and relationship of real
objects has to be abstracted enough to generate a corresponding data model represen-
tation [Ble 0]. This allows us to map reality to data structures for computational and
visualization purposes in a GIS.
On a higher level, we organize geographical objects using two fundamental principles:
within a layer or within an object-oriented model. On a lower level, we differentiate
between a raster-based and vector-based model.

Thematic Layer Concept

The thematic layer concept originates from cartography, where mapmakers created
transparencies that could be overlaid on a light table. Hence, by combining differ-
ent layers, they could create their desired information density in an analog map. This
concept represents the default form of data organization within a GIS. It follows a top-
down approach to create a thematic sorting of all geographic input information. Each
layer represents a distinct data theme consisting of a collection of common geographic
elements, e.g., a road network, a digital elevation model or urban areas (Fig. 2.1).
Thematic layers have several key advantages. First, they represent an intuitive way
to organize and view data in a GIS. Second, errors occurring in a layer only have a
local impact. Finally, they are efficient resource-wise, because only requested layers
are processed and visualized.

Vector, Raster and Hybrid Data Models

The thematic layer concept creates a high-level organization of data. However, we need
lower-level models to organize data within a layer, e.g., how to store and organize the
data of the road network layer. These are called geometrical-topological data models.
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Figure 2.1: Thematic Layers organize the geographical data into distinct themes. In this image,
Points-of-Interest, orthoimages, elevation data and water bodies represent distinct layers.

The following section describes two fundamental models: the vector data model and
the field-based raster data model.

Vector Data Model. Vector data models represent information as points, lines and
polygons (see [Bar05] and Fig. 2.2). In a GIS, the OGC and ISO committees define
these basic geometrical elements as Simple Features (see ISO 19125 [Iso]). This model
discretizes the geometry of real world elements. All geographic elements of the vector
data model are based on point coordinates, e.g., latitude and longitude. The topological
relationship is stored explicitly [Lan06], e.g., which points create a line or an area.
Using further attributes, we define the thematic relationship, e.g., whether a line is a
road. Therefore, the vector data model is also called the georelational data model (see
[Bar05, p.64]).

Figure 2.2: Basic elements from the vector data model called Simple Features [Iso]: (left) Point
features, e.g., Point-of-Interest. (middle) Line features, e.g., roads. (right) Polygon features,
e.g., land-cover.

This model presents several advantages (see [Buc97]). Geographical data can be rep-
resented with its originally captured resolution. In a cartographic representation, the
graphical output is usually more aesthetically pleasing. Also, simple geometrical el-
ements can usually be very efficiently encoded into vector data, e.g., a road network.
Topology is easily stored and enables efficient topological operations, e.g., network
analysis. However, continuous data, e.g., temperature or elevation data, is not effec-
tively stored in vector form. Furthermore, the complexity of data operations is propor-
tional to the number of simple features present.
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Field-based Data Model. The field-based model partitions the theme of the geo-
graphic input surface into homogeneous areas (cells). The form and size of these cells
can be defined freely. However, as a whole, they should cover the entire input surface
(see [Bar05, p.62ff]). Therefore, each cell explicitly stores georeferenced thematic in-
formation (Fig. 2.3). An example for the field-based concept is the DEM, wherein each
cell represents the averaged height inside the covered input surface.

Thematic 

Information 

Input 

Surface 

Figure 2.3: The field-based data model (based on [Bar05]) partitions the input space into ho-
mogeneous cells, e.g., pixels. Each cell stores thematic information, e.g., its averaged altitude.

Raster Data Model. In GIS, the raster data model is used to represent continuous
data over space. It is a specialization of the field-based model. The input surface is
divided into equally sized areas, usually a quadratic cell, i.e., pixel. For example, every
cell stores the ambient temperature or the averaged height. The size of the cells defines
the perceivable data resolution (see [Bar05, p.64f]).

The raster data model has several advantages (see [Buc97]). In comparison to the vector
model, the geographic coordinates are not explicitly stored. If the geographic location
and extend of the entire grid is defined, the position of every pixel is implicit in the
layout of the grid. Moreover, the theme (e.g., the temperature) is given implicitly and
not explicitly like in the vector model. Hence, data processing and analysis is usually
quite simple to perform. It is perfectly suited for continuous data. However, the cell size
determines the resolution for processing and visualizing the data. Hence, it is difficult
to adequately represent linear geographical elements, i.e., simple features. Usually,
storing this data at a high precision comes at the expense of a very high storage cost.
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Summary

The vector data model is based on basic elements. This makes it very efficient storage-
wise. For example, a line is stored as start and end point. All points in-between are
defined implicitly by its topology. However, the geographic surface is usually not cov-
ered completely. But we can define very precisely the form and position of geographical
objects. The main disadvantage of the raster model is the deformation of the geometri-
cal input involved in the storage into a grid. For example, curves can become heavily
aliased (jagged, staircase effect). Increasing the resolution diminishes this unwanted
effect. However, this involves higher storage costs. Another advantage of the vector
model is the simple coordinate transformation. In comparison, the raster model makes
it easy to find neighbors and to apply image-based algorithms (see [Bar05, p.68f]).
Finally, the raster model has a very simple and distinct element: a pixel.

2.1.3 OpenStreetMap

The OpenStreetMap project started in 2004 and is a prime example of Volunteered
Geographic Information (VGI). It is a collaborative project that aims to create a freely
available digital map of the whole world [Ope]. The map is either hand-drawn in graph-
ical editors or generated from sensed geographic data, e.g. GPS traces from portable
navigation devices. The vector-based OpenStreetMap data model is derived from GDF.
The amount and quality of the digitized geographic data are steadily increasing, to the
extent that the map is now widely recognized as being comparable in quality to com-
mercial providers [NZZ11], e.g., Nokia and TomTom. Active regions such as urban
areas often exhibit a higher level of detail than commercial alternatives. In contrast,
rural and poorer areas lack coverage [Hak10]. However, similar to Wikipedia, the qual-
ity of the collaborative map depends on the corrections provided by the community.
Nevertheless, OpenStreetMap is used in many open-source and commercial products,
e.g., Apple Maps, Wikipedia, Foursquare, Skobbler Navigation or Flickr.

2.1.4 Web Services for Geodata

In the last decade, the Open Geospatial Consortium (OGC) standardized several web
services for accessing and visualizing geographic data. Web Map Service (WMS)
[LB06] is a protocol for serving georeferenced 2D map images over the Internet. For
each WMS request, the server generates single static images from a GIS database for
a spatial region in the form of PNG, GIF or JPEG images. In 2010, the OGC pub-
lished the Web Map Tile Service (WMTS) [JMJ10] protocol that serves predefined
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Figure 2.4: Comparison of OpenStreetMap (a) and web-based viewers using commercial map
data: (b) Bing Maps, (c) Yahoo Maps and (d) Google Maps.

georeferenced 2D map tiles. In contrast to WMS, the client of a WMTS stitches the
tiles to a seamless 2D map. This allows the server to pre-render and cache the tiles,
hence increasing the performance when handling simultaneous requests. As a seman-
tic counterpart to WMS, the Web Feature Service (WFS) [Vre05] allows querying
and retrieving the definition of geographic objects inside the requested bounding re-
gion. Moreover, the WFS-T standard defines transaction requests to allow the creation,
deletion and update of geographic features stored on a server.
Currently, the transmission and display of 3D scenes over web-based services is an
ongoing effort. Two alternatives are currently reviewed by the OGC to create a common
base for service interfaces: The OGC draft of the Web 3D Service (W3DS) [AS10]
defines a protocol to stream 3D scenes, such as textured 3D geometry, to its clients.
The rendering of these 3D scenes is done on the client side. In contrast, the Web
View Service (WVS) [Hag10] renders images of 3D geovirtual environments on the
server side. This allows thin clients, i.e., smartphones and tables, to display rich 3D
environments, e.g., virtual 3D city models [JK13].
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2.2 Real-Time Rendering

Rendering virtual 3D environments such as a geovirtual world of a GIS is a challenging
task. We have to define a virtual camera, light sources, and place geographic objects
into a virtual 3D scene. These scenes are usually defined with geometrical primitives,
i.e., lines, triangles, and polygons. Various techniques exist to generate 2D raster im-
age representations out of such 3D scenes. Prominent approaches are ray tracing and
rasterization. Currently, interactive computer graphics can be achieved for both ap-
proaches. However, only rasterization can be easily computed by commodity GPU
hardware. This enables 3D map visualizations on desktop PCs and embedded SoCs,
e.g., for navigational purposes in automotive systems.

Mainframes. In the mid-1970s, calligraphic vector displays (Fig. 2.5(a)) for 3D
scenes started to appear, e.g., the Line Drawing System-1 [Eva69] and Picture Sys-
tem 1 [Eva74] from Evans & Sutherlands. They incorporated hardware chips to accel-
erate the computation of matrices. This enabled them to draw large wireframe models
in 3D and manipulate them in real-time. They were mainly used in the military for
flight simulations or in chemistry to visualize large molecules.

Workstations. In the 1980s, raster displays became dominant as they could generate
line renderings faster and in higher quality (Fig. 2.5(b)). Silicon Graphics Inc. (SGI)
created the first geometry engine: matrix transformations, clipping and mapping to
output device coordinates were accelerated in hardware [Cla82].

(a) (b)

Figure 2.5: (a) Vector display: the image is composed of drawn lines (courtesy of Don Cooke).
(b) Raster display: the image is composed of a rectangular grid of colored pixels.

Consumer Hardware. GPUs started to become an affordable main-stream product
when the need for more realistic and interactive 3D games emerged. The first gener-
ations were called computer graphics accelerators, e.g., the NV1 from Nvidia which
accelerates in hardware the computation of quadratics. Multiple new GPUs emerged,
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e.g., Nvidia Riva 128 (NV3) or 3DFx Voodoo. These accelerated the rendering and
shading of triangles for the description of 3D scenes. Every generation of GPUs had
more and more parts to accelerate the computation of 3D graphics, i.e., computing the
3D graphics pipeline. For instance, the Nvidia GeForce 256 released in 1999 intro-
duced the T&L unit which computed transformation and Blinn-Phong per-vertex light-
ing [Bli77] in hardware. On the one hand, the processing power of GPUs started to rise
exponentially. On the other hand, the flexibility of GPUs and their corresponding API,
e.g., DirectX and OpenGL, increased. This resulted in the first programmable GPU: the
Nvidia GeForce 3, introduced in 2001. It allowed manually controlling the transforma-
tion, lighting and texturing of rendered vertices by uploading a small program onto the
GPU – the shader. Later on, these shaders would evolve and equip programmers with
an almost full control over the 3D graphics pipeline.

The GPU: a massively parallel processor. The following nomenclature is based
on Fatahalian [Fat10]. Nowadays, the GPU has become a massively parallel proces-
sor, i.e., a stream processor (see [NVI09]). It favors data processing rather than data
caching and flow control [NVIly]. Thus, it is tailored for highest throughput at the cost
of a higher latency. It consists of hundreds of Arithmetic and Logic Units (ALUs) 1,
which are organized into computing cores 2 (Fig. 2.6). These cores have a small shared
memory and one or more schedulers 3. The shared memory allows the communication
between ALUs and can be used for fast data access. In addition, GPUs have a large on-
chip memory, called video RAM (VRAM), currently ranging between 1GB and 16GB
(2013). Multiple ALUs of a core are processing in parallel a single instruction stream 4.
They run step-by-step through this stream and apply a single instruction onto multiple
datasets (SIMD), e.g., a MAD operation (multiply & add) onto a 32 bit width field.
If the execution is delayed by a complex operation, e.g., when accessing buffers like
textures, the scheduler of the computing cores hides latencies by switching the task,
i.e., the processed instruction stream and the computing ALUs.

This enables the GPU not only to process 3D computer graphics but also highly parallel,
general purpose algorithms such as raycasting a high-resolution 3D terrain on the GPU
(Fig. 2.7). To help with this task, several computational APIs were created: CUDA
which is designed for Nvidia GPUs and OpenCL which is platform independent and
specified by the Khronos Group.

1ALU ≈ Nvidia CUDA core & AMD stream processor
2Computing cores ≈ Nvidia Multiprocessors & AMD SIMD-Engine
3Scheduler ≈ Nvidia warp scheduler
4Instruction Stream ≈ Nvidia warp & AMD wavefront
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Figure 2.6: Example of a modern GPU architecture. The GPU is composed of several comput-
ing cores (gray). Each core processes with their ALUs (green), a shared memory (blue) and a
cache (red) a single instruction stream in parallel (SIMD). Buffers, e.g., textures, are stored in
the main video memory (blue). For faster access they can loaded into the shared memory.

Figure 2.7: The GPU as a general purpose and highly parallel processor: raycasting the
heightmap of a large and high-resolution 3D terrain with CUDA and DirectX [DKW09].

GPU Algorithms. A batch of ALUs processes in parallel the same instruction
stream. If a single of these ALUs takes a diverging path all other ALUs have to wait.
Hence, complex conditional computations should be avoided in GPU algorithms. Fur-
thermore, the computing cores prefers local coherent memory fetches. This enables
the memory controller to group these fetches into a single memory access. Finally,
if an instruction is dependent on a complex operation, e.g., fetching a filtered texture,
pipeline stalls could occur. However, to hide such latency the GPU supports massive
interleaving: the scheduler of the computing cores switches for the processing batch of
ALUs their active instruction stream.
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2.2.1 Rendering Pipeline

The graphics pipeline depicted in Fig. 2.8 describes how a GPU assembles a 2D im-
age from a 3D scene. The virtual camera defines a viewing frustum looking into the 3D
scene. This scene contains primitives which are described by 3D positions, i.e., vertices
in world-space, the coordinate system of the scene (Fig. 2.8, left). Through transforma-
tion and rasterization of these primitives (Fig. 2.8, middle), the GPU generates a series
of pixels filling the 2D screen in window-space, the coordinate system of the screen
(Fig. 2.8, right). The pipeline is composed of distinct steps depicted in Fig. 2.9, with
each step being processed in a highly parallel manner. For further details, refer to the
OpenGL Specification 3.2 [SA09] and the OpenGL Programming Guide [Shr+09].

Computer Graphics Pipeline 

Object Coordinates Eye Coordinates, 
Clip Coordinates 

Screen Space or 
Window Coordinates 

Shaded Fragments Shaded Vertices Primitives Fragments Vertices Framebuffer 

1 
2 3 

4 

5 6 
7 

Vertex Pull & 
Vertex Shader 

Primitive 
Assembly 

Rasterizer 
Fragment 

Shader 
Fragment Post- 

Processing 

Figure 2.8: Computer graphics pipeline: (left) Primitives consisting of vertices are read, trans-
formed and projected. (middle) The rasterizer converts primitives into fragments. (right) These
are processed by the fragment shader, e.g., into colored pixels.

Vertex Puller. Before submitting data to the GPU, we define its interpretation, e.g.,
the primitive type, i.e., point, line, triangle, triangle- or line-strips. This definition is
done with a high-level API like the OpenGL or DirectX API on the CPU. The data is
usually stored as a Vertex Buffer Object (VBO) with indexed vertex data. The vertex
puller takes this data as input and passes it to the vertex processing stage.

Vertex Processing: Vertex Shader. After the vertex attributes are pulled, a vertex
shader processes this data. This stage is fully programmable and computations occur
per-vertex. A single vertex is taken as input and a modified vertex is output. Usually, the
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Figure 2.9: Computer graphics pipeline as specified by OpenGL 3.2 [SA09]. Green stages are
processed by a fixed-function unit which is only partly configurable. Blue stages are completely
programmable, e.g., with a GLSL shader. Streaming out the results of the vertex processing with
transform feedback is optional.

modelview and projection computation are done in this shader program. They project
the 3D positions (vertices) from object-space to clip-space.

Primitive Processing: Geometry Shader. The geometry shader stage is an optional
stage which is fully-programmable. It allows per-primitive computations with optional
adjacency information. It takes as input a single primitive, e.g., a triangle, and can
output up to n primitives, hence, it can remove or create new primitives. This stage
outputs points, line- or triangle- strips. Usually, the geometry shader is used to amplify
each primitive by a fixed amount of geometry, e.g., for particle effects.

Primitive Assembly. This stage converts points, line-strips and triangle-strips to
single primitives, i.e., points, lines or triangles. Optionally, we can stream out the
results of this stage. This is called transform feedback and is used to record for each
primitive all vertex attributes to buffer objects. These buffers can be used as input for
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the next rendering pass or to read back results to the application. Optionally, we can
discard further processing of the graphics pipeline.

Vertex Post-Processing. Afterward, clipping of the primitives to the viewing frustum
occurs. Then, for each coordinate in clip-space, perspective division and a viewport
transformation is applied (for more details, refer to [Shr+09]). This results in primitives
with window-space coordinates, i.e., pixel coordinates.

Rasterizer Stage. The rasterizer converts primitives into fragments, i.e., points lo-
cated in a 2D screen space storing attributes like color and depth. These attributes are
interpolates from vertex attributes over the surface of the primitive. Each generated
fragment will invoke the fragment shader kernel.

Fragment Processing: Fragment Shader. The fragment processing is a fully pro-
grammable stage which is executed per-fragment. It takes as input a fragment with
its 2D window-space position, its depth and linearly interpolated vertex attributes.
Typically, the fragment shader generates color values using texture-mapping and per-
fragment lighting. Optionally, it can completely discard a fragment or change a frag-
ment’s depth.

Per-Fragment Post-Processing. Finally, the stencil and depth-test occur. Typically,
the former enables to limit the rendering area with a mask. The latter applies a config-
urable depth-test. Usually, it checks if the written fragment is occluded by pixels inside
the existing depth-buffer. Then, we can apply blending operations which are config-
urable from the API-side. The results are written to the frame buffer, i.e., a 2D screen
(Fig. 2.8, right), or an off-screen target for further processing, i.e., a 2D image.

2.2.2 The OpenGL API

OpenGL is a cross-language, cross-platform programming interface (API) for rendering
2D and 3D computer graphics. It is widely used on professional workstations, embed-
ded systems and handheld devices. Typically, a GPU achieves hardware-accelerated
rendering of OpenGL scenes. It was released in 1992 by Silicon Graphics Inc. and is
currently managed by the consortium Khronos Group. OpenGL ES defines a stripped
down version of the desktop OpenGL API. It is mainly used on embedded devices, e.g.,
on smartphones and navigation devices. Following a brief description of the evolution
of both APIs, a comparison of OpenGL and OpenGL ES can be found in Table 2.2.2.
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OpenGL. Released in 2008, OpenGL 3.0 introduced with GLSL fully-programmable
vertex and fragment shader. OpenGL 3.2 was released in August 2009 and added the
optional geometry shader stage. This version of the OpenGL API will be used through-
out this thesis for the implementation of our GPU algorithms.

OpenGL ES. OpenGL ES 2.0 was publicly released in March 2007 and made GLSL
shader programming mandatory. OpenGL ES 3.0 was released in August 2012 and
was derived from OpenGL 3.0 [Lip13]. The main difference is the missing geometry
shader.

Version Vertex & Fragment Shader Geometry Shader Transform Feedback Depth Textures

OpenGL 3.2 yes yes yes yes

OpenGL ES 3.0 yes no yes yes

OpenGL ES 2.0 yes no no no

Table 2.1: Comparison of the available features of OpenGL and OpenGL ES.

All presented algorithms can be processed without the geometry shader, hence, can be
run on embedded hardware supporting OpenGL ES 3.0. The cartographic roads pre-
sented in Chapter 3 use depth textures and vertex, fragment and geometry shaders. The
force-based labeling approach from Chapter 4 uses vertex shaders and transform feed-
back. The visibility enhancements for city labels in Chapter 5 use vertex and fragment
shaders and depth-textures. Finally, the procedural orthoimages from Chapter 6 are
created using fragment shaders.
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2.3 Evolution of Map Visualization

In 1998, Al Gore envisioned a “Digital Earth” featuring a multi-resolution 3D visual-
ization of the earth [Gor98]. Scientists, policy-makers and children alike would be able
to navigate through time and space. It would enable them to find, display and under-
stand vast amounts of georeferenced physical and social information. Today, most of
the elements of this vision are accessible [GGABB+12], e.g., with the 3D map viewer
Google Earth, which has been downloaded over a billion times. In the following sec-
tion, we will first present, with selected examples, the evolution of 3D map viewers in
GIS. Then, we will show the history of automotive navigation systems and focus on the
evolution of their respective map viewer.

2.3.1 3D Map Viewers for Virtual Globes

Starting from 2000, the increased availability of 3D graphics cards in standard PCs
accelerated the development of 3D map viewers.

Google Earth. EarthViewer 3D from Keyhole was publicly presented at the SIG-
GRAPH 2001 conference [And01]. It allows seamless zooming from earth, seen from
outer-space, to a city’s neighborhood (Fig. 2.10(a)). It features low-resolution satellite
imagery 5, a DEM, labels, roads and POIs. Furthermore, Keyhole developed the Key-
hole Markup Language (KML) to describe georeferenced vector or raster data. KML
became an international standard of the Open Geospatial Consortium in 2008 [Ogc]. It
has since become a vastly used format, e.g., for scientific uses, and has contributed to
the popularity of Google Earth [BC11]. After the acquisition of Keyhole by Google, the
map viewer was released 2005 as freely available software named Google Earth version
3.0. On top of the former EarthViewer features, it displays gray, extruded 3D footprints
for selected US cities. Version 4.0 (2007) introduced whole cities as a photo-realistic
textured 3D city model. Version 5.0 (2009) displays bathymetry and historical satellite
imagery, which in turn made a further step towards the Digital Earth vision [Gor98].
Finally, in version 6.0, 3D trees are seeded according to land-cover information. Since
its beginning, Google Earth has become the most popular viewer for geographic data
exploration (Fig. 2.10(b)).

5≈ 1 km horizontal resolution
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(a) (b)

Figure 2.10: 3D visualization of the Coit Tower, USA, with (a) Keyhole EarthViewer (2002)
and (b) Google Earth 5.0 (2010). Notice the low-resolution satellite imagery and DEM, and the
missing 3D city model in 2002.

NASA World Wind. In 2004, NASA released with World Wind an open-source
alternative to Google Earth (Fig. 2.11(a)). It uses public domain data and displays DEM
(SRTM, ASTER), landmarks, country borders, road networks (OpenStreetMap) and
freely available satellite imagery (Blue Marble, Land Sat 7). It is highly customizable:
the user can easily add information layers defined by WMS and include add-ons to
display e.g., POIs and high-resolution imagery.

ArcGIS. ArcGIS is a commercial application suite created by ESRI. It is the es-
tablished software for scientific GIS processing and visualization. Released in 1999,
ArcView GIS 3 allows to display limited 3D scenes (e.g., a TIN) using the ArcView
3D Analyst Extension. ArcGIS 9.0 (2003) features ArcGlobe to visualize continuous
data over the globe [Env04]. It supports the 3D visualization of raster, terrain and
vector datasets. Vector data, i.e., point, line, polygon and 3D objects, can be mapped
accordingly onto the DEM (Fig. 2.11(b)).

Further Examples. Further well-known map viewers are Nokia’s HERE maps, Mi-
crosoft Bing Maps (Virtual Earth) and Autodesk InfraWorks.

Current Trends. Over the last decades, GIS have been expensive and reserved
as tools for scientific experts. Nowadays, map viewers for virtual globes have made
the exploration of worldwide geographic data ubiquitous. In 2008, Elvidge states that
“Thanks to virtual globes, the number of people who are viewing, exploring and pro-
ducing geospatial data is heading from the thousands to the millions and on towards the
billions.” [ET08] We use them in navigation systems, for education or news purposes
and for a whole range of location-based services.
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(a) (b)

Figure 2.11: (a) NASA World Wind displaying Blue Marble satellite imagery. (b) ESRI Arc-
Globe visualizing population density encoded to colored 3D bars.

The following trends emerge: First, map viewers for virtual globes can be started on
every device using web-based technologies such as WebGL, JavaScript and HTML5
(see e.g., OpenWebGlobe [CNL12] and Cesium [SOCRP+13]). Second, one of the next
challenges is the fusion of street level data with global data, e.g., street view images,
3D city models and high-resolution satellite imagery. Finally, crowd-based approaches,
which were for a long time seen as a holy grail for data acquisition, are slowly being
replaced by enhanced automatic methods to create a more uniform representation, e.g.,
for continuous 3D landscapes.

2.3.2 Map Viewers for Digital Automotive Navigation Systems

The first digital automotive navigation system called Etak the Navigator was introduced
in 1985 [Eis85]. Depicted in Fig. 2.12(a), it featured a green vector display showing
the road network and the car’s current position (CCP). These digital maps were stored
as vector data (refer to Section 2.1.2) onto cassette tapes. The positioning of the driver
was done with a dead-reckoning approach [ZH86]. The TravTek system followed 1992
and was used in Oldsmobile rental cars [Mat92]. Its usage was limited to Florida but it
already displayed 2D colored maps. These included POIs (yellow pages) and real-time
traffic information. For navigation it showed the current route, a destination symbol
(Fig. 2.12(b)) and guidance arrows (Fig. 2.12(c)). However, it did not display land-
cover information, e.g., woods and seas. Then, similar after-sales systems started to
appear, e.g., the Guidestar in 1994. Released in 1996, Sony’s NVX-F160 featured
more detailed land-cover with sea and wood areas.
In 2000, the United States made a more accurate GPS signal available for civilian use.
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(a) (b) (c)

Figure 2.12: (a) Etak Navigator (1985), the first digital automotive navigation system displayed
the road network and the current position (courtesy of Don Cooke). (b,c) TravTek (1992),
introduced a colored map, the current route, POIs, real-time traffic. (b) displays the route map
and (c) the guidance map. (note: colored figures are not available)

This enhanced the positioning precision in the map and boosted the development of
navigation systems. In the year 2002, the Destinator 2 from PowerLOC Technologies
for PocketPC was released [Bur02]. It was the first system to display a 2.5D 6 birds-
eye-view (Fig. 2.13(a)). However, street names and land-cover were missing in the
2.5D mode. This was remedied the same year by the TomTom Navigator 2 [Bur03]
(Fig. 2.13(b)). Then in 2004, the Kenwood HDV-910 [Nav04] introduced satellite im-
agery in selected regions (Fig. 2.13(c)). It stored about 60GB of images using a lossless
compression. Their color tone was dynamically changed to match the current seasonal
sky [Lev04].

(a) (b) (c)

Figure 2.13: (a) Destinator 2 from PowerLOC Technologies (2002) is the first system to display
a 2.5D birds-eye-view map. (b) TomTom Navigator 2 (2002) enhances the 2.5D view with land-
cover and POIs. (c) Kenwood HDD navigation HDV-910 (2004) introduces satellite imagery.

62.5D: perspective projection of a tilted 2D map
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In the year 2007, the Samsung STT-D370 for the Korean market created the first
3D navigation system to display photo realistic city maps (Fig. 2.14(a)). 2008, the
Nav’n Go iGO8 7 featured photo realistic 3D landmarks, buildings and a DEM [RJ08]
(Fig. 2.14(b)). In the 3D birds-eye-view, the 3D objects are made transparent if they
occlude the view onto the current position. The same year, these features were also in-
troduced by Audi in the MMI Navigation Plus and by BMW in the iDrive Professional
Navigation system.

(a) (b)

Figure 2.14: (a) Samsung STT-D370 (2007) for Korea was the first to display photo realistic
3D city maps. (b) Clarion Map 780 (2008) introduced 3D landmarks, buildings and a DEM.

In 2009, the Navigon 8410 introduced photo realistic 3D cities to the European mar-
ket [Nav09]. It featured textured buildings, roads with marked lanes and details like
trees (Fig. 2.15(a)). However, most included building textures are generic with only few
matching facades. Finally, 2011 Audi integrated Google Earth into their cars [Qua09].
The satellite and DEM data are streamed at runtime from Google’s back-end server.
If an Internet connection is available and fast enough, this enables high resolution im-
agery for the entire world. The CCP, route and road network is overlaid onto the DEM
of Google Earth using KML (Fig. 2.15(b)).

Current Trends. Navigation software for mobile phones are replacing personal nav-
igation devices (PND) and are becoming an (almost) free commodity, e.g., with Google
Navigation, HERE Navigation and Skobbler. Pre-integrated solutions in cars only cre-
ate an advantage through a tight integration with the vehicle infrastructure. For exam-
ple, the visualization can be expanded into the growing amount of on-board displays,
e.g., the windshield, dashboard and instrument cluster (Fig. 2.16). A tightly integrated
navigation system can display imminent information in the windshield and the next
maneuvers can be shown in the instrument cluster. Finally, information helping the

7Nav’n Go iGO8 was also integrated into the Clarion MAP780/680 [Cla08] navigation systems.
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(a) (b)

Figure 2.15: (a) Navigon 8410 features complete 3D city models for the European and US
market. (b) Audi A8 streams high-resolution satellite imagery from Google’s back-end server
(courtesy of AUDI AG).

orientation of the driver can be shown in the central display, e.g., on the dashboard.
Therein, visualization of real-time map information is becoming a reality, e.g., through
the fusion of mobile phone and car data acting as probes for real-time traffic informa-
tion [WB08]. As such, map viewers are real-time browsers of georeferenced informa-
tion. This application becomes even more important with electric cars, as checking the
driving range and finding the next power source becomes a vital asset.

Figure 2.16: Fully integrated displays in modern cars assist the driver to perform interactive
tasks [TBK06]. (top) The Head-Up-Display in the windshield helps performing the primary
task, i.e., driving. (bottom left) The instrument cluster assists secondary tasks, e.g., activating
turning signals or displaying guidance information. (bottom right) The dashboard assists tertiary
tasks, i.e., entertainment, orientation or information, e.g., searching POIs.



26 CHAPTER 2. FUNDAMENTALS

2.3.3 Cartographic Map Visualization Techniques

Images of rendered 3D worlds can become too complex for navigation and spatial infor-
mation browsing tasks, e.g. when displaying virtual photorealistic 3D city models. The
visual complexity can be reduced by multiple measures: simplification and generaliza-
tion, a cartographic rendering, focus+context techniques, and selection and filtering of
features.

Generalization and Simplification. Single features of the world can be rendered
with cartographic techniques, i.e. symbolization, generalization of the geometry and/or
the corresponding textures [PSTD12]. A geometric simplification could involve the
cell-based generalization of 3D city models [GD08b; GD09] and replacing photorealis-
tic trees with coarse surrogates or even symbols. Furthermore, the road network could
be simplified to create easily understandable destination maps [KABSC10]. A tex-
ture simplification technique could be achieved by simplifying orthoimages [SKD10],
rendering forests as symbols [STKD12] or through a cartographic rendering of water
surfaces [SKTD13].

Cartographic Rendering. These approaches can be combined to simplify the over-
all look and create a simplified rendering style of the 3D geovirtual world, i.e. a carto-
graphic visualization. This is achieved e.g. with a stroke-based rendering of terrain [BS-
DSW04], a cartographic rendering of landmarks [EPK05] or a non-photorealistic ren-
dering (NPR) of 3D city models [DBNK05; DB05]. Such a rendering style helps to
acquire the attention of users [SD04] and improves navigation tasks [PC08].

Focus+Context. On top of a cartographic visualization, focusing techniques could
be applied to direct the user’s focus of attention on important features. This can be
achieved through the use of information lenses [Döl05], route zooming [QWCWC09],
detail lenses [BMWW14], 3D city generalization lenses [TGBD08], a selective Depth-
of-Field effect, and general highlighting techniques [TBPJ10]. Further focus+context
techniques can be found in Chapter 5.3.

Selection and Filtering. Finally, an intelligent filtering of features visible in the
3D world could drastically reduce the cognitive load. Based on the current context,
important 3D landmarks [GD08a], labels, and POIs could be selected. The selection
process could be further enhanced by a recommender system.



Chapter 3

High-Quality Cartographic Roads on
High-Resolution DEMs

Figure 3.1: Cartographic rendering of roads in Vorarlberg, Austria, and in Munich, Germany.

The efficient and high quality rendering of complex road networks—given as vector
data—and high-resolution digital elevation models (DEMs) poses a significant problem
in 3D geographic information systems. As in paper maps, a cartographic representation
of roads with rounded caps and accentuated clearly distinguishable colors is desirable.
On the other hand, advances in the technology of remote sensing have led to an ex-
plosion of the size and resolution of DEMs, making the integration of cartographic
roads very challenging. In this work we investigate techniques for integrating such
roads into a terrain renderer capable of handling high-resolution datasets. We evaluate
the suitability of existing methods for draping vector data onto DEMs, and we adapt
two methods for the rendering of cartographic roads by adding analytically computed
rounded caps at the ends of road segments. We compare both approaches with respect
to performance and quality, and we outline application areas in which either approach
is preferable.

27
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3.1 Introduction

Figure 3.2: Cartographic rendering of road maps using vivid colors and dark edges to achieve
a high visual contrast to the underlying terrain.

Geographic Information Systems (GIS) store, analyze and visualize geo-referenced
data (see Section 2.1). Road networks, land usage regions and selected points of in-
terest are usually stored as vector data (see Section 2.1.2). In urban planning, cartogra-
phy, and for navigation purposes, the visualization of roads on digital terrain models
plays an important role [Döl05]. GIS engines should be able to handle and display such
vector data efficiently and at high quality. A bare and uncluttered visualization as in
paper maps is desirable. This cartographic representation of roads requires vivid col-
ors, dark edges, rounded caps and runtime scaling of road width [Kra00; RMMKG95].
Dynamic scaling allows the perception of roads at every distance. In a cartographic
rendering, roads are tinted using vivid colors to distinguish them from the underlying
terrain. Associating different colors to each type of road induces an automatic cogni-
tive grouping of similar roads [Kra00]. In addition, dark edges around roads add visual
contrast [RMMKG95]. Examples of such cartographic representations are shown in
Fig. 3.2(a) and 3.2(b). An additional aspect of a cartographic representation are rounded
caps at each road segment. This avoids the appearance of cracks between segments and
makes the visualization more appealing by introducing smooth endings and avoiding
undesirable angular corners.

Another important information layer in GIS is the digital elevation model (DEM). It is
usually given as raster data defining a 2.5D height map (see Section 2.1.2). Since the
resolution and size of these DEMs are increasing rapidly, rendering approaches must
be capable of dealing with TBs of data and gigantic sets of primitives that have to be
displayed at high frame rates. To cope with these requirements, visualization tech-
niques employ adaptive Level-of-Detail (LOD) surface triangulations [LKRHF+96]
and data compression, combined with sophisticated streaming and pre-fetching strate-
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gies [DSW09]. In such scenarios, the combined visualization of roads and a high-
resolution DEM in a single visualization engine becomes a challenging task.
The main contribution is a method for rendering cartographic roads with rounded caps
on high-resolution DEMs. We extend existing vector draping methods by introducing
the possibility to compute caps analytically, thus avoiding an explicit triangulation. In
this way we achieve a high-quality appearance without increasing the number of geo-
metric primitives to be rendered. Furthermore, we introduce screen-space road outlines,
runtime width scaling, and correct treatment of road intersections.

We have integrated our method into a tile-based terrain rendering engine. During pre-
processing, this engine builds an multiresolution pyramid for both the DEM and the
orthoimage. It then partitions each level into square tiles, creating a quad tree. Each tile
stores a Triangulated Irregular Network (TIN) representation of the DEM along with
the orthoimage During runtime, tiles are chosen based on a maximum allowed screen-
space error. In combination, this enables interactive 3D browsing of high-resolution
terrain data with superimposed cartographic roads.

3.2 Related Work

Terrain Rendering. Terrain rendering approaches using rasterization have been
studied extensively over the last years. They employ the GPU to render large sets
of polygonal primitives, and they differ mainly in the hierarchical height field represen-
tation used. There is a vast body of literature related to this field and a comprehensive
review is beyond the scope of this thesis. However, Pajarola and Gobbetti [PG07]
discuss the basic principles underlying such techniques and provide many useful algo-
rithmic and implementation-specific details. A thorough discussion of terrain rendering
issues that are specifically related to high resolution fields is given in [DSW09].

Vector Data. The mapping of vector data on DEMs is an active research subject.
The existing methods can be broadly classified into geometry-based, texture-based and
shadow volume-based approaches.

Geometry-based. These methods generate and render separate primitives for the
vector data. As the sampling frequency of the vector data generally does not match
the triangulation of the underlying terrain, an adaption to the terrain triangulation and
its LOD scheme is necessary. Because of this pre-process, geometry-based algorithms
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are strongly tied to the terrain rendering system and usually only allow static vector
data [ARJ06; SGK05; WKWRF03].

Texture-based Approaches. Texturing techniques map the vector data onto a DEM
in two steps: first, the data is rendered into offscreen textures either at runtime or in
a pre-process. Afterwards, these textures are overlaid onto the terrain using texture
mapping [DBH00]. This approach does not produce any aliasing artifacts thanks to
hardware-supported texture filtering. Additionally, these methods are independent of
the underlying terrain triangulation algorithms.
Static texturing methods provide high performance, but do not allow runtime changes
of rendering parameters. Further problems occur at large zoom factors, as only lim-
ited resolution textures can be pre-computed—there is an inherent tradeoff between the
memory requirements and the obtainable quality [DBH00]. Therefore, Kersting and
Döllner [KD02] combine this approach with on-demand texture pyramids: associat-
ing each quadtree region with an equally sized texture allows on-the-fly generation of
appropriate textures. Dynamic vector data can be visualized if these textures are cre-
ated in each frame. However, this severely impacts performance, as many render target
switches are needed. To overcome this, Schneider et al. [SGK05] introduce an approach
using a single reparameterized texture for the vector data, analogously to perspective
shadow mapping (PSM) [SD02]. As in PSM, some aliasing artifacts occur.
Bruneton and Neyret [BN08] present an approach that adapts the terrain heightfield to
constraints imposed by the vector data (e.g., to enforce locally planar roads). Their
method works only on regular meshes and would be difficult to generalize to our TIN-
based terrain system. It is also not feasible for high-resolution terrain data. Addition-
ally, an adaption of the heightfield is only necessary if the terrain resolution is insuffi-
cient to resolve such constraints, or if real-time editing is desired.

Shadow volume-based Approach. This approach, recently introduced by Schnei-
der and Klein [SK07], uses the stencil shadow volume algorithm to create pixel-exact
draping of vector data onto terrain models. A stencil mask is created by extruding poly-
gons along the nadir and computing the screen-space intersection between the created
polyhedra and the terrain geometry. Using this mask, a single colored fullscreen quad
is drawn. For each color, a separate stencil mask has to be generated. However, as the
number of different vector data colors is typically small, this is not a major problem.
The approach does not require any pre-computations and is thus completely indepen-
dent of the terrain rendering algorithm. A similar approach was introduces by Ohlarik
and Cozzi [OC11]. Instead of creating volumes, they create triangle walls by extruding
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the polyline. In the fragment shader, they use the depth and silhouette of the DEM to
generate one pixel-width lines projected onto the terrain.

Parametrized surfaces. Large numbers of similar primitives can be rendered ef-
ficiently using analytic methods. The main goal is to reduce bandwidth requirements
when displaying a large amount of similar elements. Splatting objects to quadrangular
approximations and solving their raycasting equation enables GPU-accelerated visual-
ization of glyphs. By using parametrized surfaces, implicit surfaces are generated. For
instance, tensor fields can be visualized by ellipsoids [Gum03], solving intersection and
shading equations on the GPU. Finally, an implicit generation of hyperstreamlines is
done by using a GPU-based sphere tracing with oriented ellipsoids [RBEHE06].

Our goal is to render cartographic roads on a high-resolution DEM. Continuous road
scaling is a prerequisite, which makes texture-based approaches unsuitable. Likewise,
a runtime triangulation of roads to match the DEM is not feasible, so most existing
geometry-based approaches are not usable in our case. We chose to use the shadow vol-
ume approach, as it does not require a pre-process and thus allows for runtime scaling
of roads. It also provides pixel-exact projections. As a simpler and faster alternative, we
also investigate a geometry-based approach where we adapt only the road centerlines
to the DEM, so road scaling remains possible.

3.3 Cartographic Roads

In GIS, roads are usually stored as vector data, i.e., as a collection of 2D polylines.
One possibility to visualize such data is to convert the vector data into geometric prim-
itives that are rendered on top of the terrain. However, a naive extrusion of each line
segment to a quad results in the appearance of cracks between segments. The higher
the curvature of a polyline, the more these cracks become visible. Two pragmatic so-
lutions exist: filling the holes with additional triangles (Fig. 3.3(a)) or connecting the
corners of adjacent quads (Fig. 3.3(b)). Both solutions are only possible if adjacency
information is available. In real datasets, however, this information is commonly in-
complete. Fig. 3.4 shows an example from a real dataset where one continuous road is
represented by several individual polylines, resulting in cracks between adjacent road
segments where the polylines meet. We therefore choose a robust and elegant solution,
which draws caps to avoid the appearance of cracks (Fig. 3.3(c)) and does not require
adjacency information.
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(a) Extra triangle (b) Moving corners (c) Rounded caps

Figure 3.3: Methods for removing cracks between quads.

(a) Cracks (b) Fixed with caps

Figure 3.4: Cracks occur because of missing adjacency information.

In addition to filling cracks, this approach generates visually pleasant smooth road end-
ings (Fig. 3.5, top). It also naturally handles sharp turns in a road (Fig. 3.5, bottom).
Many major navigation systems visualize roads using rounded caps, for example in
Nokia Maps, Apple Maps, Google Maps, Navigon and TomTom. It has become a de-
facto standard technique when rendering cartographic roads [Nds]. A naive method for

(a) No rounded caps

(b) With rounded caps

Figure 3.5: Quality improvement with rounded caps.

rendering caps is the triangulation of a half-circle, leading to a large number of addi-
tional triangles per segment. Furthermore, the discrete triangulation becomes visible at
large zoom factors. In the following sections, we present two methods that allow using
perfectly round caps while avoiding an increase of the triangle count.
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3.4 Geometric Approach

Our first method renders cartographic roads using a geometry-based approach. From
the initial polyline representation of a road, we individually process each line segment
defined by successive vertices. In a pre-process, these lines are clipped against the
terrain mesh in 2D, inserting additional vertices at each intersection (Fig. 3.6). For
more details on this pre-process, see Section 3.6.1.

(a) Incorrect mapping of a road
(gray vertices); problematic ar-
eas are marked by spirals

(b) Correct mapping of the road us-
ing additional vertices (red)

(c) Top-down view with additional
vertices

Figure 3.6: Geometry-based mapping of roads onto a terrain mesh.

To render rounded caps, we do not explicitly triangulate half-circles at the beginning
and the end of each road segment. Instead, we render a single quad encompassing an
entire road segment and evaluate the caps analytically in a shader program [Gum03]
(Fig. 3.7).

(a) Line segment i (b) Generated quad (c) Analytical caps

Figure 3.7: Analytical evaluation of rounded caps on a base quadrilateral.

We use the endpoints Pi and Pi+1 of each line segment and the tangent~ti to generate a
quad encompassing both capped ends (Fig. 3.7(a) and (b)). From the tangent vector~ti =
(ti,x, ti,y) we obtain the normal~n as

~n = (−ti,y, ti,x).
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With~ti,~n, and the road width w, we compute the two displacement vectors

~t ′ = 0.5 ·w ·~ti , ~n ′ = 0.5 ·w ·~n.

With these, we finally compute the four corners

Qi0 = Pi +~n ′−~t ′ , Qi1 = Pi−~n ′−~t ′ ,

Qi2 = Pi+1 +~n ′ +~t ′ , Qi3 = Pi+1−~n ′+~t ′.

The caps are cut out of the generated quad in a pixel shader. We create a normalized
local coordinate system inside both caps [RBEHE06], which allows determining those
fragments of a quad that are outside the cap and have to be discarded (Fig. 3.7(c)).
Given points P0, P1, the ratio h between their distance d = P0P1 and the cap radius w

2 is
given by

h =
w

(d +2 · w
2 )

=
w

d +w
.

Equipped with h, we generate the local coordinates inside the caps with

xcap =
|x|−1

h
+1 , ycap = |y|.

If xcap > 0, the fragment lies inside the cap area (the red area in Fig. 3.7(c)). If x2
cap +

y2
cap > 1.0, it is outside of the half circle that builds the cap, and is discarded.

3.5 Shadow Volume Approach

Our second algorithm is an extension of the shadow volume-based approach introduced
by Schneider and Klein [SK07]. We extrude the road geometry along the nadir and
apply a stencil shadow volume algorithm [Cro77; Hei91]. Thus, we compute the in-
tersections between the extruded roads with the terrain geometry, resulting in per-pixel
accurate projections onto the terrain. Similar to the approach described in Section 3.4,
we extend this algorithm by adding analytic rounded caps. We enlarge the geometry
of each line segment to encompass the caps, and construct a local coordinate system
that allows us to determine the fragments lying inside or outside the cap area. In the
inside area, we analytically evaluate the caps via an intersection test between a ray and
a cylinder and compute the depth value of the intersection point to be used during the
depth test.
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3.5.1 Intersection

From the camera position O, the fragment position F , and the view direction~v = (F−
O)/ |F−O| we construct the view ray R = O+ t~v. Given such a ray, the intersection of
the ray with the cylinder spanned by the cap can be computed. Because the cylinder is
always aligned with the z axis (the nadir), we can replace the 3D ray-cylinder test by
a 2D ray-circle test in the xy plane (Fig. 3.8). A circle with center C and radius r is
defined by the equation

(X−C)2 = r2.

Inserting the ray R into this equation with~c := O−C yields

((O+ t~v)−C)2 = (~c+ t~v)2 = r2.

Expanding this results in the quadratic equation

(~v ·~v) t2 +2 (~v ·~c) t +(~c ·~c− r2) = 0.

Solving for t gives the discriminant

d = 4 (~v ·~c)2−4 (~v ·~v) (~c ·~c− r2).

If d ≤ 0, there is none or only a single solution to the quadratic equation. This means
that the ray does not hit the cap at all, or just grazes it. In this case, we discard the
fragment. Otherwise, we get

t1/2 =
−2 (~v ·~c) ±

√
d

2 (~v ·~v)
.

For front faces, min(t1, t2) is the correct solution, for back faces it is max(t1, t2).

So far, we have assumed that the road geometry is extruded toward infinity to generate
the shadow volumes. Since this is wasteful in terms of rasterization fill rate, we consider
the height field for limiting the extent of the shadow volumes. Assuming the terrain
being partitioned into tiles, it is sufficient to extrude each line segment only within the
extent of the bounding box of the tile it belongs to. Therefore, the intersection algorithm
has to be extended to handle the top and bottom sides of the extruded polyhedron: If the
2D distance between F and C is smaller than the cap radius (which can only happen for
fragments belonging to the top or bottom side), F already gives the final intersection.
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3.5.2 Numerical Precision

The algorithm as presented so far suffers from problems caused by limited numerical
precision. One such problematic situation is depicted in Fig. 3.8: The intersection be-
tween each ray and the cylinder is computed twice, once for the front face of the bound-
ing box (corresponding to F0 in the figure) and once for the back face (corresponding
to F1). The ray direction is computed as F0−O and F1−O, respectively. Because of
small perturbations in F0 and F1, which are caused by the limited precision of the in-
terpolation hardware, one of the intersection tests may report an intersection while the
other one does not. This results in inconsistent output causing visible artifacts.

Figure 3.8: Numerically problematic ray-circle intersection.

In order to achieve consistent results, we compute both intersections in the same shader
invocation: We render the geometry with front face culling enabled, and analytically
compute the entry point into the bounding box of the extruded road. We then compute
both intersections between the ray and the road as described above. This results in two
depth values z0, z1 that need to be compared to the terrain depth zt . We therefore replace
the regular depth test with a custom two-sided test: zt is read from a texture created as
a secondary render target during the terrain rendering pass. If z0 < zt < z1, then the
road volume intersects the terrain geometry; otherwise, we discard the fragment. Two
beneficial side effects of this approach are that only half the amount of geometry needs
to be rasterized compared to the naive approach, and that in contrast to the original
shadow volume algorithm it does not require the rendering of full-screen quads to color
the intersections.
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3.6 Implementation Details

In our proposed GIS engine, we visualize vector data from the OpenStreetMap project
[Ope] (Chapter 2.1.3). Road networks are stored as a collection of polylines. Each
polyline has a functional road class (FRC) [Tal96], defining a distinct width and color.
For efficient data management at runtime, we partition the vector data into quadtree
tiles, similar to the terrain data. Inside each tile, roads are stored sorted by their FRC.

3.6.1 Geometry Clipping

To avoid an incorrect mapping of roads onto the DEM in the geometric approach as
in Fig. 3.6(a), we apply a pre-process where the centerline of each road segment is
clipped against the terrain mesh in 2D. Additional vertices are inserted at each inter-
section (Fig. 3.6(c)). However, finding the exit point of a line in a triangle by line-line
intersection tests with the triangle edges provides poor numerical stability. We therefore
perform these calculations in barycentric coordinates as illustrated in Fig. 3.9.

Figure 3.9: Computing line – triangle edge intersections.

We trace a line from point P along the normalized vector~v in the triangle defined by the
vertices T0, T1 and T2. The change in the barycentric coordinate λ2 of P with respect to
T2 is given by the signed distance moved along ~a0 divided by the distance d0 of T2 from
~e0, where ~a0 is a normalized vector perpendicular to ~e0 and pointing inside the triangle.
When moving along ~v, this becomes (~a0 ·~v)/d0. If this value is larger than zero, ~v is
pointing away from ~e0 and we skip this edge. Otherwise, the maximum distance x0 we
can move along~v before we hit ~e0 is given by

x0 =
λ2d0

~a0 ·~v
.

This can be done analogously for the other edges to compute x1 and x2; the smallest of
these provides the actual exit point where an additional vertex is inserted.
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3.6.2 Geometry Z-Offset

Even after adapting the roads to the terrain, z-fighting artifacts occur when using the
geometric rendering approach (Fig. 3.10). Most of these artifacts can be resolved by
an additional scaling of the vertices Pi in view space. The vertex transformation thus
becomes

proj(Pi) = Pi ·W ·V · (1−α) ·P,

where W, V and P are the world, view, and projection matrices, respectively, and α is
a small value > 0 (we used 0.02). In contrast to an offset in world space, this approach
does not cause roads to hover when viewed from up close.

(a) Artifacts where roads intersect with triangu-
lated terrain

(b) Resolving artifacts by z-offset

Figure 3.10: Z-fighting between roads and the terrain geometry.

3.6.3 Cartographic Rendering

Scaling. In cartographic rendering, roads should be visible at all zoom levels. There-
fore, while zooming out our system scales the roads’ widths continuously. The scaling
factor is determined by the distance to the viewer. To avoid that roads close to the
viewer become too wide, we only scale roads that are further away from the user than
a given distance threshold (Fig. 3.11).

Intersections. At crossroads or junctions, multiple roads of potentially different
FRCs overlap, resulting in visible artifacts caused by additive blending. To resolve this
problem, we draw roads into an offscreen render target without blending, in increasing
order of importance.
The same approach allows for an easy integration of multi-colored roads by drawing a
road multiple times with different widths and colors. This increases the geometry count
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(a) No scaling (b) Constant scaling (c) Distance-based scaling

Figure 3.11: Scaling of road width. Without scaling, distant roads become too narrow (left).
A constant scale makes close roads too wide (middle). Distance-based width scaling gives
satisfactory results (right).

proportionally to the number of colors, but since typically only a few important roads
use multiple colors, this is acceptable. Fig. 3.12 demonstrates the correct handling of
intersections of roads with different FRCs, including a two-color motorway.

Figure 3.12: Correct handling of road intersections.

Outlines. To distinguish cartographic roads from the underlying terrain, we add dark
edges around roads to increase contrast [RMMKG95]. To detect edges in screen space,
we use a 3× 3 or 5× 5 kernel to find the local maximum road intensity αmax around
each fragment. The road intensity is the road opacity for pixels which are covered
by a road, and 0 otherwise. The difference αmax−αcurrent defines the resulting edge
intensity. Fig. 3.13 demonstrates the increase in visibility achieved by using outlines
around roads.
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(a) Without outlines (b) With outlines

Figure 3.13: Improving visibility by using dark outlines.

3.7 Results

We have tested the proposed algorithms using three high-resolution datasets:

• A DEM of the US State of Utah, covering an area of about 276,000 km2 at a
geometric resolution of 5 m. The road dataset contains about 6,839,000 vertices
(216 MB).

• A DEM of Bavaria in Germany, covering an area of about 70,500 km2 at a ge-
ometric resolution of up to 80 cm. The road dataset contains about 5,697,000
vertices (151 MB).

• A DEM of the Vorarlberg region in Austria, covering an area of about 4,760 km2

at a geometric resolution of 1 m. The road dataset contains about 213,000 vertices
(7 MB).

The size of the terrain data including orthoimages is around 1 TB per dataset. We
therefore use an out-of-core visualization system capable of handling arbitrarily large
datasets. The pre-processing step for the geometric approach (see Section 3.6.1) in-
creased the size of the road data by about a factor of ten in all tested cases. Note that
for the shadow volume approach, this step is not required.

Performance. All performance measurements were taken at a display resolution of
1600×1200 on a PC with Windows Vista, a 2.66 GHz Intel Core 2 Quad CPU, 8 GB
of RAM and an ATI Radeon HD 5870 GPU (driver version 10.6). The results can be
seen in the following Fig. 3.14.

The graph in Fig. 3.14(a) shows the frame rate during a recorded flight over the medium-
resolution DEM of Utah at an average speed of about 1750 m/s. When rendering ge-
ometric roads (GEO), the maximum (average) performance drop is about 30% (26%)
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Figure 3.14: Benchmark of GEO and SV in the medium-resolution DEM of Utah and the
high-resolution dataset of Bavaria.

compared to rendering the terrain without roads. The highest performance impact oc-
curs over Salt Lake City (far right in the graph). This area contains a dense road network
and only a small amount of terrain geometry, as buildings are not included in the height
field. The additional rendering of rounded caps does not significantly influence the per-
formance.
For shadow volume-based roads (SV), the maximum (average) performance drop is
around 40% (35%) without and 55% (42%) with rounded caps. Breaking the numbers
down to the sole rendering of roads, SV with caps is about 1.4 times as expensive as
without caps.
The visual quality produced by both techniques is identical at most locations in Utah.
Therefore, GEO is preferable because of its higher performance.

Fig. 3.14(b) shows the frame rates during a flight over the high-resolution dataset of
Bavaria at an average speed of about 950 m/s. In this scenario, the performance of all
approaches is very close; the average cost is between 33% and 43%. Even though GEO
often requires many more triangles (up to about 3 million) than SV (≤ 1M) because of
the adaption to the terrain mesh (which itself uses up to about 35M triangles), GEO is
still slightly faster. Thus, the GPU is more limited by shading computations than by
the geometry throughput. However, GEO can often not provide an adequate mapping
on such high-resolution terrain data (Fig. 3.15). Therefore, SV is preferable for such
fine-grained DEMs.

The Vorarlberg dataset has a similar geometric resolution as the Bavaria dataset, but
the road network is much more sparse. Regardless of which algorithm is chosen for
rendering roads, the highest performance impact amounts to only 15%. However, as in
Bavaria, GEO cannot provide adequate quality.
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(a) Geometric (b) Shadow volume (c) wireframe

Figure 3.15: Comparison of our draping algorithms on high-resolution terrain.

Matching. We should note that in many situations the vector dataset did not exactly
match the terrain data, i.e., there was a certain offset between the vector data roads and
roads in the orthoimages. These problems frequently occur in cities or forests, where
even a slight offset causes a road to be projected onto a building or a tree. GEO fails
to produce any reasonable results in this case (Fig. 3.16(a)); SV produces a technically
correct but not very useful projection (Fig. 3.16(b)). This is a problem of the data rather
than the draping algorithm. An additional pre-processing step could match the vector
data to the terrain and its orthoimages.

(a) Geometric (b) Shadow volume

Figure 3.16: Artifacts caused by a mismatch between terrain and vector data.

Comparison. Our method presents a marked improvement over several commercial
GIS systems. For example, Google Earth 6.2 uses a simple geometric approach without
adaption to the terrain and therefore does not achieve a correct projection of roads onto
the DEM. It also does not provide correct road intersections and does not support multi-
color roads or outlines. ArcGIS 10.0 rasterizes vector data into textures which are
overlaid onto the terrain, similar to the orthoimages. This results in a correct projection
and correct behavior at road intersections. However, a dynamic scaling of road widths
is not possible, and multi-color roads or outlines are not supported.
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3.8 Conclusions

We have proposed and evaluated two approaches for rendering high-quality carto-
graphic roads with rounded caps on high-resolution 3D terrain models. Both can be
used on hardware platforms supporting Direct3D 10 or OpenGL 3.2. We have shown
that a geometry-based approach provides high performance and good quality for low-
to medium-resolution terrain datasets. However, it requires a moderately complex pre-
processing step, and it cannot provide an adequate visual quality with high-resolution
terrain data. It is therefore a reasonable choice for low-end hardware, e.g., on mobile
devices, where rendering of high-resolution terrain data is not feasible.
The shadow volume algorithm enables pixel-exact rendering of cartographic roads on
3D terrain. It is more expensive at runtime than the geometry-based approach; however,
the rendering of high-resolution terrain remains the larger part. In low-resolution ter-
rain datasets, on the other hand, its relative performance impact is large. The algorithm
is easy to integrate into existing terrain rendering engines, as no adaption of roads to
the terrain is required. It also extends naturally to polygonal vector data.
In further research, we plan to evaluate the use of tessellation shaders for the creation
of geometric caps on Direct3D 11 or OpenGL 4.0 capable hardware.
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Chapter 4

Temporally Coherent Real-Time
Labeling of Dynamic Scenes

(a) Annotation of a large graph network. (b) Labeling a GIS in Geneva, Switzerland.

Figure 4.1: Real-time labeling of 2D (left), 3D (right) scenes using our force-based approach.

The augmentation of objects by textual annotations provides a powerful means for vi-
sual data exploration. Especially in interactive scenarios, where the view on the objects
and, thus, the preferred placement of annotations changes continually, efficient label-
ing procedures are required. As identified by a preliminary study, these procedures
have to consider a number of requirements for achieving an optimal readability, e.g.,
cartographic principles, visual association and temporal coherence. We present a force-
based labeling algorithm for 2D and 3D scenes, which can compute the placements of
annotations at very high speed and fulfills the identified requirements. The efficient la-
beling of several hundred annotations is achieved by computing their layout in parallel
on the GPU. This allows for a real-time and collision-free arrangement of both dynami-
cally changing and static information. We demonstrate that our method supports a large
variety of applications, e.g., geographical information systems, automotive navigation
systems, and scientific or information visualization systems. We conclude this chapter,
with an expert study which confirms the enhancements brought by our algorithm with
respect to visual association and readability.

45
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4.1 Introduction

Information can be represented by images and textual annotations. Images give a quick
overview and portray data intuitively. In contrast, textual annotations have to be actively
read. However, they can precisely describe objects with selected information. Combin-
ing both types creates a very powerful tool for data exploration. These principles are
used in the fields of information visualization and visual analytics. Therein, abstract
data is often described by textual annotations. For instance, graphs with up to several
hundred nodes have to be labeled (see Figs. 4.1(a) and 4.9). Another area of research
focuses on geographic information systems (GIS) (see Section 2.1). These systems vi-
sualize geospatial data such as road networks, demographic data, and their annotations
(see Figs. 4.1(b) and 4.6(b)). An example is our proposed map viewer framework in-
troduced in Chapter 3 which renders cartographic roads on high-resolution DEM. Such
systems, especially when used on large-scale display systems, must be able to provide
interactive visual exploration of geospatial data with a very high number of annota-
tions. Since in such 3D (or 2.5D) applications the camera can be moved freely, the use
of unconstrained labels and the pre-processing of every possible layout constellation
to avoid collisions is impractical [Mot07]. More and more such applications have to
cope with dynamic content, requiring placements of labels without prior knowledge,
e.g., when loading KML files into Google Earth. Therefore, real-time computation of
annotation layouts is becoming an ever important requirement in interactive data ex-
ploration. Besides interactivity, additional requirements such as Imhof’s cartographic
principles [Imh75] have to be considered to improve the visual analysis process. Ad-
hering to these principles, including readability, visual association, and classification,
is extremely challenging and demands for a proper integration of the respective func-
tionality into label placement algorithms, e.g., support for scalable rotated labels with
priorities. In addition, only a stable and consistent (similar to [BDY06]), as well as
temporally coherent layout, where labels do not jitter, appear suddenly, or move unex-
pectedly, lets users easily track annotations in a complex scene. Labels should make
slow-paced, smooth transitions to minimize distraction. Therefore, on top of the afore-
mentioned requirements, the maintenance of a frame-coherent presentation is another
major concern underlying our developments. In many applications the demand for a
temporally coherent layout even supersedes the requirement for an optimal position in
every frame.
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Based on our intended application areas and a preliminary study (see Section 4.3), we
define the following goals:

• Real-time labeling of point, line and area features

• Runtime placement of new labels

• Scalability to up to several hundreds of labels

• Temporal coherence and stability of the labeling layout

• Consideration of Imhof’s cartographic rules, e.g., readability,
visual association and classification

• Support for rotated and scaled labels with priorities

Most existing real-time approaches follow the first two rules but do not scale well with
the number of labels, have problems maintaining temporal coherence, and do not rig-
orously adhere to common cartographic rules (see Section 4.2).
The major contribution is an efficient algorithm for creating a temporally coherent la-
beling of 3D or 2.5D objects and scenes. Our algorithm is specifically tailored to the
massively parallel multi-threading architecture of graphics processing units (GPUs).
Every label collision is detected with the separating axis theorem computed in parallel
on the GPU. Collisions between labels are resolved with a force-based approach thus
creating smooth changing label positions. In this way we can create layouts for several
hundred annotations in real-time. Furthermore, our method supports scaled and rotated
annotations.

4.2 Related Work

Cartographic principles. Imhof [Imh75] names legibility and the graphical asso-
ciation of a label with its feature as characteristics of good lettering. Furthermore, he
emphasizes the importance of minimal map disturbance, good label distribution, as
well as fonts which indicate the spatial properties of features and their classification.
He divides the labeling problem into three categories: labeling point features, line fea-
tures and area features. For each category certain cartographic principles apply. Yoeli’s
four-position model [Yoe72] depicted in Fig. 4.3(a) ranks each possible position of a
label around a point feature according to its degree of intuitive association. He already
mentions the semi-automatic labeling of point features. Its computational complexity is
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NP-complete [MS91]. Christensen et al. [CMS95] introduce the point-feature-labeling-
problem (PFLP) and prove that it is NP-hard. Thus, heuristics are needed to label maps
with a huge number of features. A broad range of strategies has been developed, for in-
stance exhaustive rule-based, genetic, force-based or greedy approaches. A collection
of related papers can be found in the bibliography by Wolff and Strijk [WS12].

Force-based. A force-based approach was first presented by Hirsch [Hir82]. He uses
a gradient-driven heuristic to label point features. Labels are placed on a circle around
their corresponding features. To resolve conflicts, vectors between overlapping labels
are computed based on the intersection area. As a single label can collide with multiple
other annotations, the sum of all its vectors guides its movement, thus improving the
global labeling layout. Feigenbaum [Fei94] describes a similar method to automatically
annotate point features. He resolves collisions and places labels close to their anchor
by a force-based approach. Attractive forces pull labels to their point feature, while re-
pelling forces push labels away from other features. Thus, step by step, the map layout
converges towards a final labeling state through a gradient descent method. Ebner et
al. [EKW03; EKW05] enhance this approach by simulated annealing. Consequently,
local minima which usually prevail in greedy force-based methods can be avoided.
Similar to the approaches of Hirsch and Feigenbaum, this technique approximates the
intricate form of a label’s lettering by an axis-aligned rectangle. A hybrid approach is
presented by Stadler et al. [SSB06]. They obtain an initial placement with the help of
image processing. Then, iterative forces improve the chosen labeling positions. They
note that force-based approaches achieve a clear label distribution and thus an aesthetic
layout. However, this method does not allow for real-time placement of labels.

2D Real-time. Full interaction with 2D GIS environments, which includes panning
and zooming, requires dynamic map labeling. In the last decade, several real-time
algorithms for 2D maps have appeared. They divide the labeling problem into a pre--
processing and an interactive real-time phase [BDY06; Mot07; PGP03; YCL05]. In
the former, a conflict graph is generated which stores every possible conflict between
labels at every possible scale. At runtime, relevant labeling positions are chosen based
on the pre-computed graph. Unfortunately, all these approaches only work for a top-
down view and require uniformly sized, axis-aligned labels. Recently, real-time label-
ing of 2D maps without pre-processing has been achieved by Luboschick et al. [LSC08;
CLS09]. They divide the available screen space into a uniform grid wherein “conflict
particles” indicate if a region (cell) is occupied. Choosing a labeling position then be-
comes a search for free cells. This approach uses existing position-models [Yoe72]
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sequentially to determine the first valid position. By using particles, this method can
freely define obstacles and is not restricted to axis-aligned annotations. The layout is
computed from scratch every frame. Temporal coherence is achieved by interpolating
the resulting positions. However, during animation, occlusion of labels can occur. In
this approach, most of Imhof’s cartographic principles [Imh75] are not addressed, even
though positioning models are used.

3D Real-time. Bell et al. present a real-time approach for labeling a 3D virtual
world [BFH01]. They introduce the notion of temporal continuity in a lettering. This
avoids popping of annotations while panning or zooming the map. Labels are projected
from 3D world space into 2D screen space. Placement is done by iterating through
a set of rectangles describing unoccupied screen space. Thus, the performance of this
method does not scale well and labels can only be approximated by axis-aligned rectan-
gles. A simpler approach from Maass and Döllner [MD06b] splits the screen space into
disjoint vertical slots. Therein, labels are stacked sorted by their distance to the viewer.
A line connects a feature and its label visually. A bold font with a halo makes textual
annotations easily readable. However, this approach creates dense clusters of labels
and long connecting lines. Thus, visual association becomes impossible. Several ap-
proaches deal with the labeling of single 3D objects for illustration purposes [AHS05].
Göetzelmann et al. [GHS06] describe an algorithm which uses distance fields to com-
pute ideal labeling positions and employ agents to preserve temporal coherency. Un-
fortunately, during camera movements labels are hidden and jittering occurs. Stein and
Décoret [SD08] present a GPU-based real-time approach for labeling a 3D scenery. To
compensate the drawbacks of their greedy approach, an Appolonius diagram defines
the label placement order. Similar to Stadler et al. [SSB06], they use image processing
to determine the initial positions. Unfortunately, only up to 20 labels can be placed
at interactive frame rates. Furthermore, during navigation, jittering and harsh changes
in labeling positions occur. Finally, a real-time approach for annotation of virtual re-
ality environments is described by Pick et al. [PHWTPK10]. They choose the initial
position of a label by voxelizing the corresponding object, extracting a medial line and
choosing the closest point on this line to the object’s center of gravity. Unfortunately,
this can lead to collisions at placement and thus unstable layouts. To resolve conflicts
at runtime, they first compute a visibility volume from an object’s axis-aligned bound-
ing box. The intersection between these volumes on directed 2D planes creates a force
vector which depends on the penetration depth. This force is applied at runtime on the
involved labels. However, real-time labeling can only be achieved for 20-40 annota-
tions.
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Summary. None of the presented approaches satisfy all the requirements stated in
Section 4.1. Several real-time algorithms suffer from visual frame-to-frame disconti-
nuities and create too much movement in the labeling layout [MD06b; SD08]. Others
only follow a minor set of Imhof’s cartographic principles [CLS09; LSC08; MD06b]
or exhibit an unstructured layout [CLS09; MD06b; PHWTPK10]. The performance of
some approaches does not scale well [BFH01; SD08; PHWTPK10]. Finally, some al-
gorithms only allow axis-aligned annotations [BFH01; Mot07; MD06b; PGP03; SD08;
PHWTPK10].

4.3 Preliminary Study

A good readability is one of the most important goal of our approach. In order to define
design principles, we conducted a preliminary expert study at our research facility. As
a representative application, we chose the labeling of a GIS with 3D-terrain overlaid
by orthoimages and a road network. We interviewed one psychologist, who has been
working as a researcher in the human-machine interaction (HMI) design field for over
two decades, four engineers, three of which work as project leaders for navigation
components, the fourth is developing HMI concepts, and a sixth expert who has worked
for over a decade as a visual designer.

4.3.1 Study Design

In an interview of approximately one hour we presented different labeling concepts
(Fig. 4.2), all adhering to Imhof’s cartographic principles [Imh75], and we provided the
following questionnaire to the experts. First, we asked whether the size of a label should
change with respect to its depth position in a 3D landscape. Second, we surveyed how
to annotate point features (e.g., cities): using the four-position model, centered above
their anchor, or circling around its feature. Finally, we questioned the best strategy to
label line features (e.g., streets): horizontally (Fig. 4.2(a)), as rotated straight labels
(Fig. 4.2(b)), or by following the line features (Fig. 4.2(c)).

4.3.2 Results

Depth Scaling. This concept categorizes the subjects into two groups. The first
group (with 4 of 6 candidates) stated that depth scaling helped spatial perception in the
3D landscape. The second group (2 of 6) stated it is acceptable if textual annotations
remain readable.
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(a) Horizontal annotations. (b) Straight, screen space rotated an-
notations.

(c) Annotations following the roads
curvature.

Figure 4.2: Static images for the conducted expert study: each concept shows a different anno-
tation style.

Annotation of Point Features. First, we asked which point labeling concept is
appropriate. The majority (4 of 6) stated that a consistent approach was the most im-
portant property. Three of the candidates suggested that the labeling concept should
create a clear layout and give a good overview of the situation. Finally, one of them
chose the 4-position model as the best concept because it incorporated all these stated
requirements.

Annotation of Line Features. The concept of horizontally placed labels again splits
the candidates into two groups. The first group (4 of 6) qualified it as very readable
but with a higher search and visual association time. The second group (2 of 6) did
not like this kind of placement. One stated reason was that a horizontal label could
occlude neighboring features. The concept of straight, rotated annotations was selected
as the best alternative by almost every subject (5 of 6) as it provides a good compro-
mise between readability and visual association to the line feature. In the last concept,
annotations follow the curvature of the corresponding line. The majority (5 of 6) liked
the appearance, but questioned if it would remain readable under special circumstances,
e.g., roads with tight turns. Furthermore, this group stated that this concept helps un-
derstanding the layout of a road. Some of them (3 of 6) indicated the good visual
association. Finally, some (2 of 6) said that they did not see much difference compared
to straight annotations.

4.3.3 Design Principles

The first conclusion of our study is that scaling annotations by their depth helps spatial
perception in a 3D landscape. However, the scale factor should not go below a certain
minimum to maintain readable labels. Hence, the first requirement for the layouting
algorithm is freely scalable annotations. Second, labeling point features should create
a clear layout and give a good overview of the situation. Therefore, we choose the
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four-position model because of its clear and consistent labeling. The best compromise
between readability and visual association in most situations are provided with straight,
rotated labels. Only at very steep angles, where the readability would be compromised
significantly, we switch to horizontal labels. Thus, we concluded on the support for
rotated annotations as our last requirement.

 

1

 p'i

(a) Horizontal point annota-
tions: The four-position
model [Yoe72] defines can-
didate positions ranked by
their degree of intuitiveness,
e.g., viewers associate most
easily a label with its point
feature p′i, if it is placed in the
top right corner.

1

p'
i

(b) Horizontal line annotations: To
label line features at their anchor
p′i we can choose between one
of three candidate positions.

1
i

p'

 is'

(c) Rotated line annotations: Three
candidate positions for labeling
line features along the projected
segment s′i. The first candidate
position is above p′i, the second
candidate is on the right side and
the third on the left side.

Figure 4.3: Initial placement of annotations.

4.4 Force-Based Labeling

In this section, we introduce our force-based, real-time labeling approach for dynamic
scenes. By providing a temporally coherent layout, at the same time considering the
additional requirements identified in the expert study, optimal readability of annotations
is enforced in an interactive environment. However, achieving this for a huge number
of labels is extremely challenging, since at runtime initial label positions have to be
computed (see Section 4.4.3), collisions have to be detected (see Section 4.4.4), and
these collision have to be resolved in a temporally coherent manner (see Section 4.4.5).

4.4.1 Motivation

According to Chen et al. [CPB04], naive search tasks are completed in less time when
labels are displayed in screen space. Hence, to achieve an optimal readability and
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a more efficient visual exploration we handle the entire layouting in screen space.
It is worth noting that this strategy also facilitates an efficient computation of con-
flict situation between different labels [BFH01; LSC08; SD08]. Textual labels and
icons are represented by 2D object-oriented bounding boxes (OOBBs) to accelerate the
computation of possible collisions via the separating axis theorem [SE02] (see Sec-
tion 4.4.4). Furthermore, OOBBs enable us to efficiently approximate rotated labels
needed for line aligned annotations. For the initial placement of point features, we use
the four-position model (see Section 4.4.3). As shown in our preliminary study, and
also stated by Yoeli [Yoe72], this model helps creating a visual association between
a feature and its annotation. While browsing through annotated datasets, the addition
and removal of labels changes the optimal labeling layout, such that in every frame
a completely new arrangement might be required to again achieve optimality. These
frame-to-frame changes lead to jittering effects and abrupt re-layouting in several ex-
isting approaches [LSC08; SD08]. Therefore, we do not create a discrete optimum
arrangement in each frame. Instead, the current layout is always based on the labeling
result of the previous frame. This is achieved by using a force-based approach which
only allows continuous changes to the layout and thus, creates a temporally coherent
labeling. Additionally, this results in an appropriate label distribution and avoids clus-
tering [SSB06] (see also Imhof’s cartographic principles [Imh75]).

4.4.2 Features

Following the definition of Imhof [Imh75], 2D/3D scenes contain point features (e.g.,
graph nodes, Points-of-Interest), line features (e.g., graph edges, streets), and area fea-
tures (e.g., graph regions, land cover). Point features can be depicted by icons or hor-
izontal labels (Fig. 4.3(a)). Line features can either be labeled horizontally for better
readability (Fig. 4.3(b)) or using rotated text following a line segment to create a better
visual association (Fig. 4.3(c)). The labels of area features are always drawn horizon-
tally (Fig. 4.3(a)). When loading feature datasets, we first have to compute their label-
ing positions. Horizontal labels for point features use the feature’s world coordinate
ppoint as the labeling anchor. Line features with horizontal annotations use the poly-
line’s center pline as the anchor. For a line feature with rotated text, we determine the
longest straight segment sline = (pline0, pline1). Finally, for an area feature we compute
and store its barycenter parea.
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4.4.3 Initial Placement

The initial placement of labels consists of choosing a position in screen space when a
label first appears. The priorities of labels determine the order of their initial placement.
First, we compute the screen space position p′i by projecting the 3D world coordinate
pi of a feature’s anchor point. Based on the projected coordinate and the label’s size,
we then create an OOBB approximation.
As concluded from our expert study in Section 4.3.3, we use the four-position model to
label point features. For each of the four candidates k we compute the corresponding
OOBB Ck using a screen space offset oi

(k) from the projected position p′i (Fig. 4.3(a)).
The same is done for area features, using the projected barycenter as the anchor. To
consistently place line features, we compute three offset OOBBs Ck from p′i. Depend-
ing on the current view angle, the candidate OOBBs are either placed horizontally
(Fig. 4.3(b)) or along the projected segment s′i (Fig. 4.3(c)). Each of these candidates
k with OOBB C(i)

k of the currently processed label i are tested for collision against the
OOBB C( j) of every already placed label j (see Section 4.4.4). If multiple candidate
OOBBs C(i)

k are collision free, we choose the position with the best visual association
as described by Yoeli [Yoe72]. If there is no free position, we do not add the label i.
A timer is started and the initial placement is re-evaluated after the timer expires. To
comply with the requirement of a temporal coherent layout from Section 4.1, the new
label i is smoothly alpha-blended into the layout.
As the placement is ordered by importance, the most relevant annotations are placed
in the layout first. Less important labels are filtered out. Enforcing their placement
would lead to problems such as collision and clustering. Collision would create rapid
movements during conflict resolution, and it would lead to several unreadable labels as
stated by Wolff [Wol99; DKSW02, p. 3-4]. Finally, the resulting clusters would make
visual association and reading difficult (see Noyes [Noy80] and Imhof [Imh75]). These
points would contradict our goal to follow Imhof’s cartographic rules [Imh75].

4.4.4 Collision

We use a unified approach to layout the labels of all feature categories. Thus, we can
involve all feature types to compose the final layout. First, we project all computed
positions ppoint , pline, parea, pline0 and pline1 from 3D world space to 2D screen space,
resulting in the projected coordinates p′point , p′line, and p′area, and a projected segment
s′line = (p′line0

, p′line1
) (normalized ŝ′line). Second, we generate an OOBB encompassing

each label. Finally, we compute pair-wise screen space conflicts between all visible
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(a) Circling annotations: At run-
time, a label i with offset oi
can circle around its point fea-
ture p′i. A spring keeps the la-
bel at a distance r from p′i.
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(b) Free annotations: At runtime,
a label i can freely move
away from its optimum posi-
tion p′i + ai. When no force
is acting, the spring reposi-
tions the label from p′i + oi to
p′i +ai.
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oi

(c) Line annotations: At runtime,
the label follows the projected
screen space segment s′i. A
spring positions the label at a
distance d from the line s′i.

Figure 4.4: Force-based resolution of collisions.

OOBBs. Implementation details are discussed in Section 4.5. Every OOBB intersec-
tion causes the creation of a force vector fcollision which aims to resolve the collision
(Fig. 4.5).

collisionf+

collisionf-

Figure 4.5: Collision dependent force vector fcollision.

Collisions between OOBBs are computed using the separating axis theorem [Got00;
SE02]. It states that if two boxes do not overlap, there must be an axis which separates
their projections. First, we normalize the edge vectors of an OOBB with corners C =

{c0,c1,c2,c3} to unit length and get the set of normalized axes â. Then, we project all
its corners C onto every normalized axis. The result is the following interval I:

I = [imin, imax] = [min{â · ci ∈C},max{â · ci ∈C}] (4.1)

There is no collision between two OOBBs C(n) and C(k) if there exists a normalized
axis â in which the respective intervals I(n) and I(k) do not overlap. Thus, there is no
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collision if for δ
(n,k)
0 := i(n)min− i(k)max and δ

(n,k)
1 := i(k)min− i(n)max:

δ0 > 0 ∨ δ1 > 0 (4.2)

To normalize the difference vector δ = (δ0,δ1)
T to [−1,+1], we calculate the width in

relation to the current projection axis as

w = −(δ0 +δ1) (4.3)

g = 2 · (δ

w
+0.5). (4.4)

Finally, we have to invert the vector to compute the final force with magnitude |f| ∈
[0,1]. Thus, the magnitude of the resulting force scales with the amount of overlap:

f(n,k) =

g · ( 1
|gy| −1) if |gy

gx
|> 1

g · ( 1
|gx| −1) else

(4.5)

Analogously to Hirsch [Hir82], we accumulate all collision forces f(i,k) (i 6= k) for every
visible label i, resulting in a label’s overall repulsion force

f(i)collision = ∑
k

f(i,k) for i 6= k (4.6)

(a) Annotation layout created by Google Earth: not
enough labels are placed, most labels cannot be read
properly and camera movement makes labels jitter.

(b) Labeling of a road network in a GIS. In this figure,
we define a large buffer zone around the labels to
enhance readability and visual association.

Figure 4.6: Comparison of annotation layouts created by Google Earth (left) and using our
real-time labeling approach (right). Lettering (color, size, font) and temporal coherence directly
impacts the readability and visual association of annotations.
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4.4.5 Forces and Movement

After calculating the collision forces f(i)collision for every visible label i, we resolve con-
flicts using a force-based approach. This enables the flexible definition of each label’s
reaction to its surrounding environment. At timestep t every visible label i stores its
current screen space offset oi from the projected position p′i, and its velocity vi. First,
we compute the total force f(i)total acting on the label i. It is composed of several forces,
depending on the type of the annotation. In the following, several possible annotation
behaviors are introduced: a free annotation, a line annotation and a circle annotation
behavior.

Free Annotation. A free label i is positioned by an optional offset ai from its pro-
jected anchor p′i (Fig. 4.4(b)). When a collision with force fcollision occurs, it can be re-
pelled in any direction to an offset oi. Its new screen space position becomes p′i+ai+oi,
and an attracting force f f eature pulls the label back to its original position p′i +ai. This
force f f eature is modeled as a spring with the constant k1 as in Hooke’s law:

f(i)f eature =−k1 ·oi (4.7)

Finally, we introduce a friction force f f riction to stabilize the force-based system. Based
on the current velocity vi and a friction coefficient c, we get

f(i)f riction =−c ·vi (4.8)

The total force acting on a free annotation i thus becomes

f(i)total = f(i)collision + f(i)f eature + f(i)f riction (4.9)

Line Annotation. At runtime, labels for line features can follow a straight segment
si in screen space. This is achieved by adding two stiff springs which create the forces
fnormal and ftangent . fnormal pushes the label displaced by dreal0 from its optimum dis-
tance doptimum along the normal back onto the line. ftangent attracts the label along the
line back onto its anchor. Using the projected and normalized line segment ŝ′i, the offset
oi and the line equation p = p′i + t ŝ′i, we compute the nearest point pnearest on the line
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using

pnearest0 = p′i + t ŝ′i with t =
oi · ŝ′i
|ŝ′i|2

(4.10)

dreal0 = ||pnearest0, p′i +oi|| (4.11)

Using the normal ŝ′normal = (−ŝ′iy, ŝ′ix)
T , the spring constant k2 and the displacement

(dreal0−doptimum), we compute

f(i)normal =−k2 · (dreal0−doptimum0) · ŝ
′
normal (4.12)

The spring force ftangent with the constant k3, pulling the label back to its center position,
is computed analogously.

pnearest1 = p′line + t ŝ′normal with t =
oi · ŝ′normal
|ŝ′normal|2

(4.13)

dreal1 = ||pnearest1, p′i +oi|| (4.14)

ftangent =−k3 ·dreal1 · ŝ
′
i (4.15)

The total force acting on a line annotation i thus becomes

f(i)total = f(i)collision + f(i)normal + f(i)tangent + f(i)f riction (4.16)

Circle Annotation. Similar to Hirsch [Hir82], we introduce an annotation which
circles around its anchor. We define a spring with force fcircle keeping the label on a
radius r around the projected anchor p′i. Using the distance |oi| between the current po-
sition and the anchor, the displacement from the equilibrium is (|oi|− r). The restoring
force fcircle with the spring constant k4 and the normalized offset direction ôi is

f(i)circle =−k4 · (|oi|− r) · ôi (4.17)

The total force for a circle annotation thus becomes

f(i)total = f(i)collision + f(i)circle + f(i)f riction (4.18)
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4.4.6 Acceleration

We define a virtual mass mi for each label i. Its value is determined by the label’s
importance. The current acceleration ai is computed using Newton’s second law of
motion:

ai = f(i)total/mi (4.19)

Each label i has a screen space offset oi at time t. The time difference between con-
secutive frames is given by ∆t. We obtain the new velocity v′i and the offset o′i at time
t +∆t from Euler’s integration method:

v′i = vi +ai ·∆t (4.20)

o′i = oi +v′i ·∆t (4.21)

4.5 Implementation

We integrate this labeling algorithm into our map viewer presented in Chapter 3, which
renders cartographic roads and high-resolution DEM. To achieve real-time labeling, we
need an efficient computation and resolution of conflicts between labels. We therefore
use the GPU for parallel processing of these tasks. Additionally, by using the GPU, we
ease the central processing unit (CPU) utilization. As a consequence, the CPU is free to
aid in loading, filtering and selection of annotations. The current implementation was
done in C/C++, uses OpenGL 3.0 and GLSL.

The initial placement of labels is a sequential problem, as we do not want to place
multiple labels on the same free spot. To minimize the computational load, this task is
split over consecutive frames. In every frame we place a fixed number of annotations.

4.5.1 Parallelization

Every label is an independent entity, similar to a particle. Its properties include the
current screen space offset, the velocity, the dimension and the mass. These are stored
in a global texture buffer object (TBO). First, we use a GPU kernel to project all anchors
of visible labels to screen space. Then, using each label’s current offset oi and its
dimensions, we write updated OOBB corners in a TBO. In the second step, a GPU
kernel computes the collision between every label pair (n,k) using the separating axis
theorem (see Section 4.4.4). This results in a 2D buffer containing force vectors. A
cell in row n, column k contains the force f(n,k)collision created by the collision between the
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OOBBs n and k (see Table 4.1). To determine the final force f(i)collision acting on a single
label i, we use a line-wise reduction operation.

Label i ID 1 ID 2 ID 3 f(i)collision

ID 1 x (0.0, 0.0) (0.5, 0.0) (0.5, 0.0)

ID 2 (0.0, 0.0) x (0.1, 0.3) (0.1, 0.3)

ID 3 (0.5, 0.0) (-0.1, -0.3) x (0.4, -0.3)

Table 4.1: Pairwise collision creates force f(n,k)collision . Accumulation gives a global collision force
f(i)collision acting on a label i.

Finally, as described in subsection 4.4.5, we resolve conflicts by applying the force
f(i)total onto its respective label i. The computation of f(i)total and the necessary Euler step
for moving the offset oi of a label is done on the GPU. Unfortunately, the precision of
Euler’s method is strongly tied to ∆t. Large values lead to an unstable layout. Thus,
labels are subject to harsh position changes. Implementing the fourth order Runge-
Kutta method did not lead to significantly better results. In the end, clamping the final
acceleration value ai was enough to achieve stability. This leads to continuously moving
labels and thus temporal coherent labeling.

4.5.2 Rendering Textual Annotations

After we have determined the current screen position of visible annotations, we render
them in a standard way using texture mapped text [Kil97]. However, annotations can
surface over complex colored background (Fig. 4.7). Therefore, to achieve a good
legibility, we need to carefully choose the font’s appearance.

• As stated by Philipps et al. [PNA77], choosing large-sized types helps legibility.
Character height can be determined using Smith’s bond rule [Smi79].

• Lower case labels with a large initial capital are more easily found in a map than
labels in capital letters only [Phi79].

• As stated by Subbaram [Sub04], a typeface designed for screen display should be
selected to improve legibility, e.g., Georgia or Verdana.

• A sans-serif typeface is preferred for displaying labels on digital displays [Sub04].
This is not mandatory, as there is still a debate over this matter.

• Finally, to save screen space, the chosen typeface should be narrow.
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To improve readability, we introduce further techniques: We add a dark outline to the
font to increase the contrast to the background [RMMKG95] (Fig. 4.7(a)). A halo
around the text clears the space around the label and makes it more readable [O’B10]
(Fig. 4.7(c)).

(a) Blank. (b) Dark edge. (c) Halo.

Figure 4.7: Techniques for increasing the readability of annotations. The best readability is
achieved by adding an outline and a halo around the label.

4.5.3 Enhancements

To further stabilize the labeling layout, we implement the following enhancements.

Enhanced OOBBs. Changing the view in a scene with a tight labeling layout creates
a lot of movement. We remedy this by implementing two improvements: First, we
slightly increase the size of the OOBB encompassing each label to create a buffer zone.
Second, we define an even larger zone around visible labels where no new annotations
can be placed. The latter improvement greatly stabilizes the labeling layout, but has to
be used cautiously to avoid filtering out important labels.

Speed-based removal. To further stabilize the layout, we remove labels that would
otherwise be moving at very high speed. We also remove labels where the different
forces acting on them cancel each other out to a large degree, indicating that the label is
constricted from multiple sides. The removed labels are inserted again after a given time
if there is room for them. These actions help to meet our requirements from Section 4.1,
where we stated that labels should make only slow-paced, smooth transitions.
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(a) Benchmark on low-class hardware: Intel Core
2 Duo 1.6 GHz, 4 GB RAM, Nvidia GeForce
8600M GT (256 MB).
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(b) Benchmark on lower medium-class hardware: In-
tel Core 2 Quad 2.66 GHz, 4 GB RAM, Nvidia
GeForce 8800GTS (512 MB).

Figure 4.8: Benchmarks of our force-based approach. The plot shows synced timings for
the layout computation steps: total labeling time (black), collision computation and resolution
(violet), placement of new labels (green) and the overhead generated by other steps (gray). The
computation of layouts for several hundred labels remains interactive on every hardware.

4.6 Results

In this section, we analyze our force-based labeling approach with respect to scalability
and cartographic principles.

4.6.1 Scalability

We evaluated the performance on two platforms:

• low-class hardware: Intel Core 2 Duo 1.6 GHz, 4 GB RAM, Nvidia GeForce 8600M
GT (256 MB)

• lower medium-class hardware: Intel Core 2 Quad 2.66 GHz, 4 GB RAM, Nvidia
GeForce 8800GTS 512 (512 MB)

We measured how the timings scale in respect to the number of labels (Fig. 4.8). After
each step we synced the GPU calls to the CPU (glFinish) to measure the total GPU
processing time. We benchmarked the placement of new labels, collision computation
and resolving conflicts using forces.
The creation of GPU buffers, updating the dataset, and the readback from GPU to CPU
generates a constant overhead of 2 ms on low-class hardware (1 ms on middle class).
The total time for up to 512 features is nearly constant and stays below 5.5 ms on low-
class hardware (below 2.5 ms on middle class). Starting from 512 labels, collision takes
more than 50% of the total time. With a realistic time budget of 10 ms for real-time
labeling, we achieve interactive frame rates for up to 1024 labels on low-class hardware
(2048 labels on middle class). Also, without syncing the GPU to the CPU, the layout
computation time becomes 10% to 25% faster.
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A better scalability to display a much higher number of labels (>2048) can be achieved
by limiting the collision search space to the label’s neighborhood. It would require to
partition all labels in screen space, e.g., with a uniform grid or a quadtree. This was not
deemed necessary in our current applications, as we display at most several hundred
labels.

Figure 4.9: Labeling of a protein interaction network. Reducing the buffer zone around the
labels to a minimum enables the placement of a huge number of labels, at the cost of a more
difficult visual association.

4.6.2 Concluding Expert Study

Based on our prototype implementation, we performed a concluding expert study. We
invited the same experts as in Section 4.3 into our research facility. Our goal was to
validate the domain experts’ first recommendations and our subsequent choices.

Study Design

In a similar manner to our past study, the interview lasted one hour and we chose the
labeling of a GIS as a representative application. Supported by our real-time prototype,
we first ask if the four-position model for labeling point features is appropriate in cre-
ating a consistent and clear layout. Second, we ask if its application helps associating
the label to its feature. As stated in Section 4.3, when labels are at steep angles, we
switch from line-aligned (straight, rotated) to a horizontal annotation of line features.
We analyze the annotation of both approaches with respect to readability and visual as-
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sociation. We query if the scaling of labels based on their depth creates a better spatial
perception. We also study if labels are still readable despite their scaling. We compare
our force-based resolution of collisions to the labeling in Google Earth (v6.1.0.5001).
In their approach, when collisions occur, labels are removed and replaced in the layout.
Also, we check if our solution creates too much movement. To conclude the study, we
ask if they approve our force-based approach for real-world scenarios.

Results of the Study

Annotation of Point Features. Almost all (5 of 6) experts liked the 4-position-
model used for cities. The last expert suggested that switching positions 2 and 4
(Fig. 4.3(a)) would create a better model. Four subjects said its application creates
a consistent labeling layout. In their opinion, the labels are easily associated to the
corresponding point features. One expert stated that the visual association is difficult
when too many labels are on the screen at once. Another expert mentioned that the
association depends on the viewing angle.

Annotation of Line Features. Roads with horizontal and line-aligned labels could
be easily read by all experts. The majority (5 of 6) stated that horizontal annotations
allowed an easy visual association. In contrast, only half of the experts could associate
line-aligned labels to their corresponding feature. Of these three experts, two noted
a difficult association for labels further away from the viewer. Of the other half, one
person mentioned that aligned labels hide the underlying road.

Depth Scaling of Annotations. All candidates stated that scaling labels depending
on their depth helps spatial perception and that all labels are still easily readable.

Comparison. Every expert deemed our labeling approach superior to Google Earth.
Three of them disliked the suddenly disappearing labels. They described the approach
as confusing and agitated.

Force-Based Collision Resolution. All experts were pleased by the alpha blend-
ing of labels. The majority of the experts (5 of 6) liked the smoothly changing label
positions and were not distracted by moving labels. One stated reason was the aes-
thetics and two liked the calm layout. The remaining expert described the force-based
method as a gimmick. He also mentioned that the labels following a line create too
much movement.
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Discussion

Depth scaling was unanimously accepted because spatial perception was improved
while all labels remained readable. The acceptance of the 4-position model was even
higher than in our preliminary study. Horizontal labels for line features were deter-
mined to be easily readable and were also rated higher than before. However, two
experts rejected the idea of line-aligned labels and two others mentioned cases where
it fails. In total, almost all experts approved of the application of our force-based ap-
proach for real-world scenarios.

4.6.3 Cartographic Principles

One important requirement from Section 4.1 was to follow Imhof’s cartographic rules.
The following section analyzes our approach in respect to these rules.

Legibility. is enhanced in our approach by maximizing the contrast to the labels
background with a dark outline and a halo. Furthermore, a stable temporal layout helps
the user keep track of the annotations. As seen in Fig. 4.6 coloring and size of has to be
carefully chosen.

Visual Association. is achieved by defining an attractive force, pushing the label
back to its feature. In our GIS application, appropriate color encoding was chosen to
relate the annotation to the corresponding feature, e.g., a road. The absence of connect-
ing lines between the anchor and their annotation creates a direct association. However,
when displaying a group of similar labels, association is still difficult.

Map obstruction. by annotations depends on the number and size of annotations. To
ensure that important features stay visible, forbidden areas could be defined as separate
OOBB regions. This method could easily be integrated into our approach.

Spatial extent of a feature. is only shown by its classification, e.g., big cities with
large font. As concluded from our expert study, deformation of labels to indicate spatial
extend would decrease legibility and is therefore not supported.

A good distribution without clusters. is achieved by our force based approach. We
introduced an additional buffer around all labels to create less clustering. However, an
intelligent selection and filtering of annotations is mandatory.
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4.7 Conclusions

In this chapter, we have presented a real-time force-based labeling approach. It allows
the flexible definition of forces to create appropriate layouts. We have presented several
force behaviors for labeling point, line and area features. Our method follows Imhof’s
cartographic principles. Classification of labels is done by font scaling, coloring and
by choosing appropriate anchor icons. Visual association is achieved by an appropri-
ate color encoding, distance-dependent scaling and by defining attractive forces pulling
the label back to its anchor. Almost all of our domain experts approve the force-based
approach. Every expert deems it superior to Google Earth, where labels disappear at
collision. They like our smooth transitions, the excellent readability and the good vi-
sual association. This is achieved with a temporal coherent layout which enables the
user to keep track of annotations during visual exploration. As the entire method uses
parallel GPU computations, we achieve excellent performance scalability. On medium-
class hardware, our approach can layout up to 2000 annotations in real-time, consuming
about 10 ms per frame. This enables the labeling of vast information graphs, GIS on
powerwalls, and even allows real-time layout computation on embedded hardware, e.g.,
for automotive navigation systems. Furthermore, as no pre-computation is necessary,
it is possible to include dynamic and online annotations. Hence, our force-based ap-
proach can be applied to a broad range of applications such as GIS and scientific and
information visualization. In further research, we plan to develop more intelligent se-
lection and filtering techniques. Also, in the following Chapter 5, we will evaluate the
management and visualization of occluded labels in 3D cities.



Chapter 5

Enhancing the Visibility of Labels in
3D Navigation Maps

(a) Transparency label aura: the labels blend out occluding 3D objects

(b) Glowing roads: the roads shine through occluding 3D objects

Figure 5.1: The selected approaches preserve visibility of textual labels in a 3D world

The visibility of relevant labels in navigation systems is critical for orientation in un-
known environments However, labels can quickly become occluded, e.g., road names
might be hidden by 3D-buildings, and consequently, the visual association between a
label and its referencing feature is lost. We introduce five concepts which guarantee
the visibility of occluded labels in 3D navigation maps. Based on the findings of a
pre-study, we have determined and implemented the two most promising approaches.
The first method uses a transparent aura to let the label shine through occluding objects.
The second method lets the feature, e.g., the roads, glow through the 3D environment,
thus re-establishing the visual association. Both methods leave the 3D world intact,
preserve visual association, retain the label’s readability, and run at interactive rates.
A concluding user study validates our approaches for automotive navigation. Com-
pared to our baseline – simply drawing labels over occluding objects – both approaches
perform significantly better.

67
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5.1 Introduction

Automotive navigation devices started appearing in the mid-80s. The first commer-
cially available device, the Etak Navigator introduced in 1986, guided drivers with an
annotated 2D map and guidance arrows to their destination [Thi06]. Since then, textual
annotations in maps have been helping the driver navigate through unknown environ-
ments. They are essential for the exploration of navigation maps. The visualization
has improved gradually and nowadays, 3D navigation maps have become omnipresent.
Several competing companies, like Sygic or Navigon, include terrain and 3D city mod-
els in their latest navigation devices. In these systems, labels are usually rendered over
occluding 3D elements, e.g., road names over buildings. This approach makes them
easily readable, but the visual association to their corresponding feature is lost. As
labels appear in front of occluding objects, depth perception is hindered and spatial
orientation becomes difficult. As our primary goal is to preserve the visibility of labels
in 3D navigation maps. Hence, deduced from cartographic rules by Imhof [Imh75]
and our expert study from Section 5.4, we define the following rules for labeling 3D
navigation maps:

• All labels should be readable, even occluded labels

• The visual association between the label and its feature should be guaranteed

• Labels should not occlude other labels or important features

• Depth cues of the 3D world should be preserved

• Labels should support spatial orientation

Our main contribution are two approaches fulfilling these rules and, consequently, en-
hancing the visibility of occluded labels in 3D navigation maps. The first approach
creates a transparency aura around every label and lets labels shine through occluding
objects (Fig. 5.1(a)). The second method lets the referenced features, e.g., the roads,
glow through the 3D environment, thus creating a visual association (Fig. 5.1(b)). Both
methods leave the 3D world intact, preserve visual association and retain the labels’
readability. We integrate both methods into our map viewer framework. The car-
tographic roads (Chapter 3) and force-based labels (Chapter 4) serve as basis. We
measure that both approaches run at interactive frame rates. Finally, we validate the
enhancements of these approaches in a user study.
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5.2 Labeling Techniques

5.2.1 World-Space and Screen-Space Labels

Annotations can be placed in World-Space (WS) or in Screen-Space (SS) into the 3D
world. SS labels (or 2D labels) are placed parallel to the screen (Fig. 5.2(a), 5.2(b)).
They can be thought as being part of a Head-Up-Display (HUD), overlaid over the 3D
scene. WS labels (or 3D labels) are part of the 3D world (Fig. 5.2(c), 5.2(d)). As such,
they are transformed by the perspective projection. Chen et al. [CPB04] compare both
types of labels. They show that SS labels are better for naive search tasks in densely
packed scenes. Also, they are easy to read because they are always facing the viewer.
In contrast, as WS labels are part of the 3D scene, they exhibit occlusion problems and
can be very difficult to read, e.g., when they follow the object’s curvature. However,
because they provide strong association cues, they improve the visual association to the
referenced feature [Gol09]. Polys et al. [PKB05] evaluate both techniques and state,
that even tough WS provides tight coupling, SS performs better across all tested tasks.

(a) External SS label with a triangle anchor

Haupts
traß

e

(b) Internal SS label following the road

(c) Internal WS label placed upright (d) Internal WS label laid onto the road

Figure 5.2: World-Space (WS) and Screen-Space (SS) labeling used in our approaches.

5.2.2 External and Internal Labels in 3D Worlds

External Labels. Fekete and Plaisant [FP99] introduce external labels to annotate
dense sets of points. Connected with an anchor (e.g., a line or a triangle), they are dis-
played beside (or outside) the referenced objects (Fig. 5.2(a)). Hence, they do not hide
the referenced object. Because they are primarily displayed as SS labels they are also
easy to read. External labels are mainly used for annotation of single 3D objects, e.g.,
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in scientific illustrations [HAS04; AHS05]. However, Maass and Döllner [MD06b] use
external labels to annotate virtual landscapes. Their approach creates dense clusters
of labels and long connecting lines which makes visual association nearly impossible.
Stein et al. [SD08] compute the placement of external SS labels in a 3D world with an
optimization algorithm. To determine the visibility of a label, a sphere is placed at the
3D position of the anchor. Its percentage of occlusion determines the transparency of
the label. If the sphere is fully occluded, the feature is not labeled. All these approaches
use greedy algorithms to compute an optimum placement for annotations. The com-
puted positions are connected with the referenced object with an anchor line. This
connection makes the visual association more difficult compared to a placement di-
rectly beside the object. Additionally, as shown by Maass et al. [MJD07], using anchor
lines might impair depth perception.

Internal Labels. Internal labels are spatially bound to an object. This allows for
a direct visual association to the referenced object (Fig. 5.2(b)). For instance, Maass
and Döllner [MD06a] annotate 3D buildings intuitively with billboards in WS. They
introduce an approach to annotate line features in WS [MD07]. They determine the
placement of labels on the fly using sample points. But, changing the view results in
different label placements and thus in a temporally incoherent layout. They present an
approach to integrate labels directly onto the hulls of 3D buildings by taking their shape
into account [MD08]. This creates internal WS labels which are part of the world. In
general, internal labels depict the visual extent of an object. Ropinski et al. [RPRH07]
and Cipriano and Gleicher [CG08] introduce internal WS labels to annotate e.g., med-
ical illustrations. However, these labels hide parts of the referenced object and their
readability depends on distortion and the viewing angle.

Hybrids. Bell et al. [BFH01] and Götzelmann et al. [GAHS05; GHS06] present
similar hybrid approaches, which use internal and external labels. Bell et al. annotate
virtual 3D cities while Götzelmann et al. annotate scientific illustrations. External la-
bels with anchor lines are used when the viewer is far away. When the viewer gets
closer and the objects’ dimensions allow it, they use internal labels. In contrast, Google
Earth [Goo11] uses SS external labels for cities and WS internal labels for streets. This
makes street names difficult to read at low viewing angles.

5.2.3 Summary

None of the presented approaches satisfy our stated goals in Section 5.1. In particular,
the goal to preserve readability of labels which are being occluded in a 3D world. The
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computations of most SS layouting algorithms are done solely in screen space. They do
not take into account the occlusion between labels and a 3D scene. SS approaches to
annotate scientific illustrations place external labels around single objects, hence, are
not affected by occlusion problems [HAS04; AHS05; GAHS05; GHS06]. Most SS
approaches for labeling 3D worlds ignore occlusion problem by rendering labels over
the scene (similar to a HUD) [MD06b; Goo11]. Only newer SS algorithms take the
visibility of the anchor into account [SD08]. On the other hand, internal WS approaches
try to find visible positions for labels at runtime [MD06a; MD07; MD08]. However, if
unsuccessful, the object remains unlabeled.

5.3 Concepts

In this section we introduce several concepts which assure the visibility and thus pre-
serve the readability of labels occluded by objects of the 3D world.

5.3.1 Baseline

The first concept we introduce represents our baseline. It consists of drawing the labels
over the 3D world (Fig. 5.3). Hence, all occlusion created by objects from the 3D
world is ignored. We chose it as a baseline, because it is a straightforward solution for
resolving occlusion problems. Also, it is used in almost all existing navigation systems,
e.g., Sygic GPS Navigation [Syg12] and Google Earth [Goo11].

Figure 5.3: Baseline: drawing labels over the 3D world in bird’s eye with SS (left) and snail
view with WS labeling (right).

5.3.2 Cutaways

Our second concept is cutaways (Fig. 5.4). This method is inspired by 2D magic lenses
which were first introduced by Bier et al. [BSPBD93]. These lenses highlight focus
regions by modifying their representation. One such approach Bier et al. depicts, is
the wireframe representation inside the focus region. Viega et al. [VCWP96] extend
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these to 3D environments with flat and volumetric lenses. Coffin and Höllerer [CH06]
introduce perspective cutaways for 3D scenes. The resulting holes are rendered with
the correct perspective as if they were cut in the occluding object. Our approach is very
similar to the perspective cutaways. Every label creates a focus region which cuts away
all occluding objects in a perspectively correct manner.

Figure 5.4: Cutaways: labels create perspective cut aways in occluding objects of the 3D world
in bird’s eye with WS (left) and snail’s view with SS labeling (right).

5.3.3 Transparency Label Aura

The next concept creates a smoothly blended transparency aura around the labels. It is
similar to Krüger et al. [KSW06] interactive focus+context method called ClearView.
Their approach is directly inspired by magic lenses. They create a semi-transparent
area around the focus region while the remaining parts stay opaque to preserve context
information. Elmqvist et al. [EAT07] evaluate such x-ray vision and state that it leads to
faster and better object discovery. Analogously, we define in our concept a transparency
region around the label (similar to a focus area). All objects of the 3D world lying in
front of this region become transparent. This x-ray vision lets the user read every label.
Because we define the region to be larger than the label, the referenced feature (e.g.,
the road) can be seen partially. This preserves the context of the focus region. Hence,
the visual association to the referenced feature is retained.

Figure 5.5: Transparency label aura: labels create a transparent region in the occluding objects
in bird’s eye with SS (left) and snail’s view with WS labeling (right).
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5.3.4 Glowing Labels

In our third concept we let labels glow through occluding objects (Fig. 5.6). This
method is inspired by augmented reality (AR) applications. Kalkofen et al. [KMS07;
KMS09] present an approach to augment real objects with context+focus information.
This helps recreate the spatial relationship between reality and virtual information. We
note that this approach is used in almost all isometric strategy PC games, e.g., Com-
mand & Conquer, Age of Empires. Units being hidden by structures (e.g., buildings)
are usually tinted with a different color. Similarly, we tint the occluded parts of labels
with a color distinct from the surrounding world.

Figure 5.6: Glowing labels: labels are glowing through the 3D world with a distinct color in
bird’s eye with SS (left) and snail’s view with WS labeling (right).

5.3.5 Glowing Roads

The baseline concept makes the labels visible but thereby loses the visual association
to its referenced feature, e.g., the road. Our fourth concept tries to solve this problem
by adding glowing roads to the baseline. Again, in a similar fashion to the approaches
by Kalkofen et al., we let the occluded parts of the roads shine through the 3D world
(Fig. 5.7). This method recreates the missing context of the labels.

Figure 5.7: Glowing roads: roads are glowing through the 3D world in bird’s eye with SS (left)
and snail’s view with WS labeling (right).
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5.4 Expert Study

We conducted an initial expert study. Our goal was to determine which of the in-
troduced concepts fulfills our rules for labeling a 3D navigation map (stated in sec-
tion 5.1). Also, we wanted to form an opinion about the usability and aesthetics of each
method from our domain experts. Besides, the preferred labeling space (SS or WS)
was surveyed. Two engineers working for over five years on automotive navigation
were chosen as experts. Also, as further subjects, we selected three research engineers
working on human machine interaction systems.

5.4.1 Study design

We presented the four concepts introduced in Section 5.3: cutaways (Fig. 5.4), transpar-
ent label aura (Fig. 5.5), glowing labels (Fig. 5.6) and glowing streets (Fig. 5.7). Each
concept was compared to our baseline: rendering labels over the 3D scene (Fig. 5.3).

Movies. Movement is an important aspect which greatly affects the way a 3D con-
cept is perceived. Animation can cause occlusion and creates an important depth cue:
the motion parallax. Hence, to improve the value of our study, we chose to create
animated sequences lasting 20 to 30 seconds. Each movie was shown with SS- and
WS-labeling. We presented each movie with the same flight path in two perspectives: a
snail view closer to the ground and a bird’s eye view. All these combinations culminated
to sixteen different animated sequences. To each subject we showed these concepts in a
fixed order as they are introduced in Section 5.3. In an ensuing discussion, we queried
all statements and asked for a ranking of the presented concepts (Fig. 5.8).

Conceptual Details. We selected a light violet color for the glowing labels (Fig. 5.6).
Usually, such a color is not present in a 3D navigation visualization, yet it still remains
an aesthetically pleasing color. The hidden parts of the glowing road concept are drawn
slightly blurred in a light green color, similar to HUD designs (Fig. 5.7). Still images
from the presented movies can be seen from in Fig. 5.4 to 5.7.

5.4.2 Discussion

In both views, glowing streets was ranked highest. 4 of 6 experts chose this as the best
approach in both perspectives (bird and snail). Two experts stated that this concept
improves orientation. Another expert liked how the glowing roads improve readability
by creating an enhanced contrast to the background. One expert criticized the chosen
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(a) Bird’s eye.

(b) Snail’s view.

Figure 5.8: Ranking of our concepts according to our six experts. Each concept was presented
as a short movie. The concept glowing roads ranks first in both viewing perspectives

color and suggested to continue the road in its original color. Finally, the last expert
described this approach as being too colorful.

The second place is shared between the concept transparency label aura and our base-
line. The former performs well in the snail’s view, where labels are frequently hidden
by 3D buildings. Our baseline sufficed in bird’s eye view where occlusion plays a minor
role and the spatial relationship is not needed.

Generally, the concept glowing labels was not approved and always ranked last. Three
experts stated that the label seemed lost in the world and the coloring makes the visual
association even more difficult. Two different experts did not approve that occluded
parts should be marked with a different color. Finally, two experts criticized the color
as being too vivid and distracting.
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Our last concept, cutaways, was quickly dismissed by all experts, because it introduces
too much animation. Every movement leads to new cut outs in the 3D buildings, thus
removing parts of the world. When a lot of labels are present, the 3D world falls more
and more apart.
When deciding which labeling space was best, 5 of 6 experts voted SS in bird’s eye and
5 of 6 experts voted WS in snail’s view. All but one expert agreed that in snail’s view
WS labeling was better despite the restricted readability.

5.4.3 Results

Concepts. As a first consequence, we dismiss two approaches: glowing labels and
cutaways. In the experts’ opinion, the disadvantages of the glowing labels concept
(e.g., unaesthetic, bad visual association) outweigh the readability improvements. Cut-
aways introduce too much movement and destroy huge parts of the 3D world.

Visual association. Displaying the referenced feature besides the label is an impor-
tant requirement for our implementation. One expert liked the transparency aura mainly
because he was seeing the referenced road. The glowing labels ranked last because the
association to the road becomes lost. In contrast, the concept glowing road recreates
this reference.

Labeling technique. The last conclusion we draw, is the need to combine both SS
and WS labeling in a 3D navigation. We choose SS in bird’s eye and WS in snail’s
view. In snail’s view the WS labels fits into the world’s 3D space. In the bird’s eye we
hover at higher altitudes in which the world flattens. Therein, the better readability of
2D SS labels outweigh the deteriorated spatial relationship.

5.5 Implementation

We implemented the selected concepts into our map viewer framework (Chapter 3).

Details. In this system, the central processing unit (CPU) helps loading and prepar-
ing data for rendering. To ease the CPU load, both approaches run on the graphics
processing unit (GPU) using shader programs. The cartographic roads are rendered
with the geometric approach from Chapter 3. However, we render extruded building
footprints and disable the visualization of the DEM.
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Labels. Labels are rendered using our force-based labeling approach introduced in
Chapter 4. As determined in the expert study in the previous section, we use SS in
bird’s and WS in snail’s view. We define snail’s view to be active (1) when the angle
between the camera look-to vector and the world’s plane normal is big enough (similar
to [LTD11]) and (2) when we are close enough to the ground.

5.5.1 Transparency Label Aura

In this concept, occluding parts of the buildings are faded out.

Overview. Our implementation consists of four steps. First, every building oc-
cluding a label is drawn into an offscreen buffer. In the second step, the entire set of
buildings are again rendered offscreen. However, this time, we discard all fragments
located in front of the occluded label – similar to an inverse depth test. In the third
step, we combine these buffers to create a transparent aura around the label. Finally,
we composite the result into the existing 3D world.

Implementation. The first rendering pass is trivial: we create an offscreen buffer and
render all occluding 3D buildings into it. The second pass performs our inverse depth
test in a fragment shader on the GPU. For this step, we need a texture (buffer) containing
the depth information of all labels. We approximate each label with an object-oriented
bounding-box (OOBB). And, because our experts stated in Section 5.4.3 that the ref-
erenced objects should be seen, we slightly enlarge the bounding-box of each label.
Then, we render all OOBBs of every visible label into a depth-only offscreen buffer.
Finally, all buildings are drawn. In the fragment shader we compare the incoming depth
value (of our buildings) zbuilding with the depth value of our OOBBs (our labels) zlabel .
If zlabel > zbuilding the building occludes the label and we can discard this fragment. For
the third step, we create a smooth blending in the transparency aura by rendering the
OOBBs with a gradient texture. Finally, using this fullscreen alpha mask, we composite
the results of the prior steps and render it over the current scene.

5.5.2 Glowing Streets

In this concept, all occluded parts of the roads are glowing over the 3D world.

Overview. The implementation consists of two steps. First, we detect which parts
of the roads are being occluded. These parts are drawn with a selected color (e.g., light
green). Then, optionally, a blurring filter is applied. Finally, the result is composited
over the existing 3D world and all labels are rendered.
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Figure 5.9: GPU implementation of the transparency label aura approach.

Implementation. Initially, we need the depth values of all rendered 3D buildings
zbuilding and roads zroad . Then, a fragment shader compares both depth values: If
zbuilding < zroad , then the road is occluded and has to be drawn as a glowing road. If
the glowing road is drawn with a single color, we simply output a constant color to an
offscreen buffer. If we render the roads in their original color we first have to fetch this
color. The resulting buffer can be smoothed with a blur shader and finally, composited
with the existing 3D world. After these steps, all labels are drawn on top with a disabled
depth test.

5.6 Results

5.6.1 Benchmark

We benchmarked the approaches transparency aura and glowing roads integrated into
our map viewer framework. Our goal was to evaluate the performance scalability and
suitability for real-world scenarios.

Configuration. The evaluation was done on an Intel Core 2 Duo E8400 3 Ghz
CPU with 4GB RAM and Windows XP SP3. The GPU was a Nvidia Quadro FX 580
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Figure 5.10: Implementation of the glowing roads approach: each step represents a shader pass.

(driver v275.89). To reduce the impact of data loading we preloaded all the needed data.
Our performance measurement were done with a flight over a 3D city with roads, 3D
buildings and labels. Fig. 5.12 shows the resulting performance graph during a flight of
20 seconds. We compare the baseline with the transparency aura and two variants of the
glowing roads: using a single color and using the original road color. We measured the
frame rate for low 1024x768 (Fig. 5.12, top) and high resolution 1680x1050 (Fig. 5.12,
bottom). During this run we tracked the number of buildings, road meshes and labels
(Fig. 5.12, middle).

Results. At low resolution (1024x768) our new approaches behave similar to the
baseline. Compared to our baseline, they incur a performance drop between 10-30%.
The average performance decrease for every approach and for two resolutions can be
seen in table 5.1. Our approaches are fillrate bound. At approximately twice the frag-
ments (0.8 MP to 1.8 MP) we have a 50% performance decrease for every approach.
Also, the increased number of 3D buildings, roads and labels do not impact the framer-
ate as much as the increase in resolution (Fig.5.12, middle).
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Figure 5.11: Comparison of the implemented approaches in bird’s eye with World-Space la-
beling: baseline (top), glowing roads (middle) and transparency label auras (bottom). As con-
cluded from a conducted user study, the last two methods increase attractiveness and usability
compared to the baseline.
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approach frame rate

1024x768 diff 1680x1050 diff resolution impact

baseline 110 fps – 59 fps – -46%

transparency label aura 82 fps -25% 43 fps -27% -47%

glowing roads (single color) 90 fps -18% 46 fps -22% -49%

glowing roads (road’s color) 84 fps -24% 42 fps -29% -50%

Table 5.1: Average performance of the implemented concepts and frame rate decrease (drop)
compared to the baseline. Also, we list the performance impact when changing the resolution
from 1024x768 to 1680x1050. We determine that both approaches are fillrate bound.

5.6.2 User Study

Our goal was to evaluate the usability, attractiveness and novelty of our approaches.

Participants. We conducted an user study lasting 20 minutes with 24 persons aged
between 17-45 consisting of 20 men and four women. About one third worked in the
GIS domain. There were 9 students, 12 engineers, two programmers and one manager.
Everyone had experience with commercial 3D navigation systems.

Study Design. These candidates tested the fully working prototypes of our baseline
and the two implemented concepts: transparency label aura and glowing roads. In the
first part of our evaluation, every subject flew three times the same 30 second lasting
route through a 3D city. First, the baseline approach was active. Then, both new
methods were shown in a changing order. After every flight the candidates had to
fill out an AttrakDiff questionnaire (Fig. 5.13). In the second part of the study, we let
the subjects choose manually between all three concepts during a flight of two minutes.
Finally, they completed a second informal questionnaire (Fig. 5.14).

AttrakDiff. After experiencing the prototype, every candidate completed the At-
trakDiff questionnaire from Hassenzahl et al. [HBK03; HBK14]. They had to choose
repeatedly between two different statements, e.g., attractive vs dull. These pairs were
given by the AttrakDiff questionnaire to measure the perceived hedonic quality (HQ)
and pragmatic quality (PQ). PQ is an indicator of the perceived usability of our con-
cepts. HQ is divided into identity (HQ-I) and stimulation (HQ-S): HQ-I describes the
user’s identification, HQ-S defines the novelty of the tested concept. Finally, the ques-
tionnaire measures the overall attractiveness (ATT)
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Figure 5.12: Benchmark of the GPU implementation: both approaches are fillrate-bound.

Results

Fig. 5.13(a) presents the averaged results of the AttrakDiff questionnaire. Compared to
our baseline (orange), both approaches increase significantly every quality aspect and
the overall attractiveness. The boxes in Fig. 5.13(b) indicate the overall classification
in HQ and PQ. Therein, a placement in the top-right quadrant defines a very desired
product. The size of the light boxes indicate the variability of the answers. In our
case, the small box size of the baseline (orange) and glowing roads (blue) indicates a
consistent opinion. In contrast, answers about the transparency aura (red) display more
variation. In both figures, glowing roads (blue) achieve the best usability impact (PQ)
and attractiveness (ATT). Overall, this validates the ranking of our experts from our
pre-study.
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Figure 5.13: Resulting AttrakDiff questionnaire from our conducted user study. PQ describes
the perceived pragmatic quality (≈ usability), HQ-I the hedonic quality based on identity
(≈ user’s identification), HQ-S the hedonic quality provided through stimulation (≈ innova-
tive) and ATT describes the concepts overall attractiveness. Compared to our baseline, both our
presented approaches improve significantly the HQ, PQ and attractiveness.

Informal Questionnaire. Fig. 5.14 depicts the results of our second questionnaire.
The majority state that the application of both approaches create an advantage com-
pared to our baseline, create a better orientation and are aesthetically pleasing. The
glowing roads display a higher distraction and are less calm than the transparency la-
bel aura. Our subjects would more likely use these approaches in a GIS than in a car.
Overall, the proposed methods are perceived as a significant improvement compared to
the baseline: 86% see transparency label aura and 77% glowing roads as enhancement.

Figure 5.14: Informal questionnaire answered by our 24 test candidates. The proposed methods
are perceived as a significant improvement compared to the baseline.
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Figure 5.15: Comparison of transparency label aura (left) and single colored glowing roads
(right). Both figures are in bird’s eye viewing space with WS labeling.

5.7 Conclusions

In this chapter, we have presented two new approaches, glowing roads and transparency
label aura, which preserve the readability of occluded labels in 3D navigation maps
while maintaining the reference to their corresponding object. We have described a
prototypical implementation of both methods on the GPU running at interactive fram-
erates. Our profiling has shown that these implementations are fillrate-bound. In a
following user study including 24 subjects we compared them to our baseline: simply
rendering all labels over the world, as done e.g., by Google Earth and almost every
commercial navigation system. We have revealed that both our methods innovate and
improve significantly the usability and overall attractiveness. Over 86% deem the ap-
proach glowing road better than our baseline. In further research, we plan to evaluate
these approaches in real-world scenario, e.g., while driving through a city. Further-
more, a combination of both concepts could create new approaches, e.g., transparent
road auras.



Chapter 6

Procedural Generation of Orthoimages
with Real Geographic Data

Figure 6.1: Generated synthetic orthoimages used in our map viewer framework.

Orthophotos are omnipresent in digital earth viewers. Yet, in all publicly known ap-
plications, they are completely static, have pre-baked lighting and exhibit artifacts like
clouds, color variations and shadows. High-resolution images are expensive, are not al-
ways available and, without processing, do not match geographic databases like Open-
StreetMap. To overcome these limitations, we propose a system for generating on-
demand synthetic orthoimages based on real geographic data, such as land cover and
climate zones. At runtime, we fuse the input using a neural network, a multilayer
perceptron, into photorealistic images. When zooming in and the resolution of the ge-
ographic input does not suffice, we enhance the imagery with procedurally generated
details. For this end, we simulate vegetation and generate crops. Then, using a geo-
graphic vector map, we overlay road networks and cities. At any scale, the generation
of a 1MPixel image takes less than 2 seconds. Our system includes an editor which
allows the interactive modification of the resulting images. Generated in real-time or
stored in a pre-compiled database, our images can be used in applications ranging from
geographic information systems and geo-location services to navigation systems and
flight simulators.
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6.1 Introduction

Orthographic aerial and satellite images (orthoimages) are omnipresent in digital maps
and geographic information systems (GIS) (see Section 2.1). In a photorealistic 2D map
(e.g., Google Maps or Bing Maps), they help the user to get a quick overview of an area
of interest. Projected on 3D terrain, they create a highly expressive and intuitive means
for visual exploration, as the user can quickly recognize landmarks. The acquisition,
orthorectification and preparation of orthoimages is a long and expensive process. For
this reason, such imagery is not always available, is often outdated and only available
in low-resolution. Furthermore, orthoimages are static: the captured season, lighting
conditions, color, and visible objects are difficult to change. As a consequence, many
existing aerial images contain artifacts such as shown in Fig. 6.2: various tiling effects,
occlusion through clouds, and differently colored regions. And, even if most orthoim-
ages are taken at noon, pre-baked lighting conditions and shadows are captured. Finally,
in a GIS, orthoimages usually do not match with overlaid geographic data such as the
road network, the digital elevation model (DEM) or city models. An example can be
found in Chapter 3, where the cartographic roads of our map viewer do not match the
underlying orthoimages (Fig. 3.2).

Figure 6.2: Graphical artifacts in Google Maps: different seasons (green), visible tiling (red),
occlusion through clouds (yellow), pre-baked shadows (blue) and differently tinted regions.

In recent years, detailed geographic data, such as [Eur00; AGRBL+07], has become
freely available for the whole world (see Section 6.4). Such data enables, at no addi-
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tional cost, the generation of high-resolution orthoimages for any region and including
full appearance control. Hence, generated images tackle all described problems of real
images and create homogeneous orthoimages without artifacts. In particular, once ap-
proaches for generating such images are available, orthoimages can be produced in a
very cost-effective way. However, existing approaches cannot generate world-wide re-
gions, handle real geographic input and create convincing photorealistic results at once.
Our main contribution is a system to generate synthetic orthoimages based on real geo-
graphic input data. At runtime and for all scales, the heterogeneous input is fused with a
multilayer perceptron into photorealistic images. When the resolution of the geographic
input does not suffice while zooming in, we enhance the imagery: we procedurally
generate crops and simulate vegetation. On top, we render road networks and cities.
Additionally, our system provides an editor for modifying the artificial orthoimages in-
teractively by painting into the geographical input layer, e.g., land cover. Finally, we
can largely modify the appearance, create different seasons and lighting conditions. Our
approach uses geographic data, like climate zones, land cover, DEMs, bathymetry, road
network, soil characteristics and tree cover as input. For training the neural network,
we use freely available low-resolution satellite images, e.g., Blue Marble [SVSSH05].
The synthetically generated images finally allow deploying, without cost, world-wide
orthoimages in any application. This approach enables the high-quality draping of 3D
terrain with artificial orthoimages. It can be used for the visualization of GIS simula-
tions and for texturing procedurally generated worlds, e.g., in movies and games.

6.2 Related Work

The generation of photorealistic ground textures was mainly researched for the textur-
ing of 3D terrains.

Online generation. Texture splatting, as introduced by Bloom [Blo00], was one of
the first attempts to generate in real-time terrain textures. His method uses the alpha
channel to control the composition of textures. The blending has to be manually defined
by artists and does not take any natural phenomena into account.
Corpes [Cor01] presents proto-textures, a technique that computes a weighting of each
texture based on the elevation and slope of a DEM. This enables real-time texturing
of 3D terrains, with snow at high altitudes and rocks at steep angles. However, as
only DEM properties are taken as input, it only generates a coarse representation of a
real landscape. Proto-texturing is a very popular technique and is still used in recent
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games [Spl11] and to visualize procedural terrain generation [SBW06; DS04].
Andersson [And07] combines these methods in the Frostbite game engine. The proto-
textures can be visually configured with a graph-based authoring tool. Non-procedural
content created by artists is mapped onto the terrain using texture splatting and stored
efficiently using a sparse quadtree representation.
By using additional natural properties, Dachsbacher et al. [DBS06] improve proto-
texturing and achieve a photorealistic appearance. Their approach maps properties
generated from simulations, like rainfall, sun exposure and temperature, to materials.
The mapping coefficients are estimated from real orthophotos. Experts are needed for
the simulation of the geographic properties. Hence, this approach is difficult to gener-
alize and only small regions can be automatically generated. Also, they can only create
images for higher altitudes which lack details like trees, crops, urban regions and road
networks.

Offline generation. Premoẑe et al. [PTS99] present an approach to render seasonal
alpine terrains. Using a DEM and an orthoimage as input, they classify the surface
into feature types, e.g., snow, pine, and cliff. This is used to remove shadows and
existing shading effects, to add 3D vegetation and to simulate a seasonal snow cover.
The resulting picture still displays large parts of the original orthoimage. Thus, the
approach is highly dependent on the input image and the overall appearance cannot
be changed easily. Also, they only focus on alpine terrain and cannot reproduce other
regions.
Roupé and Johansson [RJ09] use land cover data to enhance aerial images with textur-
ing details. From CAD drawings they create color-coded images which select the ap-
propriate fine-grained texture at runtime. However, natural properties are disregarded
and only eight distinct materials can be encoded with their approach.
A procedural world generation tool for military training games was introduced by Sme-
lik et al. [STKB10]. The user sketches the desired ecotopes described by a terrain type
(e.g., desert, mountain or hills) and an elevation range. Then, he draws polygons on
top to place forests and roads. The generation classifies the world into distinct layers:
earth, water, vegetation, road and urban. The corresponding 3D terrain in the earth
layer is procedurally created with two multi-fractal Perlin noise fields. The vegetation
layer is generated using Deussen’s algorithm [DHLMP+98], which simulates compe-
tition between plants. Without urban layers the generation of a 64 km2 surface takes
approximately 3 minutes [SKTB09], thus making it unsuitable for the generation of
large areas. At this rate, it would take approximately one year to generate an area with
the size of Europe. Furthermore, texturing of the terrain is only roughly defined by
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ecotopes and creates uniformly colored patches. Finally, it has only limited support for
land cover and different climate zones are not considered.

Commercial programs. The commercial terrain generator GeoControl 2 [Ros12]
achieves texturing by selective surface shaders. They can be controlled by heightmap
properties by defining an elevation, orientation, slope or roughness range. However,
real land cover data cannot be imported and the texture size is limited to 40962 pixels.
Therefore, creation of plausible synthetic orthoimages for even moderately large areas
is not possible.
Terragen 2 [FMMG12] generates 3D terrains by letting users create node networks.
Nodes represent procedural noise generators, filters and layered surface materials, e.g.,
grass. However, the appearance of materials can only be controlled by the altitude and
slope of the heightmap.
The Large 3D Terrain Generator (L3DT) [Tor12] lets users sketch a design map com-
posed of cells. Similarly to Smelik [STKB10], every cell stores high-level properties,
e.g., altitude, peak, terrace, erosion and a climate profile. These properties control the
procedural generation of the heightmap and the corresponding attribute map. The latter
stores land types and is created by scoring every existing land type of the climate pro-
file for every pixel of the map. The scoring is based on the altitude, gradient, curvature,
water level and salinity. L3DT creates convincing natural landscapes for lower scales
but cannot generate crops, vegetation and urban areas.

Summary. Most existing approaches generate orthoimages by taking only the eleva-
tion, slope and roughness into account [Cor01; DS04; SBW06; And07; Spl11; Ros12;
FMMG12]. This works for a quick and acceptable terrain texturing but does not cre-
ate realistic orthoimages. Including land cover data is an important asset and is rarely
supported [DBS06; STKB10; Tor12]. Dachsbacher et al. use more geographic input
but need complex simulated data. And, the method of Smelik et al. is too slow for
real-time generation. Also, existing approaches focus mainly on the generation of nat-
ural landscapes, but large portions of the earth’s surface are covered with semi-natural
and built-up areas. Finally, not a single one of the presented approaches can create
world-wide orthoimages.

6.3 Overview

Our goal is the generation of artificial orthoimages for the entire world using real ge-
ographic data. To achieve this, we need a mapping from the given input to a color for
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every geographic position. However, the manual creation of such mapping, or rulesets,
for the entire world would not be possible: capturing even a small subset of all the
details of the earth’s surface would be a very tedious and error prone process. With the
incorporation of more and more rules the probability of side effects increases requiring
even more rules and exceptions to be included.
To overcome these limitations, we automate this process and use a machine learn-
ing approach: a neural network or, more specifically, a multilayer perceptron (MLP,
see [RHW86]). Through training, it finds the relationships between the geographic
input data and a real, low-resolution satellite image. Once the rules are found we
can generate artificial imagery at arbitrary scales during runtime if (1) the geographic
data is available at the given scale and (2) the generated ruleset covers the entire vari-
ability of the given input data. However, below the resolution of the geographic data
(∼ 102 m/pixel), this approach cannot generate sufficient visual details. Hence, we add
further procedural content such as field parcels and vegetation. On top, we render street
networks and building footprints,

6.3.1 System

First, our system learns the mapping from the geographic input to single colors using
a MLP (Fig. 6.3). As the whole raw geographic input data is too large to fit into main
memory, we use an out-of-core approach: a quadtree subdivides the input of the entire
world into a multi-resolution tile pyramid (Fig. 6.4). At runtime, we stream these tiles
into our neural network to generate a basic orthoimage layer (Fig. 6.5). Finally, we
enhance the resulting image with procedural details (Fig. 6.6).

Pre-processing: neural network training. First, we need to learn a mapping from
the geographic data to a single color. We take the raw data and compute input vectors
for our neural network. Using low-resolution satellite images we feed the network
(Fig. 6.3) with training samples. Then, by taking samples across the globe, we generate
a single set of network weights for the whole world. The resulting weights are stored
in a file.

Pre-processing of the raw geographic data. To execute the neural network at run-
time, it needs geographic raster data for every position: DEMs, land cover, tree cover,
soil characteristics, and climate (Fig. 6.4, orange databases). We sample this data and
project it onto a 2D plane using a Mercator projection. Every input category is written
into its own distinct layer of raster data. Then, it is processed into the quadtree scheme,
compressed and stored into a hierarchical spatial database (Fig. 6.4, violet database).
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Figure 6.3: In a pre-processing step we generate weights for the execution of the neural net-
work, a multilayer perceptron, at runtime.
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Figure 6.4: Pre-processing of raw geographic data into a hierarchical database.

Real-time neural network execution. At runtime, visible tiles are streamed from
the hierarchical database to the main memory. Then, using land cover, elevation, cli-
mate zones, soil data, and tree cover we generate appropriate input vectors on the CPU.
Using the pre-computed network weights, the MLP is executed in parallel on the GPU.
This enables a quick generation of a basic artificial orthoimage (Fig. 6.5, green box).

Real-time procedural enhancement. At higher zoom levels, the resolution of the
geographic input data does not suffice. Therein, e.g., forest and crops, are only coarsely
approximated by their overall shape. Hence, to create a realistic appearance, we have
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Figure 6.5: Runtime execution of the neural network using the streamed geographic data.

to enhance the basic orthoimage with procedural details (Fig. 6.6).
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Figure 6.6: Procedural enhancement of the basic orthoimage.

6.4 Geographic Data Sources

Low-resolution orthoimage. For neural network training, an orthoimage with con-
sistent colors over the entire globe is required. It should exhibit none of the arti-
facts shown in Fig. 6.2. The NASA Blue Marble Next Generation images (BMNG)
from Stöckli et al. [SVSSH05] provide such properties up to a spatial resolution of
500 m. Such global monthly images allow the generation of different seasonal settings
as shown in Fig. 6.21(g) and in the accompanying video.
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(a) Basic ground layer. (b) Procedural fields. (c) Roads and water. (d) Simulated vegetation.

Figure 6.7: Enhancement with generated and procedural details of the basic orthoimage result-
ing from the neural network.

Land cover. These data products describe physical materials covering the surface of
the earth, therefore having the most impact on the resulting artificial orthoimages. We
combine several sources to achieve the best spatial resolution and information content
for any given region (see Table 6.1). In the future, we would like to incorporate ad-
ditional high-resolution land cover data products from other regions. However, to our
knowledge, such data is not freely available for larger areas.

Name m/px Classes Coverage

Global Land Cover by National Mapping
Organizations (GLCNMO) [TBABTS+08] 1000 20 Global
ESA GlobCover [AGRBL+07] 300 23 Global
CORINE Land Cover [Eur00] 100 44 Europe
National Land Cover Data (NLCD) [HDFCH+07] 30 16 USA
GeoBase [Geo09] 30 45 Canada

Table 6.1: Comparison of freely available land cover data products.

Digital Elevation Model (DEM). We gain elevation data from two sources: ocean
bathymetry and terrain data with a resolution of one arc-minute from ETOPO1 [AE09],
and terrain data from a DEM based on void free SRTM data. The elevation data is used
for shading terrain, coastlines and shallow water.

Climate zones. The climate classification according to Köppen and Geiger [KG23]
is based on the analysis of many measurable climatic variables (e.g., temperature, pre-
cipitation, and humidity) and the fact that vegetation is a very good indicator for many
climatic elements. In return, such classifications have a great impact on the artifi-
cial orthoimage generation. We use the updated climate classification from Peel et
al. [PFM07], which is only available at ∼ 10 km/pixel.

Soil characteristics. Climate data and soil characteristics are dependent on a variety
of factors, e.g., temperature, precipitation, soil texture, fertility, tillage. Using them as
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input for our neural network injects complex compound information about the ecosys-
tem that would otherwise be virtually impossible to map to a color. We use four of the
seven-layer Global Gridded Surfaces of Selected Soil Characteristics [Glo00] dataset:
(1) Soil carbon density (2) Soil field capacity (3) Soil profile available water capacity
(4) Soil thermal capacity. All chosen layers describe the underlying material, i.e., dif-
ferent rock types, clay, sand in different ways. For further details, we refer to Brady
and Weil [BW+01].

Tree cover. For satellite image generation, as well as vegetation simulation, we use
tree cover data from Defries et al. [DHTJL00]. To limit the size of the input database,
we chose to use only the global broadleaf and global coniferous tree cover percentages
and ignore evergreen/deciduous tree cover classifications because those categories are
included in the land cover datasets.

6.5 Pre-processing of Geographic Data

The pre-processing step (the compiler) generates a hierarchical database by reprojecting
and partitioning the raw input data (presented in the previous section) into a quadtree.
All inputs are reprojected to Spherical Mercator (EPSG code 3857). We kept the com-
piler output as close to the original data as possible, to allow enough flexibility during
the rendering process, in which further corrections are applied.

Land cover unification. To combine the strengths of the different land cover data
products, we merge them into one super land cover dataset. One challenge in this
unification process is the mapping of land cover types, since each data product uses
different classification schemes. For example, global data products do not distinguish
between different urban categories due to their limited resolution. On the other hand,
a European land cover has no class types, e.g., for mangroves, but distinguishes 11
different categories for artificial surfaces. We include all categories of the sources and
merge obviously redundant categories. This results in our final super land cover dataset
with 62 distinct types.

Coastline correction. Coastlines are corrected in the soil and climate layers by
using a high-resolution land mask (binary distinction between land and water bodies)
generated from [SVSSH05], or [Eur00] where available. This is necessary to prevent
artifacts originating from low resolution soil and climate layers. First, we remove land
pixels, for which the continent mask contains water areas. Then, using morphological
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Figure 6.8: Land cover unification: to combine the strengths of different land cover datasets, we
create a super land cover set. We include all types and merge redundant categories. At runtime
this database is used for execution of the multilayer perceptron and generation of procedural
content.

operations, land pixels are dilated in the source layers until land-water coherency with
the land mask is reached.

Scrambling. Another pre-processing operation, that we call scrambling, is the pixel
diffusion of low-resolution categorical data (climate and soil characteristics) which can-
not be interpolated. The scrambling algorithm swaps neighboring pixels iteratively if
they belong to the landmass. This diffusion process ensures a smooth transition be-
tween adjacent categories as shown in Fig. 6.9.

Figure 6.9: Climate zones in Southern Australia (left), scrambled version that allows a smooth
transition between different zones (right).

The database produced contains rasterized georeferenced tiles, each containing ten dis-
joint, congruent data layers (land cover, climate, bathymetry, elevation, 4×soil char-
acteristics, tree cover needleleaf, tree cover broadleaf). The overall size per level of
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detail is given in Table 6.2. Higher detail levels above level eight are only generated for
densely populated territories.

LOD #Tiles Width [pixel] DB Size Compr. size Compr. ratio

0 1 256 0.96 MB 0.2 MB 79%
1 4 512 3.75 MB 0.7 MB 82%
2 16 1024 15 MB 2.4 MB 84%
3 64 2048 60 MB 8.4 MB 86%
4 256 4096 240 MB 29 MB 88%
5 1024 8192 960 MB 102 MB 89%
6 4096 16384 3.75 GB 346 MB 91%
7 16384 32768 15 GB 1.14 GB 92%
8 65536 65536 60 GB 3.86 GB 94%
9 ∼ 3x105 ∼ 1x105 240 GB 12.6 GB 95%
10 ∼ 1x106 ∼ 3x105 960 GB n.a. n.a.
11 ∼ 4x106 ∼ 5x105 3.75 TB n.a. n.a.
12 ∼ 2x107 ∼ 1x106 15 TB n.a. n.a.
13 ∼ 7x107 ∼ 2x106 60 TB n.a. n.a.

Table 6.2: Statistics of a database containing all rasterized geographic input layer for a world-
wide generation of orthoimages.

6.6 Generation of Synthetic Orthoimages

To generate basic artificial orthoimages we use a simple multilayer perceptron (MLP)
[RHW86] with one hidden layer. Such computational models are weighted directed
graphs that connect nodes from the input to artificial neurons in the hidden layer and
from there to the output layer. Their ability to act as non-linear function approximators
allows to learn the mapping between geographic inputs and R,G,B color components
on a per-pixel basis.
Other machine learning algorithms, e.g., support vector machines (SVM) [Vap99; CV95],
can be applied to create such rulesets. SVMs deliver better generalization performance
than MLPs, because they optimize a convex function in a higher dimensional space than
the dimension of the input vectors. This approach ensures the computation of a global
minimum, whereas any backpropagation training algorithm on MLPs cannot guaran-
tee the finding of an optimal solution in every case. However, as shown by LeCun et
al. [LJBBC+95] and from our own experiments, the execution of SVMs (i.e., calcu-
lating f (x) for a learned function f ), requires much more computing resources than
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MLPs. These performance considerations are of great importance, because the algo-
rithm is executed in real-time for every pixel of a given map section. As we will see later
in Section 6.6.2, our presented method can be easily implemented on current graphics
hardware, as network execution boils down to only a few matrix multiplications.

Figure 6.10: Successive refinement of the network by adding more and more geographic input
data: elevation and climate zones (top), land cover (middle), soil and tree cover (bottom). Land
cover has the biggest influence on the resulting synthetic image.

6.6.1 Neural Network Architecture and Training

Encoding of input vectors. Geographic input data is encoded into one input vector
for each pixel. However, slope and bathymetry information is not fed into the MLP,
because the network would learn unnecessary features (i.e., lighting information, ocean
shading) from the satellite image. Instead, we add relief and ocean bathymetry shading
at runtime, to allow more control over lighting conditions and general appearance.
The number of input nodes should be kept at a minimum, not only due to performance
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issues: the more input dimensions a MLP has, the higher the decline of regression
performance compared to the theoretical limit, as shown by Kohonen et al. [KBC88].
If the number of inputs reaches an order of magnitude of ∼ 104, image quality vastly
reduces, as wrong color tones occur for some category combinations.

Geographic input data can be distinguished regarding its dimensionality: elevation and
percentage tree cover can be encoded into one node, while class-based data, e.g., land
cover, soil and climate, is multi-dimensional. Consider the following simple example
where a land cover map consists of three categories: water bodies, forests, and agricul-
tural areas map with ascending values. Encoding land cover into a single node would
suggest that certain combinations (here: water bodies and forests, forests and agricul-
tural areas) are closer to each other than other combinations. On the other hand, in a
vectorial encoding each category has an equal distance to all other categories. There-
fore, we need one input node for each category (see Table 6.3). However, such an
encoding increases the number of input nodes significantly. But, for each pixel location
only one category per input type can be active, e.g., one specific land cover category, or
one climate zone. Therefore, the number of simultaneously active nodes per input type
can be kept at a minimum, which results in sparse vectors. This property is later used
for optimizing the runtime network execution.

All class-based input types (i.e., land cover, climate and soil characteristics) can acti-
vate more inputs depending on the category values in their distinct pixel neighborhood.
Such activation schemes allow a smoother transition between categories. We allow two
activations per type: one activation for a category at the pixel location, and one activa-
tion for a category which occurs in the direct neighborhood of this location. Fig. 6.10
shows the successive refinement of the MLP by adding more and more geographic
types.

# Input nodes [n] Type

1 elevation
62 land cover
30 climate
13 soil carbon density
13x3 {field, water, thermal} capacity
1 treecover needleleaf
1 treecover broadleaf
147 total

Table 6.3: MLP input vector encoding from geographic input data.
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Network architecture and training. The architecture of our network is outlined
as follows. The fully connected MLP has one hidden layer with a sigmoid transfer
function. The number of hidden neurons is equal to the number of input nodes which
allow a simple network execution on the GPU as we will describe in Section 6.6.2.
Neurons from the hidden layer are connected to the three R,G,B output neurons and
use a linear transfer function. A linear activation gives better results, because of the lin-
ear relationship between R,G,B color intensities. On the other hand, MLPs gain their
power to compute non-linear, nontrivial problems from non-linear transfer functions.
Hence we use a sigmoid transfer function in the hidden layer but any other non-linear
smooth and differentiable function could be used. One hidden layer is sufficient for
most regression problems, because the linear combination of multiple sigmoid func-
tions can represent any continuous function as shown by Cybenko [Cyb89]. The MLP
requires more hidden layers only for modeling function discontinuities. Experiments
with other color representations (e.g., HSV or HSB) did not deliver better results. Net-
work training was done by using the Fast Artificial Neural Network Library (FANN)
from Nissen [Nis03]. It uses the improved resilient backpropagation training algorithm
from Igel and Hüsken [IH03], a variant of Riedmiller and Brauns [RB93] RPROP train-
ing algorithm.

In the training phase, we take samples generated from a probability map of the earth’s
surface. The map, derived from land cover data, ensures the acquisition of underrep-
resented land cover categories and samples homogeneous regions like marine waters,
poles and deserts less often. The number of training epochs is a crucial factor: if too few
epochs are taken the network is not able to learn all rules. Too many training epochs,
reduce the generalization performance of the MLP, which results in poor image quality,
e.g., wrong color tones occurring in some regions. In our system a training phase with
40 epochs with ∼ 105 samples gave the best results.

6.6.2 Neural Network Execution on the GPU

Our network has n = 147 input nodes and the same amount of neurons in its hidden
layer. For both layers we have to solve

~a0 = ~b0 +~ijw0 (6.1)

~a1 = (sig(~a01) , . . . ,sig(~a0n)) (6.2)

~a2 = ~b1 +~a1w1 (6.3)
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where~b are the bias vectors for each layer,~ij the input vector for a given pixel j and
w the weight matrices of the MLP. The first weight matrix w0 stores n×n connections
from every input node to every neuron in the hidden layer and w1 stores n× 3 con-
nections from the hidden layer to the three output neurons. In total we would require
n2+3n multiply-add (MAD) instructions and n2 operations for calculating the sigmoid
activation function sig(t) = 1
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Figure 6.11: Neural network execution on the GPU.

We can decrease the number of operations in the first layer, because at most two neu-
rons are simultaneously active for each geographic input type. Then we require only
n2m+ 3n MADs and n2m sigmoid operations where m = 9 is the number of different
geographic input types. This is done by compressing the input vectors: every entry
contains (1) the index to the active input neuron and (2) its weight, zero entries are
omitted.

The GPU data layout is shown in Fig.6.11. Multiple input vectors are uploaded as float
texture in this compressed manner. A shader then executes the matrix multiplications
and writes results back into a floating point render target. The resulting render target is
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then used in a second pass that computes the basic artificial orthoimage.

6.7 Detail Generation

The generation of images with a neural network is highly dependent on the resolution
of the geographic input data. However, it only delivers enough visual details up to 100-
300 m per pixel (see Section 6.4). To deliver photorealistic images beyond the input’s
limits, we add vegetation, crops, roads and cities on-top of the basic orthoimage layer
(Fig. 6.7).

6.7.1 Vegetation Simulation

We add vegetation, like trees and shrubs, by simulating the growth of plant entities
and rendering the results using billboards. Our simulation is inspired by a simplified
version of plant population dynamics created by Deussen et al. [DHLMP+98]: single
plants are defined as circles, and local competition starts when two circles intersect. The
competitive ability of a plant is computed by the current water concentration levels, the
preference for wet/dry areas, and its relative size (ratio of maximum and current size).
Growth rate, maximum size and the number of new seeds is defined by the plant’s
species.

(a) DEM as input. (b) Simulation results. (c) Rendering.

Figure 6.12: Competitive simulation of plants.

We introduce for each species a tree limit based on altitude (timber line). This goes
beyond the simulation approach of Deussen et al. As in real nature, no tree of a certain
species will ever grow above this line because of inadequate growth conditions. Addi-
tionally, we define a transition zone where the growth rate linearly decreases to zero.
As a second improvement, we create from our geographic sources a vegetation mask
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which defines where new plants are seeded. Land cover data defines seeding areas
including broadleaf, needleleaf and mixed forests, scrubs, parks, and areas with other
vegetation. The geographical vector map defines non-seeding areas like road networks,
building footprints, and water bodies.

Simulation. After placing entities of each species during the initialization, we per-
form for each simulation step the following actions: 1. Increase plant’s size by its
growth rate, the plant dies if it exceeds its maximum size. 2. Add a defined number
of new entities in its vicinity. 3. If a plant’s circle intersects other plants: compare the
competitive ability with neighboring plants and let the weakest plant die in each com-
parison. With sufficient simulation steps (Fig. 6.12(b)), segregation of plants between
wet and dry areas emerges.

Implementation. As input we take a DEM [FRCCD+07], the available water ca-
pacity map [Glo00] and parameters describing the species and simulation settings. Ac-
cording to the definition found in [Hol09; AH84], we set the tree limit at 1800 m and
the transition zone ranges to 500-700 m. To accelerate the comparison between neigh-
boring entities, we partition the simulation world with a uniform grid. The grid size
should be chosen in such a way that all entities who influence each other are in the
same cell or neighboring cells. Since our objective is a rapid image generation, the
vegetation simulation is only done for a few steps (i.e., 20). Furthermore, the simula-
tion only seeds few plants as representatives. We render every tree representative as
a textured billboard (Fig. 6.7(b)). In a texture atlas, we store textures with different
densities of trees. Then, recreate the correct density, we sample the tree cover map and
choose the appropriate texture. For further variation, we change slightly the rotation,
hue and lightness at random.

6.7.2 Field Generation

In most countries, agricultural crops encompass large areas. Hence, the artificial gen-
eration of crops becomes important for compositing realistic orthoimages. As the ap-
pearance of crops changes every season, a procedural generation does not affect the
resemblance to the real world.
As input, we take a raster image with land cover information. Row-by-row, we deter-
mine the outline of the agricultural land cover and generate silhouette points. We then
generate a low-resolution rectangular grid and place it over the silhouette (Fig. 6.14,
left). The grid is adapted iteratively towards the silhouette (Fig. 6.14, middle) in a few
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Figure 6.13: Resulting procedural vegetation.

SUBDIVISION. ADAPTION. OUTLINE. 

Figure 6.14: Generation of procedural fields: we adapt a low-resolution grid to the shape of the
field and subdivide the cells if they contain agricultural areas.

iterations (i.e., 10). We determine which grid cells contain agricultural areas and sub-
divide them (Fig. 6.14, right), until a given area threshold is reached (i.e., 0.01-2 km2).
When the final subdivision is achieved, we generate vertices and texture coordinates.

Road network. The road network influences greatly the appearance of crops: crops
are divided by roads and they usually follow the roads’ curvature. To take this into
account, we align the grid along the major roads using an angle histogram. Then,
below a defined threshold, we snap grid points to the road network. Finally, we divide
field parcels with overlapping roads (Fig. 6.16).

Random walk. To create variety and a more realistic appearance, the fields are
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Figure 6.15: Resulting procedural fields.

(a) Without alignment. (b) With alignment.

Figure 6.16: The procedural fields are aligned to major roads.

rendered using a texture atlas. Crop types are stored in the texture atlas according to
their type and appearance. However, a uniform selection of the different textures could
still result in repeating patterns. To remove such patterns, we introduce an approach to
select textures from the atlas using a random walk (Fig. 6.17).
First, we initialize the selection range as sliding window. From 0..n entries in the
texture atlas it can select m at the atlas offset o (selection range is [o,o+m]). Now let o
to be controlled by a simple one-dimensional random walk (Fig. 6.17(a)). The random
walk Sk is defined by summing up independent random variables Z0,Z1, ..Zk where each
variable is either −1 or 1 with a 50% probability. The expected translation distance or
standard variation grows with the number of performed iteration steps and is

√
k for k

steps. We further have to define an upper and lower limit for Sk. Then we rescale the
result to our desired range for o of [0..n/2]. The width or range in which our random
walk operates gives us some control over the change rate how rapidly the distributions
change in our simulation. Smaller widths result in quicker distribution changes.
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Sk 

k 

o 

(a) Random walk Sk to select o.

B A 

m = 4 

Texture Atlas 

n = 8 

o = 2 

(b) Selection of a texture.

Figure 6.17: To reduce the appearance of patterns, we select fields in a texture atlas with a
random walk approach.

To cover only agricultural land cover areas, we create a stencil mask and render the
subdivided fields over our orthoimage.

6.7.3 Urban Rendering

Most man-made structures are present in geographic vector maps, which are used, e.g.,
in navigation systems. A good example of such a database can be seen with Open-
StreetMap [Ope] (Chapter 2.1.3). Hence, urban structures do not need to be procedu-
rally generated and can be drawn directly.

Road network. The road network is stored as a series of 2D polylines in the ge-
ographical vector map. Every polyline stores a functional road class (FRC) attribute
to specify the road’s functional importance. In a similar fashion to Vaaraniemi et
al. [VTW11], we expand each segment of the polyline to quads. The road’s FRC maps
the quad’s vertices to corresponding texture coordinates in a texture atlas. Finally, we
render all expanded and textured quads, from least to most important FRC, over the
orthoimage (Fig. 6.7(c)).

Building footprints. In geographical vector maps the footprints of buildings are
stored as 2D polygons with a given height. Because we render orthorectified images,
we are only interested in the building’s roof. Therefore, we render every building as
a flat textured polygon with slightly randomized colors. The result can be seen in
Fig. 6.18. To enhance the resulting image we re-create the shadows of the buildings:
we add a preliminary pass where all buildings are slightly offset and rendered in black.
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(a)

(b)

Figure 6.18: Rendering footprints of buildings from the vector database: (a) New York City
and (b) Berlin. We achieve convincing results with textured roofs, slight color variations and
casting shadows from the buildings.

6.7.4 Relief shading

Optionally, if we do not have dynamic lighting in our target system, we can pre-bake a
global lighting into the generated images. We incorporate the analytical relief shading
from Jenny [Jen01]. It adds further realism in mountainous regions where some faces
are exposed to sunlight while other faces are in shadow (Fig. 6.21(b)).

6.7.5 Multi-Resolution

Our approach uses two distinct systems: the multilayer perceptron for creating the
basic layer and the detail enhancement rendered on top. The details are not always
rendered over the basic layer and are only added when we reach 100-300 m/pixel. We
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employ several strategies to assure a consistent coloring whenever we are zooming in,
and, thus, are switching through the levels of the quadtree. First, the super land cover
introduced in Section 6.4 ensures that all land cover databases are unified across all
levels. Second, to ensure consistency when switching approaches, the main coloring
of the procedural elements is determined by sampling the result of the MLP. Small
variations are introduced by changing randomly the hue and luminance of the color.
However, to ensure that the averaged resulting colors still create the color from the
MLP, we always change colors pair-wise. If one color gets an increased hue, the other
color gets an according decreased hue. An example of zooming in into the Alps is given
in Fig. 6.19.

6.7.6 Editor

Our system includes an interactive editor: using the mouse, we can paint directly into
layers of the input data, e.g., land cover, which consequently modifies the resulting
orthoimage. We can easily generate new mountains, add crops, create new seas and
enlarge forests. After the user finishes painting, the changes are written to a temporary
database.

6.8 Results

We now compare real and synthetic orthoimages and analyze the system’s performance.

6.8.1 Comparison

In Fig. 6.20, we compare synthetic orthoimages generated from our system (left) and
real satellite (or aerial) images (right). At the world scale in Fig. 6.20(a), we can mainly
discern different soil details in desert regions like the Sahara in Africa or in Australia.
Also, even with scrambling, the harsh borders of the climate zones are still apparent
in the synthetic image of Africa. The second main difference are the mountainous
regions, e.g., in Fig. 6.20(b). Our approach uses low resolution DEM with a horizontal
resolution of 90m which makes it difficult to capture smaller features like erosion. The
synthetic image of Singapore in Fig. 6.20(c) shows no artifacts, e.g., clouds, which
are apparent in the Google Maps image. The last comparison shots show that apart
from color differences, the synthetic image of the region of southern Bavaria is well
reproduced.
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6.8.2 Benchmark

All performance measurements were taken on a Laptop with Windows 7 SP1, a 2.7
GHz Intel Core i7 Quad CPU, 16 GB of RAM and an Nvidia Quadro 4000M (driver
v.296.70). We benchmarked the execution of the neural network for the generation of
the basic layer of an orthoimage. As the computation of the MLP is a parallel task,
it can be efficiently computed on a GPU. Leaving out the zero-input vectors reduces
greatly the computational requirements.

CPU [s] GPU [s]

1 thread 8 threads uncompressed compressed

3.64 0.77 0.95 0.2

Table 6.4: Time taken in seconds for the generation of an 512x512 orthoimage. Comparison of
CPU generation and GPU generation with and without compression of the input vectors.
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Figure 6.19: Multi-resolution rendering: we zoom into the Austrian Alps and maintain a con-
sisting coloring of the synthetic orthoimages over all scales.
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(a) World: Synthetic image (left), Blue Marble satellite image (right).

(b) Lago di Garda, Italy: Synthetic image (left), Google Maps image (right).

(c) Singapore: Synthetic image (left), Google Maps image (right).

(d) Southern Bavaria, Germany: Synthetic image (left), Google Maps image (right).

Figure 6.20: Comparison of our synthetic images (left) and real satellite or aerial images (right).
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(a) Central Europe.

(b) Alps, Europe. (c) Northern Spain.

(d) Caribbean. (e) Munich, Germany.

(f) Central Europe at night. (g) World generated from NASA Blue Marble April im-
ages.

Figure 6.21: Synthetic orthoimages generated at runtime by our system.
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6.9 Conclusions

We have presented an approach to generate on-demand synthetic orthoimages. Instead
of creating a complex set of rules, the mapping of geographic input to a color is deter-
mined through machine learning. The computation of a neural network, more specifi-
cally a multilayer perceptron, creates the basic artificial orthoimage layer. To overcome
the limited resolution of the geographic input we procedurally add details. First, we
generate fields by subdivision and select crop textures using a random walk method.
This reduces repeating patterns and creates a more natural appearance. Then, we sim-
ulate vegetation growth, render road network and buildings footprints. Most of the
computations of this system are done on the GPU. With a compression of the input
vectors, the execution of the MLP on the GPU becomes highly efficient. Compared to
a single-core CPU, it accelerates the computation by a factor of 18. However, our ap-
proach only delivers convincing results up to ∼ 19m/pixel. Beyond this, further work
is needed to create detailed and realistic texture sets. For instance, more features of
the vector map could be used: the OpenStreetMap database even captures single trees,
fences and traffic lights. But, the rendering of the road network and building footprints
are highly dependent on the geographic vector map. To overcome a bad coverage, we
could procedurally create cities and roads for non-critical applications, e.g., with ap-
proaches like [PM01; CEWMZ08]. Moving more computational load onto the GPU,
e.g., the vegetation simulation, could provide performance improvements. However,
reducing the bandwidth bottleneck from CPU to GPU would provide the biggest im-
provements. A simplification of the weighting network could provide the key to faster
computations. The editing of orthoimages could be improved. Together with the pro-
cedural generation of cities, it could enable real urban planning applications. Finally,
the procedural parts of our approach create similar looking results all over the world.
Regional features, with different textures and parameters, would provide a greater and
more realistic variety. Additionally, real-time weather data could be used to enhance
the generation and create convincing results. SRTM, the raw heightmap source we
are using as DEM, has a horizontal resolution of 90 m [FRCCD+07]. Creating or-
thoimages with a higher per-pixel resolution results in flat and unsharp lighting, thus in
not-realistic looking images. However, DEMs with more details are too expensive and
are not always available. To overcome this limitation, techniques presented by Brosz et
al. [BSS07] that automatically extract high-resolution details from existing models or
multi-fractals and apply them on the low-resolution data are needed.
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Chapter 7

Summary, Conclusions, and Outlook

The usability of navigation and spatial information browsing systems depends on a
number of factors. First, the semantic quality of the information is directly related to
the availability and resolution of the input geographic data. Second, input controls such
as tactile buttons, touch screens or gesture controls, have an impact on the interaction
between the user and the system. Third, the physical properties of the screen influence
the visibility of the represented information. Finally, the rendering quality of geovirtual
environments is critical because it represents an intuitive and direct feedback. As such,
improving rendering techniques is a key aspect in improving the usability.

This thesis has addressed the challenge of improving the usability of 3D maps for nav-
igation and spatial information browsing purposes. This was tackled with novel GPU-
based algorithms for the cartography and usability-oriented rendering of features in 3D
maps.

7.1 Summary

In Chapter 3, we introduced the rendering of cartographic roads onto a high-resolution
Digital Elevation Model (DEM). We implemented two GPU methods to render such
roads: a geometric approach for low to medium-resolution DEM and a high-quality
approach for high-resolution DEMs. With screenshots we presented their artifact-free
projection onto high-resolution DEMs. Finally, we showed that both methods perform
extremely well, with both approaches achieving over 50 fps on consumer grade hard-
ware, such as an ATI Radeon 5870 GPU.
In Chapter 4, we presented a temporally coherent, force-based labeling approach for
dynamic 2D and 3D scenes. Based on the results of an expert study, we created an

115
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algorithm that places and resolves collisions between labels at runtime. The GPU-
based approach handles these calculations with up to 2000 labels in real-time. In a
concluding expert study, almost all participants approved the application of our method
in real-world scenarios, such as navigation tasks.
In Chapter 5, we proposed concepts to enhance the visibility of labels in occluded 3D
scenes, e.g., cities. We selected two approaches, glowing roads and transparency label
aura, and described a GPU implementation for both concepts. A conducted benchmark
showed that they run in real-time on low-class hardware. Finally, we validated them
in a user study, within which these concepts significantly innovated and improved the
usability and overall attractiveness of existing methods.
In Chapter 6, we presented an approach to create on-demand synthetic orthoimages,
generated through a two-step approach. First, the colors of the base layer from the
geographic input are determined. This mapping is generated in a pre-computation step
through a machine learning approach, with its evaluation conducted at runtime with
a GPU method. Second, limited geographic resolution of the input is overcome by
adding procedural details, e.g., canopy, roads, trees, crops, and cities. With screenshots,
we proved that these images exhibit an artifact-free appearance and demonstrated their
strong resemblance to real satellite images.

Applications. The presented set of techniques cannot only be applied to navigation
systems, but also to a variety of applications domains such as geospatial systems, web
mapping, etc. The cartographic roads can be used in Geographic Information Systems
(GIS) and virtual globes. The force-based labeling approach can be used every time
labels are used in virtual 3D environments, e.g., GIS, navigation systems, scientific
exploration, and games. The visibility enhancements can be used whenever features in
a virtual 3D environment are occluded. Finally, the synthetic orthoimages can be used
in a wide variety of scenarios, e.g., flight simulators, navigation systems, games as well
as for urban and landscape planning.

7.2 Discussion

Using 3D maps for navigation and spatial information browsing cannot be justified or
even becomes senseless if the visibility and readability of relevant information is not
given. We tackled this problem by considering cartographic rules and simple visual
constraints. Based on Imhof’s cartographic rules, we defined at set of criteria relevant
for 3D maps: (a) the recognition and readability of features; (b) visual association of re-
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lated features; (c) maintaining temporal coherence; and (d) a high rendering efficiency.
The combination of all these factors enhances the usability of 3D maps for navigation
and spatial information browsing purposes. In the following section, we position our
contributions with respect to these criteria. An overview of this juxtaposition is detailed
in Fig. 7.1.

Contribu)on	   Recogni)on,	  
Readability	  

Visual	  Associa)on	   Temporal	  
Coherence	  

Efficient	  
Rendering	  

Chapter	  3:	  
Cartographic	  Roads	  
	  

Cartographic	  
roads:	  vivid	  
colors,	  outlines,	  
bigger	  than	  real	  

Perfect	  projec9on	  onto	  
terrain	  

(a)	  Dynamic	  scaling	  
(b)	  Smooth	  alpha-‐
blending	  over	  LODs	  

Efficient	  GPU	  approach	  
for	  	  dynamic	  roads	  
with	  rounded-‐caps	  

Chapter	  4:	  
Force-‐Based	  Labels	  

(a)	  Halos	  
(b)	  Outline	  
(c)	  Shadows	  

(a)	  Diff.	  posi9on-‐models	  
(b)	  Color-‐encoding	  	  
(c)	  Label	  following	  roads	  	  
(d)	  Depth-‐based	  scaling	  

Smooth	  force-‐based	  
movements	  

Efficient	  placement,	  
collision	  &	  force	  
computa9on	  on	  GPU	  

Chapter	  5:	  
3D	  City	  Labels	  

Visible	  labels:	  	  	  
not	  occluded	  

Enhanced	  associa9on	  
(label	  &	  feature)	  with	  
both	  approaches	  

Yes	  (approaches	  are	  
implicitly	  temporal	  
coherent)	  

GPU	  approach	  

Chapter	  6:	  
Synthe)c	  Orthoimages	  

Ar9fact-‐free	  
images	  
	  

Features	  of	  orthoimages	  
match	  elements	  from	  
vector	  database,	  e.g.	  
roads	  and	  buildings.	  

Enhanced:	  every	  
LOD	  has	  same	  
colors	  &	  features	  

GPU	  computa9on	  of	  
neural	  network	  

Figure 7.1: Overview of key aspects discussed in this thesis. Every contribution is positioned
with respect to a set of criteria relevant to 3D maps: recognition and perception, readability,
visual association, temporal coherence and an efficient rendering. Combining all these factors
enhances the usability of 3D maps for navigation and spatial information browsing purposes.

Recognition, Readability, Visibility. A cartographic representation breaks with
photorealism. Its goal is an information generalization and abstraction, leading to en-
hanced visibility, e.g., through simplification and by creating more contrast between
elements. We enhanced the recognition of roads and labels with such a representation.
We provided a definition of cartographic roads, including rounded caps at the end of
roads, vivid colors, dynamic scaling of their width, and dark outlines. Subsequently, we
introduced two methods that maintain the visibility and thus the readability of occluded
labels in 3D maps of cities. Compared to usual approaches, they still maintain the refer-
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ence to their corresponding object. Finally, because the synthetic orthoimages present
no graphical artifacts, e.g., shadows from clouds, changing seasons or low resolution,
features can be more easily recognized compared to satellite imagery.

Visual Association. We enhanced the projection of cartographic roads onto the
DEM; hence, they can be more easily related to the underlying 3D terrain surface. Color
encoding of labels strengthens the association to their corresponding feature. Moreover,
given that road annotations follow the road, they can be easily matched to their respec-
tive roads. Furthermore, our labeling method follows Imhof’s cartographic principles,
e.g., visual association and classification of similar elements. In virtual maps of 3D
city models, both contributions increase the visual association of labels compared to
the baseline. Finally, compared to real satellite images, features within our synthetic
orthoimages match corresponding features in the vector database; for instance, a photo-
realistic road that is present in the orthoimage matches its overlaid cartographic coun-
terpart. This drastically enhances the visual association. Therefore, the perception of
navigation-relevant features is not reduced owing to the aforementioned contributions.

Temporal Coherence. We achieved a temporal coherent visualization for our carto-
graphic roads with two key properties: seamless Level-of-Detail switches and dynam-
ically changeable road widths. For labels, the force-based labeling approach allows
for smooth movements between colliding labels. Finally, the synthetic orthoimages en-
able seamless zoom-ins, which can be achieved because this approach creates similar
homogeneous images for every zoom level.

Rendering Efficiency. Only an interactive rendering of all elements creates an over-
all smooth and temporally coherent rendering. We presented two approaches for ren-
dering high-quality cartographic roads on high-resolution DEM in real-time. Moreover,
the force-based labeling algorithm can resolve collisions for several thousand labels in
real-time. Labels in 3D cities are made visible with this GPU-based approach. Fi-
nally, we accelerated the creation of synthetic orthoimages with a GPU evaluation of
the neural network.
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7.3 Future Work

The GPU algorithms presented in this thesis were created with embedded SoCs (System
on Chips) in mind. However, it is necessary to undertake a real performance evaluation
on actual embedded platforms. In particular, the effects of different hardware architec-
tures, i.e., deferred tile engine or traditional forward rendering, on the efficiency of the
algorithms should be analyzed.
Approaches for several layers of a GIS were created, i.e., orthoimages, roads, and la-
bels. The more layers are displayed in a GIS and the more information that each layer
carries, the more features have to be rendered. Therefore, enhanced techniques for in-
formation hiding are required. At first, an intelligent filtering of features is crucial, e.g.,
the prioritization and selection of labels. Moreover, an adaptive filtering of the roads
can also help. When zooming out from dense areas, such as the city of Tokyo, minor
roads can be left out earlier than major roads. Furthermore, a recommender system
can adaptively select important map features, pre-selecting important Point-of-Interest
(POIs), labels, or even 3D buildings. Moreover, given that it lessens the cognitive load,
a simplification of individual elements can drastically help, e.g., generating POI stacks
and merging neighboring 3D buildings to obtain simpler geometry.
Finally, the presented system as a whole should be validated, including being tested in
different scenarios: in driving, exploration, and search tasks. Each of these scenarios
requires a different focus+context and thus, a distinct representation. This will again
provide hints for further research areas.
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Abbreviations

AR Augmented Reality
ALU Arithmetic Logic Unit
API Application Programming Interface
ATT Overall Attractiveness (AttrakDiff)
BMNG NASA Blue Marble Next Generation
CLC Coordination of Information on the Environment Land Cover
CCP Car’s Current Position
CPU Central Processing Unit
CUDA Compute Unified Device Architecture
DEM Digital Elevation Model
DTM Digital Terrain Model
ESA European Space Agency
FANN Fast Artificial Neural Network Library
FRC Functional Road Class
GIS Geographic Information System
GLSL OpenGL Shading Language
GPS Global Positioning System
GPU Graphics Processing Unit
HMI Human-Machine Interaction
HQ Hedonic Quality (AttrakDiff)
HUD Head-Up Display
ISO International Organization for Standardization
KML Keyhole Markup Language
LOD Level-of-Detail
MAD Multiply Add
MLP Multilayer Perceptron
MP Megapixel
NASA National Aeronautics and Space Administration
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NGDC National Geophysical Data Center
NOAA National Oceanic and Atmospheric Administration
NPR Non-Photorealistic Rendering
OGC Open Geospatial Consortium
OOBB Object-Oriented Bounding Box
OSM OpenStreetMap
OpenGL Open Graphics Library
PND Personal Navigation Device
POI Point-of-Interest
PQ Pragmatic Quality (AttrakDiff)
PSM Perspective Shadow Mapping
SGI Silicon Graphics Inc.
SIMD Single Instruction, Multiple Data
SoC System on a Chip
SRTM Shuttle Radar Topography Mission
SS Screen-Space
SVM Support Vector Machine
RAM Random-Access Memory
VBO Vertex Buffer Object
VGI Volunteered Geographic Information
VRAM Video Random-Access Memory
WMS Web Map Service
TBO Texture Buffer Object
TIN Triangle Irregular Network
TMC Traffic Message Channel
W3DS Web 3D Service
WFS Web Feature Service
WFS-T Transactional Web Feature Service
WMS Web Map Service
WMTS Web Map Tile Service
WVS Web View Service
WGS World Geodetic System
WS World-Space
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