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## CHAPTER 1

## Introduction

In industry controlled electrical drives are used for many different applications. Nowadays, DC machines are mostly replaced by digitally controlled AC machines due to the huge progress which was made in the (power) electronics field. Compared to DC machines which have separate windings for the field- and torque-producing currents, the control of AC machines requires more complicated control loops. Furthermore, multilevel inverters also become more and more interesting for industrial applications since these topologies offer several benefits compared to simpler two-level inverters (e.g. better voltage and current quality). However, these topologies also require more sophisticated control strategies. Additionally, in order to increase efficiency and to reduce power losses, switching mode power supplies are widely used today which also have to be controlled actively.


Figure 1.1: Typical control structure in the field of power electronics and electrical drives
Figure 1.1 shows a simplified and basic control structure which is very common in the field of power electronics and electrical drive systems: In general, the system which should be controlled (the plant, e.g. a drive) is fed by an actuator. This actuator is normally an inverter or any other power electronics circuit with switching components, i.e. it is an actuator which can only produce certain discrete-valued outputs. The real-time control system takes measurements of the system's controlled variables $\boldsymbol{y}$ at every sampling instant and calculates reference values for
the actuator such that the system follows its references $\boldsymbol{y}^{*}$. This control system has to execute the algorithm in real-time, i.e. the execution of the program has to be finished before the next sample starts. The sampling time, i.e. the time interval between two samples, can be chosen by the user.

In general, the following things must be considered:

- Typical control tasks (e.g. speed and position control of AC drives) lead to higher-order differential equations with different nonlinearities (e.g. saturation effects).
- Constraints of the plant (e.g. current and speed limitation) and of the actuator (maximum voltage, current etc.) must be taken into account.
- The actuator can only produce certain discrete values for the actuating variables (switching behavior).
- In some cases multivariable control, i.e. control of more than only one variable is necessary.

In nearly all industrial applications conventional (linear) PID controllers are used. These linear controllers consist of a proportional (P), an integral (I) and a differential (D) part. In order to fulfill the requirements stated above, several extensions have to be made:

- Pulse Width Modulation (PWM) is necessary to "synthesize" discrete values from a continous-valued output variable which is necessary because PID controllers cannot handle discrete-valued variables.
- Output limitation and anti-windup strategies have to be implemented in a PID controller.
- Multivariable control (more than only one variable has to be controlled, e.g. flux and torque control) is performed by single PID controllers. Mutual impact of the controlled variables (e.g. cross coupling effects) is considered as "external disturbance" in the respective PID controller tuning.
- For higher-order systems like speed and position control of drives cascaded control loops are used.

Output limitation, anti-windup, PWM and especially the mutual impact of controlled variables add further nonlinearities and lead to a non-optimal control result. In addition, a cascaded control structure introduces another important disadvantage: For stability reasons the inner control loop has to be significantly (about 7-10 times) faster than the outer one which deteriorates the performance of the outer loop [1].

These considerations make clear that an optimal control result for the whole operation range cannot be easily achieved with a single controller: Almost all industrial controllers today make use of additional feedforward controllers, reference value filtering and adaptive schemes. Nevertheless, nowadays the conventional methods are still sufficient to fulfill their demands. In the future this might not be true anymore: More sophisticated control strategies are already gaining more and more interest in the field of power electronics and electrical drives because of higher dynamic requirements and the use of more advanced power electronics circuits (e.g. multilevel inverters).

A very promising alternative to conventional controllers is Model Predictive Control (MPC) which offers several advantages compared to linear control schemes (e.g. the possibility to resolve cascaded control loops). Especially Finite-Set MPC (FS-MPC) seems to be a very promising strategy in this field: This control principle takes the discrete nature of the actuator directly into account and does not need a modulator. Furthermore, it is a very simple and intuitive method which is also capable of considering all kinds of nonlinearities and constraints.

However, FS-MPC methods currently still suffer from two major drawbacks:

1. FS-MPC allows switchings to take place only at the beginning of a sample while PWM can distribute the switchings over the whole sampling interval. This leads to high ripples on the controlled variables if FS-MPC methods are compared to PWM-based methods.
2. The calculation effort rises exponentially with the prediction horizon. Calculating more than one prediction step for multilevel inverters can already be too demanding for a successful real-time implementation.

These two problems demonstrate that the currently known FS-MPC methods have to be improved until these algorithms-despite of all their advantages-can compete with traditional PID controllers with subsequent PWM.

In order to solve these problems, the following work extends the existing FS-MPC methods. Thus, the three main points of this thesis are:

1. The development of a heuristic method to reduce the calculation effort, especially for multilevel inverters and higher prediction horizons.
2. Methods to reduce ripples on the controlled variables by increasing the time resolution of FS-MPC algorithms.
3. A combination of both methods to achieve a better control result (less ripples) with reduced calculation effort.

This work is organized as follows: The next chapter gives an overview of the used systems and control algorithms in order to supply the reader with the necessary theoretical background. In chapter 3 important remarks for a successful real-time implementation of control algorithms are given and the used control platforms are introduced. Chapter 4 deals with Predictive Torque Control, an FS-MPC alternative to Direct Torque Control. In chapter 5 Predictive Current Control, an FS-MPC alternative to Field Oriented Control is described and analyzed and optimizations are presented for this approach. Chapter 6 presents a different approach where an oversampled control algorithm is implemented on programmable hardware. Finally, in chapter 7 the conclusions are made and an outlook to further work is given.

## CHAPTER 2

## Background and motivation

This chapter gives a brief overview of the used physical systems, their working principles and explains all necessary details which are needed to understand the systems which are used within this work. Furthermore, this chapter gives a short overview of the state of the art in control of electrical drive systems and highlights known problems in these methods. It is followed by a general introduction to Model Predictive Control (MPC) techniques with special focus on Finite-Set MPC (FS-MPC). Finally, the two major drawbacks of FS-MPC methods, the high calculation effort and the low time resolution compared to modulation-based methods, are explained in detail in order to clarify the motivation for this work.

### 2.1 Mathematical symbols and definitions

In this work the following conventions for mathematical symbols and definitions are used:

- Scalars are written in italic letters: $x$
- Vectors are bold lower case letters: $\boldsymbol{x}$
- Matrices are bold upper case letters: $\boldsymbol{X}$
- References are marked with a star superscript: $x^{*}$

Another definition is made regarding the switching frequency: Two transitions per semiconductor device (one on- and one off-transition) are counted as one switching event.

Further information about the used mathematical symbols, definitions and also abbreviations can be found in appendix A.

### 2.2 Physical values and units

All given physical values are not normalized. Normalization leads to the fact that the relatedness of the given values to the real physical values is lost. Because of this and as additional calculations are necessary for the normalization, this can lead to severe errors during the implementation process. Furthermore, for today's control platforms it is not necessary anymore to use normalized values for the implementation of control algorithms: Today's rapid prototyping systems can handle 32 bit floating point numbers which provide enough accuracy, even for non-normalized values. In former times this was different: Older processors had much less computational power and could only handle 8 or 16 bit (fixed point) numbers. For such systems normalization was essential in order to achieve the needed accuracy.

All used physical quantities are given in SI units. The only exception is the rotational speed which is given in revolutions per minute (rpm). This choice was made as rpm is more common than revolutions per second $\left(\mathrm{s}^{-1}\right)$.

### 2.3 Discretization of differential equations

### 2.3.1 Continous-time state-space system representation

For a linear time-invariant (LTI) system the continuous-time differential equations can be written in state-space form [2]:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{x}(t) & =\boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{B} \boldsymbol{u}(t)  \tag{2.1}\\
\boldsymbol{y}(t) & =\boldsymbol{C} \boldsymbol{x}(t)+\boldsymbol{D} \boldsymbol{u}(t) \tag{2.2}
\end{align*}
$$

where $t$ is the time, $\boldsymbol{x}$ the state vector, $\boldsymbol{u}$ the input vector and $\boldsymbol{y}$ is the output vector. $\boldsymbol{A}$ is the state, $\boldsymbol{B}$ the input, $\boldsymbol{C}$ the output and $\boldsymbol{D}$ the feedthrough matrix.

### 2.3.2 Discrete-time state-space system representation

For implementing control algorithms on digital control systems it is necessary to discretize the continuous-time system equations. If a linear system is discretized with the sampling time $T_{\mathrm{s}}$, the general formulation for the corresponding discrete-time system equations in state space form [3] can be obtained:

$$
\begin{align*}
\boldsymbol{x}(k+1) & =\boldsymbol{A}_{\mathrm{d}} \boldsymbol{x}(k)+\boldsymbol{B}_{\mathrm{d}} \boldsymbol{u}(k),  \tag{2.3}\\
\boldsymbol{y}(k) & =\boldsymbol{C}_{\mathrm{d}} \boldsymbol{x}(k)+\boldsymbol{D}_{\mathrm{d}} \boldsymbol{u}(k), \tag{2.4}
\end{align*}
$$

where $k=\frac{t}{T_{s}}$ is the current sampling cycle. All matrices for the discrete-time system representation are denoted in the form $(*)_{\mathrm{d}}$.

### 2.3.3 Exact discretization and approximations

A discrete-time system representation can be obtained from the continuous-time equations with several different methods. For a sake of brevity only the most important ones with respect to FS-MPC are mentioned in the following.

### 2.3.3.1 Exact discretization

Especially for linear systems it is possible to discretize the differential equations exactly for a given sampling time $T_{\mathrm{s}}$. For nonlinear systems, however, it is not always possible to deliver an exact solution.

### 2.3.3.2 Euler-forward discretization

The Euler-forward discretization is the most simple approximation method. Assuming that the sampling time is $T_{\mathrm{s}}$, the time differentiation of the state vector results to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{x}(t) \approx \frac{\boldsymbol{x}(k+1)-\boldsymbol{x}(k)}{T_{\mathrm{s}}} . \tag{2.5}
\end{equation*}
$$

The discrete-time state-space matrices for the Euler-forward approximation are given by

$$
\begin{align*}
\boldsymbol{A}_{\mathrm{d}} & =\mathbf{1}-\boldsymbol{A} \cdot T_{\mathrm{s}},  \tag{2.6}\\
\boldsymbol{B}_{\mathrm{d}} & =\boldsymbol{B} \cdot T_{\mathrm{s}},  \tag{2.7}\\
\boldsymbol{C}_{\mathrm{d}} & =\boldsymbol{C} \text { and }  \tag{2.8}\\
\boldsymbol{D}_{\mathrm{d}} & =\boldsymbol{D} \tag{2.9}
\end{align*}
$$

where 1 is the unity matrix. The Euler-forward approximation mostly delivers results which are accurately enough for short prediction horizons. However, if the sampling interval $T_{\mathrm{s}}$ becomes too long, this approximation can become unstable (even if the continuous-time system is stable).

### 2.3.3.3 Euler-backwards discretization

The Euler-backwards discretization is very similar to the previously mentioned Euler-forward method. The approximation of the time differentiation is given by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{x} \approx \frac{\boldsymbol{x}(k)-\boldsymbol{x}(k-1)}{T_{\mathrm{s}}} . \tag{2.10}
\end{equation*}
$$

This approximation is numerically more stable than the Euler-forward method but in some cases it is not possible to calculate the discrete-time state-space matrices explicitly.

### 2.3.3.4 Higher-order discretization methods

Better approximations to the solution of the continuous-time differential equations can be obtained through higher-order and more sophisticated discretization methods, e.g. Runge-Kutta. For an overview of these methods, the interested reader is referred to [4].

### 2.4 Three-phase system and space vector notation

### 2.4.1 Clarke transformation

Most of the drives which are nowadays used are three-phase electrical machines and thus connected to three-phase sinusoidal voltage sources. The phase shift between the voltages is $120^{\circ}$.


Figure 2.1: Space-vector notation of three-phase systems

The basic idea behind the space vector notation is that a three-phase system can be visualized by a two-dimensional three-phase coordinate system. The three axes $a, b$ and $c$ which represent the three phases are shown in Figure 2.1. All three axes together are linearly dependent on each other. In order to simplify the system, the two axes $\alpha$ and $\beta$ which are linearly independent are used to describe a point in the space vector plane. By using the Clarke transformation [5]

$$
\left(\begin{array}{l}
\alpha  \tag{2.11}\\
\beta \\
\delta
\end{array}\right)=\frac{2}{3}\left(\begin{array}{ccc}
1 & -0.5 & -0.5 \\
0 & 0.5 \sqrt{3} & -0.5 \sqrt{3} \\
0.5 & 0.5 & 0.5
\end{array}\right) \cdot\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)
$$

it is possible to transform from the three-phase coordinate system to an equivalent two-phase system. The additional component, $\delta$, is only necessary for unbalanced circuits, i.e. if the condition

$$
\begin{equation*}
a+b+c=0 \tag{2.12}
\end{equation*}
$$

is not fulfilled. In this work for the Clarke transformation of currents equation (2.12) is valid for all three-phase systems. This assumption is not true for the transformation of inverter output voltages to the $\alpha \beta$ plane but as long as no back-transformation of the voltages to the $a b c$ plane is necessary, the $\delta$ component can still be omitted.

For balanced circuits equation (2.11) can be further simplified as only two of the three phases have to be measured:

$$
\binom{\alpha}{\beta}=\left(\begin{array}{cc}
1 & 0  \tag{2.13}\\
\frac{1}{3} \sqrt{3} & \frac{2}{3} \sqrt{3}
\end{array}\right) \cdot\binom{a}{b}
$$

The inverse transformation from the $\alpha \beta$ coordinate system to $a b c$ coordinates can be done as follows:

$$
\left(\begin{array}{l}
a  \tag{2.14}\\
b \\
c
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 1 \\
-0.5 & 0.5 \sqrt{3} & 1 \\
-0.5 & -0.5 \sqrt{3} & 1
\end{array}\right) \cdot\left(\begin{array}{l}
\alpha \\
\beta \\
\delta
\end{array}\right)
$$

### 2.4.2 Park transformation

The Park transformation [6,7] is used to transform from a stator-fixed $\alpha \beta$ coordinate system to a rotating $d q$ system with the same origin. As it can be seen in Figure 2.2, the $d q$ coordinate system is rotated by the angle $\varphi$ against the $\alpha \beta$ system. Because of this the Park transformation is a simple rotation. The angle $\varphi$ is the rotor flux angle which can be obtained by $\varphi=\arctan \left(\frac{\psi_{\mathrm{r} \beta}}{\psi_{\mathrm{r} \alpha}}\right)$ where $\psi_{\mathrm{r} \alpha}$ and $\psi_{\mathrm{r} \beta}$ are the $\alpha$ and $\beta$ components of the rotor flux, respectively. Consequently, the


Figure 2.2: Park transformation
Park transformation (from $\alpha \beta$ to $d q$ coordinates) is given by

$$
\binom{d}{q}=\left(\begin{array}{cc}
\cos (\varphi) & \sin (\varphi)  \tag{2.15}\\
-\sin (\varphi) & \cos (\varphi)
\end{array}\right) \cdot\binom{\alpha}{\beta} .
$$

The inverse Park transformation then results to

$$
\binom{\alpha}{\beta}=\left(\begin{array}{cc}
\cos (\varphi) & -\sin (\varphi)  \tag{2.16}\\
\sin (\varphi) & \cos (\varphi)
\end{array}\right) \cdot\binom{d}{q} .
$$

### 2.5 Physical systems

This section briefly introduces the physical systems which should be controlled: At the beginning a short explanation of the used inverter topologies (two-level, three-level Neutral Point Clamped (NPC) and three-level Flying Capacitor (FC)) is given, together with remarks about voltage balancing. After this the inverter loads are introduced: First, the differential equations for a resistive-inductive load are given and then the second-order LC lowpass-filter is explained. Finally, the differential equations which are necessary to model an induction machine are presented.

### 2.5.1 Two-level inverter

### 2.5.1.1 Basic working principle

Figure 2.3 shows a single-leg two-level inverter with two semiconductor switches $S_{11}$ and $S_{12}$ and its output voltage $v_{\text {out }}$. NP is the neutral (zero) point, the DC link rails are marked with


Figure 2.3: Single-leg two-level inverter
DC+ and DC-. Within this work the semiconductor switches always consist of an Insulated Gate Bipolar Transistor (IGBT) with an antiparallel freewheeling diode. The switch positions which can either be on or off are complementary: If both switches are on, this would lead to a short circuit whereas both switches in the off state lead to an undefined potential at the output clamp of the leg. Hence, two different switch positions are allowed which can be seen in Table 2.1, together with the produced output voltage at the leg's clamping terminal.

Table 2.1: Switching states and output voltages of a two-level inverter leg $x$

| $S_{x 1}$ | $S_{x 2}$ | $v_{\text {out }}$ |
| :---: | :---: | :---: |
| 1 | 0 | $0.5 V_{\mathrm{dc}}$ |
| 0 | 1 | $-0.5 V_{\mathrm{dc}}$ |

### 2.5.1.2 Voltage vectors


(a) Three-phase two-level inverter

(b) Voltage vectors

Figure 2.4: Three-phase two-level inverter and its produced voltage vectors
For three-phase operation three two-level inverter legs can be connected to the same DC bus as it is shown in Figure 2.4(a). As explained in the previous chapter, for every leg two switching
states are possible. This leads to $2^{3}=8$ different switching states. According to chapter 2.4, the Clarke transformation can be applied to these switching states leading to seven different voltage vectors (resulting from six active and two zero switching states) which are visualized in Figure 2.4(b).

There are two possibilities for coding the switching states: As it can be seen in Figure 2.4(b) and as it was explained in the previous chapter, there are two switching states per phase (named " n " for the negative and " p " for the positive one). The switching states in the three phases $a$, $b$ and $c$ are given by $s_{a}, s_{b}$ and $s_{c}$. Then, the inverter output voltages in $\alpha \beta$ coordinates can be calculated as

$$
\binom{v_{\alpha}}{v_{\beta}}=\gamma V_{\mathrm{dc}}\left(\begin{array}{ccc}
1 & -0.5 & -0.5  \tag{2.17}\\
0 & 0.5 \sqrt{3} & -0.5 \sqrt{3}
\end{array}\right) \cdot\left(\begin{array}{c}
s_{a} \\
s_{b} \\
s_{c}
\end{array}\right)
$$

If the switching states $s_{a}, s_{b}$ and $s_{c}$ are coded with -1 for the negative and 1 for the positive one, the multiplication factor has to be set to $\gamma=0.5$. For two-level inverters, however, the switching states are often also coded with 0 for the negative and 1 for the positive one. In this case the correct multiplication factor is $\gamma=1$.

In this thesis, however, the switching states are coded with -1 and 1 for all inverter types since this definition is consistent to the modelling of multilevel inverters later on.

### 2.5.2 Three-level Neutral Point Clamped inverter

### 2.5.2.1 Basic working principle



Figure 2.5: Three-phase three-level Neutral Point Clamped inverter
Figure 2.5 shows a three-phase three-level Neutral Point Clamped (NPC) inverter [8]. Every leg consists of four switches $S_{x i}, i=1 \ldots 4$ where $x$ denotes the phase leg and $i$ the number of the switch in that phase. The switches $S_{x 1}$ and $S_{x 3}$ as well as the ones $S_{x 2}$ and $S_{x 4}$ are complementary. Additionally, the outer two switches in a phase ( $S_{x 1}$ and $S_{x 4}$ ) are not allowed

Table 2.2: Switching states and output voltages of a three-level NPC inverter leg $x$

| $S_{x 1}$ | $S_{x 2}$ | $v_{\text {out }}$ |
| :---: | :---: | :---: |
| 0 | 0 | $-0.5 V_{\mathrm{dc}}$ |
| 0 | 1 | 0 V |
| 1 | 1 | $0.5 V_{\mathrm{dc}}$ |

to be on at the same time. This leads to three different switching states per phase which are given in Table 2.2.

### 2.5.2.2 Voltage vectors

If a three-phase application is considered, a three-level NPC inverter can produce $3^{3}=27$ different switching states. The resulting 19 voltage vectors (after the Clarke transformation has been applied to the switching states) can be seen in Figure 2.6.


Figure 2.6: Voltage vectors of a three-level inverter

### 2.5.2.3 Voltage balancing

In contrast to Figure 2.5, normally only one voltage source is used in the DC link. In most applications the DC link is fed from a three-phase diode bridge rectifier which is shown in Figure 2.7.


Figure 2.7: Three-phase diode bridge rectifier feeding the DC link
In order to buffer the pulsating voltage output of the rectifier, DC link capacitors are used to decrease the voltage ripple. For the case of an NPC inverter two capacitors in serial connection replace the two voltage sources. Figure 2.7 gives a more detailed insight into the voltage balancing mechanism of an NPC inverter: Ideally, both DC link capacitor voltages $v_{\mathrm{c} 1}$ and $v_{\mathrm{c} 2}$ should be equal, i.e. their reference values are

$$
\begin{equation*}
v_{\mathrm{c} 1}^{*}=v_{\mathrm{c} 2}^{*}=0.5 V_{\mathrm{dc}} . \tag{2.18}
\end{equation*}
$$

In other words, the reference value for the capacitor voltage difference should be

$$
\begin{equation*}
\Delta v_{\mathrm{c}}^{*}=v_{\mathrm{c} 1}-v_{\mathrm{c} 2} \stackrel{!}{=} 0 \mathrm{~V} \tag{2.19}
\end{equation*}
$$

The differential equation of a capacitor is given by

$$
\begin{equation*}
i_{\mathrm{c} j}=C \frac{\mathrm{~d} v_{\mathrm{c} j}}{\mathrm{~d} t} \tag{2.20}
\end{equation*}
$$

where $i_{\mathrm{c} j}$ is the capacitor current, $C$ the capacitance and $j=1,2$. By taking a closer look at Figure 2.5 , it is clear that only the zero switching state in the phase $j$ leads to a neutral point current $i_{\mathrm{n} j}$. If a positive or a negative switching state is selected, no current is drawn from the neutral point, i.e. these switching states do not affect the capacitor voltage balance. Then, the differential equation for the capacitor voltage difference can be calculated to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\Delta v_{\mathrm{c}}\right)=\frac{\mathrm{d}}{\mathrm{~d} t}\left(v_{\mathrm{c} 1}-v_{\mathrm{c} 2}\right)=\frac{\mathrm{d} v_{\mathrm{c} 1}}{\mathrm{~d} t}-\frac{\mathrm{d} v_{\mathrm{c} 2}}{\mathrm{~d} t}=\frac{1}{C}\left(i_{\mathrm{c} 1}-i_{\mathrm{c} 2}\right) . \tag{2.21}
\end{equation*}
$$

According to the Kirchhoff current law, the neutral point current $i_{\mathrm{n}}$ is given by

$$
\begin{equation*}
i_{\mathrm{n}}=i_{\mathrm{c} 1}-i_{\mathrm{c} 2} . \tag{2.22}
\end{equation*}
$$

As $i_{\mathrm{n}}$ is the sum of the three neutral point currents in the phases $\left(i_{\mathrm{n} j}, j=1 \ldots 3\right)$, the final equation which describes the NPC voltage balancing mechanism results to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\Delta v_{\mathrm{c}}\right)=\frac{1}{C}\left(\sum_{j=1}^{3} i_{\mathrm{n} j}\right) . \tag{2.23}
\end{equation*}
$$

### 2.5.3 Three-level Flying Capacitor inverter

### 2.5.3.1 Basic working principle



Figure 2.8: Three-phase three-level Flying Capacitor inverter
Figure 2.8 shows a three-level three-phase Flying Capacitor (FC) inverter [9]. Similar to the NPC inverter, every phase leg consists of four semiconductor switches $S_{x i}, i=1 \ldots 4$, where $x$ denotes the phase leg and $i$ is the number of the switch in this phase. The switches $S_{x 1}$ and $S_{x 4}$ as well as the ones $S_{x 2}$ and $S_{x 3}$ are complementary. This leads to four different switching states per phase which are shown in Table 2.3.

Table 2.3: Switching states and output voltages of a three-level FC inverter leg $x$

| $S_{x 1}$ | $S_{x 2}$ | $v_{\text {out }}$ |
| :---: | :---: | :---: |
| 0 | 0 | $-0.5 V_{\mathrm{dc}}$ |
| 0 | 1 | 0 V |
| 1 | 0 | 0 V |
| 1 | 1 | $0.5 V_{\mathrm{dc}}$ |

In contrast to the NPC inverter, the flying capacitor topology has two different switching states per phase which lead to 0 V in the output.

### 2.5.3.2 Voltage vectors

Considering a three-phase application, a three-level FC inverter has $4^{3}=64$ different switching states. However, as every phase can only produce three different output voltages, the number of voltage vectors is still 19 as for an NPC inverter. Thus, the resulting voltage vectors are the same as for the NPC inverter and can be seen in Figure 2.6. The FC inverter has a higher number of redundant switching states compared to the NPC topology.

### 2.5.3.3 Voltage balancing

Similarly to the NPC inverter, the voltages across the flying capacitors in every phase leg have to be balanced and to be kept within a certain range around their reference values. In order to produce 0 V in the phase output, the flying capacitor voltage reference is

$$
\begin{equation*}
v_{\mathrm{c} 1}^{*}=v_{\mathrm{c} 2}^{*}=v_{\mathrm{c} 3}^{*} \stackrel{!}{=} 0.5 V_{\mathrm{dc}} . \tag{2.24}
\end{equation*}
$$

The differential equation for a capacitor which is given in equation (2.20) is necessary for understanding the mechanism of the voltage balancing. Positive or negative switching states in a phase do not affect the flying capacitor voltage, similar to the NPC inverter. In contrast to the NPC inverter, the voltage balancing of every FC inverter phase is independent from the other phases.

In order to get a deeper insight into this mechanism, Figures 2.9(a) and 2.9(b) show the two different zero switching states of an FC inverter leg $x$, assuming that a certain current is drawn out of that leg. If the first zero state (Figure 2.9(a)) is selected, the output current $i_{\text {out }}$ is equal to


Figure 2.9: Zero switching states of a three-level FC inverter affecting the capacitor voltage
the capacitor current $i_{\mathrm{c}}$ which leads to the differential equation

$$
\begin{equation*}
\frac{\mathrm{d} v_{\mathrm{c}}}{\mathrm{~d} t}=\frac{1}{C} i_{\mathrm{out}} \tag{2.25}
\end{equation*}
$$

i.e. a positive output current will increase the capacitor voltage, while a negative one will decrease it.

By taking a closer look at the second zero state (Figure 2.9(b)), it can be easily seen that in this case $i_{\text {out }}$ is directed opposite to $i_{\mathrm{c}}$, and hence

$$
\begin{equation*}
\frac{\mathrm{d} v_{\mathrm{c}}}{\mathrm{~d} t}=-\frac{1}{C} i_{\mathrm{out}}, \tag{2.26}
\end{equation*}
$$

i.e. a positive output current will decrease the capacitor voltage and vice versa.

In conclusion, the flying capacitor voltage in every phase can be balanced by choosing the appropriate zero switching state.

### 2.5.4 Natural voltage balancing mechanisms

Since no circuit is ideal, every semiconductor switch has parasitic effects. Several other nonlinearities (e.g. leakage currents) have to be considered for an accurate modelling of power electronics devices and circuits, too. Regarding multilevel inverters, these effects can lead to natural voltage balancing mechanisms [10]. This means that-at least in some special casesno additional voltage balancing algorithms are necessary in order to keep the capacitor voltages close enough to their references. For the FS-MPC control methods introduced later in this section, however, these natural balancing mechanisms are not sufficient to keep the voltages around their references.

### 2.5.5 Resistive-inductive load

Figure 2.10 shows the circuit diagram of a resistive-inductive (RL) load. The voltage drop


Figure 2.10: Resistive-inductive load
across a resistor can be calculated according to Ohm's law. The voltage drop across an inductor is proportional to the derivative of the current flowing through it. Then, the differential equation of an RL load can be easily set up. The state-space form of the RL load equations then results to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} i_{\mathrm{o}}=-\frac{R}{L} \cdot i_{\mathrm{o}}+\frac{1}{L} \cdot v_{\mathrm{o}} \tag{2.27}
\end{equation*}
$$

where $v_{\mathrm{o}}$ is the applied (inverter output) voltage, $i_{\mathrm{o}}$ the resulting (inverter output) current, $R$ the resistance and $L$ the inductance.

### 2.5.6 LC lowpass-filter

The circuit diagram of an LC lowpass-filter is shown in Figure 2.11. Such circuits are secondorder filters: The LC filter output voltage $v_{1}$ (which will be applied to the load) is the filtered LC filter input (inverter output) voltage $v_{\mathrm{o}} . L$ is the inductance and $C$ the capacitance. The inductor current is the inverter output current $i_{\mathrm{o}}$, the capacitor current is $i_{\mathrm{c}}$. Furthermore, the subsequent circuit at the LC filter's output clamps can draw a certain (probably unknown) output (load) current $i_{1}$. The state variables for this circuit are $i_{\mathrm{o}}$ and $v_{1}$. The output current can either be assumed as another input or as a constant or slowly changing "dummy" state.


Figure 2.11: LC lowpass-filter

The differential equations for an LC lowpass-filter can be written as

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\binom{i_{\mathrm{o}}}{v_{1}}=\left(\begin{array}{cc}
0 & -\frac{1}{L}  \tag{2.28}\\
\frac{1}{C} & 0
\end{array}\right) \cdot\binom{i_{\mathrm{o}}}{v_{1}}+\left(\begin{array}{cc}
\frac{1}{L} & 0 \\
0 & -\frac{1}{C}
\end{array}\right) \cdot\binom{v_{\mathrm{o}}}{i_{1}}
$$

### 2.5.7 Induction machine

In contrast to separately excited DC machines which have different windings for the field- and for the torque-producing currents, AC machines only have a three-phase stator winding. AC machines can be separated into synchronous and asynchronous (induction) machines. This work only deals with induction machines (IMs); because of this only a brief introduction to IMs is given in the following.


Figure 2.12: Squirrel-cage induction motor (simplified)
Figure 2.12 shows a simplified diagram of a squirrel-cage induction motor. In this case the distributed stator windings are replaced by concentrated windings. The three-phase windings have a spatial phase shift of $120^{\circ}$. If the stator coils are connected to a three-phase sinusoidal voltage source (with an electrical phase shift of $120^{\circ}$ between the phases), a rotating magnetic
field is produced in the stator. As long as this magnetic field has a different rotational speed than the rotor (i.e. als long as they are asynchronous), voltages are induced in the rotor. The resulting short-circuit currents then produce torque. This torque is dependent on the relative rotational speed between the rotor and the magnetic field in the stator.

Since-as already mentioned-induction motors only have a three-phase stator winding, a separate control of both flux and torque is only possible with a deeper insight into the mechanisms of such motors. For this reason, the basic IM equations and their differential equations are explained in this chapter.

According to [11], the basic equations of an IM can be written in a coordinate system which rotates with an arbitrary angular velocity $\omega_{k}$ :

$$
\begin{align*}
\boldsymbol{\psi}_{\mathrm{s}} & =L_{\mathrm{s}} \boldsymbol{i}_{\mathrm{s}}+L_{\mathrm{m}} \boldsymbol{i}_{\mathrm{r}}  \tag{2.29}\\
\boldsymbol{\psi}_{\mathrm{r}} & =L_{\mathrm{r}} \boldsymbol{i}_{\mathrm{r}}+L_{\mathrm{m}} \boldsymbol{i}_{\mathrm{s}}  \tag{2.30}\\
\boldsymbol{v}_{\mathrm{s}} & =R_{\mathrm{s}} \boldsymbol{i}_{\mathrm{s}}+\frac{\mathrm{d} \boldsymbol{\psi}_{\mathrm{s}}}{\mathrm{~d} t}+j \omega_{\mathrm{k}} \boldsymbol{\psi}_{\mathrm{s}} \text { and }  \tag{2.31}\\
\boldsymbol{v}_{\mathrm{r}} & =R_{\mathrm{r}} \boldsymbol{i}_{\mathrm{r}}+\frac{\mathrm{d} \boldsymbol{\psi}_{\mathrm{r}}}{\mathrm{~d} t}+j\left(\omega_{\mathrm{k}}-\omega_{\mathrm{el}}\right) \boldsymbol{\psi}_{\mathrm{s}} \tag{2.32}
\end{align*}
$$

Stator variables are marked in the form $(*)_{\mathrm{s}}$ while rotor variables are denoted in the way $(*)_{\mathrm{r}} . \boldsymbol{\psi}_{\mathrm{s}}$ and $\boldsymbol{\psi}_{\mathrm{r}}$ are the fluxes, $\boldsymbol{i}_{\mathrm{s}}$ and $\boldsymbol{i}_{\mathrm{r}}$ the currents, $R_{\mathrm{s}}$ and $R_{\mathrm{r}}$ the resistances, $L_{\mathrm{s}}$ and $L_{\mathrm{r}}$ the inductances and $L_{\mathrm{m}}$ is the mutual inductance between stator and rotor. $\boldsymbol{v}_{\mathrm{s}}$ is the applied stator voltage and $\boldsymbol{v}_{\mathrm{r}}$ the rotor voltage $\left(\boldsymbol{v}_{\mathrm{r}}=(0 \mathrm{~V}, 0 \mathrm{~V})^{T}\right.$ for a squirrel-cage induction motor). $j$ is defined as $j=\sqrt{-1} . \omega_{\mathrm{el}}$ is the electrical angular machine speed which is given by

$$
\begin{equation*}
\omega_{\mathrm{el}}=p \cdot \omega_{\mathrm{m}} \tag{2.33}
\end{equation*}
$$

where $p$ is the number of pole pairs and $\omega_{\mathrm{m}}$ the mechanical machine speed.
For $\omega_{\mathrm{k}}=0$ the coordinate system is stator-fixed, i.e. the coordinates are given in the $\alpha \beta$ system. In order to obtain a more compact system representation, it is quite common to describe the $\alpha \beta$ system with complex numbers where the real part corresponds to the $\alpha$ axis and the imaginary one to the $\beta$ axis.

According to [12] and [13], equations (2.29)-(2.32) can be rewritten in the form

$$
\begin{align*}
\boldsymbol{i}_{\mathrm{s}}+\tau_{\sigma} \frac{\mathrm{d} \boldsymbol{i}_{\mathrm{s}}}{\mathrm{~d} t} & =\frac{1}{r_{\sigma}} \boldsymbol{v}_{\mathrm{s}}-j \omega_{\mathrm{k}} \tau_{\sigma} \boldsymbol{i}_{\mathrm{s}}+\frac{k_{\mathrm{r}}}{r_{\sigma}}\left(\frac{1}{\tau_{\mathrm{r}}}-j \omega_{\mathrm{el}}\right) \boldsymbol{\psi}_{\mathrm{r}},  \tag{2.34}\\
\boldsymbol{\psi}_{\mathrm{r}}+\tau_{\mathrm{r}} \frac{\mathrm{~d} \boldsymbol{\psi}_{\mathrm{r}}}{\mathrm{~d} t} & =L_{\mathrm{m}} \boldsymbol{i}_{\mathrm{s}}-j\left(\omega_{\mathrm{k}}-\omega_{\mathrm{el}}\right) \tau_{\mathrm{r}} \boldsymbol{\psi}_{\mathrm{r}} \tag{2.35}
\end{align*}
$$

where the coefficients are given by $\tau_{\sigma}=\frac{\sigma L_{\mathrm{s}}}{r_{\sigma}}$ and $r_{\sigma}=R_{\mathrm{s}}+k_{\mathrm{r}}^{2} R_{\mathrm{r}}$ with $k_{\mathrm{r}}=\frac{L_{\mathrm{m}}}{L_{\mathrm{r}}}, \tau_{\mathrm{r}}=\frac{L_{\mathrm{r}}}{R_{\mathrm{r}}}$ and $\sigma=1-\frac{L_{m}^{2}}{L_{s} L_{r}}$.

The mechanical machine torque is given by

$$
\begin{equation*}
T_{\mathrm{m}}=\frac{3}{2} p\left(\boldsymbol{\psi}_{\mathrm{s}} \times \boldsymbol{i}_{\mathrm{s}}\right)=\frac{3}{2} p\left(\boldsymbol{\psi}_{\mathrm{r}} \times \boldsymbol{i}_{\mathrm{r}}\right) . \tag{2.36}
\end{equation*}
$$

Finally, the mechanical differential equation can be stated:

$$
\begin{equation*}
\frac{\mathrm{d} \omega_{\mathrm{m}}}{\mathrm{~d} t}=\frac{1}{J}\left(T_{\mathrm{m}}-T_{1}\right) \tag{2.37}
\end{equation*}
$$

where $T_{1}$ is the mechanical load torque and $J$ the inertia.

### 2.6 State of the art in control of electrical drive systems

The following section gives a brief overview of the state of the art in control of power inverters and electrical drives.

### 2.6.1 Conventional controllers and Pulse Width Modulation

Figure 2.13 shows the structure of a one-dimensional control system: The plant output $y$ (which should be controlled) is measured by a sensor and compared to its reference value $y^{*}$. The control error $e=y^{*}-y$ is fed to the controller. The actuator will then produce an output corresponding to the controller output and apply it to the plant.


Figure 2.13: Control structure
Nearly all industrial applications use conventional PID controllers. These linear controllers consist of a proportional (P), an integral (I) and a differential (D) part. The continuous-time differential equation for the PID controller output is given by

$$
\begin{equation*}
y_{\mathrm{pid}}=K_{\mathrm{p}} e+K_{\mathrm{i}} \int e \mathrm{~d} t+K_{\mathrm{d}} \frac{\mathrm{~d} e}{\mathrm{~d} t} \tag{2.38}
\end{equation*}
$$

where $e$ is the control error, $y_{\mathrm{pid}}$ is the controller output and $K_{\mathrm{p}}, K_{\mathrm{i}}$ and $K_{\mathrm{d}}$ are the proportional, integral and differential gains, respectively. PID controllers can be implemented in digital as well as in analog control systems. Many improvements and adaptive schemes are known in order to optimize the controllers for specific tasks. For a sake of brevity, only the two most important extensions which are essential for real implementations of PID controllers are mentioned in the following:

1. As all actuators can only operate within certain boundaries, i.e. their output values are limited, this output limitation also has to be implemented in the PID controller.
2. If the output limitation of a PID controller is active, the integral of the control error can become very large and then lead to instabilities of the whole system. A so-called antiwindup strategy is normally implemented in order to avoid these problems: As soon as the output limitation is active, the integration will be stopped until the controller output is again within its limits.

These two extensions lead to additional nonlinearities.
By taking a closer look at equation (2.38), it is obvious that a PID controller produces a continuous-valued output. In the field of power electronics and electrical drives it is necessary
that the actuators deliver continuous-valued outputs. However, this requirement is only fulfilled for linear regulators which produce very high losses. All modern power inverters today consist of switching elements which means that their outputs are discrete-valued. Thus, an additional element to "synthesize" a continuous-valued output is necessary.


Figure 2.14: Technical realization of PWM for a two-level inverter leg


Figure 2.15: PWM example for a sinusoidal reference and a triangular carrier
The method to synthesize a continuous-valued output with an actuator that can only deliver a certain number of discrete output values is called Pulse Width Modulation (PWM). PWM is widely used in the area of power electronics and electrical drives. The basic idea is that a commanded value at the input leads to a corresponding proportionally related on-time of a switch. If the minimum value is commanded, the switch will be off for the whole time, whereas
it will be always on if the maximum value is demanded. Assuming that a PWM cycle is short enough, i.e. the switching frequency is sufficiently high, it can be assumed that the average value at the output of the actuator, driven by the PWM, is equal to the commanded one.

For a simple two-level inverter leg, as shown in Figure 2.3, a typical technical realization of PWM is shown in Figure 2.14. The basic principle of a technical PWM realization is the comparison of the reference voltage $v^{*}$ to a sawtooth or triangular carrier signal. As soon as the reference is greater than the carrier, the comparator delivers a positive output, i.e. the corresponding switch is turned on. For the case of a two-level inverter, the carrier signal alternates between the boundaries $-0.5 V_{\mathrm{dc}}$ and $0.5 V_{\mathrm{dc}}$. If the reference voltage is $v^{*}=0 \mathrm{~V}$, this results in an on-time for $S_{1}$ of half the carrier period or in a $50 \%$ duty cycle.

Figure 2.15 shows an example of PWM for a sinusoidal reference and with a triangular carrier for a system like in Figure 2.3. As it can be seen, the gating signals $s_{1}$ and $s_{2}$ for both semiconductor switches $S_{1}$ and $S_{2}$ are complementary.

For further and more detailed information about PWM, especially regarding three-phase (multilevel) inverters, the interested reader is referred to [14].

### 2.6.2 Field Oriented Control

### 2.6.2.1 Basic principle

The basic idea of Field Oriented Control (FOC) [15] is to describe an induction machine in a $d q$ coordinate system whose $d$ axis is aligned with the rotor flux. In this coordinate system the rotor flux is given by

$$
\begin{align*}
\psi_{\mathrm{r} d} & =\left|\psi_{\mathrm{r}}\right| \text { and }  \tag{2.39}\\
\psi_{\mathrm{r} q} & =0 \mathrm{~Wb} \tag{2.40}
\end{align*}
$$

i.e. the $q$ component of the rotor flux is zero. By substituting this result into the IM equations (2.29) - (2.32) and after some further calculations, the rotor flux magnitude results to

$$
\begin{equation*}
\psi_{\mathrm{r} d}+\tau_{\mathrm{r}} \frac{\mathrm{~d} \psi_{\mathrm{r} d}}{\mathrm{~d} t}=L_{\mathrm{m}} i_{\mathrm{s} d} \tag{2.41}
\end{equation*}
$$

This means that in the rotor flux aligned $d q$ coordinate system the rotor flux magnitude is only dependent on the $d$ component of the stator current, $i_{\mathrm{s} d}$.

If equation (2.36) is written in the $d q$ coordinate system, the following expression can be obtained:

$$
\begin{equation*}
T_{\mathrm{m}}=\frac{3}{2} p\left(\psi_{\mathrm{r} d} i_{\mathrm{r} q}-\psi_{\mathrm{r} q} i_{\mathrm{r} d}\right)=\frac{3}{2} p\left(\psi_{\mathrm{r} d} i_{\mathrm{r} q}\right) \tag{2.42}
\end{equation*}
$$

The machine torque $T_{\mathrm{m}}$, if calculated in $d q$ coordinates, then only depends on the rotor flux magnitude and on the $q$ component of the rotor current. Furthermore, by rewriting equation (2.30) in $d q$ coordinates and considering equation (2.40), the $q$ component of the rotor current results to

$$
\begin{equation*}
i_{\mathrm{rq}}=-\frac{L_{\mathrm{m}}}{L_{\mathrm{r}}} i_{\mathrm{sq}} \tag{2.43}
\end{equation*}
$$

By inserting equation (2.43) into equation (2.42), the final expression for the machine torque can be calculated:

$$
\begin{equation*}
T_{\mathrm{m}}=\frac{3}{2} \frac{L_{\mathrm{m}}}{L_{\mathrm{r}}} p \psi_{\mathrm{rd}} i_{\mathrm{s} q} . \tag{2.44}
\end{equation*}
$$

From equations (2.41) and (2.44) it becomes clear that a transformation of the IM equations to a rotor flux aligned $d q$ coordinate system makes it possible to control both flux and torque independently, similarly to a separately excited DC machine.

### 2.6.2.2 Rotor flux estimation

Synchronous machines rotate with the same frequency as the applied stator voltage. For these machines the rotor flux angle is equal to the electrical machine angle. Thus, for synchronous machines the rotor flux angle can simply be measured with an encoder or a resolver.

In contrast to that, in an induction motor the electrical machine speed is (in motor operation) always lower than the frequency of the applied stator voltage, i.e. there is a slip between these two speeds. Consequently, the rotor flux angle is not equal to the electrical machine angle. Because of this induction machines are also called asynchronous machines and it is mandatory to implement a rotor flux estimator. Otherwise, a decoupled control of both flux and torque is not possible. Basically, two different types of estimators have been proposed [16]:

1. Open-loop estimators: Estimators without feedback and
2. closed-loop estimators with feedback.

Although the latter ones provide a better and more robust flux estimation, mostly open-loop estimators are used as these can be implemented easier. In the following only the two most important open-loop estimators [17] are briefly introduced and explained.

One very common estimator is the so-called voltage model. According to equation (2.31), the stator flux $\psi_{\mathrm{s}}$ can be calculated for $\omega_{\mathrm{k}}=0$ :

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{\psi}_{\mathrm{s}}}{\mathrm{~d} t}=\boldsymbol{v}_{\mathrm{s}}-R_{\mathrm{s}} \boldsymbol{i}_{\mathrm{s}} \tag{2.45}
\end{equation*}
$$

The rotor flux $\psi_{\mathrm{r}}$ can be calculated by substituting equation (2.29) into equation (2.30):

$$
\begin{equation*}
\boldsymbol{\psi}_{\mathrm{r}}=\frac{L_{\mathrm{r}}}{L_{\mathrm{m}}} \cdot \boldsymbol{\psi}_{\mathrm{s}}-\left(\frac{L_{\mathrm{r}} L_{\mathrm{s}}}{L_{\mathrm{m}}}+L_{\mathrm{m}}\right) \cdot \boldsymbol{i}_{\mathrm{s}} \tag{2.46}
\end{equation*}
$$

For the implementation of the voltage model on a real-time computer system, equations (2.45) and (2.46) have to be discretized with the sampling time $T_{\mathrm{s}}$. The two main problems of the voltage model are the open-loop integration (without feedback) which can lead to convergence problems (especially at lower speeds) and the stator resistance $R_{\mathrm{s}}$ which changes its value during the operation of the machine: Due to the temperature rise its real value can differ more than $50 \%$ from its nominal value.

Another possibility to estimate the rotor flux is the so-called current model. For this estimator equation (2.35) is used with $\omega_{\mathrm{k}}=0$ :

$$
\begin{equation*}
\boldsymbol{\psi}_{\mathrm{r}}+\tau_{\mathrm{r}} \frac{\mathrm{~d} \boldsymbol{\psi}_{\mathrm{r}}}{\mathrm{~d} t}=L_{\mathrm{m}} \boldsymbol{i}_{\mathrm{s}}+j \omega_{\mathrm{el}} \tau_{\mathrm{r}} \boldsymbol{\psi}_{\mathrm{r}} \tag{2.47}
\end{equation*}
$$

After discretization with the sampling time $T_{\mathrm{s}}$, equation (2.47) can be used for estimating the rotor flux. In contrast to the voltage model there is no open-loop integration which can lead to stability problems. For this equation the electrical machine speed, $\omega_{\mathrm{el}}$, is also needed. However,
even this estimator is still parameter-dependent: The rotor time constant $\tau_{\mathrm{r}}=\frac{L_{r}}{R_{\mathrm{r}}}$ is dependent on the rotor resistance $R_{\mathrm{r}}$. If the machine is operated, its temperature rises which increases $R_{\mathrm{r}}$.

In FOC mostly the current model is used for the rotor flux estimation.
When the rotor flux is determined, the rotor flux angle can then be calculated easily:

$$
\begin{equation*}
\varphi=\arctan \left(\frac{\psi_{\mathrm{r} \beta}}{\psi_{\mathrm{r} \alpha}}\right)^{1} \tag{2.48}
\end{equation*}
$$

### 2.6.2.3 FOC block diagram

A block diagram of the basic FOC structure is shown in Figure 2.16. As for normal machine


Figure 2.16: Basic FOC scheme
operation the sum of all three phase currents is equal to zero (equation (2.12)), it is enough to measure only two phase currents (in this case $i_{\mathrm{s} a}$ and $i_{\mathrm{s} b}$ ). After applying the Clarke transformation, the currents $i_{\mathrm{s} \alpha}$ and $i_{\mathrm{s} \beta}$ can be obtained. Then, the rotor flux can be estimated according to chapter 2.6.2.2 and the rotor flux angle $\varphi$ can be calculated. After that the measured currents are transformed to $d q$ coordinates. The torque reference is calculated by a speed PID controller; usually, the reference for the rotor flux magnitude is set to a fixed value which is decreased when field-weakening operation is desired. From the rotor flux magnitude reference and the torque reference the current references $i_{\mathrm{s} d}^{*}$ and $i_{\mathrm{s} q}^{*}$ are calculated according to equations (2.41) and (2.44). The differences between the reference and measured $d$ and $q$ components of the stator current are then fed to current PID controllers. These deliver the reference voltages $v_{d}^{*}$ and $v_{q}^{*}$. After two further transformations, from $d q$ to $\alpha \beta$ and then to $a b c$ coordinates, the reference voltages for all three phases are fed to a modulator which then produces the switching states $s_{a}$, $s_{b}$ and $s_{c}$ that are fed to the inverter.

[^0]
### 2.6.3 Direct Torque Control

Another very well-known method which allows separate control of both flux and torque is called Direct Torque Control (DTC) [18, 19]. In contrast to FOC, the control is completely done in stator coordinates. Furthermore, it is a direct control strategy, i.e. it generates the inverter gating signals directly and a modulator is not necessary.

### 2.6.3.1 Basic principle

Figure 2.17 shows the basic DTC scheme. Equal to FOC, only two stator currents have to be


Figure 2.17: Basic DTC scheme
measured as the three-phase current system is balanced. When the Clarke transformation is applied to the measured phase currents $i_{\mathrm{s} \alpha}$ and $i_{\mathrm{s} b}$, the currents $i_{\mathrm{s} \alpha}$ and $i_{\mathrm{s} \beta}$ can be obtained. As the whole controller is implemented in stator coordinates, no further coordinate transformation is necessary. The stator flux $\psi_{\mathrm{s}}$ is calculated using the voltage model (equation (2.45)). The stator flux magnitude can be calculated as

$$
\begin{equation*}
\left|\boldsymbol{\psi}_{\mathrm{s}}\right|=\sqrt{\psi_{\mathrm{s} \alpha}^{2}+\psi_{\mathrm{s} \beta}^{2}} . \tag{2.49}
\end{equation*}
$$

The torque reference $T_{\mathrm{m}}^{*}$ is generated with a PID speed controller. The reference value for the stator flux magnitude, $\left|\boldsymbol{\psi}_{\mathrm{s}}\right|^{*}$, can be set to a constant or-if field-weakening is desiredto a value smaller than its nominal one. The basic DTC controller only consists of a threedimensional lookup table for the torque $\left(h_{\mathrm{t}}\right)$, the stator flux magnitude $\left(h_{\psi}\right)$ and for the sector $(S)$ in which the stator flux angle is located.

For the operation of DTC two hysteresis bands have to be set up: One for the torque and one for the stator flux magnitude. For the torque a double-band hysteresis controller with three different output values is used:

- -1 : The machine torque has to be decreased.
- 0: The torque should be kept constant.
- 1: The torque must be increased.

For the stator flux magnitude only a single-band hysteresis controller is used which has two possible output values:

- -1 : The stator flux magnitude should be decreased.
- 1: The stator flux magnitude has to be increased.

Finally, the stator flux angle is divided into six different sectors I...VI (every sector covers $60^{\circ}$ ) which are shown in Figure 2.18.


Figure 2.18: DTC stator flux angle sector distribution

### 2.6.3.2 Lookup table for Direct Torque Control

In the following a short explanation of the DTC lookup table is given. As already mentioned, the three-dimensional lookup table distinguishes between six different sectors. For every sector an optimum switching state must be determined if the stator flux magnitude should be increased or decreased and if the machine torque should be increased, decreased or be kept constant. In general, torque regulation has priority over flux regulation.

Setting $\omega_{\mathrm{k}}=0$ in equation (2.31) and applying the Euler-forward discretization with the sampling time $T_{\mathrm{s}}$, the following expression for the stator flux can be obtained:

$$
\begin{equation*}
\boldsymbol{\psi}_{\mathbf{s}}(k+1)=\boldsymbol{\psi}_{\mathbf{s}}(k)+T_{\mathrm{s}} \cdot \boldsymbol{v}_{\mathrm{s}}-\underbrace{R_{\mathrm{s}} T_{\mathrm{s}} \cdot \boldsymbol{i}_{\mathrm{s}}}_{\approx 0} \tag{2.50}
\end{equation*}
$$

As the stator resistance $R_{\mathrm{s}}$ is usually small, it can be neglected for the following considerations. Then, the stator flux which will be obtained in the next sample is only dependent on its current value and on the applied stator voltage.

Another assumption can be made for the machine torque: If equation (2.46) is solved for $\boldsymbol{i}_{\mathrm{s}}$ and replaced into equation (2.42), the machine torque $T_{\mathrm{m}}$ can be calculated as

$$
\begin{equation*}
T_{\mathrm{m}}=\frac{3}{2} p \cdot \frac{L_{\mathrm{m}}}{\sigma L_{\mathrm{s}} L_{\mathrm{r}}} \cdot\left(\boldsymbol{\psi}_{\mathrm{r}} \times \boldsymbol{\psi}_{\mathrm{s}}\right)=\frac{3}{2} p \cdot \frac{L_{\mathrm{m}}}{\sigma L_{\mathrm{s}} L_{\mathrm{r}}} \cdot\left|\boldsymbol{\psi}_{\mathrm{r}}\right|\left|\boldsymbol{\psi}_{\mathrm{s}}\right| \sin (\epsilon) \tag{2.51}
\end{equation*}
$$

where $\epsilon$ is the angle between the rotor and the stator flux. Simplified, it can be stated that

$$
\begin{equation*}
T_{\mathrm{m}} \propto \Varangle\left(\boldsymbol{\psi}_{\mathrm{r}}, \boldsymbol{\psi}_{\mathrm{s}}\right) . \tag{2.52}
\end{equation*}
$$

As the rotor flux $\psi_{\mathrm{r}}$ changes slowly compared to the stator flux $\psi_{\mathrm{s}}$, it can be seen as constant. Then, from equation (2.52) the following assumption can be made:

$$
\begin{equation*}
T_{\mathrm{m}} \propto \delta=\Varangle\left(\boldsymbol{\psi}_{\mathbf{s}}(k), \boldsymbol{\psi}_{\mathbf{s}}(k+1)\right) \tag{2.53}
\end{equation*}
$$

If the machine torque $T_{\mathrm{m}}$ should be increased, the angle $\delta$ between $\boldsymbol{\psi}_{\mathbf{s}}(k)$ and $\boldsymbol{\psi}_{\mathbf{s}}(k+1)$ has to be increased and vice versa. This principle is visualized in Figure 2.19 for sector I. If e.g.


Figure 2.19: Determination of the DTC lookup table for sector 1
the stator flux magnitude should be increased $\left(h_{\psi}=1\right)$, i.e. the length of the vector $\boldsymbol{\psi}_{\mathbf{s}}(k+1)$ should be greater than the length of $\psi_{\mathrm{s}}(k)$, the switching states ppn, pnn or pnp could be used. If now also the torque has to be increased ( $h_{\mathrm{t}}=1$ ), the angle $\delta$ should additionally become as large as possible. For this reason, for $h_{\psi}=h_{\mathrm{t}}=1$ the switching state ppn is selected. If the torque should be kept constant, i.e. $h_{\mathrm{t}}=0$, a zero switching state is the best choice. The decision between nnn and ppp is made under the assumption that $h_{\mathrm{t}}$ has changed its value from 1 to 0 or from -1 to 0 . Then, the zero switching state leading to less transitions is chosen. For all other sectors and hysteresis controller outputs analog considerations can be made.
These brief explanations should just give a rough overview of the DTC operating principle. Many improvements and different DTC algorithms have been proposed, e.g. Direct Mean Torque Control (DMTC) [20] or Model Predictive Direct Torque Control (MPDTC) [21,22].

### 2.6.4 Discussion and evaluation

Both FOC and DTC are the two mostly used control schemes for variable-speed induction motors. With some adjustments these methods can also be applied to synchronous machines.

Table 2.4: Lookup table for DTC

| $h_{\psi}$ | $h_{\mathrm{t}}$ | $S_{\mathrm{I}}$ | $S_{\mathrm{II}}$ | $S_{\text {III }}$ | $S_{\mathrm{IV}}$ | $S_{\mathrm{V}}$ | $S_{\mathrm{VI}}$ |
| ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | ppn | npn | npp | nnp | pnp | pnn |
| 1 | 0 | ppp | nnn | ppp | nnn | ppp | nnn |
| 1 | -1 | pnp | pnn | ppn | npn | npp | nnp |
| -1 | 1 | npn | npp | nnp | pnp | pnn | ppn |
| -1 | 0 | nnn | ppp | nnn | ppp | nnn | ppp |
| -1 | -1 | nnp | pnp | pnn | ppn | npn | npp |

In general, FOC is known to deliver very good control results in steady-state. Because of the modulator the controlled variables show less ripples compared to the results that can be obtained by DTC. In contrast to that, DTC is known for its better transient behavior since it is a direct switching strategy.

FOC is mostly used for low-voltage drives: As a modulator is used, the inverter switching frequency is constant and usually much higher than for direct switching strategies. For mediumand high-voltage drives special adjustments must be made in order to reduce inverter switching losses. In contrast to that, DTC is mostly used for medium- and high-voltage drives. For these applications low switching frequencies are mandatory and less important than higher ripples on the controlled variables. Due to the variable switching frequency, DTC also produces an undesired audible noise compared to FOC.

Another remark has to be made regarding the implementation of both strategies: For a successful implementation of hysteresis controllers either analog controllers or digital controllers with very high sampling rates are mandatory. Implementing DTC on a software-based control platform (e.g. a microcontroller) can become complicated because sampling rates of about 40 kHz and above are necessary. Otherwise, the time delay which is inherent to software-based real-time implementations, has to be compensated in order to achieve an acceptable control result. Thus, DTC normally has to be implemented directly in hardware. This issue will be explained more detailed in chapter 3. In contrast to that, FOC can be implemented in hardware as well as in software. Furthermore, digital implementations of hysteresis controllers suffer from another drawback: As measurements and switchings can only take place at the sampling instances, a digitally implemented hysteresis controller can only react if its boundaries are already violated. The smaller the sampling time $T_{\mathrm{s}}$ is, the smaller are these boundary violations.

Nowadays, these two main control concepts are in most cases still sufficient to fulfill their static and dynamic requirements. However, as especially the field of nonlinear control is becoming more and more popular and since the available computational power of microprocessors and computers rises, more and more research is done regarding general improvements of these basic control concepts. Especially MPC concepts are becoming more and more popular and might lead to a change to more sophisticated controllers in this field.

### 2.7 Model Predictive Control

MPC methods belong to the wide class of predictive or precalculating controllers. MPCs can be considered as a sub-class of Predictive Control (PC) in general. A good overview of PC for electrical drive systems can be found in [23] and [1]. A detailed overview of MPC algorithms is given in [24] and [25].

### 2.7.1 Basic idea

MPC is a wide class of different control algorithms which share the following basic concepts:

- An MPC uses a system model in order to calculate optimum values for the actuating variables.
- An MPC calculates the system's behavior for a sequence of values for the actuating variables up to a certain prediction horizon.
- An MPC determines the optimum sequence of values for the actuating variables by minimizing a so-called cost function.

The cost function usually contains the control deviation. Additionally, other terms, e.g. for penalizing high switching frequencies or large changes of the actuating variables, can also be included. In general, a higher prediction horizon leads to a better control result but also increases the number of calculations for finding the optimum sequence of values for the actuating variables.

If prediction horizons of more than one sampling cycle are used, the receding horizon principle [26] is applied: When the control algorithm is executed, the optimum sequence of values for the actuating variables is calculated for the whole prediction horizon. However, only the optimum values for the next sample are forwarded to the actuator (the other ones are still in the future).

In contrast to that, (linear) PID controllers calculate the reference value for the actuator based on an amplification of the control error. Although a system model is normally necessary for the controller tuning, i.e. tuning of the proportional (P), integral (I) and differential (D) gains, the controller can operate without any knowledge of the system itself.

In general, MPC has several advantages over conventional control methods. The most important ones are

- Control of multidimensional systems, i.e. of systems with more than one actuating variable, is possible with a single controller.
- Constraints can be considered within the model and in the control design.
- The cost function can be designed according to the user's needs.
- The control of linear as well as nonlinear systems is possible.

All these points clearly show that MPC offers more possibilities and flexibility compared to classical controllers.

### 2.7.2 Historical background

The first MPC algorithms have been developed in the 1960s [27]. From the beginning the high calculation effort which is necessary to execute these controllers has been a problem for real-time implementations of MPC algorithms.

Since the 1980s, however, MPC methods are already widely used in chemical and process engineering [24]: The plants in these industries have time constants which are in the range of seconds, minutes and sometimes even hours. Even in the 1980s the available calculation power was already enough for a real-time execution of MPC algorithms for such systems.

### 2.7.3 MPC for power electronics and electrical drive systems

Compared to chemical and process engineering, the time constants for power electronics and electrical drive systems are in the range of milli- and microseconds. For this reason much higher sampling rates are necessary for controllers in this field which also leads to much higher hardware requirements. However, according to Moore's law [28], the number of components in integrated circuits doubles every two years and with it the available computational power in microprocessors. This means that MPC, even in the field of power electronics and electrical drives, will become feasible on standard industrial controllers. Because of this, MPC for electrical drive systems has become more popular in the research community in the last years.

### 2.7.4 MPC with continuous-valued input sets

Most MPCs use a continuous-valued control set, i.e. it is assumed that the actuator can, at least within certain boundaries, deliver a continuous-valued output. One very famous MPC method which utilizes a continous-valued input set is Generalized Predictive Control (GPC) [29, 30].

However, as already mentioned in chapter 2.6.1, nearly all actuators in the field of power electronics and electrical drive systems have a discrete-valued nature which means that, in the same way as for conventional controllers, PWM is still necessary.

### 2.7.5 MPC with finite input sets

In contrast to the previously mentioned MPC methods for continuous-valued input sets, there are also MPC algorithms for finite input sets, i.e. methods which explicitly consider the discrete nature of the actuator. In technical literature these methods are often referred to as Finite-Set MPC (FS-MPC).

### 2.7.5.1 Basic principle

As already mentioned, the basic principle of FS-MPC methods is to explicitly consider the discrete nature of the actuator. As it can be seen in the block diagram in Figure 2.20, a modulator is not necessary for these methods: In contrast to continuous-valued input sets, FS-MPC delivers an optimum switching state which can then directly be forwarded to the inverter.
For finite input sets an analytical minimization of the cost function, compared to continuousvalued input sets, is in general not possible. This means that the cost function has to be calculated for every possible sequence of values for the actuating variables and then the sequence that

(a) PWM control structure

(b) Direct (finite-set) control structure

Figure 2.20: PWM and direct control structures
leads to the smallest value for this cost function has to be chosen. Assuming a simple two-level inverter leg and a prediction horizon of one sample, the cost function (for reasons of simplicity assumed to be only the control deviation) has to be calculated for both possible switching states. The switch position that leads to a smaller cost function value will be chosen and applied to the inverter.

This generic and very simple method can be easily extended to a higher prediction horizon: If the system's behavior should be optimized for two steps in advance, $2 \cdot 2=4$ possible combinations of switching states have to be evaluated. It is also possible to extend this principle to more switching possibilities (e.g. seven different voltage vectors for a three-phase two-level inverter). The number of possible trajectories that have to be evaluated for an actuator with $m$ different switching states and for a prediction horizon of $n$ sampling cycles is given by

$$
\begin{equation*}
N_{\mathrm{t}}=m^{n} \tag{2.54}
\end{equation*}
$$

where $N_{\mathrm{t}}$ is the number of possible trajectories which have to be predicted. The calculation effort for FS-MPC algorithms rises exponentially with the prediction horizon. This means that a real-time implementation of FS-MPC methods, especially for multilevel inverters and for higher prediction horizons, needs very powerful and fast controllers or more sophisticated strategies to find the optimal trajectory.

### 2.7.5.2 General algorithm flow graph

In order to illustrate the basic principle which was already roughly described in chapter 2.7.5.1, Figure 2.21 shows a general flow graph of an FS-MPC algorithm. Without loss of generality it is only shown for one prediction step.

At the beginning of a new sampling cycle all measurements are done. In the whole $i_{\mathrm{sw}}$ switching states have to be tested. At the beginning the counter $i$ for the switching state is initialized with 0 , the optimal switching state that minimizes the cost function is set to the invalid value $s_{\text {opt }}=0$ and the minimum of the cost function is set to $j_{\min }=\infty$. Then, the enumeration starts: The first switching state $i=1$ is tested, i.e. the system model is predicted assuming that $s_{i}$ is applied and the corresponding cost function value $j_{i}$ is calculated. If $j_{i}$ is smaller than the current cost function value $j_{\text {min }}$, it is stored as the new minimum and the


Figure 2.21: General FS-MPC algorithm flow graph
corresponding switching state $s_{i}$ is saved as the optimum switching state $s_{\text {opt }}$. Afterwards, the counter for the possible switching states, $i$, is increased and the same procedure is repeated until $i$ is equal to the number of possible switching states, $i_{\text {sww }}$. Then, the optimization process is finished and the optimal switching state $s_{\text {opt }}$ is applied to the system. When a new sample starts, the whole algorithm is repeated for the new measurements.

### 2.7.5.3 Advantages

FS-MPC methods offer several advantages which can-if at all—only hardly be achieved with conventional control schemes. The most important advantages are

1. The control of nonlinear systems is possible as long as the nonlinearities can be modeled; linearization (e.g. at certain operating points) or nonlinear optimization is not necessary.
2. FS-MPC controllers allow multivariable control, e.g. one controller can be used to control both flux and torque or two currents simultaneously.
3. Constraints (e.g. of the inverter output voltages or current limitations) can be easily included into the cost function.
4. A modulator which leads to further nonlinearities is not necessary.

These four points have to be considered in the field of power electronics and electrical drives. Especially for linear schemes these effects lead to non-optimal control results. Thus, FS-MPC methods are very promising candidates for such applications.

### 2.7.5.4 Problems

As already mentioned in chapter 1, the two major drawbacks of FS-MPC methods are the calculation effort which rises exponentially with the prediction horizon and the low time resolution as switchings can only take place at the sampling instances.

As mentioned before, for an actuator with $m$ different switching states and a prediction horizon of $n$ samples, the number of possible trajectories which need to be evaluated can be calculated according to equation (2.54).

Especially for multilevel inverters the calculation effort rises very quickly with the prediction horizon because of the higher number of switching states $m$. For a three-phase two-level inverter eight different switching states are possible, a three-level NPC inverter already has 27 different switching states and in case of a three-level FC inverter 64 combinations are possible. Table 2.5 shows the number of trajectories $N_{\mathrm{t}}$ for these three different types of three-phase inverters, depending on the prediction horizon $n$. Usual controller frequencies are in the range of 5 kHz to 40 kHz , i.e. the corresponding sampling times are in the range of $25 \mu \mathrm{~s}$ to $200 \mu \mathrm{~s}$. The evaluation of a trajectory requires several arithmetic operations (depending on the system and on the model). Thus, with currently available controllers only for a two-level three-phase inverter more than one prediction step is feasible in real-time. If higher prediction horizons are necessary, the calculation effort needs to be drastically reduced.

Of course, compared to a simple complete enumeration, several strategies to reduce the calculation effort can be applied:

Table 2.5: Number of trajectories for different inverter types and prediction horizons

| Inverter type | Prediction horizon |  |  |
| :--- | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| Two-level inverter | 8 | 64 | 512 |
| Three-level NPC inverter | 27 | 729 | 19,683 |
| Three-level FC inverter | 64 | 4,096 | 262,144 |

1. From operations research strategies like branch and bound [31] or branch and cut [32] are known. Such strategies can significantly reduce the average necessary calculation effort. In the worst case the calculation effort cannot be reduced for an iteration. For real-time applications, however, this worst case has to be considered since the algorithm has to be finished within one sampling cycle. Thus, these strategies cannot be used for such applications.
2. With the help of Multiparametric Programming [33-35] it is possible to solve the optimization problem offline with the state vector as a parameter. In this way the calculation effort can be significantly reduced. However, for practical realizations with multilevel inverters and for prediction horizons greater than one sample, the resulting offline calculation effort also increases exponentially with the prediction horizon: Even for a simple three-level inverter and for two prediction steps a standard personal computer needs several hours up to two or three days to calculate one controller partition. This dramatically reduces the applicability of Multiparametric Programming for FS-MPC.
3. Natural switching constraints (i.e. not all possible transitions are allowed if the inverter is in a certain switching state) can be used to significantly reduce the number of necessary calculations. If such natural constraints are considered, higher prediction horizons can be realized. However, even in this case the worst case has to be considered for a real-time application. Another problem arises from the fact that natural switching constraints are only valid for one certain type and size of inverter. Thus, no general simplifications can be made.

Additionally to the calculation effort, FS-MPC methods suffer from another important drawback which is-in simplified form-visualized in Figure 2.22: In this case a discrete actuator with two different switching states is assumed. Furthermore, it is assumed that these two different switching states produce two different slopes of the controlled variable $y$. Figure 2.22 shows the number of samples $T_{\mathrm{s}}$ on its horizontal axis whereas the controlled variable is drawn vertically. If an FS-MPC method is applied, the switching state can only be changed at the beginning of a sampling interval. The switching state which leads to a high positive slope (from now on referred to as active switching state) has to be applied for the whole sample $T_{\mathrm{s}}$. Assuming steady-state operation, the other switching state which leads to a small negative slope (zero switching state) has to be applied until $y$ has become small enough again. This leads to high ripples on the controlled variables. Although for FS-MPC the theoretical maximum switching frequency would be half the sampling frequency, it is in fact far lower than this value. In


Figure 2.22: Time resolution of FS-MPC methods compared to PWM
contrast, PWM has a much higher time resolution and allows switching events to take place in between the samples. Because of this it is easily possible to apply the active switching state for a much shorter time compared to FS-MPC. The reference value for the modulator is in most cases not saturated. This means that the carrier signal will cross it once in a sample (Figure 2.15) which leads to one switching event per semiconductor device and sample. Thus, the switching frequency of PWM-based methods is constant and equal to half the sampling frequency.

Furthermore, for three-phase inverters FS-MPC leads to a variable switching frequency which produces an undesired audible noise-besides the high ripples on the controlled variables.

### 2.8 Goals of this work

As already stated, despite of all the advantages mentioned in chapter 2.7.5.3, the two main drawbacks of FS-MPC methods which were explained in detail in chapter 2.7.5.4 still limit their applicability to industrial control systems. For medium- and high-voltage drives low switching frequencies are necessary because of the high switching losses whereas for low-power systems and applications a good quality of the controlled variables and small ripples are desired. Nevertheless, even for high-power applications a reduction of ripples can lead to significant improvements.

The most important drawback of FS-MPC methods, however, is the tremendous calculation effort, especially for the case of higher prediction horizons and for multilevel inverters. If the calculation effort can be reduced, this can lead to a wider acceptance of FS-MPC methods.

The main goal of this work is to present solutions for these two problems, with special attention to three-level NPC and FC inverters. The three main goals of this work are:

1. The development of a heuristic method which significantly reduces the calculation effort: The calculation effort for this method is independent of the number of voltage levels in the inverter which is promising especially for the application to multilevel inverters.

Although the calculation effort still rises exponentially with the prediction horizon, this method allows prediction horizons of up to three sampling cycles on the used real-time computer hardware, even for three-level inverters. The basic principle of this heuristic method is described and introduced in chapter 5.2.
2. Strategies to reduce ripples on the controlled variables by increasing the time resolution of FS-MPC algorithms: Methods to calculate variable switching points (VSPs) are introduced in chapters 4.2 and 5.3. Furthermore, an oversampling approach with a higher time resolution is presented and evaluated in chapter 6 .
3. A combination of the previous two points, i.e. a method to reduce ripples on the controlled variables with less calculation effort which is introduced and explained in chapter 5.4.

## CHAPTER 3

## Real-time implementation of control algorithms

Control algorithms can be implemented on different control hardware. The first controllers were analog implementations of PID controllers with operational amplifiers and also PWM had to be implemented with many discrete components. Nowadays, nearly all control systems are implemented digitally and analog hardware is only used when absolutely necessary.

Basically, even regarding today's digital control platforms, controllers can be divided into hardware- and software-based implementations with special requirements, advantages and drawbacks. The aim of this chapter is to compare both possible implementations and to explain which strategies are better suited for implementation in hardware and which can be easier realized in software.

### 3.1 Software-based real-time implementation

Beginning in the 1970s, more and more control algorithms were implemented digitally with the help of microprocessors. Generally speaking, these processors are either triggered by an external interrupt which signalizes the processor that a new sampling cycle has started and that the control algorithm has to be executed, or by an internal timer that generates an interrupt. All measurements are sampled, the reference values can either be created internally in the controller or also be sampled from an external reference. Then, the processor executes the control algorithm, i.e. it does all necessary calculations. After that the processor outputs the updated references for the actuator and waits for the next interrupt signal.

This basic scheme describes the principle of a software-based implementation of a control algorithm.

### 3.1.1 Time delay compensation

One very important remark about software-based implementations has to be made: All digital control systems need a certain time for their calculations. For real-time operation it is manda-
tory that the calculations in one sample are finished before the next one starts. This real-time condition must not be violated in any case-otherwise this can lead to unpredictable results. If the behavior of a real-time system is compared to that of a simulation program, some very important implementation issues need to be considered. In Figure 3.1 the behavior of a simulation at the current sampling step $k$ is visualized: Without loss of generality in this case it is-for


Figure 3.1: Behavior of a simulation, optimization for time step $k+1$
reasons of simplicity—assumed that the complete system state $\boldsymbol{x}$ is measured. As already mentioned, the actuating variable is denoted with $\boldsymbol{u}$. When the simulation time reaches sample $k$, the system state $\boldsymbol{x}(k)$ is measured. Then, updated values for the actuating variables $\boldsymbol{u}(k)$ are calculated at time step $k$ as well. These updated values for $\boldsymbol{u}(k)$ are calcuated based on the measured system state $\boldsymbol{x}(k)$. The optimization is carried out for time step $k+1$. In contrast to real implementations, however, the simulation time is "stopped" until the calculation of $\boldsymbol{u}(k)$ has finished such that $\boldsymbol{u}(k)$ can be applied at step $k$. Thus, in simulations the calculation time is not considered.

The behavior of a real-time implementation is visualized in Figure 3.2: In contrast to a sim-


Figure 3.2: Behavior of a real-time system, optimization for time step $k+1$
ulation where the calculation time is not considered, the updated actuating variables, $\boldsymbol{u}(k)$, are delayed for one sample. At the beginning of the current sampling cycle $k$ the system state $\boldsymbol{x}(k)$ is measured and the calculation of new values for the actuating variables is started, exactly as in a simulation. This calculation is finished at $k+t_{\text {calc }}$. As $t_{\text {calc }}$ is usually not a fixed time, the updated values for the actuating variables which were calculated during the $k$ th sample, are applied at time step $k+1$. Consequently, at step $k$ the previously calculated values, $\boldsymbol{u}(k-1)$, are applied, i.e. the actuating variables are applied with a delay of one sample. This additional dead time has to be considered in the controller; otherwise, a non-optimal control or even instabilities can result from that.

Especially for MPC methods this time delay has to be considered explicitly in the controller. However, as in every step the values of the actuating variable $\boldsymbol{u}$ are known, this time delay
of one sample can be easily compensated by using a model-based approach. The principle is shown in Figure 3.3. In contrast to Figure 3.2, in a first step the system state at the next sample,


Figure 3.3: Model-based time delay compensation, optimization for time step $k+2$
$\boldsymbol{x}(k+1)$, is predicted for the currently applied values of the actuating variables, $\boldsymbol{u}(k-1)$ and for the measured system state $\boldsymbol{x}(k) \cdot \boldsymbol{u}(k-1)$ is known since it was calculated in the previous sample. Thus, the system model has to be calculated once more before the actual optimization can be started. Then, in the optimization process, the actuating variable $\boldsymbol{u}(k)$ which will be applied at step $k+1$, is calculated. In contrast to Figure 3.2, however, it is calculated based on $\boldsymbol{x}(k+1)$ and not based on the actual system state $\boldsymbol{x}(k)$. Thus, the optimization is carried out for time step $k+2$. In this way the time delay which is present in every software-based digital control system can be compensated.
The described realistic behavior can be easily simulated with an additional delay after the controller output. Especially for hysteresis controllers this time delay can lead to huge violations of the hysteresis boundaries.

Further information about this principle can be found in [36].

### 3.1.2 Two-level inverter test bench

The two-level inverter test bench is shown in Figure 3.4. The real-time computer system used for this test stand is described in [37] with the only difference that a faster PC104 computer module with a 1.4 GHz Pentium M CPU is used. The details and parameters are given in appendix B.1. The test bench consists of two coupled 2.2 kW squirrel-cage induction motors. One of them is used as a load machine, driven by a Danfoss VLT FC-302 3.0 kW load inverter. The working machine is driven by a modified Seidel/Kollmorgen Servostar 60014 kVA inverter which allows the user to command the IGBT gating signals directly from a suitable control system. In order to avoid frequent use of the break chopper resistor, the DC links of both inverters are connected to each other.

### 3.1.3 Three-level inverter test bench

The three-level inverter test bench is shown in Figure 3.5. The real-time computer system used for the control of the three-level inverter is a significantly improved version of the one for the two-level inverter [38]. It is based on an FPGA board which is shown in Figure 3.6. The setup consists of a 2.2 kW squirrel-cage induction motor and a self-developed three-level inverter which can be used either in NPC or in FC configuration. The DC link is powered by a 3 kW DC power supply. Further details and parameters are stated in appendix B.2.


Figure 3.4: Two-level inverter test bench


Figure 3.5: Three-level inverter test bench

### 3.2 Hardware-based real-time implementation

As already mentioned, in former times all controllers had to be realized with analog components, i.e. in hardware. Today nearly all controllers are implemented digitally.


Figure 3.6: FPGA board for hardware-based real-time implementations
However, thanks to the advent of Complex Programmable Logic Devices (CPLDs) and Field Programmable Arrays (FPGAs), even with digital hardware a quasi-analog implementation of control algorithms is possible by having nearly the same flexibility as with software-based implementations.

Especially FPGAs which nowadays have lots of logic elements allow to implement many operations in parallel. Furthermore, as hardware-programmed commands are normally executed
within one clock cycle, even for some subsequent calculations (calculations which are based on other calculation results), only a few clock cycles are necessary for the calculation of new and optimized values for the actuating variables $\boldsymbol{u}$. Thus, compared to software-based implementations, the calculation time is normally negligibly short compared to the sampling time and does not need to be compensated. This also simplifies the calculations.

Figure 3.6 shows the FPGA board which is used for the hardware-based real-time implementation of control algorithms. The control board uses a Cyclone III FPGA from Altera with 40,000 logic elements. Further information about this system is given in appendix B.3.

### 3.3 Comparison

The main difference between hardware- and software-based implementations is that microprocessors execute a control algorithm sequentially, i.e. all instructions are executed one after each other. However, as processors are normally clocked with a very high frequency, it is possible to execute many calculations during one sample. In hardware-based implementations the clock speed is normally much lower but most of the calculations are executed in parallel, i.e. it is also possible to do these calculations very quickly.

Another very important difference between hardware- and software-based implementations is that software-based applications have a certain interrupt delay, i.e. it takes some time until the processor can react to this interrupt. Especially for implementations where an operating system is running on the processor this time is not negligible. For this reason the sampling rates that can be achieved with software-based implementations are much lower than the ones of hardwarebased applications. Software-based algorithms are usually limited to sampling frequencies of around 40 kHz , whereas hardware-based algorithms can be executed with frequencies up to several hundreds of kHz .

Processors are usually programmed with high-level programming languages like $C$. For CPLDs and FPGAs mostly VHDL (Very High Speed Integrated Circuit Hardware Description Language) and Verilog are used.

Further advantages of software-based compared to hardware-based implementations are:

- Floating-point operations can be easily programmed.
- The programming of control algorithms on processors is much easier than for CPLDs and FPGAs (e.g. trigonometric operations).
- The necessary compilation times are much shorter.

Thus, hardware-based implementations are mostly used in applications where high sampling rates are mandatory.

## CHAPTER 4

## Predictive Torque Control for induction machines

In this chapter the Predictive Torque Control (PTC) algorithm [39,40] is explained and evaluated. It is a model-based alternative to DTC as explained in chapter 2.6.3. Compared to DTC, it uses an FS-MPC algorithm to determine the optimum switching state for the next sample. The basic algorithm will be explained in chapter 4.1 and is more intuitive and much easier to understand than DTC. The PTC algorithm is validated experimentally for a two-level inverter with special attention to problems resulting from this control approach.

After that an extension to PTC to reduce torque ripples, namely Variable Switching Point Predictive Torque Control (VSP2TC), is presented. Experimental results for a two-level inverter are shown in order to demonstrate the algorithm's capability to reduce torque ripples and to improve the control result.

Then, the PTC algorithm is extended to three-level NPC inverters with special attention to the DC link capacitor voltage balancing. Several experimental results are presented in order to verify the algorithm's capability to perform torque and flux control while simultaneously keeping the DC link capacitor voltages balanced. Furthermore, the VSP2TC algorithm is extended to three-level NPC inverters.

Thereafter, PTC is applied to an induction machine fed by a three-level FC inverter which has 64 different switching states. A strategy to reduce the calculation effort for PTC in combination with FC inverters is presented along with several experimental results.

### 4.1 Basic Predictive Torque Control algorithm

As already mentioned, PTC uses the same stator-fixed approach as DTC. This means that the whole control algorithm is performed in $\alpha \beta$ coordinates. In contrast to that, FOC uses a $d q$ coordinate system which is aligned to the rotor flux. The Euler-forward method is utilized in order to discretize the differential equations. For a successful real-time implementation the computational delay has to be compensated as explained in chapter 3.1.1.

### 4.1.1 Prediction equations

First, the stator current has to be predicted with equation (2.34) for $\omega_{\mathrm{k}}=0$. After discretization with the sampling time $T_{\mathrm{s}}$, the stator current $\boldsymbol{i}_{\mathrm{s}}$ can be calculated to

$$
\begin{equation*}
\boldsymbol{i}_{\mathrm{s}}(k+1)=\left(1-\frac{T_{\mathrm{s}}}{\tau_{\sigma}}\right) \boldsymbol{i}_{\mathrm{s}}(k)+\frac{T_{\mathrm{s}}}{r_{\sigma} \tau_{\sigma}} \boldsymbol{v}_{\mathrm{s}}(k)+\frac{k_{\mathrm{r}} T_{\mathrm{s}}}{r_{\sigma} \tau_{\sigma}}\left(\frac{1}{\tau_{\mathrm{r}}}-j \omega_{\mathrm{el}}\right) \boldsymbol{\psi}_{\mathrm{r}}(k) . \tag{4.1}
\end{equation*}
$$

The stator flux $\boldsymbol{\psi}_{\mathrm{s}}$ can be calculated by discretizing equation (2.31) and by setting $\omega_{\mathrm{k}}=0$ :

$$
\begin{equation*}
\boldsymbol{\psi}_{\mathbf{s}}(k+1)=\boldsymbol{\psi}_{\mathbf{s}}(k)+T_{\mathrm{s}} \boldsymbol{v}_{\mathbf{s}}(k)-R_{\mathrm{s}} T_{\mathrm{s}} \boldsymbol{i}_{\mathbf{s}}(k) \tag{4.2}
\end{equation*}
$$

By substituting equation (2.29) into equation (2.30), the rotor flux $\psi_{\mathrm{r}}$ results to

$$
\begin{equation*}
\boldsymbol{\psi}_{\mathrm{r}}(k+1)=\frac{L_{\mathrm{r}}}{L_{\mathrm{m}}} \boldsymbol{\psi}_{\mathrm{s}}(k+1)+\left(L_{\mathrm{m}}-\frac{L_{\mathrm{r}} L_{\mathrm{s}}}{L_{\mathrm{m}}}\right) \boldsymbol{i}_{\mathrm{s}}(k+1) . \tag{4.3}
\end{equation*}
$$

The rotor flux only needs to be calculated for the time delay compensation or for intermediate time steps when a higher prediction horizon than one sample is implemented. The machine torque can then be predicted according to equation (2.36):

$$
\begin{equation*}
T_{\mathrm{m}}(k+1)=\frac{3}{2} p\left(\boldsymbol{\psi}_{\mathrm{s}}(k+1) \times \boldsymbol{i}_{\mathrm{s}}(k+1)\right) \tag{4.4}
\end{equation*}
$$

Finally, the stator flux magnitude can be easily calculated by

$$
\begin{equation*}
\left|\boldsymbol{\psi}_{\mathbf{s}}(k+1)\right|=\sqrt{\psi_{\mathrm{s} \alpha}^{2}(k+1)+\psi_{\mathrm{s} \beta}^{2}(k+1)} . \tag{4.5}
\end{equation*}
$$

### 4.1.2 Control algorithm

### 4.1.2.1 Basic principle

Figure 4.1 shows a block diagram of the basic PTC control structure: Analog to FOC and DTC, if a balanced three-phase system is considered, only two phase currents ( $i_{\mathrm{s} a}$ and $i_{\mathrm{s} b}$ ) have to be measured. The stator and rotor flux can be estimated after the Clarke transformation has been applied to the measured phase currents. The currents in $\alpha \beta$ coordinates, together with the stator $\boldsymbol{\psi}_{\mathrm{s}}$ and rotor $\boldsymbol{\psi}_{\mathrm{r}}$ flux and the machine speed $\omega_{\mathrm{m}}$, are needed for the PTC algorithm. Furthermore, the reference values for the machine torque, $T_{\mathrm{m}}^{*}$, and for the stator flux magnitude, $\left|\psi_{\mathrm{s}}\right|^{*}$, are also needed for the cost function calculation. The torque reference value is generated by a conventional speed PID controller. Finally, after the optimization process, the controller outputs the optimum switching states which are directly fed to the inverter.

### 4.1.2.2 Cost function

As every MPC scheme, the PTC algorithm is based on a minimization of the cost function. This cost function contains the control error together with additional terms (if necessary). For


Figure 4.1: Basic PTC scheme

PTC simultaneous control of both the stator flux magnitude and the machine torque is desired. Hence, an $L_{1}$-norm (linear) cost function ${ }^{1}$ can be defined as

$$
\begin{equation*}
j_{\mathrm{ptc}, \operatorname{lin}}=\left|T_{\mathrm{m}}^{*}-T_{\mathrm{m}}(k+1)\right|+w_{\mathrm{lin}} \cdot\left\|\left.\boldsymbol{\psi}_{\mathrm{s}}\right|^{*}-\mid \boldsymbol{\psi}_{\mathrm{s}}(k+1)\right\|+i_{\mathrm{lim}} . \tag{4.6}
\end{equation*}
$$

$w_{\text {lin }}$ is the weighting factor for the stator flux magnitude. Furthermore, it is also possible to define an $L_{2}$-norm (quadratic) cost function ${ }^{1}$ of the form

$$
\begin{equation*}
j_{\text {pte, quad }}=\left(T_{\mathrm{m}}^{*}-T_{\mathrm{m}}(k+1)\right)^{2}+w_{\text {quad }} \cdot\left(\left|\boldsymbol{\psi}_{\mathrm{s}}^{*}\right|-\left|\boldsymbol{\psi}_{\mathrm{s}}(k+1)\right|\right)^{2}+i_{\text {lim }} . \tag{4.7}
\end{equation*}
$$

In this case $w_{\text {quad }}$ is the flux weighting factor. $i_{\text {lim }}$ is a factor for limiting the stator current $\boldsymbol{i}_{\mathrm{s}}$. It can be implemented as follows:

$$
i_{\lim }= \begin{cases}0 & \text { if }\left|\boldsymbol{i}_{\mathrm{s}}\right| \leq i_{\max }  \tag{4.8}\\ \infty & \text { if }\left|\boldsymbol{i}_{\mathrm{s}}\right|>i_{\max }\end{cases}
$$

$i_{\max }$ is the maximum allowed stator current magnitude $\left|\boldsymbol{i}_{\mathrm{s}}\right|$. Thus, the term $i_{\text {lim }}$ ensures that no switching states are selected which would lead to a stator current greater than its allowed maximum.

### 4.1.2.3 Switching state selection

As it can be seen in Figure 2.4(b), a two-level inverter has eight different switching states which produce seven different voltage vectors. The zero switching states nnn and ppp are

[^1]redundant. Hence, for the cost function optimization it is enough to calculate the cost function value for the seven different voltage vectors. If a zero switching state is optimal, a subsequent decision between the two possibilities has to be made. Since the inverter switching losses are proportional to the switching frequency, that zero switching state is selected which can be reached with less than two transitions (based on the currently applied switching state):

- If two or three legs are in the positive state, ppp is selected.
- If less than two legs are in the positive state, $n n n$ is selected.

This principle should be demonstrated with two examples: Assuming that the previously applied switching state was npp, the optimum zero switching state is ppp; for npn it is nnn.

### 4.1.3 Experimental results

In order to evaluate the PTC algorithm and to use it as a reference for improved and more sophisticated algorithms, several experiments at different operating points were conducted. All experiments shown in this section were recorded on the two-level inverter test bench described in chapter 3.1.2. The algorithm was executed with a sampling time $T_{\mathrm{s}}=61.44 \mu \mathrm{~s}$ which corresponds to a controller frequency of about 16 kHz . The DC link voltage was set to 580 V . The machine parameters are given in Table B.1. The nominal machine torque can be easily calculated to

$$
\begin{equation*}
T_{\mathrm{m}, \text { nom }}=\frac{P_{\mathrm{m}, \text { nom }}}{\omega_{\mathrm{m}, \text { nom }}}=\frac{2.2 \mathrm{~kW}}{2772 \mathrm{rpm}}=7.58 \mathrm{Nm} . \tag{4.9}
\end{equation*}
$$

$P_{\mathrm{m}, \text { nom }}$ is the rated mechanical machine power and $\omega_{\mathrm{m}, \text { nom }}$ the rated nominal speed. For the experimental results the cost function given in equation (4.7) was used with $w_{\text {quad }}=289$. $i_{\text {max }}$ was set to 14 A .

Figure 4.2 shows a torque reference step from almost zero to full nominal load. In order to operate the test bench safely, the PTC algorithm has to be implemented with an overlayed speed PID controller. Thus, the torque reference step was generated by changing the speed reference from 1000 rpm to 2000 rpm . The speed controller then changes the torque reference from nearly zero to full nominal torque (speed PID controller output limit). During the short time that is shown ( 2 ms after the step), the torque reference is constant as the acceleration process takes longer. In this way a torque reference step can be easily recorded. The torque reference $T_{\mathrm{m}}^{*}$ and the real machine torque $T_{\mathrm{m}}$ can be seen in the upper plot; the plot below shows the applied switching state where the number is coded binary in the form $\left[s_{c} s_{b} s_{a}\right]$. Thus, the switching state $s_{c}=0, s_{b}=0, s_{a}=1$ leads to 1 , whereas $s_{c}=1, s_{b}=0, s_{a}=1$ leads to 5 . It can clearly be seen that in the case of a commanded zero voltage vector always the one is selected which can be reached with less than two transitions. Furthermore, during the transient (from 2 ms to 2.5 ms ) only one switching state (number 6) is applied to the machine, i.e. no switching takes place until the torque has reached its reference. Thus, the torque follows its reference as fast as possible and PTC operates the machine at its physical limits.

Another experiment was performed in steady-state: The stator flux in the $\alpha \beta$ plane was recorded at 2000 rpm and 4 Nm load which can be seen in Figure 4.3. As expected, both components, $\psi_{\mathrm{s} \alpha}$ and $\psi_{\mathrm{s} \beta}$, form a circle.


Figure 4.2: Torque reference step and applied switching state


Figure 4.4: Speed reference step and produced machine torque


Figure 4.3: Steady-state stator flux in $\alpha \beta$ coordinates at 2000 rpm and 4 Nm load torque


Figure 4.5: Load torque impact ( 4 Nm at 2000 rpm )

Figure 4.4 shows the machine speed $\omega_{\mathrm{m}}$, its reference $\omega_{\mathrm{m}}^{*}$ and the applied machine torque $T_{\mathrm{m}}$ during a speed reference step from 1000 rpm to 2000 rpm . In contrast to Figure 4.2, the recorded variables are shown for a longer time period since the time constant of the speed control loop is much larger than that for torque control. Although the maximum available dynamics are utilized due to the large speed reference change, the behavior after 0.13 s is not optimal: The PI controller does not operate the system at its physical limits and slowly decreases the machine torque. Furthermore, a slight overshoot can be noticed. Of course, a different speed PID controller tuning (and additional reference filtering and feedforward control) could lead to better results; in this case, however, the speed controller was adjusted such that the closed speed control loop has a bandwidth of 10 Hz and that good disturbance rejection can be achieved: Usually, a load torque can be applied to the machine and the speed controller has to react quickly to that disturbance.

The working machine is coupled to a load machine which can perform a sudden torque step. The results of such an experiment are shown in Figure 4.5. In this case a load torque step with 4 Nm was applied at 0.14 s when the machine was rotating at 2000 rpm . The speed drops to about 1850 rpm and after about 150 ms it has reached its reference again. Although the speed controller can react quickly to such disturbances, it becomes obvious that in this case the machine is not operated at its physical limits: By applying a higher torque during the speed drop, a faster speed regulation would be possible. This also demonstrates the general problem of conventional controllers: A controller setting is always a tradeoff for different operating points and in order to operate a drive always at its limits, adaptive controllers are necessary. By using MPC such disadvantages can be overcome.


Figure 4.6: Steady-state stator currents at 2000 rpm

In another experiment the steady-state phase currents $i_{\mathrm{s} a}, i_{\mathrm{s} b}$ and $i_{\mathrm{s} c}$ were recorded at 2000 rpm , without load (Figure $4.6(\mathrm{a})$ ) and with 4 Nm load torque (Figure $4.6(\mathrm{~b})$ ). Since the machine torque and the stator flux magnitude are controlled and not the machine currents, especially without load the stator currents are heavily distorted and show a significant deviation from their ideally sinusoidal waveform. The average switching frequency per IGBT is in this case about 4.2 kHz . Although the sinusoidal waveform is clearly visible when a load torque is present, the phase currents still show a high current ripple which is due to the low switching frequency of about 3.5 kHz .


Figure 4.7: Speed reversal from positive nominal to negative nominal speed
A speed reversal from positive nominal to negative nominal speed was executed in order to show that the algorithm can operate at all speed levels and operation points. The results are shown in Figure 4.7. The upper plot shows the machine speed $\omega_{\mathrm{m}}$, in the middle the machine torque $T_{\mathrm{m}}$ can be seen and in the third graph the current in phase $a, i_{\mathrm{s} a}$, is shown during the speed reversal. Similar to the speed reference change, at the beginning the PID controller operates the system at its physical limits. However, at about 0.36 s the control result becomes suboptimal since the speed deviation has already become small. In this case a speed MPC could also improve the dynamics.

### 4.1.4 Evaluation

As already mentioned, PTC is a model-based alternative to DTC. It is much easier to understand and more intuitive compared to DTC. Furthermore, it is much better suited for software-based
implementations than DTC since hysteresis controllers usually have to be implemented in hardware or at least with sampling frequencies of 40 kHz and above. Despite all advantages of PTC compared to DTC and those of FS-MPC methods in general, high torque, flux and current ripples can be seen in all experimental results. Furthermore, without load torque the phase currents which are only indirectly controlled show significant deviations from sinusoidal waveforms additionally to high ripples which result from the low switching frequency compared to PWM-based methods with the same sampling frequency. Furthermore, due to the non-constant switching frequency, PTC produces an undesired audible noise which is much more annoying than noise produced by PWM.

For high- and medium-voltage drives low switching frequencies are necessary, since for these applications the system's total losses are mainly dominated by the inverter switching losses whereas ripples on the controlled variables are less important. Hence, for these applications PTC can be a promising and more intuitive alternative to DTC. For low-voltage drives, however, inverter switching losses are less important than small ripples on the controlled variables. Therefore, PTC needs additional improvements in order to achieve better control results with less ripples which are comparable to PWM-based methods. In the following, an algorithm to reduce torque ripples in PTC will be presented.

### 4.2 Variable Switching Point Predictive Torque Control

VSP2TC [41] implements the basic PTC algorithm. The main difference to PTC is the calculation of a variable switching point (VSP) such that torque ripples are minimized.

### 4.2.1 Motivation and basic principle

As already mentioned in chapter 2.7.5.4, FS-MPC suffers from the fact that its time resolution is very low compared to modulation-based methods: The switching states which an inverter produces normally lead to different slopes of the controlled variables. Since the minimum duration for which a certain switching state has to be applied to the system is equal to one whole sample, this leads to high ripples on the controlled variables. Although the theoretical maximum switching frequency of FS-MPC methods is equal to half the sampling frequency, it is in reality far lower than this value which was also proven with the conducted PTC experiments: Although the theoretically maximum switching frequency per IGBT is 8 kHz for a sampling frequency of 16 kHz , the average switching frequency at 2000 rpm was only 4.2 kHz without load and 3.5 kHz with load. Since-primarily for software-based implementations-the maximum controller frequency is limited, the currently available FS-MPC methods need further improvements in order to reduce ripples and to improve the control result, especially for low-voltage drives and applications.

In order to achieve a better control result, the following approach is used: Since it is not possible to change the slope of the controlled variables, the only possibility to reduce ripples on the controlled variables is to apply voltage vectors for a shorter time than one whole sample $T_{\mathrm{s}}$. Thus, the basic idea is-in contrast to normal FS-MPC-to apply the new switching state not necessarily at the beginning of a new sample; the previously applied switching state is kept until the VSP $t_{\text {sw }}$. Then, at $t_{\text {sw }}$, the new switching state is applied until the end of the sample at
$T_{\mathrm{s}}$. In this way a switching state can be applied for less time than a whole sample which results in a higher switching frequency (which is, however, still limited to half the sampling frequency) and reduced ripples on the controlled variables.

### 4.2.2 Control algorithm

The prediction equations for VSP2TC are the same as for standard PTC; the only difference is that the "sampling time" for the predictions ( $T_{\mathrm{s}}$ for standard PTC) is now variable ( $t_{\text {sw }}$ for the first interval, $T_{\mathrm{s}}-t_{\mathrm{sw}}$ for the second one). The control algorithm follows the same principles as standard PTC. For VSP2TC, however, the torque and stator flux magnitude have to be calculated at two points (at $t_{\mathrm{sw}}$ and at $T_{\mathrm{s}}$ ) and a modified cost function is used:

$$
\begin{align*}
j_{\mathrm{vsp} 2 \mathrm{tc}}= & \left(T_{\mathrm{m}}^{*}-T_{\mathrm{m}}\left(t_{\mathrm{sw}}\right)\right)^{2}+\left(T_{\mathrm{m}}^{*}-T_{\mathrm{m}}(k+1)\right)^{2}+ \\
& +w_{\text {quad }} \cdot\left[\left(\left|\boldsymbol{\psi}_{\mathrm{s}}^{*}\right|-\left|\boldsymbol{\psi}_{\mathrm{s}}\left(t_{\mathrm{sw}}\right)\right|\right)^{2}+\left(\left|\boldsymbol{\psi}_{\mathrm{s}}^{*}\right|-\left|\boldsymbol{\psi}_{\mathrm{s}}(k+1)\right|\right)^{2}\right] \tag{4.10}
\end{align*}
$$

$w_{\text {quad }}$ is the weighting factor which is necessary to keep a good balance between the two control aims, i.e. control of the machine torque and of the stator flux magnitude. It can be tuned empirically, in the same way as for standard PTC.

### 4.2.3 Calculation of the variable switching time point

In order to keep the calculations simple, the machine torque $T_{\mathrm{m}}(t)$ is assumed to change linearly if a certain switching state is applied. Hence, the torque can be assumed to change linearly with the time $t$ :

$$
\begin{equation*}
T_{\mathrm{m}}(t) \approx T_{\mathrm{m} 0}+m t \tag{4.11}
\end{equation*}
$$

where $T_{\mathrm{m} 0}$ is the torque at the beginning of the straight and $m$ is the torque slope.
Figure 4.8 illustrates the basic principle of the VSP calculation for a tested switching state. The whole sampling cycle which has the duration $T_{\mathrm{s}}$ is divided in two parts: The intervals $k \ldots t_{\mathrm{sw}}$ and $t_{\mathrm{sw}} \ldots k+1$. Compared to standard PTC where a switching state is applied from the beginning until the end of a sampling cycle, for VSP2TC the previously applied switching state $s_{1}$ is kept until $t_{\text {sw }}$ and then, in the second interval, the new switching state $s_{2}$ is applied. In order to minimize the torque, the VSP is calculated such that

$$
\begin{equation*}
T_{\mathrm{m}}(k+1)=T_{\mathrm{m}}^{*} \tag{4.12}
\end{equation*}
$$

i.e. the torque at the end of the sampling cycle should be equal to its reference. In order to simplify the calculations, it is assumed that every switching state leads to a certain torque slope which is constant over the whole sample. At the beginning the torque slopes for every possible voltage vector have to be calculated. For this it is assumed that the switching would take place at step $k$ and that the voltage vector would be applied for the whole sample $T_{\mathrm{s}}$. Thus, for the prediction of the torque slopes seven extra predictions are necessary. The torque slope for all voltage vectors can then be calculated to

$$
\begin{equation*}
m_{i}=\frac{T_{\mathrm{m} i}(k+1)-T_{\mathrm{m}}(k)}{T_{\mathrm{s}}}, i=1 \ldots 7 \tag{4.13}
\end{equation*}
$$



Figure 4.8: Basic principle of the VSP calculation for VSP2TC
where $i$ is the number of the voltage vector. The machine torque at the intermediate time step can be calculated to

$$
\begin{equation*}
T_{\mathrm{m}}\left(t_{\mathrm{sw}}\right)=T_{\mathrm{m}}(k)+m_{1} \cdot t_{\mathrm{sw}} . \tag{4.14}
\end{equation*}
$$

The torque at the end of the sample, by taking equation (4.12) into account, results to

$$
\begin{equation*}
T_{\mathrm{m}}(k+1)=T_{\mathrm{m}}^{*}=T\left(t_{\mathrm{sw}}\right)+m_{2} \cdot\left(T_{\mathrm{s}}-t_{\mathrm{sw}}\right) . \tag{4.15}
\end{equation*}
$$

Finally, the VSP can then be calculated to

$$
\begin{equation*}
t_{\mathrm{sw}}=\frac{T_{\mathrm{m}}^{*}-T_{\mathrm{m}}(k)-m_{2} \cdot T_{\mathrm{s}}}{m_{1}-m_{2}} . \tag{4.16}
\end{equation*}
$$

In this context $m_{1}$ is the torque slope of the first straight $\left(t \in\left[k \ldots t_{\mathrm{sw}}\right]\right)$ and $m_{2}$ the one of the second torque straight $\left.(t \in] t_{\mathrm{sw}} \ldots T_{\mathrm{s}}\right)$ ).

The calculated VSP can theoretically be in the range $t_{\mathrm{sw}} \in-\infty \ldots \infty$ for certain combinations of switching states and torque slopes. In these cases $t_{\mathrm{sw}}=0$ is set which means that for those switching states the standard PTC algorithm is used.

### 4.2.4 Experimental results

In order to verify the proposed VSP2TC algorithm, several experiments on the two-level inverter test bench (described in chapter 3.1.2) were conducted. For VSP2TC equation (4.10) was used as cost function, equation (4.7) was used for PTC. In both cases the weighting factor $w_{\text {quad }}$ was set to 289 and the maximum allowed stator current magnitude was limited to 14 A .
Figure 4.9(a) shows a step change of the machine torque reference for VSP2TC, $T_{\mathrm{m}}^{*}$, from nearly 0 Nm to 7.58 Nm (nominal machine torque) at 3 ms and the corresponding stator flux magnitude $\left|\psi_{\mathrm{s}}\right|$ whose reference is 0.8 Wb . This torque step was produced in closed-loop speed control during a speed reference change from 1000 rpm to 2000 rpm . Compared to the results of PTC which are shown in Figure 4.9(b), it can clearly be seen that the torque ripple is reduced


Figure 4.9: Torque reference step


Figure 4.10: Steady-state operation at $\omega_{\mathrm{m}}=1500 \mathrm{rpm}$
and that the dynamic behavior is not deteriorated. Furthermore, no influence of the torque change on the stator flux can be observed.
In order to examine the steady-state performance of the VSP2TC algorithm and its ability to reduce torque and current ripples, closed-loop speed control was performed with the Danfoss load inverter. The speed reference was set to $\omega_{\mathrm{m}}=1500 \mathrm{rpm}$ which is slightly higher than the machine's half nominal speed ( $\omega_{\mathrm{m}, \mathrm{nom}}=2772 \mathrm{rpm}$ ). Then, the controlled inverter was operated at constant torque, i.e. without a superimposed speed control loop. In this way it is possible to operate the machine with a constant torque reference and without exceeding the machine's speed limits. A comparison of the steady-state currents during such an experiment can be seen in Figure 4.10(a) (VSP2TC) and Figure 4.10(b) (PTC): The results were taken at $\omega_{\mathrm{m}}=1500 \mathrm{rpm}$ and the controlled inverter was then operated at a constant torque reference of 4 Nm which is slightly more than half the nominal machine torque. By taking a closer look at the recorded phase currents, it is clearly visible that VSP2TC also reduces current ripples at this operating point. The second plots show the machine torque whose ripple is significantly reduced by the use of VSP2TC. Of course, the average IGBT switching frequency for VSP2TC is slightly higher ( 3.2 kHz compared to 2.9 kHz for PTC ) which is due to strategies that utilize a VSP.


Figure 4.11: Speed reference step and produced machine torque

Figure 4.11 shows the machine speed $\omega_{\mathrm{m}}$ and the corresponding machine torque $T_{\mathrm{m}}$ during a speed reference step from 1000 rpm to 2000 rpm . It is obvious that VSP2TC does not deteriorate the speed control result compared to PTC which is shown in Figure 4.4. In Figure 4.12 the influence of a load torque impact ( 4 Nm at 2000 rpm ) can be seen. This experiment also clearly verifies that the dynamic control result is not deteriorated compared to PTC (Figure 4.5).

### 4.2.5 Evaluation

The presented experimental results clearly demonstrate that VSP2TC leads to a significant reduction of torque ripples compared to PTC when it is executed with the same sampling frequency. Furthermore, at least for certain operating points, VSP2TC also leads to a reduction of current ripples. The control result for the stator flux magnitude is not deteriorated which makes VSP2TC a very promising approach.

However, for VSP2TC a much higher calculation effort compared to PTC is necessary:

1. In order to calculate the torque slopes, one extra set of predictions for all possible voltage vectors is necessary.
2. The VSP has to be calculated.
3. For the cost function calculation the model has to be calculated twice for every possible voltage vector.

Thus, more than twice as many calculations are necessary for VSP2TC compared to PTC. This limits the applicability of VSP2TC. However, for systems where high sampling frequencies are not possible but which have enough calculation power, VSP2TC is a promising alternative to PTC.

### 4.3 PTC for three-level NPC inverters

The generic PTC algorithm can be easily extended to three-level NPC inverters [42]. The basic algorithm and the prediction equations do not need to be changed. Compared to two-level inverters, 19 different voltage vectors and 27 different switching states have to be evaluated which leads to a much higher calculation effort. Furthermore, the DC link capacitor voltage balancing has to be ensured and thus, an additional term in the cost function is necessary.

### 4.3.1 Voltage balancing extension

The voltage balancing mechanism of an NPC inverter is described in chapter 2.5.2.3. In order to ensure that the DC link capacitor voltages stay close to their reference values $v_{\mathrm{c} 1}=v_{\mathrm{c} 2}=0.5 V_{\mathrm{dc}}$, equation (2.23) has to be discretized with the sampling time $T_{\mathrm{s}}$. In this case the Euler forward approximation (equation (2.5)) was used. Then, the DC link capacitor voltage difference can be predicted by

$$
\begin{equation*}
\Delta v_{\mathrm{c}}(k+1)=\Delta v_{\mathrm{c}}(k)+\frac{T_{\mathrm{s}}}{C}\left(\sum_{j=1}^{3} i_{\mathrm{n} j}(k)\right) . \tag{4.17}
\end{equation*}
$$

$i_{\mathrm{n} j}, j=1 \ldots 3$ are the neutral point currents for the three phases.

### 4.3.2 Control algorithm

As already mentioned, for three-level NPC inverters the prediction equations for the machine model which are described in chapter 4.1.1 are exactly the same as for two-level inverters. The
control algorithm is also the same, with the only difference that in this case more voltage vectors have to be evaluated.

In order to simplify the calculations for the voltage balancing, the machine is seen as a current source and it is assumed that the currents are changing slowly compared to the sampling time, i.e. $\boldsymbol{i}_{\mathrm{s}}(k+1) \approx \boldsymbol{i}_{\mathrm{s}}(k)$. Then, the predicted neutral point currents at time step $k+1$ can be used in equation (4.17) in order to model the direct influence of the selected switching state on the capacitor voltage difference.

After the machine model is calculated, the inverse Clarke transformation is applied to the currents $i_{\mathrm{s} \alpha}(k+1)$ and $i_{\mathrm{s} \beta}(k+1)$ in order to get the predicted phase currents $i_{\mathrm{s} a}(k+1), i_{\mathrm{s} b}(k+1)$ and $i_{s c}(k+1)$. From these phase currents the predicted neutral point currents $i_{\mathrm{n} j}(k+1)$, $j=1 \ldots 3$ can be easily calculated: The neutral point current in a phase is zero if a positive or a negative switching state is applied, for the case of a zero switching state it is equal to the phase current. Then, the DC link capacitor voltage unbalance for the tested switching state can be calculated according to equation (4.17).

### 4.3.3 Cost function

For PTC of three-level NPC inverters a modified cost function has to be used: The voltage balancing must be considered in order to keep the DC link capacitor voltages close to their reference values. If an $L_{1}$-norm (linear) cost function is used, equation (4.6) can be extended as follows:

$$
\begin{equation*}
j_{\mathrm{ptc}, \text { lin, npc }}=j_{\mathrm{ptc}, \text { lin }}+w_{\text {lin, npc }} \cdot\left|\Delta v_{\mathrm{c}}(k+1)\right| \tag{4.18}
\end{equation*}
$$

For the case of an $L_{2}$-norm or quadratic cost function, the following extension of equation (4.7) is proposed:

$$
\begin{equation*}
j_{\mathrm{ptc}, \text { quad, npc }}=j_{\mathrm{ptc}, \text { quad }}+w_{\text {quad, npc }} \cdot\left(\Delta v_{\mathrm{c}}(k+1)\right)^{2} \tag{4.19}
\end{equation*}
$$

where $w_{\text {lin, npc }}$ and $w_{\text {quad, npc }}$ are the weighting factors for the voltage balancing which can be tuned empirically.

### 4.3.4 Experimental results

In order to evaluate the PTC algorithm for three-level NPC inverters, several experiments were conducted. All experiments which are shown in this section were recorded on the three-level inverter test bench which is described in chapter 3.1.3. The control algorithm was executed with a frequency of 12 kHz which corresponds to a sampling time $T_{\mathrm{s}}=83.33 \mu \mathrm{~s}$. The DC link was powered with 550 V by a 3 kW DC power supply. In this case a different induction machine was used whose parameters are given in Table B.2. For this machine the nominal torque can be calculated according to equation (4.9) and results to $T_{\mathrm{m}, \text { nom }}=7.42 \mathrm{Nm}$. In this case the $L_{2}$-norm cost function given in equation (4.19) was used with $w_{\text {quad, npc }}=0.01$. The flux weighting factor was set to $w_{\text {quad }}=156$. The stator current magnitude was in this case limited to 10 A .

Figure 4.13 shows the steady-state machine torque and stator flux at 2830 rpm (nominal speed). The experiment was conducted by performing closed-loop speed control. The torque reference which is generated by the overlaying speed PI controller is not constant; thus, the visible torque ripple is higher than for a constant torque reference. In the lower graph the stator


Figure 4.13: Steady-state machine torque and stator flux magnitude at 2830 rpm


Figure 4.15: Speed reversal from positive nominal to negative nominal speed
flux magnitude and its reference can be seen. This experiment clearly demonstrates that PTC can also be successfully implemented for three-level NPC inverters.

In Figure 4.14 the stator currents and their magnitude at 2830 rpm are shown. Once again, as expected, the current ripples are less than those produced by the two-level inverter. In this case the average switching frequency per IGBT was around 1.9 kHz .

In order to verify that the algorithm is able to operate the drive at different speeds, a speed reversal from positive nominal to negative nominal speed was conducted. The results can be seen in Figure 4.15. It is clearly visible that the controller has no problems to invert the machine speed. Compared to the results on the two-level inverter test bench, the machine torque ripple is less. The lower graph shows the measured DC link voltage during the speed reversal which was delivered from the DC power supply. During the reversal, until the drive has reached zero speed, the drive operates in generator mode. Because of this the DC link voltage rises up to more than 585 V . When the speed becomes negative, the DC link voltage drops since the drive operates again as a motor. The speed reversal occurs during a very short time (about 0.15 s ) during which the power supply cannot regulate the DC link voltage.


Figure 4.16: Voltage balancing test at 2830 rpm and no load
Finally, the capability of the voltage balancing algorithm was tested. Figure 4.16 shows the DC link capacitor voltages, their reference $\left(0.5 V_{\mathrm{dc}}\right)$ and the resulting voltage unbalance $\Delta v_{\mathrm{c}}$. At 0.6 s the weighting factor $w_{\text {quad, npc }}$ was set from its initial value 0.01 to 0 , i.e. after 0.6 s the
voltage balancing algorithm was manually disabled. For safety reasons it was automatically enabled again as long as $\Delta v_{\mathrm{c}}$ exceeded a limit of 20 V . It is clearly visible that the DC link capacitor voltages $v_{\mathrm{cl}}$ and $v_{\mathrm{c} 2}$ drift away from their references when the voltage balancing algorithm is not effective anymore. Thus, the implementation of a voltage balancing algorithm is absolutely necessary for a safe operation of the drive and the inverter.

### 4.3.5 Evaluation

The shown experimental results clearly verify that PTC can be successfully implemented for three-level NPC inverters. The voltage balancing problem of the two DC link capacitors can be easily solved by adding a corresponding term to the cost function. The effectiveness of the voltage balancing algorithm was proven experimentally.

The use of a three-level NPC inverter instead of a simple two-level inverter leads to reduced current, torque and flux ripples. However, the calculation effort which is necessary for FS-MPC of an NPC inverter is significantly higher than for a two-level inverter: Instead of 7 different voltage vectors and 8 switching states in this case 19 voltage vectors and 27 switching states must be evaluated. The necessary calculation effort is more than twice as high than for a simple two-level inverter (for only one prediction step). Additionally to that, further calculations are necessary to balance the DC link capacitor voltages.

Because of the increased calculation effort the sampling time probably has to be increased if a three-level inverter is used instead of a two-level inverter. Then, the benefit of smaller ripples on the controlled variables might be less than expected. Thus, especially for multilevel inverters techniques to reduce the calculation effort are absolutely necessary.

### 4.4 VSP2TC for three-level NPC inverters

Analogously to PTC, the VSP2TC algorithm which was described in chapter 4.2 can also be extended to three-level NPC inverters [43].

### 4.4.1 Control algorithm

The VSP2TC algorithm for three-level NPC inverters implements the basic VSP2TC algorithm. In this case 19 voltage vectors and 27 switching states have to be evaluated. Furthermore, the DC link capacitor voltage balancing has to be done as well. Analogously to PTC, the capacitor voltage unbalance can be predicted with equation (4.17). The DC link capacitor voltage difference for the first prediction interval (from 0 to $t_{\mathrm{sw}}$ ) is given by

$$
\begin{equation*}
\Delta v_{\mathrm{c}}\left(k+t_{\mathrm{sw}}\right)=\Delta v_{\mathrm{c}}(k)+\frac{t_{\mathrm{sw}}}{C}\left(\sum_{i=1}^{3} i_{\mathrm{n} j}(k)\right) . \tag{4.20}
\end{equation*}
$$

Then, for the second interval (from $t_{\mathrm{sw}}$ to $T_{\mathrm{s}}$ ) the DC link capacitor voltage difference can be calculated to

$$
\begin{equation*}
\Delta v_{\mathrm{c}}(k+1)=\Delta v_{\mathrm{c}}\left(k+t_{\mathrm{sw}}\right)+\frac{T_{\mathrm{s}}-t_{\mathrm{sw}}}{C}\left(\sum_{i=1}^{3} i_{\mathrm{n} j}\left(k+t_{\mathrm{sw}}\right)\right) . \tag{4.21}
\end{equation*}
$$

Furthermore, the VSP2TC cost function which is given by equation (4.10) has to be extended for the voltage balancing:

$$
\begin{equation*}
j_{\mathrm{vsp} 2 \mathrm{tc}, \mathrm{npc}}=j_{\mathrm{vsp2tc}}+w_{\mathrm{quad}, \mathrm{npc}} \cdot\left(\Delta v_{\mathrm{c}}\left(k+t_{\mathrm{sw}}\right)\right)^{2}+\left(\Delta v_{\mathrm{c}}(k+1)\right)^{2} \tag{4.22}
\end{equation*}
$$

### 4.4.2 Experimental results

In order to verify the VSP2TC algorithm for three-level NPC inverters, it was implemented on the three-level inverter test bench. As already mentioned, the calculation effort for VSP2TC is significantly higher than for PTC. Additionally, more voltage vectors and switching states have to be evaluated compared to a two-level inverter. Furthermore, the reduction of ripples is expected to be lower compared to two-level inverters because three-level inverters can produce more voltage vectors. In order to execute the control algorithm in real-time, the controller frequency had to be reduced to 5 kHz which corresponds to a sampling time of $200 \mu \mathrm{~s}$. As for PTC, in this case $w_{\text {quad, npc }}$ was set to 156 and the maximum stator current magnitude was limited to 10 A .


Figure 4.17: Torque reference step and stator flux magnitude
Figure 4.17(a) shows a torque reference step from almost zero to full nominal torque for VSP2TC which was produced by changing the speed reference from 1415 rpm to 2830 rpm . The speed controller output was limited to the nominal machine torque. Figure 4.17(b) shows the same experiment for PTC. It is clearly visible that VSP2TC can reduce torque ripples and that the dynamic behavior is not deteriorated. Furthermore, it can also clearly be seen that VSP2TC does not deteriorate the control result for the stator flux magnitude.

### 4.4.3 Evaluation

Although VSP2TC for three-level NPC inverters effectively reduces torque ripples, a very high calculation effort is necessary for a successful real-time implementation of VSP2TC for threelevel inverters. For this reason the controller frequency had to be decreased from 12 kHz for normal PTC to 5 kHz for VSP2TC which also increases ripples on the controlled variables. Because of this the applicability of VSP2TC for three-level inverters is limited-a similar control result could probably also be obtained for PTC with a higher sampling frequency. Thus, for VSP methods a reduction of the necessary calculation effort can lead to huge improvements of the control result because then these algorithms can be executed with a higher sampling rate.

### 4.5 PTC for three-level FC inverters

As shown in [44], it is also possible to apply the PTC algorithm to three-level FC inverters driving an IM. Similar as for the NPC inverter, no changes of the basic algorithm and of the prediction equations are necessary. Of course, for the FC inverter a different voltage balancing algorithm has to be implemented than for NPC inverters. In this case the 19 voltage vectors can be produced by 64 different switching states, i.e. more redundant switching states are available. Although at first sight the necessary calculation effort seems to be higher than for a three-level NPC inverter, the voltage vector selection can be decoupled from the selection of the optimum switching state and thus a very efficient implementation in real-time is possible.

### 4.5.1 Decoupling of voltage vector and switching state selection

As explained in chapter 2.5.3, in every phase of an FC inverter four different switching states are possible which leads to 64 possible switching states. Since a zero output voltage in a phase can be produced by two different switching states and because every phase has its own flying capacitor, the voltage balancing for an FC leg is independent from the other legs. Furthermore, as mentioned in chapter 2.5.3.3, one of the two zero switching states in a phase increases the FC voltage in this phase while the other one will decrease it, depending on the sign of the current drawn from that inverter leg. A positive or a negative switching state does not affect the FC voltage. Consequently, it is possible to generate one of the three available output voltages in a leg $\left(0.5 V_{\mathrm{dc}}, 0 \mathrm{~V}\right.$ or $\left.-0.5 V_{\mathrm{dc}}\right)$ while at the same time maintaining the FC voltage balance, simply by choosing the appropriate zero switching state if 0 V should be delivered at the phase leg's output clamp. Thus, for an FC inverter it is possible to determine in a first step the optimum voltage vector and in a second one the optimum switching state (regarding the voltage balance) which produces this voltage vector.

Figure 4.18 shows this decoupling principle for an FS-MPC algorithm in a general and simplified way: First, the optimum voltage vector is determined where $\boldsymbol{y}$ are the controlled variables and $\boldsymbol{y}^{*}$ their references. When the optimum voltage vector $\boldsymbol{v}=\left(v_{\alpha} v_{\beta}\right)^{T}$ is found, the optimum switching state can be determined. Therefore, the phase currents $\boldsymbol{i}=\left(i_{a} i_{b} i_{c}\right)^{T}$, the flying capacitor voltages $\boldsymbol{v}_{\mathrm{c}}=\left(v_{\mathrm{c} 1} v_{\mathrm{c} 2} v_{\mathrm{c} 3}\right)^{T}$ and the switching state $\boldsymbol{s}_{\text {old }}$ from the previous sample have to be known, too.


Figure 4.18: FC inverter, decoupling of voltage vector and switching state selection

### 4.5.2 Control algorithm

As already mentioned, the control algorithm can be split into the voltage vector selection and into a subsequent selection of the optimum switching state. The prediction equations for the voltage vector selection are exactly the same as for a simple two-level inverter but in this case 19 instead of only 7 voltage vectors have to be tested. Thus, the cost function for the first part of the algorithm is also the same as described in chapter 4.1.2.2.

After that the best switching state which produces the optimum voltage vector has to be determined. In this case the control task is to keep the flying capacitor voltages in all three phases as close as possible to their reference values $0.5 V_{\mathrm{dc}}$. The basic FC voltage balancing mechanism is explained in chapter 2.5.3.3. For the case that a positive or a negative switching state is applied to phase $j$, the corresponding FC voltage will not change, i.e.

$$
\begin{equation*}
v_{\mathrm{c} j}(k+1)=v_{\mathrm{c} j}(k) . \tag{4.23}
\end{equation*}
$$

If the switches $S_{j 1}$ and $S_{j 3}$ are on, the FC voltage change can be calculated by applying the Euler-forward approximation to equation (2.25):

$$
\begin{equation*}
v_{\mathrm{c} j}(k+1)=v_{\mathrm{c} j}(k)+\frac{T_{\mathrm{s}}}{C} i_{j}(k) \tag{4.24}
\end{equation*}
$$

where $T_{\mathrm{s}}$ is the sampling time, $C$ the capacitance and $i_{j}$ is the current drawn from phase $j$. Analogously, if $S_{j 2}$ and $S_{j 4}$ are on, the FC voltage change results to

$$
\begin{equation*}
v_{\mathrm{c} j}(k+1)=v_{\mathrm{c} j}(k)-\frac{T_{\mathrm{s}}}{C} i_{j}(k) . \tag{4.25}
\end{equation*}
$$

In the same way as for the NPC inverter, the load is seen as a current source for the voltage balancing, i.e. the phase currents $i_{j}(k)$ are assumed to be approximately constant during one sample. During the experiments this approximation has been proven to provide an acceptable voltage balancing result. If necessary, a more accurate model could also be used.

Finally, the cost function for the voltage balancing can be set up:

$$
\begin{equation*}
j_{\mathrm{vb}, \operatorname{lin}, \mathrm{fc}}=\sum_{i=1}^{3}\left|0.5 V_{\mathrm{dc}}-v_{\mathrm{c} i}(k+1)\right| \tag{4.26}
\end{equation*}
$$

for a linear ( $L_{1}$-norm) and

$$
\begin{equation*}
j_{\mathrm{vb}, \text { quad, fc }}=\sum_{i=1}^{3}\left(0.5 V_{\mathrm{dc}}-v_{\mathrm{c} i}(k+1)\right)^{2} \tag{4.27}
\end{equation*}
$$

for a quadractic ( $L_{2}$-norm) cost function. As the selection of the switching state is made after the optimum voltage vector has been found, no additional weighting factor is necessary which is an important advantage.

### 4.5.3 Experimental results

The previously described PTC algorithm was experimentally tested on the three-level inverter test bench. The algorithm was executed with a sampling time of $83.33 \mu \mathrm{~s}$ which corresponds to 12 kHz . As in the previous experiments, the DC link was powered with 550 V by a 3 kW DC power supply. The parameters of the used induction machine are given in table B.2. For the implementation quadratic cost functions were used. The flux weighting factor was set to $w_{\text {quad }}=156$. As previously explained, for the voltage balancing no additional weighting factor is necessary because of the decoupling strategy.


Figure 4.19: Torque reference step and stator flux magnitude


Figure 4.20: Steady-state stator flux in $\alpha \beta$ coordinates at 2830 rpm , no load

In the first conducted experiment a torque reference step from almost zero to full nominal torque ( 7.42 Nm ) was conducted which can be seen in Figure 4.19. In order to operate the test bench safely, it was conducted by changing the speed reference from half nominal ( 1415 rpm ) to full nominal speed ( 2830 rpm ). In the upper plot the machine torque $T_{\mathrm{m}}$ and its reference $T_{\mathrm{m}}^{*}$ can be seen. The torque follows its reference quickly and without any problems. The plot below shows the stator flux magnitude $\left|\boldsymbol{\psi}_{\mathrm{s}}\right|$ and its reference $\left|\boldsymbol{\psi}_{\mathrm{s}}\right|^{*}$ which was set to 0.8 Wb . It is clearly visible that the voltage vector selection works without any problems and that the control of both the stator flux magnitude and the machine torque is possible.

Another experiment is shown in Figure 4.20: In this case the stator flux $\boldsymbol{\psi}_{\mathrm{s}}$ is shown in $\alpha \beta$ coordinates. The flux was recorded at 2830 rpm . As expected, both components form a circle.


Figure 4.21: Voltage balancing test at 2830 rpm and no load

The last shown experiment in Figure 4.21 was conducted in order to prove that the proposed decoupled control algorithm works as expected. For this reason the machine was operated at full nominal speed and at 0.4 s the voltage balancing algorithm was manually disabled, i.e. the cost function (equation (4.27)) was set to zero for all possible switching states. Then, the first one of all possible switching states is chosen and no voltage balancing is performed. In order to operate the test bench safely, the voltage balancing algorithm was enabled automatically as long as any flying capacitor voltage differed more than $\pm 10 \mathrm{~V}$ from its reference ( 275 V ). In order to visualize the effectiveness of the proposed voltage balancing algorithm, only the deviations of the flying capacitor voltages from their references $\left(\Delta v_{c i}, i=1 \ldots 3\right)$ are shown in Figure 4.21. From 0 s to 0.4 s , i.e. before the voltage balancing was manually disabled, all three FC voltages only differ about $\pm 3 \mathrm{~V}$ from their references. However, as soon as the balancing is disabled manually, much larger deviations of the FC voltages can be seen. If the balancing algorithm would not be enabled automatically for a safe operation of the test bench, these deviations would become larger and could even destroy the inverter. This experiment clearly demonstrates that the proposed control algorithm works as expected.

### 4.5.4 Evaluation

The shown experimental results clearly verify that the PTC algorithm can be successfully applied to FC inverters driving an induction motor. By using the proposed strategy to decouple the voltage vector selection from the determination of the optimum switching state, the calculation effort can be reduced: Instead of having to evaluate all 64 different switching states at once, in a first step only 19 different voltage vectors have to be tested. Then, for the subsequent switching state selection in the worst case a decision between ten possibilities has to be made. Thus, in the worst case only 29 possible combinations need to checked, i.e. the resulting calculation effort for PTC of FC inverters is in the same range as for PTC of NPC inverters. Furthermore, because of the higher number of redundant switching states, a slightly better control result can be expected than for an NPC inverter.

## CHAPTER 5

## Predictive Current Control for induction machines

This chapter presents the Predictive Current Control (PCC) algorithm for induction machines, an FS-MPC alternative to FOC which is introduced and explained in chapter 2.6.2. Compared to FOC, it uses an FS-MPC algorithm to determine the optimum switching state for the next sampling cycle. The basic algorithm will be explained in chapter 5.1. It is followed by a comparison to PTC, especially regarding the number of necessary calculations.

After that a heuristic extension is presented which significantly reduces the necessary calculation effort, especially for higher prediction horizons and for multilevel inverters. The basic algorithm for the heuristic voltage vector selection is presented and explained in chapter 5.2. The algorithm is verified experimentally and compared to a full enumeration of all possible switching states.

Thereafter, an extension to PCC with a variable switching point, namely Variable Switching Point Predictive Current Control (VSP2CC) is introduced and explained. Experimental results demonstrate the algorithm's capability to significantly reduce current ripples. Since FS-MPC strategies, unlike PWM-based methods, do in general not lead to constant switching frequencies, it is experimentally verified that PCC leads to very low switching frequencies at low speeds. These low switching frequencies lead to high current ripples. In contrast to that, VSP methods lead to a strong improvement of the control result at lower speeds which is also verified experimentally.

As the VSP2CC strategy comes with an increased calculation effort compared to PCC, VSP2CC is combined with a heuristic voltage vector preselection which is also verified experimentally.

Afterwards, PCC, PCC with heuristic voltage vector preselection, VSP2CC and VSP2CC with heuristic voltage vector preselection are extended to three-level NPC and FC inverters with additional voltage balancing terms in the cost function. Furthermore, for FC inverters the same voltage balancing strategy as presented in chapter 4.3.1 is applied. Experimental results are presented to verify the algorithms and to demonstrate their capability.

### 5.1 Basic Predictive Current Control algorithm

FS-PCC, compared to FS-PTC, utilizes the FOC principle: Instead of performing the control in stator fixed coordinates, a coordinate transformation from stator fixed $\alpha \beta$ to rotor flux oriented $d q$ coordinates is done such that an independent control of both the flux-producing current $i_{d}$ and the torque-producing current $i_{q}$ is possible.

### 5.1.1 Basic equations

For $\omega_{\mathrm{k}}=0$ equation (2.34) can be rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{i}_{\mathrm{s}}=-\frac{1}{\tau_{\sigma}} \boldsymbol{i}_{\mathrm{s}}+\frac{1}{r_{\sigma} \tau_{\sigma}}\left(\boldsymbol{v}_{\mathrm{s}}+\frac{k_{\mathrm{r}}}{\tau_{\mathrm{r}}} \boldsymbol{\psi}_{\mathrm{r}}-j \omega_{\mathrm{el}} \boldsymbol{\psi}_{\mathrm{r}}\right) . \tag{5.1}
\end{equation*}
$$

Simplified, this results to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{i}_{\mathrm{s}}=-\frac{1}{\tau_{\sigma}} \boldsymbol{i}_{\mathrm{s}}+\frac{1}{r_{\sigma} \tau_{\sigma}}\left(\boldsymbol{v}_{\mathrm{s}}-\boldsymbol{v}_{\mathrm{emf}}\right) \tag{5.2}
\end{equation*}
$$

with the back-electromotive force (back-EMF) voltage

$$
\begin{equation*}
\boldsymbol{v}_{\mathrm{emf}}=-\frac{k_{\mathrm{r}}}{\tau_{\mathrm{r}}} \boldsymbol{\psi}_{\mathrm{r}}+j k_{\mathrm{r}} \omega_{\mathrm{el}} \boldsymbol{\psi}_{\mathrm{r}} . \tag{5.3}
\end{equation*}
$$

For the rotor flux estimation equation (2.35) is used ( $\omega_{\mathrm{k}}=0$ ):

$$
\begin{equation*}
\tau_{\mathrm{r}} \frac{\mathrm{~d} \boldsymbol{\psi}_{\mathrm{r}}}{\mathrm{~d} t}+\boldsymbol{\psi}_{\mathrm{r}}=L_{\mathrm{m}} \boldsymbol{i}_{\mathrm{s}}+j \omega_{\mathrm{el}} \tau_{\mathrm{r}} \boldsymbol{\psi}_{\mathrm{r}} \tag{5.4}
\end{equation*}
$$

The discrete-time equations (sampling time $T_{\mathrm{s}}$ ) can be easily obained by applying the Eulerforward transformation. The current for the next sample can be predicted with

$$
\begin{equation*}
\boldsymbol{i}_{\mathrm{s}}(k+1)=\left(1-\frac{T_{\mathrm{s}}}{\tau_{\sigma}}\right) \cdot \boldsymbol{i}_{\mathrm{s}}(k)+\frac{T_{\mathrm{s}}}{r_{\sigma} \tau_{\sigma}}\left(\boldsymbol{v}_{\mathrm{s}}(k)-\boldsymbol{v}_{\mathrm{emf}}(k)\right) . \tag{5.5}
\end{equation*}
$$

The back-EMF can be estimated with

$$
\begin{equation*}
\boldsymbol{v}_{\mathrm{emf}}(k)=-\frac{k_{\mathrm{r}}}{\tau_{\mathrm{r}}} \boldsymbol{\psi}_{\mathrm{r}}(k)+j k_{\mathrm{r}} \omega_{\mathrm{el}} \boldsymbol{\psi}_{\mathrm{r}}(k) . \tag{5.6}
\end{equation*}
$$

For the rotor flux estimation the equation

$$
\begin{equation*}
\boldsymbol{\psi}_{\mathrm{r}}(k+1)=\left(1-\frac{T_{\mathrm{s}}}{\tau_{\mathrm{r}}}+j \omega_{\mathrm{el}} T_{\mathrm{s}}\right) \boldsymbol{\psi}_{\mathrm{r}}(k)+\frac{L_{\mathrm{m}} T_{\mathrm{s}}}{\tau_{\mathrm{r}}} \cdot \boldsymbol{i}_{\mathrm{s}}(k) \tag{5.7}
\end{equation*}
$$

can be used.
For speed control, in the same way as for FOC, DTC and PTC, a simple overlayed PI or PID controller is used.


Figure 5.1: Basic PCC scheme

### 5.1.2 Control algorithm

As it can be clearly seen from equation (5.2), the current control loop can be modeled as a linear first-order system with external disturbance. The back-EMF voltage $v_{\text {emf }}$ is changing slowly compared to the sampling frequency and hence, it can be assumed to be constant for the whole prediction horizon. Figure 5.1 shows the basic control scheme.
As already mentioned, the torque reference is generated by a conventional speed PID controller. The reference value for the rotor flux magnitude is set to a constant value which can be decreased if field-weakening operation is desired. The corresponding reference values for the field- and torque-producing currents $i_{\mathrm{s} d}$ and $i_{\mathrm{s} q}$ are given by

$$
\begin{align*}
i_{\mathrm{s} d}^{*} & =\frac{\left|\boldsymbol{\psi}_{\mathrm{r}}\right|^{*}}{L_{\mathrm{m}}} \text { and }  \tag{5.8}\\
i_{\mathrm{s} q}^{*} & =\frac{T^{*}}{\frac{3}{2} \cdot \frac{L_{\mathrm{m}}}{L_{\mathrm{r}}}\left|\boldsymbol{\psi}_{\mathrm{r}}\right|^{*}} . \tag{5.9}
\end{align*}
$$

In FOC the PID controllers for the currents are operating in rotor flux-oriented $d q$ coordinates and the transformation to $\alpha \beta$ coordinates is done afterwards. In contrast to that, for PCC the current references, $i_{\mathrm{s} d}^{*}$ and $i_{\mathrm{s} q}^{*}$, are transformed to $\alpha \beta$ current references, $i_{\mathrm{s} \alpha}^{*}$ and $i_{\mathrm{s} \beta}^{*}$, and the controller operates in $\alpha \beta$ coordinates. This choice is made as it is computationally more efficient to transform the references (one operation) and then to do the control in stationary coordinates. Otherwise, every voltage vector that is produced by the inverter would have to be transformed to $d q$ coordinates (seven operations for a two-level inverter). The basic principle is the same as
for PTC but in this case either a linear cost function,

$$
\begin{equation*}
j_{\mathrm{pcc}, \text { lin }}=\left|i_{\mathrm{s} \alpha}^{*}-i_{\mathrm{s} \alpha}(k+1)\right|+\left|i_{\mathrm{s} \beta}^{*}-i_{\mathrm{s} \beta}(k+1)\right|, \tag{5.10}
\end{equation*}
$$

or a quadratic cost function,

$$
\begin{equation*}
j_{\mathrm{pcc}, \text { quad }}=\left(i_{\mathrm{s} \alpha}^{*}-i_{\mathrm{s} \alpha}(k+1)\right)^{2}+\left(i_{\mathrm{s} \beta}^{*}-i_{\mathrm{s} \beta}(k+1)\right)^{2}, \tag{5.11}
\end{equation*}
$$

has to be minimized. Of course, as for PTC, additional terms, e.g. for reducing the switching frequency or to penalize large changes of the actuating variables could be used as well. It has to be noted that for PCC the current limitation does not necessarily have to be included into the cost function: As the currents are controlled directly, it is enough to limit the current references. The minimization process is the same as for PTC, i.e. the cost function is calculated for every possible voltage vector which can be produced by the inverter and then the optimum switching state which produces this voltage vector is chosen and applied in the next sample.

### 5.1.3 Experimental results

The PCC algorithm was evaluated on the two-level inverter test bench. Several experiments at different operating points were conducted in order to use it as a reference for improved and more sophisticated control algorithms. All experiments shown in this chapter were made using the quadratic cost function given in equation (5.11). The algorithm was executed with a sampling time $T_{\mathrm{s}}=61.44 \mu \mathrm{~s}$ which corresponds to a controller frequency of about 16 kHz . The DC link voltage was 580 V . All machine parameters can be found in Table B.1.
Figure 5.2 shows the current control result when the machine was operated: The reference value for the rotor flux magnitude was set to $\left|\boldsymbol{\psi}_{\mathrm{r}}\right|^{*}=0.8 \mathrm{~Wb}$ and the torque reference was produced by the speed PI controller. The current references $\boldsymbol{i}_{\mathrm{s}}^{*}$ were then calculated as described in the PCC algorithm. The sinusoidal current reference steps were produced by changing the speed reference from 2000 rpm to 1000 rpm . It is clearly visible that the current controller has absolutely no problems to track its references. In order to show the dynamic behavior during transients, Figure 5.2(b) shows a zoom of the current reference steps during the same experiment. After the normal delay of two samples (because of the sample and hold operation and the calculation time) the currents quickly follow their references and after about three samples they are already very close to their references. Of course, as usual for FS-MPC methods, quite high current ripples can be noticed. In the lower graph of Figure 5.2(b) the problem explained in chapter 2.7.5.4 can be observed: In this case a switching state leading to a high negative slope of $i_{\mathrm{s} \beta}$ is selected and afterwards one which leads to a small positive slope which leads to high ripples.

In Figure 5.3 a speed reference change from 1000 rpm to 2000 rpm was conducted. It is clearly visible that the speed PI controller has no problems to track its reference. Figure 5.4 shows the effect of a load torque impact on the speed: At about 0.13 s a 4 Nm load torque was applied to the machine which was rotating at 2000 rpm . The experiment verifies that also in this case a good control result can be obtained.

In Figure 5.5 (a) the stator currents at 2000 rpm without load torque are presented, Figure $5.5(\mathrm{~b})$ shows the stator currents when a load torque of 4 Nm is present. Compared to PTC


Figure 5.2: $\alpha \beta$ current reference steps



Figure 5.5: Steady-state stator currents at 2000 rpm


Figure 5.6: Speed reversal from positive nominal to negative nominal speed
(Figure 4.6) it is obvious-especially without load-that the stator currents have a better quality. This is due to the fact that PTC controls the currents indirectly via the machine torque and stator flux magnitude. The average switching frequency per IGBT was about 3.3 kHz .

In order to verify that the algorithm can control the drive at different operating points, a speed reversal from positive nominal to negative nominal speed was conducted. The results can be seen in Figure 5.6. Although the produced machine torque shows a slightly higher ripple compared to PTC (Figure 4.7), the phase currents are significantly improved. This is due to the fact-in contrast to PTC-that the stator currents are controlled.

### 5.1.4 Evaluation

Compared to PTC, PCC has three main advantages:

1. As the back-EMF and rotor flux estimations only have to be executed once in a sample (they can even be assumed to be constant over the whole prediction horizon) and as only two equations have to be evaluated for both currents, the calculation effort for PCC is less than for PTC. Compared to the number of voltage vectors which have to be evaluated, the calculation effort for the Park transformation is negligible.
2. In contrast to PTC, two currents have to be controlled. Thus, no weighting factor is necessary. Although PTC also requires only one weighting factor, a non-optimal weighting factor leads to deteriorated control results.
3. In contrast to PTC, PCC offers possibilties for further simplifications: If the back-EMF is considered to be constant over the prediction horizon, only a linear first-order system with the back-EMF as "external" disturbance has to be controlled.

By comparing the experimental results of PTC to those of PCC, another advantage of PCC compared to PTC becomes obvious: As PTC only controls the stator flux magnitude and the machine torque but not the currents, PCC produces much better currents compared to the ones delivered by PTC.

Since PCC offers several advantages compared to PTC, it should be preferred.

### 5.2 Heuristic Finite-Set Model Predictive Current Control

### 5.2.1 Motivation

As already explained in chapter 2.7.5.4, the necessary calculation effort for FS-MPC methods rises exponentially with the prediction horizon. For simple systems a prediction horizon of only one sample might be enough; however, for more complex systems and if a higher prediction horizon is desired, a successful real-time implementation of the control algorithms is normally not feasible. For this reason it is necessary to find methods to reduce the calculation effort. If possible, these methods should also be applicable to multilevel inverters. Since all algorithms for integer optimization which are known from operations research can only reduce the average calculation effort, a heuristic method to reduce the calculation effort [45] is proposed.

### 5.2.2 Basic principle

It is well-known and obvious that the discrete-valued optimum is not necessarily the closest point to the continuous-valued optimum. Because of this it is not enough to solve the continuous (relaxed) optimization problem and then to determine the closest discrete-valued point to it. However, especially for first-order and not very complex systems, the following assumptions can be made:

1. In most cases the discrete-valued optimum lies close to the continuous-valued optimum although it is not necessarily the point which is closest to the continuous-valued optimum.
2. The more discrete points are available and the closer these are to each other, the more accurate is the above assumption, i.e. the presented heuristic method is supposed to work better for inverters which have more voltage levels.

It should be noted that these two assumptions only present a general heuristic and are not mathematically proven. By taking a look at the voltage vectors produced by a two-level inverter (Figure 5.7), all feasible voltage vectors (i.e. voltage vectors which can by synthesized by the inverter) are within the shown hexagon. Voltage vectors outside the hexagon exceed the constraint of the available DC link voltage and cannot be produced by the inverter. Similar to


Figure 5.7: Voltage vectors produced by a two-level inverter and division into sectors
Space Vector Modulation (SVM) [14], the hexagon spanned by the seven voltage vectors can be divided into six sectors I...VI which are shown in Figure 5.7. It can be clearly seen that in all sectors the three closest points to every continuous-valued point within a sector are located at the corners of this sector, e.g. the three voltage vectors closest to any continuous-valued point in sector III are the zero voltage vector ( ppp or nnn ), npn and npp.

Now, by taking into account the first point stated before and assuming that the discrete-valued optimum is in most cases at least the third closest discrete point with respect to the continuousvalued optimum, a heuristic method can be formulated as follows:

1. Determine the continuous-valued optimum.
2. Determine the sector in which this continuous-valued optimum is located.
3. Only the three points closest to this continuous-valued optimum are candidates for the discrete optimum.
4. Determine the discrete optimum out of the three closest points via FS-MPC.

For higher prediction horizons this principle can be applied as well: Then, for every predicted step the continuous-valued optimum has to be determined and for the subsequent FS-MPC optimization only the three points closest to these continuous optimum points are chosen as candidates.

### 5.2.3 Validation of the heuristic preselection principle

In order to illustrate the described preselection principle for the voltage vectors, both the linear (equation (5.10)) and the quadratic (equation (5.11)) cost function values for the current control loop are visualized in Figure 5.8. Equation (5.5) was used for the calculation of the predicted current. Furthermore, for these plots a sampling time $T_{\mathrm{s}}=100 \mu \mathrm{~s}, r_{\sigma}=4.2779 \Omega$ and $\tau_{\sigma}=4.635 \mathrm{~ms}$ (machine data for the three-level inverter test bench) was used.

Although these plots only show one single prediction step and were made under the assumption that the back-EMF voltage $\boldsymbol{v}_{\text {emf }}(k)$, the measured stator current $\boldsymbol{i}_{\mathrm{s}}(k)$ and the stator current reference $\boldsymbol{i}_{\mathrm{s}}^{*}(k)$ are zero, it is important to note that these values do not change the general shape of the cost function.


Figure 5.8: Three-dimensional visualization of the cost functions for one prediction step $\left(\boldsymbol{v}_{\mathrm{emf}}(k)=(0 \mathrm{~V}, 0 \mathrm{~V})^{T}, \boldsymbol{i}_{\mathrm{s}}(k)=(0 \mathrm{~A}, 0 \mathrm{~A})^{T}, \boldsymbol{i}_{\mathrm{s}}^{*}(k)=(0 \mathrm{~A}, 0 \mathrm{~A})^{T}\right)$

Figure 5.9 shows two-dimensional plots of the cost functions for the same conditions as in Figure 5.8. Furthermore, all feasible voltage vectors are marked by the overlayed black hexagon. All voltage values lying within this black hexagon (formed by the discrete switching states) can be commanded by the inverter if a continuous-valued optimization is considered.

The continuous-valued optimum is marked with a red circle, the discrete optimum with a red x . As expected, when no current is flowing through the machine, no back-EMF is existing and when the current references are equal to zero, the voltage vector leading to a minimum cost function value lies at the origin.


Figure 5.9: Cost functions and discrete-valued optimization points for one prediction step $\left(\boldsymbol{v}_{\text {emf }}(k)=(0 \mathrm{~V}, 0 \mathrm{~V})^{T}, \boldsymbol{i}_{\mathrm{s}}(k)=(0 \mathrm{~A}, 0 \mathrm{~A})^{T}, \boldsymbol{i}_{\mathrm{s}}^{*}(k)=(0 \mathrm{~A}, 0 \mathrm{~A})^{T}\right)$

Finally, the cost function is visualized for a different operating condition in Figure 5.10: In this case the back-EMF voltage, the measured stator currents and their references are non-zero. From Figure 5.10(a) it is clearly visible that the discrete optimum is not necessarily the discrete point which is closest to the continuous-valued one.


Figure 5.10: Cost functions and discrete-valued optimization points for one prediction step $\left(\boldsymbol{v}_{\text {emf }}(k)=(55 \mathrm{~V}, 275 \mathrm{~V})^{T}, \boldsymbol{i}_{\mathrm{s}}(k)=(1.2 \mathrm{~A}, 1.7 \mathrm{~A})^{T}, \boldsymbol{i}_{\mathrm{s}}^{*}(k)=(2.0 \mathrm{~A}, 0.8 \mathrm{~A})^{T}\right)$

These plots only show one single prediction step (more prediction steps would result in a higher dimension). However, the cost function plots will in general look very similar for further
prediction steps (then, of course, the predicted stator currents instead of the measured ones have to be used). Thus, the same heuristic principle can also be used for higher prediction horizons. However, since in every prediction step a certain error is made it can be expected that the accuracy of the proposed heuristic preselection is lower for higher prediction horizons. Nevertheless, the proposed algorithm and its accuracy have been verified in simulations for twoand three-level inverters [45, 46]. Even for three and four prediction steps in more than $96 \%$ of all cases the correct voltage vector was found. In all conducted simulations no deterioration of the control result, compared to a full enumeration of all possible voltage vectors, could be noticed.

### 5.2.4 Determination of the continuous-valued optimum

Before the heuristic FS-MPC optimization process can be started, the continuous-valued optimum must be found. Of course, the proposed heuristic method is only useful if the determination of the continuous-valued optimum and the subsequent discrete optimization with the heuristically reduced input set needs less calculation effort compared to a full enumeration of all voltage vectors or switching states.
By taking a closer look at the prediction equation for PCC, equation (5.5), it can be seen that the current control loop is a linear first-order system with an external disturbance, $\boldsymbol{v}_{\text {emf }}$. As already mentioned, the back-EMF is considered to change slowly compared to the sampling time $T_{\mathrm{s}}$ and hence, it can be assumed to be constant for the whole prediction horizon.

If now a cost function as in equation (5.10) or (5.11) has to be minimized ( $\boldsymbol{v}_{\text {emf }}$ is known), the continuous optimization problem can be solved using either linear (LP) or quadratic programming (QP).

An $n$-dimensional LP in inequality form with $m$ inequality and $m_{\text {eq }}$ equality constraints is given as follows [47]:

$$
\begin{array}{rrl}
\min _{\boldsymbol{x}} & \boldsymbol{c}^{T} \boldsymbol{x} & \\
\text { subject to } & \boldsymbol{A} \boldsymbol{x} & \leq \boldsymbol{b} \\
& \boldsymbol{A}_{\mathrm{eq}} \boldsymbol{x} & =\boldsymbol{b}_{\mathrm{eq}} . \tag{5.14}
\end{array}
$$

An $n$-dimensional QP with $m$ inequality and $m_{\text {eq }}$ equality constraints can be stated as [47]

$$
\begin{array}{rcl}
\min _{\boldsymbol{x}} & \frac{1}{2} \boldsymbol{x}^{T} \boldsymbol{H} \boldsymbol{x}+\boldsymbol{c}^{T} \boldsymbol{x} & \\
\text { subject to } & \boldsymbol{A} \boldsymbol{x} & \leq \boldsymbol{b}, \\
& \boldsymbol{A}_{\mathrm{eq}} \boldsymbol{x} & =\boldsymbol{b}_{\mathrm{eq}} \tag{5.17}
\end{array}
$$

where $\boldsymbol{c} \in \mathbb{R}^{n}, \boldsymbol{A} \in \mathbb{R}^{m \times n}, \boldsymbol{H} \in \mathbb{R}^{n \times n}, \boldsymbol{b} \in \mathbb{R}^{m}, \boldsymbol{A}_{\mathrm{eq}} \in \mathbb{R}^{m_{\mathrm{eq}} \times n}$ and $\boldsymbol{b}_{\mathrm{eq}} \in \mathbb{R}^{m_{\mathrm{eq}}}$.
These LPs and QPs can either be solved with Simplex or Interior Point methods [48, 49].
LPs and QPs can also be solved for discrete input sets; then, these problems are referred to as Mixed Integer LPs and QPs (MILPs and MIQPs). Compared to continuous-valued optimization problems, these programs need much more calculation time. Nearly all techniques to reduce the calculation effort necessary for such discrete optimization problems (e.g. Branch and Bound or Branch and Cut methods) can only reduce the average calculation time. Compared to the classical application field, for FS-MPC algorithms the optimization problems are normally
much smaller but have to be solved in real-time. For this reason it is mandatory to reduce the worst-case calculation effort which is in general not possible. Even for conventional optimization problems heuristics are used in order to decrease the number of necessary calculations. The main goal of these heuristic methods is to find the discrete optimum in most cases or at least a good suboptimal point.

Another problem arises as these LPs and QPs normally need quite much calculation time. If they are solved online, a real-time execution might not be possible. Fortunately, it is possible to solve these optimization problems offline via Multiparametric Programming [33,50]: If a linear system given in state-space form (equation (2.1)) should be controlled using a cost function as stated in equation (5.10) or (5.11), an explicit solution of this optimization problem can be calculated offline with the state vector $\boldsymbol{x}$ as parameter. However, since a controller defined in such a way can only regulate the controlled variables, i.e. the states $\boldsymbol{x}$, back to the origin (zero), the reference values for the states, $\boldsymbol{x}^{*}$, as well as the back-EMF voltages $\boldsymbol{v}_{\text {emf }}$ have to be considered as "additional states" or parameters. When the multiparametric LP or QP (mpLP or mpQP ) is solved offline, the parameter space will be divided into several convex polytopes; in every polytope a different piecewise affine (linear plus offset) control law is valid, i.e. in every polytope $i$ the optimum values for the actuating variables, $\boldsymbol{u}_{\mathrm{opt}}$, can be calculated from the state vector $\boldsymbol{x}$ (which in this case also contains the reference values and the back-EMF voltages) with

$$
\begin{equation*}
\boldsymbol{u}_{\mathrm{opt}}=\boldsymbol{H}_{i} \cdot \boldsymbol{x}+\boldsymbol{k}_{i} \tag{5.18}
\end{equation*}
$$

where $\boldsymbol{H}_{i}$ and $\boldsymbol{k}_{i}$ are obtained for every polytope $i$ when the offline solution is calculated.
The remaining task which has to be solved online is the determination of the correct polytope in state space.

The implementation of algorithms to solve such mpLPs and mpQPs is a quite complex issue. Fortunately, at the Swiss Federal Institute of Technology the Multiparametric Toolbox (MPT) for Matlab ${ }^{\circledR}$ was developed $[35,51,52]$. With the help of this toolbox the user only has to define the state-space matrices, the cost function, prediction horizon and some additional parameters (if desired) and then, the explicit controller is automatically calculated. Furthermore, the generated controller partitions can also be exported to $C$ code which allows a quick implementation on a test bench.

Of course, with the MPT toolbox it is also possible to solve multiparametric MILPs and MIQPs. However, for practical applications, especially if prediction horizons of two and more samples and if multilevel inverters are considered, the offline calculation time on currently available computer hardware quickly reaches several hours and even days. Furthermore, the resulting controller partitions of such integer optimization tasks easily reach numbers of 5,000 to 10,000 polytopes and more. The offline calculation time and the number of polytopes also rise exponentially with the prediction horizon. Thus, for higher prediction horizons and especially for multilevel inverters an offline solution of MILPs and MIQPs is not practical anymore. Of course, the offline calculation time and the number of polytopes also rise with the prediction horizon for LPs and QPs but not as fast as for the integer optimization.

### 5.2.5 System description for the continuous-valued optimization

In order to obtain the continuous-valued solution of the optimization problem, equation (5.5) has to be rewritten in state-space form. The back-EMF voltages $\boldsymbol{v}_{\text {emf }}$ are assumed to be a
"dummy" state, i.e. that they are changing slowly compared to the sampling time. Furthermore, the discrete-valued optimum has to be found for the three continuous-valued "switching states" $s$ (in $a b c$ coordinates) whose values are limited to the range $[-1 \ldots 1]$-in this way the voltage constraints can be set very easily. Then, the prediction equation for the next sample results to:

$$
\binom{\boldsymbol{i}_{\mathrm{s}}(k+1)}{\boldsymbol{v}_{\mathrm{emf}}(k+1)}=\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{A}_{2}  \tag{5.19}\\
\mathbf{0} & \boldsymbol{1}
\end{array}\right) \cdot\binom{\boldsymbol{i}_{\mathrm{s}}(k)}{\boldsymbol{v}_{\mathrm{emf}}(k)}+\boldsymbol{B}_{1} \cdot \boldsymbol{s}(k)
$$

with $\boldsymbol{A}_{1}=\left(\begin{array}{cc}1-\frac{T_{\mathrm{s}}}{\tau_{\sigma}} & 0 \\ 0 & 1-\frac{T_{\mathrm{s}}}{\tau_{\sigma}}\end{array}\right)$ and $\boldsymbol{A}_{2}=\left(\begin{array}{cc}-\frac{T_{\mathrm{s}}}{r_{\sigma} \tau_{\sigma}} & 0 \\ 0 & -\frac{T_{\mathrm{s}}}{r_{\sigma} \tau_{\sigma}}\end{array}\right)$. In order to calculate the input matrix $\boldsymbol{B}_{1}$, the Clarke transformation has to be applied to the three switching states and finally $\boldsymbol{B}_{1}=\frac{1}{3} \frac{V_{\mathrm{c}} T_{\mathrm{s}}}{r_{\sigma} \tau_{\sigma}}\left(\begin{array}{ccc}1 & -0.5 & -0.5 \\ 0 & 0.5 \sqrt{3} & -0.5 \sqrt{3}\end{array}\right)$ can be obtained.

Since such a system representation would only allow to regulate the currents to their origin ( 0 A in both $\alpha$ and $\beta$ direction), an extended system representation with the current references $\boldsymbol{i}_{\mathrm{s}}^{*}(k+1)$ has to be set up:

$$
\left(\begin{array}{c}
\boldsymbol{i}_{\mathrm{s}}(k+1)  \tag{5.20}\\
\boldsymbol{i}_{\mathrm{s}}^{*}(k+1) \\
\boldsymbol{v}_{\mathrm{emf}}(k+1)
\end{array}\right)=\left(\begin{array}{ccc}
\boldsymbol{A}_{1} & \mathbf{0} & \boldsymbol{A}_{2} \\
\mathbf{0} & \mathbf{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{1}
\end{array}\right) \cdot\left(\begin{array}{c}
\boldsymbol{i}_{\mathrm{s}}(k) \\
\boldsymbol{i}_{\mathrm{s}}^{*}(k) \\
\boldsymbol{v}_{\mathrm{emf}}(k)
\end{array}\right)+\left(\begin{array}{ccc}
\boldsymbol{B}_{1} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right) \cdot \boldsymbol{s}(k)
$$

The $L_{1}$-norm (linear) cost function can then be formulated as

$$
j_{\text {lin }}=\left|\boldsymbol{Q} \cdot\left(\begin{array}{c}
\boldsymbol{i}_{\mathrm{s}}(k+1)  \tag{5.21}\\
\boldsymbol{i}_{\mathrm{s}}^{*}(k+1) \\
\boldsymbol{v}_{\mathrm{emf}}(k+1)
\end{array}\right)\right|=\left|\left(\begin{array}{ccc}
-\mathbf{1} & \mathbf{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right) \cdot\left(\begin{array}{c}
\boldsymbol{i}_{\mathrm{s}}(k+1) \\
\boldsymbol{i}_{\mathrm{s}}^{*}(k+1) \\
\boldsymbol{v}_{\mathrm{emf}}(k+1)
\end{array}\right)\right| .
$$

### 5.2.6 Binary search tree

In order to determine the polytope in which the current state $\boldsymbol{x}$ lies, in the worst case every polytope has to be tested. Unfortunately, as for real control problems several parameters are necessary and as the number of polytopes (especially for higher prediction horizons) quickly reaches more than 500, an efficient online-evaluation in real-time is also not possible. Basically, several algorithms for merging neighboring regions which contain the same control law (e.g. [53]) can be applied and are also implemented in the MPT toolbox. However, even these optimizations are often not enough for a successful real-time implementation.
One possibility that drastically reduces the necessary calculation time for finding the correct polytope in state space is described in [54]: If a binary search tree is created, the complexity for the online region search reduces to $\log _{2}(n)$ where $n$ is the number of polytopes. The basic principle of a binary search tree is very simple and, for two dimensions, visualized in Figure 5.11. Assuming that the two-dimensional state space with the parameters $x_{1}$ and $x_{2}$ is divided into five regions $1 \ldots 5$, in every iteration the system state $\boldsymbol{x}$ is checked if it is above or below a hyperplane. For the given example the hyperplane is a simple line. The hyperplane against which the current system state is checked is marked by a dashed line. If the system state is


Figure 5.11: Example of a two-dimensional binary search tree
above the hyperplane, all polytopes below this line do not have to be searched and can be cut away. For the given example with five regions in the worst case only $\log _{2}(5)=2.32$, i.e. three iterations are necessary. For real examples with more polytopes this method drastically reduces the calculation effort for the online region search.

In this way it is possible to determine the continuous-valued optimum in real-time.

### 5.2.7 Sector determination

As already mentioned before, when the continuous-valued optimum has been found, the three closest points to it are used for a subsequent FS-MPC optimization. In order to find these three points, the sector (Figure 5.7) in which the continuous-valued optimum is located, has to be found. Basically, the sector can be determined in the same way as for Space Vector Modulation (SVM): For a simple two-level inverter it can be easily done by calculating the angle between the optimal voltages $v_{\alpha}$ and $v_{\beta}$ and then the closest points can be determined via a lookup table.

For simple two-level inverters the sector determination is very easy. However, for multilevel inverters it can become a quite complex issue to find the correct sector in which the optimum continuous voltage vector lies. Basically, the same strategies to detect the sector which are used for SVM can be applied as well. By taking a closer look at the voltage vectors in Figure 5.7, it can be seen that all sectors are triangles which also holds true for multilevel inverters. Triangles are nothing else than convex polytopes. Because of this the sector determination can also be done using a binary search tree. Of course, as a two-level inverter only leads to six sectors, in
the worst case the continuous-valued solution has to be checked against three hyperplanes (in this case lines) which might not be more efficient than calculating the angle between $v_{\alpha}$ and $v_{\beta}$. For three- and five-level inverters, however, this possibility offers an approach which is very simple to implement and which is computationally more efficient compared to other solutions.

### 5.2.8 Experimental results

In order to validate the proposed algorithm, it was implemented on the two-level inverter test bench with a sampling time $T_{\mathrm{s}}=61.44 \mu \mathrm{~s}$ and three prediction steps. For a full enumeration $7^{3}=343$ possible combinations of switching states have to be evaluated. It is obvious that a successful real-time implementation with the used sampling frequency of about 16 kHz is not feasible on the given computer hardware. With the proposed heuristic voltage vector preselection only $3^{3}=27$ trajectories need to be evaluated and a small overhead for the detection of the offline calculated continuous-valued optimum is necessary. Thus, three prediction steps can be realized in real-time. For finding the continuous-valued optimum an $L_{1}$-norm cost function was used since an mpLP can be solved easier than an mpQP. For the following discrete-valued optimization, an $L_{2}$-norm cost function was used.


Figure 5.12: $\alpha \beta$ current reference steps
Figure 5.12 shows the current control result with sinusoidal current reference steps: The measured machine currents in $\alpha \beta$ coordinates are plotted together with their references. The recorded experiment was conducted with an overlayed speed PI controller. The sinusoidal current reference steps were obtained by changing the speed reference from 2000 rpm to 1000 rpm . It is obvious that the FS-MPC current controller with heuristic voltage vector preselection has
absolutely no problems to track its references. In order to take a closer look at the transients, Figure 5.12(b) shows a zoom of the reference and measured currents during the current reference steps at the same experiment. After the normal delay of two samples the currents reach values close to their references in three steps. This experiment clearly verifies that the proposed method shows excellent behavior during transients and in steady state.
Further experiments (e.g. speed reference step, load torque impact, speed reversal) are not shown in this case since the results do not really differ significantly from the results which were obtained for the classical PCC algorithm. The interested reader is referred to [55] for further experimental results.

### 5.2.9 Evaluation

The proposed heuristic voltage vector preselection for PCC of induction machines shows excellent behavior during transients and in steady-state. The number of trajectories which have to be evaluated could in this case be reduced to $\frac{27}{343} \approx 7.87 \%$ which is a reduction of more than $92 \%$. Thus, the proposed heuristic method offers a promising approach to reduce the calculation effort for FS-MPC methods. Furthermore, for multilevel inverters the calculation effort is not increased since the determination of the continuous-valued optimum is independent from that and still only three voltage vectors need to be tested per prediction step. Of course, a certain overhead for the voltage balancing algorithm is still necessary.

Despite all this, by comparing the results of PCC with three prediction steps with those where only one prediction step was implemented, no significant improvement of the control result can be seen. On the other hand, if certain switching constraints have to be applied or if higher-order systems need to be controlled, a higher prediction horizon can significantly improve the static and dynamic behavior. Another disadvantage of the proposed heuristic method is that it only allows the control of linear systems with linear or quadratic cost functions. Thus, one of the major advantages of FS-MPC methods is lost-the ability to easily deal with nonlinear systems and any arbitrary cost function terms.

### 5.3 Variable Switching Point Predictive Current Control

### 5.3.1 Basic idea

Similar to VSP2TC, VSP2CC implements the basic PCC algorithm with the difference that a VSP is calculated such that the root mean square (RMS) error of both $\alpha$ and $\beta$ components of the stator current is minimized [56]. The principle is similar to the one described in [57, 58]. Analog to VSP2TC, the prediction equations are the same ones as for standard PCC; the only difference is that the "sampling time" for the predictions ( $T_{\mathrm{s}}$ for standard PCC) is now variable ( $t_{\mathrm{sw}}$ for the first interval, $T_{\mathrm{s}}-t_{\mathrm{sw}}$ for the second one), whereas $t_{\mathrm{sw}}$ is the variable switching time point.

For FS-MPC methods it is assumed that the switching states can only be changed at the beginning of the sampling intervals. In the same way as for VSP2TC, for VSP2CC the new switching state is in every sample applied at $t_{\mathrm{sw}}$; before that time, the old switching state still remains the same. $t_{\mathrm{sw}}$ can be in the range $0 \ldots T_{\mathrm{s}}$.

### 5.3.2 Calculation of the variable switching time point

Figure 5.13 illustrates the basic principle of the VSP calculation for PCC. The squared RMS


Figure 5.13: Basic principle of the VSP calculation for PCC
current error is given by

$$
\begin{equation*}
e_{\mathrm{rms}^{2}}=\frac{1}{T_{\mathrm{s}}}\left(\int_{0}^{t_{\mathrm{sw}}}\left(\boldsymbol{i}_{\mathrm{s}}^{*}-\boldsymbol{i}_{\mathrm{s}}(t)\right)^{2} \mathrm{~d} t+\int_{t_{\mathrm{sw}}}^{T_{\mathrm{s}}}\left(\boldsymbol{i}_{\mathrm{s}}^{*}-\boldsymbol{i}_{\mathrm{s}}(t)\right)^{2} \mathrm{~d} t\right) . \tag{5.22}
\end{equation*}
$$

$i_{\mathrm{s}}^{*}$ are the current references. In order to derive a suitable equation for the calculation of $t_{\mathrm{sw}}$, the currents are approximated by straight lines, analogously to the predicted torque for VSP2TC and it is assumed that the current slopes do not change during the sampling interval. The principle for the slope calculation of the currents is the same as for the torque slope calculation for VSP2TC. The stator currents are given by

$$
\begin{equation*}
\boldsymbol{i}_{\mathrm{s}}(t) \approx \boldsymbol{m}_{1} \cdot t+\boldsymbol{i}_{\mathrm{s} 0} \tag{5.23}
\end{equation*}
$$

for the previously applied switching state which will be kept until $t_{\mathrm{sw}}$ and by

$$
\begin{equation*}
\boldsymbol{i}_{\mathrm{s}}(t) \approx \boldsymbol{m}_{2} \cdot t+\boldsymbol{i}_{\mathrm{s}, t_{\mathrm{sw}}} \tag{5.24}
\end{equation*}
$$

for the time between $t_{\mathrm{sw}}$ and $T_{\mathrm{s}} . \boldsymbol{m}_{i}=\binom{m_{i \alpha}}{m_{i \beta}}, i=1,2$ are the current slopes, $\boldsymbol{i}_{\mathrm{s} 0}$ the currents at the beginning of the sample and $\boldsymbol{i}_{\mathrm{s}, \mathrm{t}_{\mathrm{sw}}}$ are the currents at $t_{\mathrm{sw}}$. As already mentioned, in order to further simplify the calculations, it is assumed that the current slopes are constant over one sample. Then, equation (5.22) can be written as

$$
\begin{equation*}
e_{\mathrm{rms}}{ }^{2}=\frac{1}{T_{\mathrm{s}}}\left(\int_{0}^{t_{\mathrm{sw}}}\left(\boldsymbol{i}_{\mathrm{s} 0}+\boldsymbol{m}_{1} \cdot t-\boldsymbol{i}_{\mathrm{s}}^{*}\right)^{2} \mathrm{~d} t+\int_{t_{\mathrm{sw}}}^{T_{\mathrm{s}}}\left(\boldsymbol{i}_{\mathrm{s}, t_{\mathrm{sw}}}+\boldsymbol{m}_{2} \cdot t-\boldsymbol{i}_{\mathrm{s}}^{*}\right)^{2} \mathrm{~d} t\right) \tag{5.25}
\end{equation*}
$$

In order to calculate $t_{\text {sw }}$ such that $e_{\mathrm{rms}^{2}}$ is minimized, the derivation of the squared RMS current error is set equal to zero:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} e_{\mathrm{rms}^{2}} \stackrel{!}{=} 0 \tag{5.26}
\end{equation*}
$$

After some further calculations, the final equation for $t_{\mathrm{sw}}$ results to

$$
\begin{align*}
t_{\mathrm{sw}}= & \frac{\left(m_{2 \alpha}-m_{1 \alpha}\right)\left(2 i_{0 \alpha}-2 i_{\alpha}^{*}+T_{\mathrm{s}} m_{2 \alpha}\right)}{\left(m_{1 \alpha}-m_{2 \alpha}\right)\left(2 m_{1 \alpha}-m_{2 \alpha}\right)+\left(m_{1 \beta}-m_{2 \beta}\right)\left(2 m_{1 \beta}-m_{2 \beta}\right)}+  \tag{5.27}\\
& +\frac{\left(m_{2 \beta}-m_{1 \beta}\right)\left(2 i_{0 \beta}-2 i_{\beta}^{*}+T_{\mathrm{s}} m_{2 \beta}\right)}{\left(m_{1 \alpha}-m_{2 \alpha}\right)\left(2 m_{1 \alpha}-m_{2 \alpha}\right)+\left(m_{1 \beta}-m_{2 \beta}\right)\left(2 m_{1 \beta}-m_{2 \beta}\right)} .
\end{align*}
$$

Of course, equation (5.27) can be either a maximum or a minimum for $e_{\text {rms }^{2}}$ and the resulting $t_{\mathrm{sw}}$ does not necessarily have to be in the range $0 \ldots T_{\mathrm{s}}$. Thus, if the resulting $t_{\mathrm{sw}}$ is outside its allowed range, $t_{\text {sw }}$ is set to 0 .

### 5.3.3 Control algorithm

Analogously to VSP2TC, VSP2CC implements the basic PCC algorithm which is described in chapter 5.1.2. The prediction equations are exactly the same ones as for the normal PCC algorithm. The only difference is that the "sampling time" for the predictions ( $T_{\mathrm{s}}$ for standard PCC) is now variable ( $t_{\text {sw }}$ for the first interval during which the old voltage vector is applied and $T_{\mathrm{s}}-t_{\mathrm{sw}}$ for the second one in which the new voltage vector is commanded to the inverter).

After the calculation of the VSP the cost function is calculated for the current deviations at $t_{\mathrm{sw}}$ and $T_{\mathrm{s}}$ :

$$
\begin{equation*}
j_{\mathrm{vsp} 2 \mathrm{cc}}=\left(\boldsymbol{i}_{\mathrm{s}, \mathrm{t}_{\mathrm{sw}}}-\boldsymbol{i}_{\mathrm{s}}^{*}\right)^{2}+\left(\boldsymbol{i}_{\mathrm{s}, T_{\mathrm{s}}}-\boldsymbol{i}_{\mathrm{s}}^{*}\right)^{2} \tag{5.28}
\end{equation*}
$$

If necessary, other cost function terms can also be added. The only difference to the PCC algorithm is that the VSP has to be considered in the time delay compensation and for the optimization, i.e. two predictions, one from 0 to $t_{\mathrm{sw}}$, the other one from $t_{\mathrm{sw}}$ to $T_{\mathrm{s}}$, are necessary.

### 5.3.4 Experimental results

In order to verify the VSP2CC algorithm, it was implemented on the two-level inverter test bench with the sampling time $T_{\mathrm{s}}=61.44 \mu \mathrm{~s}$.
The Figures 5.14(a) and 5.14(b) show the transient behavior of the VSP2CC algorithm. A comparison to the results of the conventional PCC algorithm shows that VSP2CC can also track the current references very well and that the VSP strategy has no negative effect on the transient behavior.

Figure 5.15(a) shows the steady-state machine currents at 500 rpm produced by the VSP2CC algorithm, in Figure 5.15(b) the currents produced by conventional PCC can be seen. It is clearly visible that the VSP2CC algorithm effectively reduces current ripples. As already mentioned, this comes with the cost of an increased switching frequency. For the presented operating point at 500 rpm the average switching frequency per IGBT is nearly doubled-however, compared to the theoretically maximum switching frequency of 8 kHz this value is still very low.

In practical experiments it was observed that the effect of VSP2CC on current ripples is strongly dependent on the operating point. For very low machine speeds a huge improvement


Figure 5.14: $\alpha \beta$ current reference steps


Figure 5.15: $\alpha \beta$ steady-state currents at 500 rpm


Figure 5.16: Average switching frequency of VSP2CC and PCC ( $\left.T_{\mathrm{s}}=100 \mu \mathrm{~s}\right)$
of the current quality could be observed, whereas it was much smaller at nominal machine speed. In order to investigate this phenomenon more deeply, the average IGBT switching frequency was measured in steps of 10 rpm from zero to full nominal speed ( 2772 rpm ). The speed value was increased every 10 s and the average switching frequency was recorded for both methods (PCC and VSP2CC) with a sampling frequency of 10 kHz . The result of this comparison can be seen in Figure 5.16. This experiment clearly verifies that the VSP2CC strategy has significant advantages over PCC at low speeds ( 0 rpm to about 1000 rpm ). For zero speed the average switching frequency goes down to about 100 Hz for PCC whereas it is always higher than 800 Hz for VSP2CC.

### 5.3.5 Evaluation

The shown experimental results clearly verify the ability of the VSP2CC algorithm to reduce current ripples without decreasing the dynamic performance of the PCC algorithm. Furthermore, it needs no additional tuning parameters (no weighting factor) which means that no tuning at all is necessary. In the same way as for PCC, the algorithm just needs to be implemented and as long as the machine parameters are known it will deliver good control results without further tuning.

On the other hand-similar to VSP2TC—VSP2CC comes with a calculation effort which is more than twice as high as for the normal PCC algorithm: First, for all possible voltage vectors the current slopes have the be calculated which is an extra set of predictions. Then, for every voltage vector the VSP has to be calculated. And, finally, two sets of predictions (from 0 to $t_{\mathrm{sw}}$ and from $t_{\text {sw }}$ to $T_{\mathrm{s}}$ ) are necessary. Thus, in the whole the calculation effort for VSP2CC is more than three times higher compared to PCC. It is obvious-especially for multilevel invertersthat strategies to reduce the number of calculations for VSP2CC would be a great benefit.

### 5.4 VSP2CC with heuristic voltage vector preselection

Since VSP2CC needs much more calculations than PCC, a way to reduce the necessary calculation effort is needed. Especially if VSP2CC should be applied to multilevel inverters, a real-time implementation of the control algorithm can become feasible for higher sampling frequencies when only a subset of all possible voltage vectors or switching states has to be evaluated. So, the main idea is to combine the heuristic voltage vector preselection which is described in chapter 5.2 with VSP2CC and to use only the reduced subset of three instead of seven voltage vectors as candidates for the VSP calculation and for the following FS-MPC optimization.

### 5.4.1 Control algorithm

The control algorithm is exactly the same one as for VSP2CC with a complete enumeration of all possible switching states. In a previous step the offline calculated continuous-valued solution is determined in the same way as for PCC with heuristic voltage vector preselection. In this case, however, a prediction horizon of only one step is used since VSP2CC is also implemented for only one predicted sample.

Again, the continuous-valued solution is determined for the sampling time $T_{\mathrm{s}}$ and for VSP2CC the "new" voltage vector is only applied for the time $T_{\mathrm{s}}-t_{\mathrm{sw}}$.

### 5.4.2 Experimental results

In order to verify the proposed VSP2CC algorithm with heuristic voltage vector preselection, several experiments were conducted on the two-level inverter test bench. During all experiments no deterioration of the control result could be observed compared to VSP2CC with a complete enumeration of all possible voltage vectors. For a sake of brevity only current control results are shown in the following. The experiment was conducted with the sampling time $T_{\mathrm{s}}=61.44 \mu \mathrm{~s}$.

Figure 5.17 shows the control result for both $\alpha \beta$ currents with sinusoidal reference steps. It is clearly visible that the controller has no problems to track its references. Furthermore, compared to Figure 5.14, no deterioration of the control result because of the heuristically reduced number of voltage vectors can be observed. Figure 5.17(b) shows a zoom of the recorded currents and their references during the step change of the current references which were produced by changing the speed reference of the overlaying speed PI controller from 2000 rpm to 1000 rpm . Once again, if the dynamic behavior is compared to that of VSP2CC with full enumeration (Figure 5.14(b)), no deterioration of the control result and of the dynamic behavior can be seen.

### 5.4.3 Evaluation

The shown experimental results clearly prove that a successful combination of VSP2CC with a heuristic voltage vector preselection is possible. The proposed method significantly reduces the calculation effort without deteriorating the control result. Thus, the first two goals of this work (reduction of the calculation effort for FS-MPC and increasing the time resolution) are successfully combined. The described method is very promising especially for multilevel inverters (which will be examined later on) since even in that case only three voltage vectors need


Figure 5.17: $\alpha \beta$ current reference steps
to be evaluated. A certain additional overhead for the voltage balancing is necessary althoughcompared to a full enumeration of all voltage vectors-a significant reduction of the calculation effort can be expected.

### 5.5 PCC for three-level NPC inverters

The four PCC algorithms which were described previously (PCC, PCC with heuristic voltage vector preselection, VSP2CC and VSP2CC with heuristic voltage vector preselection) can be easily extended to three-level NPC inverters. Of course, analogously to PTC, in this case more voltage vectors and switching states have to be evaluated. Furthermore, an algorithm for the DC link capacitor voltage balancing has to be implemented.

### 5.5.1 DC link capacitor voltage balancing

The DC link capacitor voltage balancing extension for FS-MPC of NPC inverters is described in chapter 4.3.1. The resulting equation (4.17) can also be used for PCC applied to three-level NPC inverters.

### 5.5.2 Control algorithms

Analogously to PTC for three-level NPC inverters, the prediction equations for the machine model, the rotor flux and back-EMF estimation are the same as for the two-level inverter. For
the optimization, however, the voltage balancing has to be included in the cost function and the cost function has to be evaluated for 27 different voltage vectors.

### 5.5.2.1 Basic PCC algorithm for three-level NPC inverters

As already mentioned, for PCC of three-level NPC inverters the capacitor voltage unbalance has to be considered in the cost function. Thus, the cost function for PCC of three-level NPC inverters is given by

$$
\begin{equation*}
j_{\mathrm{pcc}, \text { lin, npc }}=j_{\mathrm{pcc}, \text { lin }}+w_{\mathrm{lin}, \mathrm{npc}} \cdot\left|\Delta v_{\mathrm{c}}(k)\right| \tag{5.29}
\end{equation*}
$$

in case of an $L_{1}$-norm and by

$$
\begin{equation*}
j_{\mathrm{pcc}, \text { quad, npc }}=j_{\mathrm{pcc}, \text { quad }}+w_{\mathrm{quad}, \mathrm{npc}} \cdot\left(\Delta v_{\mathrm{c}}(k)\right)^{2} \tag{5.30}
\end{equation*}
$$

for an $L_{2}$-norm. $w_{\text {lin, npc }}$ and $w_{\text {quad, npc }}$ are the weighting factors for the voltage balancing.

### 5.5.2.2 Heuristic voltage vector preselection

For the case of a three-level NPC inverter the heuristic voltage vector preselection follows the same principles as for two-level inverters. Since the DC link voltage is the same, the range of the applied voltages in $a b c$ and thus also in $\alpha \beta$ coordinates is the same as for two-level inverters. This means that the complexity of the offline calculated continuous-valued solution is not increased compared to a simple two-level inverter.

For the following enumeration of all candidate sequences, however, the $\alpha \beta$ voltage plane can be divided into 24 different sectors (triangles) instead of only 6 ones (Figure 5.18). As already mentioned, the sector determination for three-level inverters can be done in the same way as for SVM of three-level inverters. However, a binary search tree to determine the sector in which the continuous-valued optimum voltage vector lies can be used as well.

Since the DC link capacitor voltages have to be balanced and since the heuristic preselection reduces the number of candidate voltage vectors per prediction step from 19 to only 3 , it needs to be investigated if the voltage balancing can still be done with the reduced input set.

Since an induction machine is a balanced system, equation (2.12) is valid. Furthermore, only a zero switching state in a phase changes the DC link capacitor voltages. Therefore, all three zero switching states ( $\mathrm{ppp}, 000$ and nnn ) have no influence on the voltage balancing. If the zero voltage vector has to be applied to the system, the choice about the switching state can be based on the previously applied one, similar to a two-level inverter.

By taking a closer look at the voltage vectors on the inner hexagon, it can be seen that every voltage vector can be produced by two different switching states. For everyone of these six voltage vectors it can also be stated that the voltage balancing can be done by choosing the appropriate switching state: One of the two choices applies one zero switching state in the three phases, the other choice applies two zero switching states but in the other two phases. Thus, as long as equation (2.12) is valid, the voltage balancing can be ensured by choosing an appropriate switching state. If the outer hexagon is considered, it can be seen that all switching states which can also be produced by a two-level inverter (pnn, ppn, npn, npp, nnp and pnp) have no influence on the voltage balancing since no zero switching states are used in any phase. However, by taking a look at the intermediate points ( $\mathrm{p} 0 \mathrm{n}, 0 \mathrm{pn}, \mathrm{np} 0, \mathrm{n} 0 \mathrm{p}, 0 \mathrm{np}$ and pn0), it can be seen that these voltage vectors have no redundancy, i.e. if such a voltage vector is commanded,


Figure 5.18: Voltage vectors of a three-level inverter and division into sectors
no influence on the voltage balance can be taken. This, however, is also the case for a full enumeration of all possible switching states. If the heuristic voltage vector preselection is taken into consideration, it can be seen that all these intermediate points are in the corners of sectors which also have at least one voltage vector which belongs to the inner hexagon, i.e. a voltage vector which allows balancing of the DC link capacitor voltages. Thus, even for the heuristically reduced set of candidate voltage vectors in every case a voltage vector can be found which ensures balanced DC link voltages. Because of this the heuristic preselection can also be applied to three-level NPC inverters.

### 5.5.2.3 VSP2CC for three-level NPC inverters

Similar to VSP2TC, the VSP2CC algorithm can also be extended to three-level NPC inverters [56]. Again, the DC link capacitor voltage balancing has to be included in the cost function.

Since for a three-level inverter already 19 different voltage vectors have to be evaluated and since the calculation effort for VSP2CC is significantly increased compared to PCC, this high number of voltage vectors limits the applicability of VSP2CC for three-level inverters: Because of the high number of calculations the sampling rate has to be decreased by a factor of two or even more in order to execute the algorithm in real-time.

### 5.5.2.4 VSP2CC with heuristic voltage vector preselection

In order to overcome the previously mentioned problems regarding a real-time implementation of VSP2CC for three-level inverters, the VSP2CC algorithm for three-level NPC inverters can also be combined with the heuristic voltage vector preselection. In this case only three different voltage vectors have to be evaluated and the calculation effort is significantly reduced compared to VSP2CC with a full enumeration of all possibilities. Then, a much higher sampling frequency can be used which means that a better control result can be expected compared to VSP2CC without preselection (assuming that it is executed on the same hardware).

### 5.5.3 Experimental results

### 5.5.3.1 PCC

In order to verify the applicability of the PCC algorithm for three-level NPC inverters, several experiments were conducted on the three-level inverter test bench with a sampling frequency of 16 kHz which corresponds to $T_{\mathrm{s}}=62.5 \mu \mathrm{~s}$. In this case a quadratic cost function was used and $w_{\text {quad, npc }}$ was set to 0.01 .


Figure 5.19: $\alpha \beta$ current reference steps
Figure 5.19 shows the results for sinusoidal current reference steps which were obtained with an overlaying speed PI controller: In the shown case the speed reference was changed from 2830 rpm to 1415 rpm . Figure 5.19 (b) shows a zoom of these currents during the reference step change. Both graphs clearly show that the proposed algorithm can track its current references without any problems in steady state as well as during transients. If these experimental results


Figure 5.20: Steady-state phase currents at 2830 rpm and no load


Figure 5.21: Steady-state rotor flux in $\alpha \beta$ coordinates at 2830 rpm and no load


Figure 5.22: Speed reversal from positive nominal to negative nominal speed
are compared to the results obtained with the two-level inverter (Figure 5.2), it is clearly visible that the current ripples are significantly reduced. However, these results were obtained on different test benches and the test bench for the three-level inverter has much better and more accurate AD converters and current sensors which has considerable impact on the control result.

The steady-state phase currents and their magnitude at 2830 rpm can be seen in Figure 5.20. In this case the use of a three-level inverter also shows a significant improvement in terms of current ripples compared to the results which were obtained on a two-level inverter. The average switching frequency per IGBT was about 1.65 kHz .
Figure 5.21 shows the rotor flux in $\alpha \beta$ coordinates in steady-state at 2830 rpm . As expected, both $\alpha$ and $\beta$ components of the rotor flux form a circle.

Finally, in order to prove that the proposed algorithm works in the whole speed range, a speed reversal from positive nominal to negative nominal speed was conducted which can be seen in Figure 5.22. Similar to the results obtained on the two-level inverter, the controller has no problems to reverse the machine speed. Of course, the ripples on the machine torque and especially on the currents are significantly lower compared to the results from the two-level inverter.

### 5.5.3.2 PCC with heuristic voltage vector preselection

The PCC algorithm with heuristic voltage vector preselection was also experimentally verified. The results were obtained at a sampling frequency of 12 kHz which corresponds to $T_{\mathrm{s}}=83.33 \mu \mathrm{~s}$ and with two prediction steps. For a full enumeration of all voltage vectors


Figure 5.23: $\alpha \beta$ current reference steps
$19^{2}=361$ possible trajectories would have to be evaluated but if the heuristic preselection is used, only $3^{2}=9$ different combinations of voltage vectors have to be considered. Thus, the number of evaluated trajectories can be reduced to only $\frac{9}{361} \approx 2.5 \%$ which is a tremendous reduction of the necessary calculation effort.

Since the obtained experimental results for a speed reversal, steady-state currents etc. do not differ significantly from the results obtained for PCC with full enumeration of all switching states and with only one prediction step, for a sake of brevity only the results for sinusoidal current reference steps are shown.
Figure 5.23 shows the recorded $\alpha \beta$ currents and their references. The sinusoidal reference steps were obtained with an overlaying speed PI controller whose reference was changed from 2830 rpm to 1415 rpm . It is clearly visible that the FS-MPC controller with heuristic preselection has absolutely no problems to track its references. As it can also be seen in Figure 5.23(b) which shows a zoom of the same experiment during the step change of the references, the dynamic behavior is not deteriorated by the use of the heuristic method. Within three steps (after the delay of two samples due to the calculation delay and the fact that the control error is minimized at the end of a sample) the measured currents have reached their references again. If these results are compared to the ones for PCC with a prediction horizon of only one sample (Figure 5.19), a higher current ripple can be noticed. This higher ripple is due to the fact that for one prediction step a higher sampling frequency ( 16 kHz ) could be used.

### 5.5.3.3 VSP2CC

The VSP2CC algorithm for three-level NPC inverters was tested with a sampling frequency of 10 kHz and the results were compared to PCC which was executed with the same sampling time $T_{\mathrm{s}}=100 \mu \mathrm{~s}$.


Figure 5.24: Average switching frequency of VSP2CC and PCC ( $\left.T_{\mathrm{s}}=100 \mu \mathrm{~s}\right)$


Figure 5.25: $\alpha \beta$ steady-state currents at 50 rpm


Figure 5.26: $\alpha \beta$ steady-state currents at 1415 rpm

In order to investigate the influence of the machine speed, the average IGBT switching frequency was measured in steps of 10 rpm from zero to full nominal speed ( 2830 rpm ). The speed value was increased every 10 s and the average switching frequency was recorded for both methods (PCC and VSP2CC) with a sampling frequency of 10 kHz . The result of this comparison can be seen in Figure 5.24. This experiment clearly verifies that the VSP2CC strategy has significant advantages over PCC at low speeds ( 0 rpm to about 800 rpm ). For zero speed the average switching frequency goes down to about 150 Hz for PCC whereas it is always higher than 950 Hz if VSP2CC is used.

The Figures 5.25(a) and 5.25(b) show the steady-state $\alpha \beta$ currents at 50 rpm . It is clearly visible that the VSP2CC strategy leads to a significant reduction of current ripples at lower speeds. The Figures 5.26(a) and 5.26(b) show the stator currents at half nominal speed ( 1415 rpm ). Although the VSP2CC strategy still leads to a slight improvement of the currents, it is definitely less than that which was obtained at 50 rpm . These two experiments in steady-state prove that the VSP2CC strategy does not lead to a huge improvement for medium and higher speeds.

### 5.5.3.4 VSP2CC with heuristic voltage vector preselection

The VSP2CC algorithm with heuristic voltage vector preselection for three-level NPC inverters was tested with a sampling frequency of 16 kHz and the results were compared to PCC which was executed with the same sampling time $T_{\mathrm{s}}=62.5 \mu \mathrm{~s}$.


Figure 5.27: $\alpha \beta$ current reference steps
The first experiment was conducted in order to verify that the heuristic preselection for VSP2CC does not deteriorate the dynamic performance. Thus, current reference steps were


Figure 5.28: $\alpha \beta$ steady-state currents at 100 rpm


Figure 5.29: $\alpha \beta$ steady-state currents at 2830 rpm
commanded. As in the previous experiments, these were produced by changing the speed reference from 2830 rpm to 1415 rpm . The result can be seen in Figure 5.27. It is clearly visible that the current ripples are very small and that the strategy is able to accurately track the references. In order to take a closer look at the currents and their references during this reference step, Figure 5.27 (b) shows a zoom of the same experiment during the reference step. After the normal delay of two samples the currents reach values around their references within three to four sampling cycles.

Another conducted experiment shows the steady-state currents at 100 rpm in the Figures $5.28(\mathrm{a})$ and $5.28(\mathrm{~b})$. As for the previous experiments, the quality of the controlled currents is again significantly improved; however, due to the higher machine speed ( 100 rpm instead of $50 \mathrm{rpm})$ and the fact that a higher sampling rate ( 16 kHz instead of 10 kHz ) was used, the effect of the VSP strategy cannot be expected to be in the same range. The Figures 5.29(a) and 5.29(b) show the currents at full nominal speed ( 2830 rpm ). For this operating point the improvement of the current quality is very small.

### 5.5.4 Evaluation

The shown experimental results clearly verify that a successful implementation of FS-MPC methods for three-level NPC inverters is possible. Of course, due to the high number of possible voltage vectors and switching states, the calculation effort is significantly increased compared to two-level inverters. However, as expected, the experimental results show less ripples than the ones which were obtained on the two-level inverter test bench. If the number of calculations is reduced, especially with the proposed heuristic voltage vector preselection strategy, the ripples could be even further reduced as with a higher sampling rate.

Finally, it should be noted that all advantages that the PCC strategy offers compared to PTC also hold true for three-level NPC inverters.

### 5.6 PCC for three-level FC inverters

Analogously to PTC, the PCC algorithm can also be applied to three-level FC inverters driving an IM. The strategy to decouple the selection of the optimum voltage vector from the subsequent selection of the best switching state (chapter 4.5.1) can also be applied to PCC. As for PTC, in this way a reduction of the calculation effort can be achieved and the necessary calculation effort is comparable to that for FS-MPC of NPC inverters.

### 5.6.1 Control algorithms

The PCC control algorithms which were described in this chapter (basic PCC, PCC with heuristic voltage vector preselection, VSP2CC and VSP2CC with heuristic voltage vector preselection) can be easily adjusted to a three-level FC inverter driving an IM. Since all necessary parts regarding the PCC algorithm and its derivatives (voltage vector selection) have already been described before, the following descriptions of the algorithms are kept short.

### 5.6.1.1 Basic PCC algorithm for three-level FC inverters

The voltage vector selection for the basic PCC algorithm can be done in the same way as for a simple two-level inverter. Of course, instead of seven voltage vectors in this case the optimum out of 19 different possibilities has to be found. The prediction equations are described in chapter 5.1; the cost function can be calculated with equation (5.10) ( $L_{1}$-norm) or with equation (5.11) if a quadratic norm should be used.

The following switching state selection is described in chapter 4.5.2. In this case the same cost function can be used as for PTC.

### 5.6.1.2 Heuristic voltage vector preselection

If PCC with heuristic voltage vector preselection should be applied to three-level FC inverters, the decoupling of the voltage vector from the switching state selection can be exploited such that an even greater reduction of the calculation effort is possible: The heuristic preselection of the optimum voltage vector can be applied to the voltage vector selection without any problems, even for higher prediction horizons. Then, for the following selection of the optimum switching state a prediction horizon of only one sample can be used, although a longer horizon is used to determine the best voltage vector. With this strategy only three voltage vectors have to be tested for every prediction step. Furthermore, despite the higher prediction horizon, no additional calculation effort is necessary for the voltage balancing compared to PCC with a horizon of only one sample. The basic principle of this algorithm is, for a simplified control task and a different voltage balancing algorithm, described in [46].

### 5.6.1.3 VSP2CC

Even VSP2CC can be applied to three-level FC inverters driving an IM: The algorithm to find the optimum voltage vector does not have to be changed and can be implemented as described in chapter 5.3: The previously applied voltage vector is kept until the VSP $t_{\mathrm{sw}}\left(0 \leq t_{\mathrm{sw}} \leq T_{\mathrm{s}}\right)$ is reached. Then, the new voltage vector is applied. The following switching state selection of course has to be implemented in a slightly different way: As both voltage vectors are already known, in a first step the optimum switching state for the first interval, i.e. for the time $0 \ldots t_{\text {sw }}$ has to be determined as described in chapter 4.5.2. Of course, in this case the "sampling time" is not constant and $t_{\mathrm{sw}}$ has to be used for the prediction equations instead of $T_{\mathrm{s}}$. Then, in a next step, the optimum switching state for the second interval, i.e. for the time $t_{\mathrm{sw}} \ldots T_{\mathrm{s}}$ has to be found. It can be done exactly in the same way as for the first interval but in this case the "sampling time" $T_{\mathrm{s}}-t_{\mathrm{sw}}$ has to be used instead of $T_{\mathrm{s}}$ for the prediction equations. It should be noted that the switching state selection for the second interval is independent of that for the first one.

One possibility to reduce the calculation effort and also the switching frequency in a very simple way is to keep not only the previously applied voltage vector during the first interval but also the previously applied switching state. Then, the voltage balancing algorithm has to be executed only once in a sample. Of course, the user has to be aware that in some cases only a suboptimal voltage balancing result might be obtained. Thus, this proposed strategy has to be applied with care.

### 5.6.1.4 VSP2CC with heuristic voltage vector preselection

As already mentioned, the VSP2CC algorithm comes with an increased calculation effort compared to PCC. Because of this it might be necessary to execute the algorithm with a reduced sampling rate which again leads to higher current ripples. In order to overcome this drawback, VSP2CC can also be combined with a heuristic preselection of the optimum voltage vector. In this case the heuristic preselection is implemented for a prediction horizon of only one sample.

### 5.6.2 Penalties on the control action

All algorithms presented so far do not include any penalties on the control action in their cost function, i.e. the effort to change the actuating variables is not considered. Since this work only deals with FS-MPC where a reduction of ripples is the major goal, penalties on the control action are contradictory for selecting the optimum voltage vector: By penalizing the control action, a voltage vector will in general be kept longer and the dynamic behavior will be deteriorated. Thus, such penalties can lead to deteriorated control results. However, for continuous-valued MPC, i.e. MPC with subsequent PWM, ripples on the controlled variables are not the major problem. Then, without penalties on the control action, a resulting continous-valued MPC behaves like a dead beat control scheme. If the measurements are noisy, this can result in undesired oscillations and ripples which means that the control result is also deteriorated. In order to avoid such oscillations and ripples, a certain penalty can be put on the control action. Then, the controller will become slower and will not immediately react to smaller control errors. The additional weighting factors for the penalties on the control action then have to be tuned by the user in order to achieve the desired control result. Furthermore, for medium- and highvoltage drive systems where ripples are less important than a very low switching frequency, penalties on the control action are also useful.
However, for the switching state selection penalties on the control action (on the number of switches which have to change their state) can also have a benefit: Then, the switching frequency can be reduced for the cost of a little higher voltage unbalance. Since the voltage vector selection is implemented without such penalties and as long as the resulting voltage unbalances are still small, the same control result in terms of ripples can be expected but it can be achieved with a lower switching frequency.

In order to implement penalties on the control action in the switching state selection, the algorithm which is described in chapter 4.5 .2 only needs two minor modifications:

1. The previously applied switching state has to be saved and for every tested switching state the number of transitions has to be calculated.
2. The penalty on the number of transitions has to be included in the cost function (one additional weighting factor).

If a linear ( $L_{1}$-norm) cost function is used, equation (5.10) must be modified as follows:

$$
\begin{equation*}
j_{\mathrm{vb}, \text { lin, fc }}=\sum_{i=1}^{3}\left|0.5 V_{\mathrm{dc}}-v_{\mathrm{c} i}(k+1)\right|+w_{\mathrm{penalty}, \text { lin }} \cdot \Delta S \tag{5.31}
\end{equation*}
$$

For the case of an $L_{2}$-norm, equation (4.27) has to be extended to

$$
\begin{equation*}
j_{\mathrm{vb}, \text { quad, fc }}=\sum_{i=1}^{3}\left(0.5 V_{\mathrm{dc}}-v_{\mathrm{ci}}(k+1)\right)^{2}+w_{\text {penalty, quad }} \cdot \Delta S \tag{5.32}
\end{equation*}
$$

$w_{\text {penalty, lin }}$ and $w_{\text {penalty, quad }}$ are the weighting factors and $\Delta S$ is the number of transitions which are necessary to change the switching state from the previously applied to the tested one.

### 5.6.3 Experimental results

For all shown experimental results quadratic cost function terms were used, except for the heuristic voltage vector preselection: In this case a linear cost function was used to determine the continuous-valued optimum. The following discrete-valued optimization, however, was again performed with an $L_{2}$-norm.

### 5.6.3.1 PCC

First, the PCC algorithm was verified experimentally. It was implemented on the three-level inverter test bench with a sampling time of $83.33 \mu$ s which corresponds to a sampling rate of 12 kHz .


Figure 5.30: $\alpha \beta$ current reference steps
Figure 5.30 shows the control result for $\alpha \beta$ current reference steps. These were produced in closed-loop speed control by changing the speed reference from full nominal speed ( 2830 rpm )
to half nominal speed ( 1415 rpm ). It is clearly visible that the algorithm has no problems to follow the references. During the reference step the normal delay of two samples can be seen but the currents reach values around their references within three to four samples again. This performed experiment verifies that the PCC algorithm can also be successfully applied to threelevel FC inverters and that a real-time implementation of the proposed control algorithm is possible. Further results are omitted for a sake of brevity.

### 5.6.3.2 PCC with heuristic voltage vector preselection

In order to prove that the heuristic voltage vector preselection can also be applied to FC inverters driving an IM, experimental results are presented for one, two and three prediction steps for the voltage vector selection. As explained in chapter 5.6.1.2, for the subsequent voltage balancing algorithm a prediction horizon of only one sample is enough.

## One prediction step

The heuristic voltage vector preselection can of course also be applied if only a single prediction


Figure 5.31: Influence of $w_{\text {penalty, quad }}$ on the current control result ( $\omega_{\mathrm{m}}=50 \mathrm{rpm}$ )
step is implemented. As the calculation effort is reduced, a higher sampling frequency can be used compared to a full enumeration of all voltage vectors. In this case a sampling time of $62.5 \mu \mathrm{~s}$ was used.
In order to demonstrate that the weighting factor $w_{\text {penalty, quad }}$ for the voltage vector selection has no influence on the current control result, both $\alpha$ and $\beta$ components of the stator currents were recorded at 50 rpm . The control result with penalty on the control action can be seen in

Figure 5.31(a) while the one in Figure 5.31(b) was recorded with $w_{\text {penalt, quad }}=0$. By comparing the plots with each other, it is clearly visible that the penalty on the control action for the switching state selection only has very little influence on the current control result. Without penalty an average switching frequency of 4.4 kHz was measured while the penalty could reduce it to only 500 Hz . Despite the high switching frequency no better control result in terms of current ripples could be achieved.


Figure 5.32: Penalty on the control action (switching state selection) and its influence on the voltage balancing (at 1415 rpm )

Figure 5.32 shows the influence of penalties on the control action on the voltage balancing. The experiment was conducted at half nominal speed ( 1415 rpm ). At 0.4 s the weighting factor
$w_{\text {penalty }}$ quad was changed from 0 to 5 , i.e. after 0.4 s the number of transitions was penalized. As expected, larger deviations of the FC voltages from their references can be seen. However, if these are compared to Figure 4.21, it is clearly visible that the deviations are much smaller. At 1415 rpm and without penalties on the control action the average switching frequency per IGBT was around 3.8 kHz . If the weighting factor for these penalties was set to 5 , the switching frequency could be reduced to only 1.6 kHz .

These experiments clearly verify that it is useful to include penalties on the control action in the switching state selection. Without these penalties this results in a much higher switching frequency.

## Two prediction steps

For the selection of the optimum voltage vector only three possibilities have to be tested per prediction step. If the heuristic preselection is used, only nine different combinations have to be tested in order to determine the best voltage vector. This number is even less than a full enumeration (basic PCC algorithm) with only one single prediction step. Thus, it was possible to implement the proposed algorithm in real-time with 16 kHz (corresponding to $62.5 \mu \mathrm{~s}$ ). Considering the voltage vectors, in this way only $2.5 \%$ of all possible combinations have to be evaluated which is already a tremendous reduction of the calculation effort.


Figure 5.33: $\alpha \beta$ current reference steps
Figure 5.33 shows the current control result for both stator current components $i_{\mathrm{s} \alpha}$ and $i_{\mathrm{s} \beta}$. As in the previous cases, closed-loop speed control was performed and the reference steps were produced by changing the speed reference from full to half nominal speed. It is clearly visible that the currents follow their references without any problems. Due to the fact that a higher


Figure 5.34: Speed reversal from positive nominal to negative nominal speed


Figure 5.35: Steady-state phase currents at 2830 rpm and no load


Figure 5.36: Steady-state rotor flux in $\alpha \beta$ coordinates at 2830 rpm and no load
sampling rate and two prediction steps instead of only one were implemented, the control result is slightly improved compared to Figure 5.30.

In order to prove that the algorithm works in the whole speed range, a speed reversal from positive to negative nominal speed was conducted which can be seen in Figure 5.34. It is clearly visible that this control task can be fulfilled very well. Due to the fact that the machine speed $\omega_{\mathrm{m}}$ is controlled with a simple PI controller, the system is not operated at its physical limits when the speed is already very close to its reference again which can clearly be seen from the machine torque $T_{\mathrm{m}}$ in the second graph.

Figure 5.35 shows the three phase currents $i_{\mathrm{s} a}, i_{\mathrm{s} b}$ and $i_{\mathrm{sc}}$ at 2830 rpm in the upper plot, below the stator current magnitude $\left|\boldsymbol{i}_{s}\right|$ can be seen. The waveforms are more or less perfectly sinusoidal and even the current ripples are quite small.

Finally, the estimated rotor flux $\boldsymbol{\psi}_{\mathrm{r}}$ was recorded at full nominal speed and plotted in $\alpha \beta$ coordinates which can be seen in Figure 5.36. The reference value was set to 0.8 Wb . As expected, both components of the rotor flux form a circle.

## Three prediction steps

In order to prove that even three prediction steps can be successfully implemented in real-time, several experiments were conducted with three prediction steps for the voltage vector selection. Compared to a full enumeration, in this case only 27 different combinations of voltage vectors


Figure 5.37: $\alpha \beta$ current reference steps
have to be evaluated which is $0.4 \%$ of all possible combinations. For the subsequent voltage balancing again a prediction horizon of only one sample was used. Due to the fact that in this
case the calculation effort is much higher than for two prediction steps, the algorithm could only be implemented with a sampling frequency of 12 kHz .

First, the current control result (reference steps) is shown in Figure 5.37. The control result is comparable to the one shown in Figure 5.30.


Figure 5.38: Steady-state phase currents at 1415 rpm , no load


Figure 5.39: Estimated back-EMF voltage in steady state at 2830 rpm and no load

Another experiment shows the phase currents and their magnitude (Figure 5.38) at half nominal speed ( 1415 rpm ). Although the sinusoidal waveform is clearly visible, the current ripples are significantly higher compared to the ones in Figure 5.35: This is mostly due to the fact that a lower sampling rate was used ( 12 kHz instead of 16 kHz ). Furthermore, the currents are recorded at a different operating point.

Finally, the last experiment is shown in Figure 5.39. In this case both $\alpha$ and $\beta$ components of the estimated back-EMF voltages are shown. The experiment was conducted at full nominal speed. As expected, the voltages are sinusoidal and show a phase shift of $90^{\circ}$.

### 5.6.3.3 VSP2CC

Since the experimental results for VSP2CC applied to an FC inverter driving an IM do not significantly change from the ones obtained for VSP2CC with heuristic voltage vector preselection, no experimental results are shown at this point. Of course, since VSP2CC requires a significantly higher calculation effort than VSP2CC with heuristic voltage vector preselection, the VSP2CC algorithm without preselection can only be executed with a lower sampling rate.

### 5.6.3.4 VSP2CC with heuristic voltage vector preselection

In order to prove that the combination of VSP2CC with the heuristic preselection strategy can also be applied to three-level FC inverters driving an IM, several experimental results are shown. All results were obtained with a sampling frequency of 16 kHz and with $w_{\text {penalty, quad }}=5$.


Figure 5.40: $\alpha \beta$ current reference steps

The first experiment which is shown in Figure 5.40 was conducted in order to prove that the transient response in not deteriorated compared to a full enumeration and a fixed switching point. The stator currents $i_{\mathrm{s} \alpha}$ and $i_{\mathrm{s} \beta}$ were recorded when the speed reference was changed from 2830 rpm to 1415 rpm . After the normal delay of two samples the currents reach values around their references within three to four samples.

In order to prove that the proposed VSP2CC stategy with heuristic voltage vector preselection can successfully reduce current ripples, the steady-state stator currents were recorded when the machine was rotating with 100 rpm for both VSP2CC with heuristic voltage vector preselection (Figure 5.41(a)) and for PCC with heuristic preselection of the optimum voltage vector (Figure 5.41 (b)). It is obvious that the VSP2CC strategy can also significantly reduce current ripples at lower speeds.

The same experiment was conducted at full nominal speed ( 2830 rpm ). In Figure 5.42(a) the results for VSP2CC can be seen, Figure 5.42(b) shows the results for PCC. In this case no improvement of the control result can be seen. The measured switching frequencies per IGBT were in both cases about 1.65 kHz . As for a two-level and for a three-level NPC inverter, VSP strategies are more effective at lower speeds.


Figure 5.41: $\alpha \beta$ steady-state currents at 100 rpm


Figure 5.42: $\alpha \beta$ steady-state currents at 2830 rpm

### 5.6.4 Evaluation

The shown experimental results verify that FS-MPC can also be successfully applied to threelevel FC inverters. Although a three-phase three-level FC inverter has 64 different switching states, the proposed decoupling and heuristic voltage vector preselection strategy allows to reduce the calculation effort such that even three prediction steps are possible in real-time. Furthermore, the VSP2CC strategy can also be successfully applied to three-level FC inverters and it is also possible to combine this strategy with a heuristic preselection of the optimum voltage vector. Thus, the two main goals of this work (reduction of the calcuation effort and reduction of ripples on the controlled variables for FS-MPC) could also be successfully achieved for this inverter topology. In order to reduce the switching frequency for the cost of a slightly increased FC voltage unbalance, a penalty on the number of IGBT transitions can be added to the switching state selection. In this way it is possible to reduce the average switching frequency while the quality of the delivered currents is not deteriorated.

## CHAPTER 6

## Oversampling Finite-Set Model Predictive Control

As already mentioned in chapter 3, control algorithms can be implemented in software or in hardware. Software-based implementations in general offer more flexibility and the programming is in most cases much easier than for hardware-based implementations. The main drawback of software-based solutions is that the sampling times are limited to much higher values than for hardware-based implementations. Because of this a higher time-resolution for software implementations can only be achieved if

1. a modulator is used or
2. a VSP is calculated.

It should be noted that a modulator also has to be implemented in hardware and that for a VSP realization a hardware structure similar to a modulator has to be used which means that a high time resolution can only be realized in hardware.

By taking into account that for hardware implementations the calculations can normally be done within a few very short clock cycles, the sampling frequency of the controller can be significantly increased. Furthermore, as no time delay compensation is necessary because of the fast calculation time (while the sampling frequency is still significantly lower than the hardware clock frequency), the control algorithm can be further simplified. Thus, if the sampling frequency of the controller is increased, the time resolution of the FS-MPC strategy can also be significantly increased compared to a software-based implementation on a conventional test bench.

### 6.1 Basic idea

Figure 6.1 shows the basic strategy of the oversampling approach [59]. In this case-without loss of generality-an actuator with only two different switching states is assumed, one which leads to a high positive slope of the controlled variable $y$ (active switching state) and one which
leads to a small negative slope (zero switching state). The positive slope is four times greater than the negative one. As already explained in chapter 2.7.5.4, a high sampling time $T_{\mathrm{s}}$ leads to high ripples on the controlled variable $y$ because the active switching state has to be applied for at least one whole sample $T_{\mathrm{s}}$. Since there is no other switching state with a smaller positive torque slope, the ripple cannot be reduced. Theoretically, one switching event can happen per sample $T_{\mathrm{s}}$. Thus, for every FS-MPC strategy the theoretical maximum switching frequency per IGBT is equal to half the sampling frequency (assuming that two transitions are counted as one switching event). In practical implementations, however, the switching frequency per IGBT is significantly lower than this value which can be seen in Figure 6.1: Only two transitions per five samples can happen because of the given slopes. If now one sample $T_{\mathrm{s}}$ is divided into five equal samples $T_{\mathrm{s}, \text { os }}$, the switching frequency can be increased by a factor of five. Then, with the high sampling time $T_{\mathrm{s}, \text { os }}$, a switching state still has to be applied for a whole sample. In contrast to normal FS-MPC, however, the minimum time for which a switching state has to be applied, is just a fifth of $T_{\mathrm{s}}$. Because of this ripples on the controlled variable $y$ can be significantly reduced. Of course, $T_{\mathrm{s}, \text { os }}$ does not necessarily have to be a fifth of $T_{\mathrm{s}}$. In general, the smaller $T_{\mathrm{s} \text {, os }}$ is, the smaller are the ripples on the controlled variables and as higher is the theoretically maximum switching frequency.


Figure 6.1: Oversampling-based FS-MPC compared to normal FS-MPC
If, however, $T_{\mathrm{s} \text {, os }}$ is significantly smaller than $T_{\mathrm{s}}$, the maximum switching frequency per IGBT can be exceeded. As already explained and as it can be seen in Figure 6.1, the highest achievable switching frequency for $T_{\mathrm{s} \text {, os }}$ and for the given slopes is $\frac{1}{T_{\mathrm{s}}}$. Now, assuming that the maximum switching frequency per IGBT is limited to $\frac{0.5}{T_{s}}$, an additional hard constraint has to be imposed on the number of transitions in order not to exceed the physical limits of the inverter. Then, however, a prediction horizon of only one sample would not be enough: In this case the controller would allow the inverter to switch when the hard constraint is not active and as soon as it is possible. This would again lead to high ripples on the controlled variable $y$ which can be seen in Figure 6.2: In this case it is again assumed that only one switch exists and that $T_{\mathrm{s}}$ is five times greater than $T_{\mathrm{s} \text {, os }}$. The maximum switching frequency shall be limited to $\frac{0.5}{T_{\mathrm{s}}}$, i.e. only two switchings are allowed to happen during ten samples $T_{\mathrm{s} \text {, os }}$. Furthermore, in this case


Figure 6.2: Oversampling-based FS-MPC with constraints on the switching frequency
the active switching state leads to a positive slope whose magnitude is five times higher than the one of the zero switching state. The green line shows the trajectory if the constraint on the number of transitions is not considered which leads to ten switching events. In contrast to that, the red line shows the trajectory if only the hard constraint on the transitions is considered: At the beginning, when the real value $y$ is slightly less than its reference $y^{*}$, it is assumed that no switchings have happened before. Then, the first transition will occur as soon as possible (at time step 2, i.e. at the same time as without constraints). Since another transition is still possible, the actuator will switch back to the zero state at time step 3 . During the steps 8 until 11 the hard constraint is still active and hence, the zero state is kept. Then, at step 12, the following problem occurs: The prediction horizon is only one sampling cycle and hence, the controller will choose the zero switching state because it leads to a smaller error. The corresponding points are marked with circles in Figure 6.2. Then, because of the active hard constraint, the zero state has to be kept until sample 22. At that time, however, the deviation of the controlled variable $y$ from its reference $y^{*}$ is already twice as high as it would be in the ideal case which is shown by the blue line. The same problem occurs at time step 24. Although a hard constraint on the switching frequency is used, the resulting trajectory is not optimal. The optimal trajectory needs also just five transitions but the resulting ripple on the controlled variable is significantly less compared to the one of the red trajectory. Although the higher sampling frequency and hard constraints on the number of transitions still lead to less ripples compared to FS-MPC without oversampling, the control result is not optimal.

The best solution for this problem would of course be to increase the prediction horizon to ten or more samples-then, the optimal trajectory (blue line in Figure 6.1) could easily be found. However, as shown in chapter 2.7.5.4, an increased prediction horizon quickly leads to optimization tasks which are not feasible in real-time.

Thus, if only one prediction step can be realized, other strategies have to be found which lead to control results comparable to those with a higher prediction horizon. In order to come closer to the optimal behavior, two modifications are proposed:

1. Since the switching frequency is limited to $\frac{0.5}{T_{\mathrm{s}}}=\frac{1}{10 \cdot T_{\mathrm{T} .0 \text { s }}}$, the average time for which a switching state is applied is equal to $T_{\mathrm{s}}=5 T_{\mathrm{s} \text {, os }}$. Thus, the prediction can be done assuming the original sampling time $T_{\mathrm{s}}$ although in fact the sampling time is $T_{\mathrm{s}, \text { os }}$. Such an extrapolation does not lead to a higher calculation effort but allows to look farther into the future. This strategy which comes with no additional calculation effort can already significantly reduce ripples on the controlled variables.
2. By taking a closer look at the time instances when the switchings happen in Figure 6.2, it can be observed that the switchings leading to the optimal trajectory are more equally distributed over the time compared to the red line. Thus, additional soft constraints on the number of transitions can be used: If a switching event occurs, this leads to an additional penalty and thus to a higher cost. Because of this a switching event will only happen if the control deviation has exceeded a certain value, i.e. it will happen later as without soft constraints. This leads to the fact that switching states which produce high slopes are applied for a longer time which then results in a more equal distribution of the switching events. Of course, the corresponding weighting factor for these soft constraints needs to be well-tuned to get the desired result for all operating points.

### 6.2 Practical realization

As already mentioned, for a practical realization of the proposed Oversampling FS-MPC method the algorithms need to be implemented in hardware.


Figure 6.3: Two-leg three-level inverters with resistive-inductive load

Compared to a software-based implementation, several considerations have to be taken into account: For conventional test benches, for rapid prototyping systems but also for microcontrollers and digital signal processors (DSPs) the control algorithm can mostly be implemented in high-level programming languages like $C$. These controllers are clocked at a high frequency and execute all commands in an algorithm sequentially. Furthermore, it is usually also possible to implement the controllers in floating point notation and several debugging interfaces are available. This means that a successful implementation can normally be obtained quickly. For hardware-based implementations on FPGAs or CPLDs a successful implementation of controllers cannot be achieved that easily: Common hardware description languages (HDLs) like VHDL or Verilog of course also offer the possibility to program arithmetic operations and thus controllers can also be realized with HDLs. However, the controller normally has to be implemented in fixed point notation and, compared to software-implementations, less debugging possibilities are available. Furthermore, for operations which need to be executed sequentially, i.e. one result is calculated from the result of a previous computation, signal propagation times and delays have to be taken into account. Of course, the number of available hardware elements (logic elements, multipliers etc.) is also limited. Then, further techniques like pipelining have to be used in order to successfully implement a control algorithm.

These mentioned issues make clear that the controller complexity has a considerable influence on the technical feasibility of hardware implementations and especially on the time which is necessary for a successful implementation.

### 6.3 Control algorithms

### 6.3.1 Resistive-inductive load

Figure 6.3 shows a two-leg NPC inverter (left) and a two-leg FC inverter (right) connected to a resistive-inductive load. The system equations of a resistive-inductive load were derived in chapter 2.5.5. For an implementation of the control algorithm equation (2.27) has to be discretized with the sampling time. As already mentioned in chapter 6.1, although the Oversampling FS-MPC method was in fact implemented with the sampling time $T_{\mathrm{s} \text {, os }}$, better results can be obtained when the original sampling time $T_{\mathrm{s}}$ is used for the predictions. In this case an exact discretization is applied instead of a simple Euler-forward approximation: According to [60], the complete solution of a linear system as stated in equation (2.1) is given by

$$
\begin{equation*}
\boldsymbol{x}=e^{\boldsymbol{A} t} \boldsymbol{k}+\boldsymbol{x}_{\mathrm{p}} \tag{6.1}
\end{equation*}
$$

where $\boldsymbol{k}$ is a constant vector and $\boldsymbol{x}_{\mathrm{p}}$ is a particular solution of equation (2.1) which can be determined through inspection by calculating the values of the state variables in steady state. $\boldsymbol{k}$ can be calculated from the initial conditions. For obtaining a discrete-time system representation with the sampling time $T_{\mathrm{s}}, \boldsymbol{k}$ has to be determined first, in this case for $t=0$ :

$$
\begin{equation*}
\boldsymbol{k}=\boldsymbol{x}(0)-\boldsymbol{x}_{\mathrm{p}} \tag{6.2}
\end{equation*}
$$

After that the state vector can be determined for $t=T_{\mathrm{s}}$ :

$$
\begin{equation*}
\boldsymbol{x}\left(T_{\mathrm{s}}\right)=e^{\boldsymbol{A} T_{\mathrm{s}}} \boldsymbol{k}+\boldsymbol{x}_{\mathrm{p}} \tag{6.3}
\end{equation*}
$$

In this way the exact discrete-time system matrices $\boldsymbol{A}_{\mathrm{d}}$ and $\boldsymbol{B}_{\mathrm{d}}$ can be obtained and with these the discrete-time system equation:

$$
\begin{equation*}
i_{\mathrm{o}}(k+1)=\boldsymbol{A}_{\mathbf{d}} \cdot i_{\mathbf{o}}(k)+\boldsymbol{B}_{\mathrm{d}} \cdot v_{\mathbf{o}}(k) \tag{6.4}
\end{equation*}
$$

For the given system the inverter output current $i_{\mathrm{o}}$ should be controlled. Thus, the first term of the cost function, the control deviation, is given by

$$
\begin{equation*}
j_{\mathrm{rl} 1}=\left(i_{\mathrm{o}}^{*}-i_{\mathrm{o}}(k+1)\right)^{2} \tag{6.5}
\end{equation*}
$$

where $k$ is the current sample.

### 6.3.2 UPS application



Figure 6.4: Two-leg three-level inverters with LC lowpass-filter and unknown load (UPS)
Figure 6.4 shows a two-leg NPC (left) and a two-leg FC inverter (right) connected to an LC lowpass-filter with a subsequent (unknown) load. Such a circuit can be used as Uninterruptible

Power Supply (UPS). The system equations of an LC lowpass-filter are explained in chapter 2.5.6. The discretization is done in the same way as described in chapter 6.3.1. Then, the exact discrete-time system representation (sampling time $T_{\mathrm{s}}$ ) results to

$$
\begin{equation*}
\binom{i_{\mathrm{o}}(k+1)}{v_{1}(k+1)}=\boldsymbol{A}_{d} \cdot\binom{i_{\mathrm{o}}(k)}{v_{1}(k)}+\boldsymbol{B}_{\mathrm{d}} \cdot\binom{v_{\mathrm{o}}(k)}{i_{1}(k)} . \tag{6.6}
\end{equation*}
$$

For the given system the LC filter output voltage $v_{l}$ should be controlled. Thus, the first term of the cost function, the control deviation, is given by

$$
\begin{equation*}
j_{\mathrm{lc} 1}=\left(v_{1}^{*}-v_{1}(k+1)\right)^{2} \tag{6.7}
\end{equation*}
$$

where $k$ is the current sample. Furthermore, since the inverter can only operate up to a certain current $i_{\text {max }}$ (which can also be the maximum inductor current of the LC filter), a hard constraint is used to consider this limit:

$$
i_{\lim }= \begin{cases}0 & \text { if }\left|i_{\mathrm{o}}\right| \leq i_{\max }  \tag{6.8}\\ \infty & \text { if }\left|i_{\mathrm{o}}\right|>i_{\max }\end{cases}
$$

For an accurate prediction of the UPS output voltage it is essential to have an accurate value of the load current $i_{1}$. One possibility is of course to measure it. In order to reduce costs it is also possible to estimate the load current with a Luenberger observer or Kalman filter [61]. Since the load current is assumed to change slowly compared to the sampling frequency, i.e. $i_{1}(k+1) \approx i_{1}(k)$, a simpler solution is to calculate it from the prediction equation of the last sample.

### 6.3.3 Voltage balancing

The basic voltage balancing mechanisms were described in chapter 2.5.2.3 for an NPC and in chapter 2.5.3.3 for an FC inverter. As in this case only two legs are used, the equations can be simplified: First, only two legs and thus only the currents $i_{1}$ and $i_{2}$ have to be considered. Second, since also in this case a balanced system is given, the current of the first leg is given by

$$
\begin{equation*}
i_{1}=i_{\mathrm{o}} \tag{6.9}
\end{equation*}
$$

The current through the second one then results to

$$
\begin{equation*}
i_{2}=-i_{\mathrm{o}} . \tag{6.10}
\end{equation*}
$$

Thus, the resulting cost function term which is necessary for the NPC inverter is given by

$$
\begin{equation*}
j_{\mathrm{vb}, \mathrm{npc}}=w_{\mathrm{vb}, \mathrm{npc}} \cdot\left(\Delta v_{\mathrm{c}}(k+1)\right)^{2} . \tag{6.11}
\end{equation*}
$$

For the FC inverter the term

$$
\begin{equation*}
j_{\mathrm{vb}, \mathrm{fc}}=w_{\mathrm{vb}, \mathrm{fc}} \cdot\left(0.5 V_{\mathrm{dc}}-v_{\mathrm{c} 1}(k+1)\right)^{2}+\left(0.5 V_{\mathrm{dc}}-v_{\mathrm{c} 2}(k+1)\right)^{2} \tag{6.12}
\end{equation*}
$$

has to be added to the cost function. $v_{\mathrm{c} 1}$ and $v_{\mathrm{c} 2}$ are the voltage drops across the flying capacitors of the first and second leg, respectively.

### 6.3.4 Limitation of the switching frequency

The most important and key point of the proposed Oversampling FS-MPC algorithm is the limitation of the switching frequency: For the proposed method the sampling time $T_{\mathrm{s}, \text { os }}=10 \mu \mathrm{~s}$ should be used and the maximum switching frequency per IGBT should be limited to 10 kHz . Thus, only two transitions per IGBT and per ten samples are allowed. For this reason the switching states of all IGBTs are stored in a first in first out (FIFO) buffer. Then, the transitions for every IGBT from the last 10 samples up to the current time step can be calculated. In order to penalize the current switching transition for every IGBT depending on the number of switchings during the previous 9 sampling cycles, the soft constraint

$$
\begin{equation*}
j_{\mathrm{os}}=w_{\mathrm{os}} \cdot\left(\sum_{i=1}^{2} \sum_{j=1}^{2}\left(\sum_{l=-8}^{1} s_{i j}(k+l)\right)^{2}\right) \tag{6.13}
\end{equation*}
$$

is used. $s_{i j}(k)$ denotes the transitions of switch $j$ in leg $i$ at time step $k$. It is important to mention that in this case it is desired to penalize a switching event more heavily if there have already been transitions of that IGBT in the past (i.e. in the last 10 samples). This effect can be achieved with a quadratic cost function term but not with a linear one.

Further terms with penalties on the number of transitions (but only for the predicted time step) are added as well. Additionally, hard constraints on the number of transitions are implemented (similarly to the output current limitation in equation (6.8)). If necessary, other factors can be added to the cost function, too.

### 6.4 Experimental results

In order to verify the proposed Oversampling FS-MPC strategy, the control algorithm was applied to two-leg NPC and FC inverters, for current control of a resistive-inductive load and for a UPS application. The controllers were implemented on the test bench described in chapter 3.2. For all experiments a sampling frequency $f_{\mathrm{s} \text {, os }}=100 \mathrm{kHz}$ was used which corresponds to $T_{\mathrm{s} \text {, os }}=10 \mu \mathrm{~s}$. The maximum switching frequency per IGBT was limited to $f_{\mathrm{sw}, \max }=10 \mathrm{kHz}$ which means that every IGBT is only allowed to switch twice within 10 samples. Then, the proposed strategy was compared to a conventional FS-MPC implementation with the same maximum switching frequency, i.e. the controller frequency was set to $f_{\mathrm{s}}=20 \mathrm{kHz}$. All voltages and currents were measured and recorded with an oscilloscope.

### 6.4.1 Three-level Neutral Point Clamped inverter

Figure 6.5(a) shows the control result for a resistive-inductive load for the proposed Oversampling FS-MPC method; in Figure 6.5(b) the control result for FS-MPC without oversampling can be seen. The results were obtained with a DC link voltage $V_{\mathrm{dc}}=60 \mathrm{~V}$. The load parameters are $R=10 \Omega$ and $L=3 \mathrm{mH}$. The upper plots show an experiment where a current reference step from -1.5 A to 1.5 A was commanded. It is clearly visible that the current ripple could be significantly reduced by applying the proposed method compared to conventional FS-MPC. It is also obvious that the dynamic behavior is not deteriorated. The lower plots show the result


Figure 6.5: Current control of a resistive-inductive load
if a sinusoidal current reference with an amplitude of 2 A and a frequency of 50 Hz is commanded. It is clearly visible that the oversampling strategy produces much better currents with less ripples compared to normal FS-MPC.

Further experiments were conducted in order to prove that the proposed algorithm is also able perform control of a UPS application. The experiments were conducted with $V_{\mathrm{dc}}=60 \mathrm{~V}$, the parameters of the used LC lowpass-filter were $C=10 \mu \mathrm{~F}$ and $L=3 \mathrm{mH}$. For the voltage reference a sine with an amplitude of 50 V and 50 Hz was used.
Figure 6.6 shows a comparison of the results with and without oversampling in idle operation, i.e. no load was connected to the LC filter. In the upper graphs the UPS output voltage can be seen, below the recorded inverter output current is shown. Of course, since the LC filter is a second-order filter, the difference in the output voltage regarding ripples is not that high, but even in this case an improvement is still clearly noticeable. Again, the biggest difference can be seen in the inverter output current: If the oversampling method is used, the current ripples are tremendously reduced. In idle operation only a very small current flow can be seen (reactive current for charging and discharging the inductor and capacitor).

Another experiment was made in order to prove that the proposed algorithm also works during transients, i.e. when a load is connected to the output of the UPS. In Figure 6.7 the results for a resistive load step are presented. Once again, as already mentioned for the previous experiment, the current ripple can be significantly reduced but also in the output voltage an improvement is clearly visible. Only during the load step a small voltage drop can be seen which is due to the inverter output current limitation of 3 A .


Figure 6.6: UPS application, without load


Figure 6.7: UPS application, resistive load step

The last experiments shown for the three-level NPC inverter were made in order to investigate if it is also possible to operate the UPS when a highly nonlinear load is connected to its clamps. As for the previously shown results, the DC link voltage was set to $V_{\mathrm{dc}}=60 \mathrm{~V}$ and the LC filter parameters were $C=10 \mu \mathrm{~F}$ and $L=3 \mathrm{mH}$. The inverter output current was again limited to 3 A . A typical and highly nonlinear load is a B 2 rectifier with a subsequent filter capacitor (in this case $C_{1}=470 \mu \mathrm{~F}$ ) for the DC link stabilization. Furthermore, a resistor with $R_{1}=150 \Omega$ was connected to it. Such a load leads to high current spikes when the capacitor is charged. The circuit diagram is shown in Figure 6.8.


Figure 6.8: Typical nonlinear load: B2 rectifier with resistive-capacitive load


Figure 6.9: UPS application, B2 rectifier with RC load, load current $i_{1}$ measured


Figure 6.10: UPS application, B2 rectifier with RC load, load current $i_{1}$ estimated

As already mentioned in chapter 6.3.2, it is also possible to estimate the LC filter output current $i_{1}$ instead of measuring it. This is very interesting since less measurements lead to reduced costs and to a cheaper system. Figure 6.9 shows the control results with and without oversampling when the load current $i_{1}$ is measured, whereas in Figure 6.10 the results for an estimated load current can be seen. The plots show the UPS output voltage $v_{1}$, the inverter output current $i_{\mathrm{o}}$ and the voltage drop $v_{\mathrm{r}}$ across the load resistor $R_{1}$.

A B2 rectifier normally leads to high current spikes when the capacitor is charged. However, since the inverter output current was limited to 3 A , these spikes can be reduced to the maximum allowed current. It is clearly visible that the current limitation works well for all four cases that are shown.

Considering the case with measured load currents, the inverter output current ripple can again be significantly reduced with the proposed oversampling strategy. However, if $i_{1}$ is estimated with the proposed method, it can be seen that only a small improvement in terms of ripple is possible when oversampling is used. This is due to the fact that for the voltage measurements isolation amplifiers with a low bandwidth of only 20 kHz were used and that these amplifiers show a considerable ripple in their output. If better voltage measurements are used, this disadvantage could be overcome. Furthermore, if a more sophisticated output current estimator is used (e.g. a Kalman filter [61,62]), the control result is also expected to become better.

### 6.4.2 Three-level Flying Capacitor inverter

Finally, experiments were conducted with the inverter in FC configuration. Figure 6.11 shows the results for current control of a resistive-inductive load. In this case the DC link voltage was set to 40 V . The upper plots show a current reference step from -2 A to 2 A at 1 ms . Again, it is clearly visible that the proposed Oversampling FS-MPC method does not deteriorate the dynamic performance but the current ripple is significantly reduced. The other two plots show the steady-state control result for a sinusoidal current reference with an amplitude of 2 A and a frequency of 50 Hz . In this case a huge improvement of the control result can be seen as well. The current ripple is smaller than the one in Figure 6.5 but this is due to the fact that a lower DC link voltage ( 40 V instead of 60 V ) was used.


Figure 6.11: Current control of a resistive-inductive load
The last experiment for the FC configuration shows a resistive load step applied to the LC filter (UPS application). In this case the DC link voltage was set to $V_{\mathrm{dc}}=150 \mathrm{~V}$. The LC filter output voltage reference is a sine with an amplitude of 100 V and a frequency of 50 Hz . As in the previous cases, the LC filter parameters were $C=10 \mu \mathrm{~s}$ and $L=3 \mathrm{mH}$ and the inverter output current was limited to 3 A .

The experimental results are shown in Figure 6.12. As for the NPC inverter, the proposed Oversampling FS-MPC method shows a huge improvement regarding the inverter output current ripple. Although the LC filter output voltage $v_{1}$ is already quite good for normal FS-MPC, the oversampling method still leads to slight improvements of its quality.


Figure 6.12: UPS application, resistive load step

### 6.5 Evaluation

The shown experimental results clearly verify that the proposed Oversampling FS-MPC method can effectively reduce ripples on the controlled variables. Especially for systems where a higher switching frequency (in the range of several kHz ) can be used (usually for smaller-power systems), the shown strategy can significantly improve the control result without deteriorating the dynamic performance. The proposed strategy to take also switchings into account which have happened in the previous samples and to penalize switchings of an IGBT more heavily if that IGBT has already switched before leads to the fact that still a prediction horizon of only one sample is enough to achieve a good control result, i.e. the applied strategy is able to distribute the switchings more evenly as if only hard constraints are used.

For the UPS application the ripple reduction on the controlled output voltage $v_{1}$ is not very high. This, however, is due to the LC lowpass-filter. If the proposed strategy is used, it is possible to reduce the size of the LC filter and thus also to reduce costs. Furthermore, due to the simple one-step prediction a quick implementation in hardware is easily possible.

## CHAPTER 7

## Conclusion

### 7.1 Summary

The goals of this work were

1. to find solutions to reduce the calculation effort for FS-MPC methods,
2. to increase the time resolution of FS-MPC methods in order to reduce ripples on the controlled variables and
3. a combination of the two last points, i.e. to find methods to reduce ripples on the controlled variables with less calculation effort.

Within this work solutions for all three items have been proposed and were proven experimentally.

It was also verified that FS-MPC methods offer several advantages over conventional PID controllers:

1. Multivariable control is easily possible (control of two currents, both flux and torque, and also the voltage balancing can be performed by one single FS-MPC controller).
2. Constraints can be considered without problems and nonlinearities can also be included.
3. FS-MPC controllers can easily operate the system at its physical limits. Conventional controllers mostly need additional (adaptive) schemes and feed forward controllers to achieve the same or similar dynamics.
4. FS-MPC controllers do normally not produce an overshoot which is usual for conventional controllers.

### 7.2 Final evaluation

As already mentioned, the applicability of direct switching strategies is highly dependent on the power range of the system: For medium- and high-voltage systems the system losses are dominated by the inverter switching losses. In this case switching frequencies of only a few hundred Hz per device are desired. For that reason industrial applications of FS-MPC methods have been reported mainly for high-power systems (MPDTC which was developed by ABB). Compared to classical DTC, MPDTC can lead to a further reduction of the switching frequency while maintaining at the same time the same quality of the control result. Sophisticated FS-MPC methods can partly even outperform Optimized Pulse Patterns for these types of drive systems [63].

In contrast to this, the presented work deals with low-voltage and smaller systems which are in the range of a few kW . For these applications a good quality of the controlled variables is usually much more important than a low switching frequency as in this case the inverter losses are less dominant. For these applications switching frequencies of $10-20 \mathrm{kHz}$ per device can be easily handled. The conventional FS-MPC approach only allows to change an inverter switching state at the beginning of a sample which is the reason for undesired high ripples. Another very important drawback of FS-MPC is the high calculation effort which rises exponentially with the prediction horizon. Thus, in this work several extensions to FS-MPC in order to reduce the calculation effort and to reduce ripples on the controlled variables were presented. As the shown experimental results clearly verify, the proposed extensions can effectively reduce these two drawbacks of FS-MPC methods. These extensions could even be successfully implemented for more sophisticated inverter topologies (three-level NPC and FC) where several tasks have to be performed by one single FS-MPC (e.g. control of two currents and three FC voltages). Even despite the high number of possible switching states ( 27 for an NPC and 64 for an FC inverter), up to three prediction steps could be realized in real-time with sampling rates up to 16 kHz . For the proposed methods only one or two weighting factors have to be tuned (if any at all). Compared to linear controllers where parameter tuning is a work-intensive and crucial task, the proposed algorithms just need to be implemented and the weighting factors can be tuned quickly.

Although the methods presented within this work can enable FS-MPC strategies to become more attractive also for smaller and low-power (drive) systems, it is still questionable whether FS-MPC can outperform PWM-based MPC methods: For continuous-valued optimization tasks and linear systems the optimization problem can be solved analytically (e.g. with the MPT toolbox) which drastically reduces the calculation effort. PWM distributes the switching time points over the whole sample which leads to excellent control results in terms of ripples. Compared to the calculation of a VSP or to the implementation of an oversampled FS-MPC in hardware, the basic idea of PWM is ingeniously simple and has been proven to work well within the last decades. For multilevel inverters it is also possible to include a voltage balancing algorithm into the PWM which means that the overlaying controller only needs to calculate the voltages which should be applied-then it is not necessary to handle the voltage balancing within the control algorithm itself. Another drawback of FS-MPC is the varying switching frequency: Compared to PWM, FS-MPC methods produce an undesired audible noise which is much more annoying than the sound of PWM. Of course, it is also possible to modify the cost function such that a more or less constant switching frequency per device can be obtained. However, this can only be achieved at the expense of a deteriorated result regarding the main control objective (to mini-
mize the control deviation). Thus, in order to achieve the same control result in terms of ripples as without forcing a constant switching frequency, the sampling frequency and with it the time resolution of FS-MPC has to be drastically increased.

### 7.3 Outlook

There are several possibilities to extend and to modify the strategies which were presented in this work: One promising extension could be a method to calculate not only one but two or even more VSPs. If e.g. only one IGBT is allowed to switch at a time and if two VSPs are calculated within one sample, "online optimized" pulse patterns and a constant switching frequency could be obtained. Such an FS-MPC method would then be fully comparable to PWM in terms of ripples on the controlled variables. Another possibility would also be to increase the prediction horizon for VSP methods.

Another very promising application for (FS-)MPC is to perform direct speed or even position control for electrical drives. In this way all disadvantages which result from cascaded control loops could be overcome. Furthermore, it would then also be possible to operate the drive at its physical limits while still keeping all controlled variables within their allowed range.

## APPENDIX A

## List of symbols and abbreviations

## A. 1 List of symbols

## General remark:

The following convention was used for variables:
Scalars are italic letters: $x$
Vectors are bold lower case letters: $\boldsymbol{x}$
Matrices are bold upper case letters: $\quad \boldsymbol{X}$
References are marked with a star superscript: $\quad x^{*}$

## Used symbols:

In the following the most important symbols are listed which are used within this work.
General symbols:
$x \quad$ State vector
$\boldsymbol{u}$ Input vector
$\boldsymbol{y}$ Output vector
A State matrix
B Input matrix
C Output matrix
D Feedthrough matrix
$t$ Time (continuous)
$k \quad$ Time (discrete, current sample)
$\frac{\mathrm{d}}{\mathrm{d} t}$ Time derivation
$T_{\mathrm{s}} \quad$ Sampling time
$t_{\mathrm{sw}} \quad$ Variable switching time point (VSP)
$\Delta$ Difference
$J$ Inertia

General electrical variables:
$a, b, c$ Phases
$\alpha, \beta \quad$ Equivalent two-phase coordinates
$j \quad \sqrt{-1}$
$v \quad$ Voltage
$i \quad$ Current
$R \quad$ Resistor
$C$ Capacitor
$L$ Inductor
Induction machine parameters:
$\boldsymbol{v}_{\mathrm{s}}, \boldsymbol{v}_{\mathrm{r}}$ Stator and rotor voltage
$\boldsymbol{i}_{\mathrm{s}}, \boldsymbol{i}_{\mathrm{r}} \quad$ Stator and rotor current
$\psi_{\mathrm{s}}, \psi_{\mathrm{r}} \quad$ Stator and rotor flux
$\omega_{\mathrm{m}} \quad$ Mechanical machine speed
$\omega_{\mathrm{el}} \quad$ Electrical machine speed
$T_{\mathrm{m}} \quad$ Mechanical machine torque
$T_{1} \quad$ Mechanical load torque
$P \quad$ Machine power
$p \quad$ Number of pole pairs
$R_{\mathrm{s}}, R_{\mathrm{r}} \quad$ Stator and rotor resistance
$L_{\mathrm{s}}, L_{\mathrm{r}} \quad$ Stator and rotor inductance
$L_{\mathrm{m}} \quad$ Mutual inductance
Further variables and parameters:
$S_{x i} \quad$ Switch $i$ in phase $x$
$s_{x i} \quad$ Gating signal for switch $i$ in phase $x$
$j \quad$ Cost function value
$w$ Weighting factor
$v_{0}, i_{\mathrm{o}} \quad$ Inverter output voltage and current (UPS)
$v_{1}, i_{1} \quad$ LC lowpass-filter output voltage and current (UPS)

## A. 2 List of abbreviations

| AC | Alternating Current |
| :--- | :--- |
| AD | Analog to Digital (converter) |
| CPLD | Complex Programmable Logic Device |
| CPU | Central Processing Unit |
| DA | Digital to Analog (converter) |
| DC | Direct Current |
| DMTC | Direct Mean Torque Control |
| DSC | Direct Self Control |
| DSP | Digital Signal Processor |
| DTC | Direct Torque Control |
| EMI | Electromagnetic Interference |
| FC | Flying Capacitor |
| FIFO | First In First Out (buffer) |
| FOC | Field Oriented Control |
| FPGA | Field Programmable Gate Array |
| FS | Finite-Set |
| FS-MPC | Finite-Set Model Predictive Control |
| GPC | Generalized Predictive Control |
| HDL | Hardware Description Language |
| IGBT | Insulated Gate Bipolar Transistor |
| IM | Induction Machine, Induction Motor |
| ISA | Industry Standard Architecture (bus) |
| LCD | Liquid Crystal Display |
| LP | Linear Program |
| LTI | Linear Time-Invariant |
| MILP | Mixed Integer Linear Program |
| MIQP | Mixed Integer Quadratic Program |
| MPC | Model Predictive Control |
| MPDTC | Model Predictive Direct Torque Control |
| mpLP | Multiparametric Linear Program |
| mpQP | Multiparametric Quadratic Program |
| MPT | Multiparametric Toolbox |
| NP | Neutral Point |
| NPC | Neutral Point Clamped |
| PCC | Predictive Current Control |
| PTC | Predictive Torque Control |
| PWM | Pulse Width Modulation |
| QP | Quadratic Program |
| RAM | Random Access Memory |
| RMS | Root Mean Square |
| RPM | Revolutions Per Minute |
| RTAI | Real-Time Application Interface |
|  |  |

SI International System of Units<br>SVM Space Vector Modulation<br>THD Total Harmonic Distortion<br>UPS Uninterruptible Power Supply<br>VHDL Very High Speed Integrated Circuit Hardware Description Language<br>VSP Variable Switching Point<br>VSP2CC Variable Switching Point Predictive Current Control<br>VSP2TC Variable Switching Point Predictive Torque Control

## APPENDIX B

## Test bench data

## B. 1 Two-level inverter test bench

A quick overview of the two-level inverter test bench has already been given in chapter 3.1.2. The complete test bench consists of a real-time computer system, two squirrel-cage induction motors, two two-level inverters and measurement devices. It is to be noted that for this test bench no DC link voltage measurement is possible. A picture of the test bench can be seen in Figure 3.4.

## B.1.1 Real-time computer system

The real-time computer system consists of a PC104 module with a 1.4 GHz Pentium M CPU, 1 GB RAM and a 60 GB hard disk. All components are mounted into a 19 inch rack. The system is running an Arch Linux distribution with an RTAI (real-time application interface) kernel patch. This RTAI kernel patch allows to program kernel modules which can be executed in real-time. The real-time control algorithm can be conveniently programmed in $C$.

The necessary peripheral hardware for analog and digital in- and outputs is connected via the 16 bit ISA bus. The used 19 inch rack has space for up to twelve extension boards. In order to measure the signal from the current transducers, an AD card with two channels is used. The encoder signal can be read via a special encoder board. The most important extension card is responsible for the inverter gating (PWM) signals: In order to synchronize the generation of these gating signals with the control algorithm which is running on the real-time computer, this card also generates an interrupt for the real-time computer. Every time when such an interrupt occurs, the control algorithm is executed. Thus, the whole control algorithm is triggered by this extension card. As this board contains an FPGA, it is possible to modify the existing implementations for the generation of the gating signals according to the user's needs. The current implementation allows of course the generation of PWM signals but direct switching and switching at a VSP is also possible. Furthermore, the interrupt for the control algorithm also
triggers the measurements of the AD converters such that it is possible to trigger the measurements at the beginning of a sample. In order to conveniently output measured values, DA cards can be inserted into the system as well: Then, variables can be easily visualized and recorded with an oscilloscope. Another extension board with a four digit hexadecimal (16 bit) display and four hexadecimal switches can be used for status notifications and user interaction (start and stop of the control algorithm, reference value changes etc.). Further information about this system can be found in [37].

## B.1.2 Inverters

As already mentioned, the test bench consists of two inverters. Both inverters are supplied from a three-phase voltage source with an RMS phase to phase voltage of 400 V . Since the inverters cannot feed back energy to the three-phase grid, the DC link voltage will rise if a connected machine is operated in generator mode. In order to avoid damages of the system, a break chopper resistor can be connected to discharge the DC link such that the voltage level does not become critical. Since both machines are connected to each other, one drive is normally operated as motor while the other one works as generator. Thus, in order to avoid a frequent use of the break chopper resistor, the DC links of both drives are coupled together.

The controlled inverter is a modified Seidel/Kollmorgen Servostar 60014 kVA inverter. It allows the user to directly command the IGBT gating signals from the real-time computer system. This inverter is connected to the working machine which is also controlled by the user. Consequently, the load inverter (Danfoss VLT FC-302 3.0 kW ) is connected to the load machine. This inverter allows to perform speed and torque control of different machines. Furthermore, it can also be used to measure machine parameters.

## B.1.3 Induction machines

Table B.1: Parameters for the working machine of the two-level inverter test bench

| Parameter | Value |
| :---: | :---: |
| Nominal power $P_{\text {nom }}$ | 2.2 kW |
| Synchronous frequency $f_{\text {syn }}$ | 50 Hz |
| Nominal current $\left\|\boldsymbol{i}_{\mathrm{s}, \text { nom }}\right\|$ | 8.02 A |
| Power factor $\cos (\varphi)$ | 0.85 |
| Nominal speed $\omega_{\text {nom }}$ | 2772 rpm |
| Number of pole pairs $p$ | 1 |
| Stator resistance $R_{\mathrm{s}}$ | $2.6827 \Omega$ |
| Rotor resistance $R_{\mathrm{r}}$ | $2.1290 \Omega$ |
| Stator inductance $L_{\mathrm{s}}$ | 283.4 mH |
| Rotor inductance $L_{\mathrm{r}}$ | 283.4 mH |
| Mutual inductance $L_{\mathrm{m}}$ | 275.1 mH |
| Inertia $J$ | 0.005 kg m |

The two-level inverter test bench consists of two 2.2 kW squirrel-cage induction machines which are coupled to each other. The parameters of the working machine (driven by the controlled inverter) are given in Table B.1. The load machine is completeley operated by the load inverter and hence, its parameters are not shown. The parameters were measured with the Danfoss load inverter. On both machines incremental encoders with 1024 points are mounted.

## B. 2 Three-level inverter test bench

In chapter 3.1.3 the three-level inverter test bench has already been introduced. It consists of a significantly improved version of the real-time computer system that is used for the twolevel inverter test bench, one induction motor $(2.2 \mathrm{~kW})$ and a self-developed three-level inverter which can be used either in NPC or in FC configuration. The DC link is powered by a 3 kW DC power supply. This test bench also allows to measure the DC link voltages.

## B.2.1 Real-time computer system

As already mentioned, the real-time computer system which is used for this test stand is a significantly improved version of the one that is used for the two-level inverter test bench. It consists of a PICMG 1.0 mainboard from Advantech which is equipped with 2 GB RAM and an Intel Pentium 4 CPU with 3.4 GHz and a 500 GB hard disk. The system is running a Debian Linux distribution with an RTAI kernel patch such that the control algorithms can be executed as kernel modules in real-time.
The PICMG 1.0 mainboard is connected to the same FPGA board which is described in appendix B. 3 via the 16 bit ISA bus. The LCD which is connected to the FPGA board is used to display status notifications and error messages. In this case the FPGA board is used for the AD conversions of the measurements. Furthermore, an extension board for reading the measured encoder angle and for performing the DA outputs is connected to it. The firmware for the control system (communication with the AD and DA converters, for reading the encoder angle, IGBT gating signals etc.) is implemented in VHDL on the FPGA. Furthermore, additional safety functions for the inverter (overvoltage and overcurrent protection) are also implemented on the FPGA. If the control algorithm which is running on the real-time computer system is faulty, the execution of the program is automatically stopped by the safety routines in the FPGA. Thus, a safe operation of the test bench can be ensured in nearly all cases.

The basic operation of this improved real-time system is the same as for the other one which is used for the two-level inverter: The real-time algorithms are programmed in $C$ as Linux kernel modules which are triggered by an external interrupt from the FPGA. One highlight of this system is that it can also monitor the real-time condition: For a successful real-time implementation it is necessary that the control algorithm is finished before the next interrupt signal is detected. This can be easily realized: The FPGA starts a counter when it has set an interrupt. Then, the computer will execute its control algorithm. When the algorithm is finished, the computer sends an "acknowledge signal" to the FPGA via the ISA bus. If the FPGA does not receive this signal before it starts the next interrupt, the real-time condition is violated and then the control algorithm is stopped by the FPGA. This principle is also used to monitor the "real-time load" which is displayed in percent in the LCD status display. In this way the effect
of code modifications on the algorithm's execution speed can be easily monitored by the user.
Furthermore, this real-time computer system has optical outputs for the inverter gating signals and uses analog differential measurements in order to reduce sensitivity to electromagnetic interference (EMI) and to provide better results.
Further information about this system can be found in [38].

## B.2. 2 Three-level inverter

The three-level inverter consists of three phase legs. In every leg an SK20MLI066 IGBT module from Semikron is used. These modules consist of four IGBTs with freewheeling diodes in a row. Furthermore, the two NPC diodes which are necessary for NPC operation are also included within this module. Since the FC voltages are always positive, it is also possible to use these modules for an FC inverter. The IGBT modules are rated for 20 A . The complete DC link capacitance is $1700 \mu \mathrm{~F}$. Every flying capacitor has a capacitance of $440 \mu \mathrm{~F}$.

On top of the IGBT modules gate driver boards are mounted which provide desaturation monitoring and undervoltage lockout. A 12 V DC power supply is used for the optical interface for the gating signals and to provide auxiliary voltages for the gate drivers.

## B.2.3 Induction machine

Table B.2: Parameters for the induction machine of the three-level inverter test bench

| Parameter | Value |
| :---: | :---: |
| Nominal power $P_{\text {nom }}$ | 2.2 kW |
| Synchronous frequency $f_{\mathrm{syn}}$ | 50 Hz |
| Nominal current $\left\|\boldsymbol{i}_{\mathrm{s}, \text { nom }}\right\|$ | 8.5 A |
| Power factor $\cos (\varphi)$ | 0.86 |
| Nominal speed $\omega_{\text {nom }}$ | 2830 rpm |
| Number of pole pairs $p$ | 1 |
| Stator resistance $R_{\mathrm{s}}$ | $2.1294 \Omega$ |
| Rotor resistance $R_{\mathrm{r}}$ | $2.2773 \Omega$ |
| Stator inductance $L_{\mathrm{s}}$ | 350.47 mH |
| Rotor inductance $L_{\mathrm{r}}$ | 350.47 mH |
| Mutual inductance $L_{\mathrm{m}}$ | 340.42 mH |
| Inertia $J$ | 0.002 kg m |

The three-level inverter test bench uses of a 2.2 kW squirrel-cage induction motor. Its parameters are shown in Table B.2. The machine parameters were measured with the Danfoss load inverter of the two-level inverter test bench. An incremental encoder with 1024 points for position and speed measurements is mounted to this machine.

## B. 3 FPGA-based test bench

In chapter 3.2 a quick overview of the FPGA-based test bench has already been given. It consists of the FPGA board which is shown in Figure 3.6. The FPGA board is connected to an optics board which allows to transmit the IGBT gating signals optically to the inverter. Furthermore, one current measurement board and one board for voltage measurements are connected to the FPGA board. The two-phase three-level inverter just consists of two phase legs.

## B.3.1 FPGA board

The FPGA board which is shown in Figure 3.6 is used for the real-time computer system for the three-level inverter test bench. As the board uses an Altera Cyclone III FPGA with 40,000 logic elements, it is also possible to directly implement control algorithms on the FPGA which is clocked with 20 MHz . The board also has a very fast 12 bit AD converter. It allows to measure all eight different channels simultaneously with up to 65 megasamples per second. Because of this it is also possible to implement highly oversampled control algorithms and safety routines. The measurement boards can be connected to the FPGA board with RJ45 plugs. In order to deliver good measurement results and in order to have less EMI sensitivity, analog differential signalling is used for the measurements.

## B.3.2 Two-leg three-level inverter

As already mentioned, the two-leg three-level inverter uses the same design as the version with three phase legs. Another difference is that in this case the complete DC link capacitance is $500 \mu \mathrm{~F}$ and the two flying capacitors both have a size of $500 \mu \mathrm{~F}$, too. For this inverter also a 12 V power supply is used for the optical interface for the gating signals and to provide auxiliary voltages for the gate drivers.

## B.3.3 Loads

As mentioned in chapter 6.4, experimental results were conducted with a resistive-inductive load and for a UPS application. The loads were simply made of discrete components (resistors, inductors, capacitors and diodes for the nonlinear load in UPS configuration).
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[^0]:    ${ }^{1}$ As $\arctan (x / y)$ gives no information in which quadrant $\varphi$ lies, for computer implementations normally $\operatorname{atan} 2(x, y)$ is used.

[^1]:    ${ }^{1}$ In literature these cost functions are often denoted as $L_{1}$ - or $L_{2}$-norms. However, other terms (e.g. for current limitation) can also be added. The resulting expressions are then of course different to the mathematical definitions of $L_{1}$ - and $L_{2}$-norms.

