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Abstract

A new model for frontal-plane stepping movements is developed in order to evaluate
medio-lateral gait movements. Using this model it is possible to study individual step-
ping parameters, stability of movements and various stepping patterns. Gait research
to date has mainly focused on forward locomotion, but as maintaining lateral balance is
critical for stable gait, the proposed model concentrates on stepping in the frontal plane.
The modeling is carried out on the basis of biological principles and using a bottom-up
approach. The model is accordingly split into a low-level and a high-level component in
line with biological processes, where low-level tasks are chiefly automatic and high-level
tasks are primarily directive. The actuation of the passive mechanical model is achieved
by creating a neuronal oscillator structure with muscular feedback and antagonistic joint
torque generation. Characteristic parameters of this low-level model are identified for
functions such as step frequency or stepping patterns. Various movements are presented
for stable stepping in place with dropping or lifting hip, stepping to the side, and stepping
upwards. The simulated stepping is compared with real video tracking data and found to
be very similar. The stepping is also tested under disturbing influences such as slipping
or getting stuck; the model shows robust reactions and returns to a stable solution within
a few steps. The stability and performance of the low-level stepping model have their
limitations as this system lacks ”perception” of the overall context.

A high-level model is therefore developed to represent perception of the whole body po-
sition and the environment to accomplish posture control tasks. The basis for this model
is model knowledge in the form of statistical estimation and sensory models derived from
biology. This is integrated in a feedback loop where the two main optimization criteria
are upright posture and low actuation input. To evaluate the performance of the sensor-
driven posture control model, two experiments with real subjects are performed, one for
vestibular stimulation and another for visual pursuit stimulation. The experimental data
for posture response are reproduced and verified by the high-level model.

To enhance the performance and abilities of the low-level model, the two models are
integrated by a superposition control concept. Superpositioning does not influence the
low-level actuation directly, but the two levels are superimposed wherever the whole body
balance is considered to be at risk. This integration leads to improved stability of the
stepping movements without reducing low-level autonomy. Stability of movement is no
longer mainly dependent on the initial values and this leads to an increased range of stable
solutions and the possibility of influencing stepping movements by sensory cues.

This relatively simple framework integrates the main low-level and high-level mechanisms
of stepping movements in one model. It is used to simulate autonomous stepping move-
ments under the aspect of sensor-driven posture control, with the possibility of analyzing
medio-lateral stepping characteristics, and of influencing them.

x1



xii



1 Introduction

Human stance and gait mechanisms are a complex interaction of extremely diverse pro-
cesses enabling the body to perform locomotion, to maintain balance and to react to
environmental influences. These processes relate to the mechanics, the muscles, the
neuronal structures, sensory cues and the brain, to name only the most obvious. This
complex scenario and the variety of integration mechanisms required to achieve the walk-
ing task are still not well understood and research into them covers a very wide field
ranging from biology and medicine to engineering and natural sciences.

1.1 Motivation

The work presented in the following evolved from a joint project with a neurological
medical research unit. The key ideas were triggered by several studies of sensory influence
on locomotion in a lateral direction. Hence, a model to evaluate sidewards movements
of stance and gait is of special interest. For clinical purposes this could lead to a better
understanding of locomotion behaviors of patients with a variety of defects, knowledge
which can subsequently be used to change and improve therapy. To this end a frontal
plane posture model for stepping movements was needed.

This thesis presents and analyzes a mathematical model originated in the engineering
environment and based on known and accepted biological structures, in order to analyze
postural stance and stepping tasks.

A biological model such as this stands in contrast to today’s robotic stance and gait
realizations because the concept is different and because the performance is often worse
at first sight. The reason for creating such biologically motivated models is the realization
that robotics has its limits and that conventional solutions can push those limits but not
overcome them entirely. It is not well known how human beings solve movement tasks and
the classic robotic approach brings us no nearer to an explanation. Biologically motivated
models are often used to obtain further understanding and insight into common complex
movement actions and interactions.

Especially the medio-lateral stepping movements (stepping in the frontal plane) are not a
well explored aspect of movement in gait research. This thesis studies several aspects of
medio-lateral stepping movements and introduces a general model with the possibilities of
researching this stepping plane depending on the individual components and on sensory
influences. If locomotion is considered as a task of human survival, the stability of this
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task is the most essential property, followed by robustness and flexibility. This requires an
intensive study of influence parameters on stepping movements, always under the aspect
of stability and robustness. The flexibility and variety of the stepping movements is so
important because the stepping task is adapted to suit every real life situation. This leads
to the creation of variations of the stepping movement in the frontal plane - stepping in
place, stepping to the side and stepping up or down under different stepping strategies
- and to systematic analysis of the influencing factors. To study how the vestibular or
visual sensors influence posture control, those influences have to be verified experimentally
and explained by mathematical relations. This work focuses particularly on vestibular
and visual influences (through eye movements) as the subject of experiments and model
evaluation because these are two important sensory cues influencing stepping task and
performance. The extend to which sensor-driven posture control influences the task of
stepping is not clear from a biological point of view. For this reason general posture tasks
and environmental influences are considered separately and jointly.

The general principle followed for creating the model presented in this work is to look
for the abilities of the most simple model and extend them where biological constraints
and facts found experimentally require it. The strategy is to build the model bottom up,
starting low-level and extending it by a high-level control. The model considers medio-
lateral stepping movements as there are no other models known to the author which
analyze lateral steps in more detail.

1.2 State of the Art Context

Either walking and Gait or the operation of posture control are generally studied un-
der different aspects in literature: on the one hand from the technical angle, which is
the application of locomotion mechanisms in robotics, and on the other hand from the
biological or medical angle, which focuses on understanding locomotion mechanisms for
therapy purposes or to explain biological structures. These two approaches differ both as
regards the methods used, as well as the requirement to find a working technical solution
on the one hand, and to explain the biological reality on the other hand. Two examples
can be given to demonstrate the differences between technical systems and the human
being. Firstly, the energy consumption of a walking robot is much higher than that of a
human being. In [23] it is determined at 0.2 [cet] for humans and 3.2 [cet] for Honda’s
ASIMO robot, where [cet] is defined as the specific cost of transport, which is the energy
used per weight and distance moved. Because of this, many new robotic approaches try
to compensate this energy waste as shown in [182]. In [20] a robot realized by passive
mechanics is actuated at the ankles for push-off with a very energy-efficient gait. This
can be seen in the graphics published by Collins [22].

The second example is the natural appearance of a stepping movement. A characteristic
of human steps is that the steps are often similar but never identical; the variability
of step trajectories is large [175, 56]. An approach often used in robotics is control by
predefined desired trajectories [106, , 11, 17]. This approach does not resemble the
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Figure 1.1: Energy comparison between human being, the Cornell nearly passive robot
and the Honda ASIMO robot taken from [22]

natural variability. It is also not very flexible about adapting to changing conditions
and requires a good a priori knowledge of the movement or a large memory for saved
possible trajectories [103]. None of these 3 points are present in natural systems, which
nevertheless produce robust walking and posture movements.

On the other hand there are technical approaches which try to exploit the natural resources
for their ability to generate walking movements. There are the dynamics of mechanics
which are able to use gravity as their only actuation [125, , 21] to produce realistic
gaits. Ground reaction forces or trajectories which are characteristic for humans are an-
alyzed and applied to technical systems to evaluate their efficiency [101]. Additionally
there are several parameters of the human walking movement which can be measured
and used to explain and reconstruct the walking movement and its properties. Muscle
activation patterns are used to evaluate muscle speed, propulsive energy and the devel-
opment of forward dynamical models [198, , |. Spinal cord injuries are studied to
obtain more knowledge about the influence of spinal neuron circuits on walking [57, ].
As it is very difficult to extract information about these complex and internal neuronal
structures, simpler animals are studied and described mathematically [73]. These find-
ings are assigned to human locomotion characteristics and adapted [10), ]. Another,
even more complex, component which constitutes an integral part of the walking task is
the aspect of perception and central processing and the control tasks of the brain. The
range of experiments which investigate the influence of perception on posture or balance-
maintenance is wide. Often these experiments are done in stance [65, 15, ], or during
walking [77, ]. From these experiments mathematical functions of perception posture
relations are derived and approximated to describe possible interrelations [79, 6, 89].

1.3 Outline

The model in this work is structured bottom up, starting with the lowest constraints and
extending the model further for enhanced capabilities. The most basic requirement for a
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standing and stepping model is the mechanics. The simplest and most effective mechanics
are the ballistic gait models driven only by gravity and these form the basis for the model
developed here. This is elaborated in chapter 2 where the sagittal (section 2.2) and frontal
(section 2.3) plane models are presented. Further movement generation can be divided
into subsystems. Such subsystems were found experimentally, as it was ascertained that
movements of certain animals could still be achieved if those animals were decerebrated,
meaning that the brain no longer played any active role in the locomotion tasks. In line
with these findings the model is divided into a high-level and a low-level component.

The low-level model is extended in chapter 3 with a simple actuation. According to bio-
logical findings it can generate autonomous basic rhythmic movements such as stepping.
In this work the oscillator-driven movements, such as those found in simple life forms
as well as in more complex life forms such as the cat (section 3.2), are used to gener-
ate stepping patterns. The actuation itself is correlated to the antagonistic actuation of
muscles in order to stay close to biology presented in 3.3 and 3.4. The comparison to
human stepping patterns shows many similarities but of course also differences. For the
desired lateral component for stepping movements several stepping patterns are possible
and should be generated. This includes stepping in place with different patterns and
lateral sway as well as other possible movements in this plane as stepping up/down (e.g.
a ladder) and stepping to the side. So different and robust stepping patterns can be
produced by relatively simple mechanisms which is shown in section 3.6, 3.7 and 3.8.

By analyzing these stepping patterns and finding out the limits, such as no integration
of any sensory information and therefore no influence by the environment, this low-level
stepping model is extended further. The extension is a posture control model which
integrates the sensory modalities with a central processing procedure. This model is pre-
sented in chapter 4. Stance and gait are not locally optimized tasks but are optimized
by statistical means to ensure good balance and robust locomotion. To keep the model
simple, a well-known engineering approach, the Kalman filter (section 4.3), was chosen.
This model integrates mechanics and sensory cues (section 4.2) to achieve a stable but
sensitive posture control. Experimental studies in section 4.4 evaluate posture control
characteristics that can be seen again in the model. The simulation results are detailed
in section 4.5.

Finally in chapter 5, this posture control, which means keeping balance while sensing the
environment, is applied to the moving (stepping) model, which till then had no ability to
sense the environment or global body positions. The aim of this integration is to control
the general whole body upright position in the frontal plane. Again a simple approach
is chosen to show how a complete model of a biologically motivated structure can be
realized.

Such a realization never replicates reality exactly or completely but is a model of some
aspects of reality that are known. However, it can be used to explain results found ex-
perimentally and to succeed in understanding complex movement responses in stance and
stepping. The work presented is summed up in chapter 6. Further possibilities for the
use of this medio-lateral stepping model and some possible extensions for future research
are outlined in section 6.1.



2 Passive Mechanical Models

One possible manner of examining walking is to determine it first from its most obvious
aspect, from the mechanics. Walking does of course involve mechanisms such as muscles,
neuronal activation and complex ligament constructions, but the ability of the actual
mechanics to enable walking can best be examined if this aspect is investigated separately.
It is a fact that e.g. the body masses, the leg length or different lengths of legs influence
the walking task profoundly. For this reason there have been many approaches to observe
the mechanics as they are only influenced by gravitational forces, the so-called ballistic
walkers.

These are the most simple walking models but they nevertheless reveal a close similarity
to natural human walking. Typical characteristics of these models are the reduction of
energetic cost due to the fact that actuation is exclusively gravitational and the ballistic
swing movement they have during walking. To show the abilities of movement produced
by ballistic models, a frontal-plane model is developed and introduced which follows the
style of an established sagittal-plane model.

In the following section 2.1 the wide range of state-of-the-art ballistic models is presented.
In section 2.2.2 a 2D model for ballistic walking will be presented. This model uses
[38, | as a starting point as these integrate much of the state-of-the-art knowledge
about ballistic sagittal walking models. This 2D model is used in this thesis as a reference
for the developed frontal-plane model, to show that the introduced actuation mechanisms
can be applied to a sagittal-plane model without further specifications. The ballistic
models are implemented in MATLAB. They are evaluated with respect to their ability to
provide stable walking solutions for walking down a slope and other parameter influences.
The resulting movements will be shown in section 2.4. The ballistic model for frontal
stepping movements, which is newly developed in this thesis, will be shown in 2.3. As
there are no stable solutions for the medio-lateral movement according to [94] and as there
is no slope scenario comparable to that for the sagittal walker, no periodic movements
will be produced and shown. Stepping movements will be presented later in section 3.4
of chapter 3 on actuated models.

2.1 State of the Art of Passive Mechanical Models

A first ballistic walker was evaluated by Mochon and McMahon in the 80’s [115, 114, 124].
They observed the swing phase of a step and from their ballistic model were able to derive
characteristic data which correlated with experimental data, such as swing phase length
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to step length relation. They also found correlations between the step length and step
frequency and their interdependence with knee and hip flexion. Later, in the early 90’s,
McGeer initiated a new series of ballistic walkers [111, 112]. From a rimless wheel he
derived the ballistic walker that walks down a shallow slope. This was the most simple
form of a walker with two stiff legs which are the master for the models presented in the
following. Another model created by McGeer was a model with knees, and McGeer was
also the first to develop a 3D ballistic walker [113]. Coleman [19] and Garcia [38, 39]
also took the McGeer model as their template. Coleman devoted particularly attention
to investigating the movement of the rimless wheel and from this research derived his
ballistic walker [18]. Garcia focused particularly on the influence of model parameters
on stabilization and walking characteristics [37]. Goswami conducted detailed research
into the stability of ballistic walking models, as stability is not a self-evident property
of these models. 3D walkers that can run down a slope without falling have also been
developed. Quite early on McGeer came to the conclusion that lateral stabilization is
needed for stable 3D walking. This means that the 3D walkers are either not completely
3D or not completely passive. To be not completely 3D means that they are bound to
certain mechanical constraints in order to achieve lateral stabilization; in particular they
feature parallel legs in the frontal plane and no hip movement relative to the stance leg
in the frontal or sagittal plane. All this is explained in detail in [19] (page 135/136).
Another possible solution for a 3D ballistic walking model is given by Kuo [94]. This
assumes that the lateral stabilization cannot be achieved by a passive model itself, but
has to be achieved by additional medio-lateral activation of the model as a form of active
stabilization. The model which was used for the active stabilization still retains much of
the model’s passivity [92].

The use of ballistic walking models or passive dynamic models, as they are alternatively
called, is interesting as these provide an opportunity to use walking models which combine
relatively low complexity with natural behavior. As mentioned in [94, 54, 181] a ballistic
model can be taken as the basis for analyzing to comprehend bipedal walking and the
role of additional actuation for enhancing walking abilities.

As mentioned in chapter 1, walking has important characteristics which have been taken
into account: (a) stability of walking movements, (b) the energy consumption of the sys-
tem and (c) the appearance of a walking movement. To get an idea of the influence,
walking mechanics have on these three features, ballistic models are used to determine
characteristics. The stability (a) of a movement, which is the most indispensable factor
for survival, can be achieved by these ballistic models as shown in [19, 18, 50, 37, 18, 38].
However, the parametrization of the model has a big influence on the system and external
disturbances cannot be handled well. Furthermore the stability range is narrow.

The energy consumption (b) of ballistic systems is ideal, as only the energy of gravitation
is added to the system to make it walk and no additional activation is needed. How-
ever, the ground contact model also determines the energy characteristics, e.g. the rigid
ground contact model presented in section 2.2.3 can lose energy during contact as it is
not possible to preserve contact impulses for completely non-elastic contacts. As Kuo [93]
and researchers before him [111, 39] found out, the additional energy that is fed into the
system is an impulsive torque added just before heel strike. This is discussed in more
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hip joint
k=2

Figure 2.1: A double pendulum with Cartesian and Polar coordinates, two sticks of length
[ with point masses m and M and angles © and .

detail together with energy conservation of the system in sections 2.3.2 and 2.3.3.

The third point, the appearance of the movement (c), is not so easily determined, but
relations such as step length to step frequency are found to be adequate and walking ve-
locity can be modified [29]. It is also mentioned in literature that the ballistic gait, which
is a pendulum style of walking, resembles the natural appearance of walking [37, ].

2.2 Stepping Model in the Sagittal Plane

Ballistic walking is a pendulum style of walking. During the swing phase, with only
one support leg, a straight-legged ballistic walker is a double pendulum. Therefore, the
general equation of a pendulum 2.2 is used and presented here. This will be used later
in sections 2.2.2 and 2.3 for the passive dynamic equations which represent the ballistic
mechanics of the sagittal-plane and the frontal-plane walkers.

2.2.1 Lagrangian Principle of a Pendulum

The coordinates of the used double pendulum are x and y in the Cartesian coordinate
system and [,0,® in a polar coordinate system. This is seen in figure 2.1. The Euler-
Lagrange differential equations are derived for the system. The Lagrangian L is:

L = (Ty +T5) — (L1 + Ly) where T is the kinetic energy for the two pendulum parts and
L is the potential energy for both parts. The Euler-Lagrangian differential equation with
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a state vector ¢ = <@) is as follows:

)
d oL 0L
— =222 (2.1)
dt 9¢ Oq
which results in the pendulum equation:
M(q) * G+ N(q,4) + G(q) =0 (2.2)

where M(q) is the mass matrix or inertial matrix, N(g,¢) is the matrix of centrifugal
and Coriolis terms, G(q) is the matrix of gravitational forces and ¢ describes the state of
the passive mechanics. The form of this equation is independent of how many segments
the pendulum has, the matrices and state vector are adapted to it. As this is a common
model in literature the detailed derivation can be found in [1, 122].

Inverse Pendulum Mechanics for Stance

The inverse pendulum which is used to represent a standing body or the stance leg move-
ment during walking is briefly derived in the following. The coordinates of the pendulum
mass M are given in x and y coordinates or by the angle ® and the pendulum length [.
The Lagrangian for the pendulum is derived with:

1
L:§M*02—M*g*f*cos<1> (2.3)

where v is the velocity of the point mass M.

v? = 02 % ®2

The Lagrangian is now given by:
1 2, &2
L:§M>|<l * ®* — M x gl *cosP

and the Euler-Lagrangian equation of motion with substituted L and after simplification

leads to: d9L oL

&a—d)—a—q):]\/[*ﬂ*é—]\/[*g*l*sin@:() (2.4)
which describes the motion of the inverted pendulum. With matrix M (q) = M *[?, matrix
N(q,q¢) = 0 and matrix G(q) = M * g * [ * sin(®) the pendulum equation 2.2 is obtained
in the form of:

M(q) %+ N(q,§)+G(q) =0
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]

ankle joint
V7 k=1

Figure 2.2: Inverse pendulum with a single mass representing the body mass.
2.2.2 Mechanics of the 2D Stepping Model in the Sagittal Plane

The most simple walking model is a ballistic model consisting of two knee-less legs with
point masses and a third point mass, the hip, which joins the two legs [111, 19, 38].
So this model has the form of a double pendulum. The ballistic model is driven by the
gravitational force by walking down a slope. The energy gained by the change of potential
energy into downward movement is dissipated at the ground contact at the end of each
step. The appearance of the gait is determined by the mechanical parameters such as
the masses and leg length, the slope gradient and the initial values to start the model.
These initial values have to be chosen carefully so that the energy gained and dissipated
compensate each other, leading to a stable walking cycle. The passive dynamics of the
mechanics are derived from the double pendulum equations. The detailed equations are
taken from [35], where the leg masses are situated at the end of the legs whereas with [19]
the masses are situated in the middle of the legs. The general basic equation for passive
dynamics 2.2 is rewritten:

M(q)* i+ N(q,q) + G(q) =0

As the gradient of the slope influences the gravitational forces, the value 1 gives the slope
gradient. The detailed matrices M(q), N(q,G), G(q) according to the mechanical model
of [38] are:

<M+2>|<m*(1—cos¢)) (—m*(l—cosgb))

Mia) = (m * (1 — cos qﬁ)) —m

(2.5)
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& AA

Figure 2.3: The 2-D ballistic walker, also called the ”simplest walking model”, showing
one step; taken from [38] (heavier line = swing leg, lighter line = stance leg).

and
L (—m*sin¢*(¢2—2*é*9)>
N(q,q) = (m L 6P v sin d)) (2.6)
and
G - (ml*g k (sin(0 — ¢ — 1) — sin(0 — 1)) — M2 s« sin(f — ;b)) .

<ml*9 * sin(0 — ¢ — 1/1))

This equation now gives the body mechanics of a ballistic walker which is shown in figure
2.3 and 2.1 with leg masses m and body mass M and leg length (.

The walking cycle can be divided into two phases: (a) the single support phase or swing
phase and (b) the double support or stance phase. In the swing phase (a), the swing leg
swings forward according to gravitation. This can also be seen in figure 2.6. The step is
finished and the transition between the two phases (a) and (b) takes place at the moment
when the swing leg just gets ground contact. This is the moment of heel strike, which
terminates the swing phase (a) and starts the double support phase (b). The swing phase
is completely determined by equation 2.2. The double support phase starts when the heel
strike of the swing leg occurs and ends when the former stance leg toes off the ground and
initiates the new swing phase. This transition from (a) to (b) to (a) again is integrated in
the ground contact model. The ground contact model used for the sagittal-plane ballistic
walker is described in section 2.2.3.

2.2.3 Ground Contact Model

As in many walking models, the ground contact is modeled as an inelastic impact of two
rigid bodies that is instantaneous [38, 54, 49, 93, 111].

10
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If equation 2.2 is simulated for the swing phase (a), it is observed whether ground contact
occurs. This ground contact occurs if the body has a certain angular position. For the
sagittal-plane ballistic walker this occurs if :

G(t) — 2% 0(t) =0 (2.8)

When this angular condition is attained, the heel just strikes the ground and the transition
from swing phase (a) to double support phase (b) takes place. There is also another
constellation when a straight-legged walker, in a mathematical meaning, touches the
ground with both legs. This is the case when ¢(t) = 0(t) = 0 where the swing leg
just swings past the stance leg. For a straight-legged walker this case is simply handled as
swing and not as ground contact. As the ground contact is instantaneous it is calculated
as a discrete transition of the form:

qit+71)=H=x*q(t—71) (2.9)

where ¢ is the vector of system states, H is the transition matrix of the ground contact,
T is a very small amount of time and ¢ is the vector of state angles and angular velocities
qg = (0,9, @,(I)) So the state of the system just after the heel strike depends on the
transition matrix H and the state of the system just before the heel strike. The matrix H
is defined according to [38, 18], with the conservation of torsional moment and the model
of an inelastic impact of two rigid bodies:

-1 0 0 0
cos(2x0)
H— 0 T+m/Mxsin(2%0)2 00 (2.10)
—2 0 0 0
0 —(1+4+cos(2%x6)) 0 0

After the collision, the stance leg becomes the swing leg and vice versa. The angles of
the stance and swing leg simply interchange as in equation 2.10 and the initial velocities
for the next step are calculated anew. As the ground contact is modeled as a complete
nonelastic impact of two rigid bodies, the system loses energy with the ground contact
as there is no conservation of momentum. If this loss of energy is compensated by the
gravitational energy added by the slope to the system, the system walks down the slope
at a steady pace.

2.3 Stepping Model in the Frontal Plane

In the previous section the forward movement of stepping was described. In this section
the movement to the side or the lateral movement will be considered explicitly. Walking is
a complex 3-D task where the interaction between the forward movement and the lateral
movement is not jet known. To analyze the effect of the lateral stability of walking, one
possibility is that the lateral and sagittal stabilizing effects are only slightly interconnected

11
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which was shown by Kuo [92, 91]. In this research the medio-lateral walking movements
and balance task are of special interest which lead, together with Kuo’s assumption, to a
stepping model in the frontal plane. In the following this 2-D frontal model is described
and derived, which moves only in a medio-lateral direction with no forward movement.
This type of movement includes such movements such as stepping in place or stepping to
the side.

In this section the mechanical principles of the presented model are described and the
formulas used are derived. The basic mechanics are a chain of rigid links, which are two
legs joined by two joints at the hip as is shown in figure 2.4. This mechanical system has 1
or 3 DOF. If the body is standing without lifting a leg, the so-called double support phase,
the system has only one DOF': the lateral angle of sway in the frontal plane described by
the angle a. If one leg leaves the ground, the so-called single support phase, the system
has 3 DOF: the lateral sway in the ankle of the stance leg (angle «), the up and down
movement of the hip (angle 3) and the lateral movement of the swing leg (angle v), see
figure 2.5. To simplify the mechanics, the masses are all point masses positioned in the
center of each link, see also figure 2.4.

y 4
2*h  hip =
body b

M

leg R = X
body ¢

Figure 2.4: The 2-D walking model for medio-lateral movements in the frontal plane,
consisting of two legs and a hip with point masses.

The mechanical system of the frontal plane is a pendulum of three segments whereas the

sagittal plane system is a double pendulum. This means that the general equation for the
single support phase of the frontal-plane mechanics is a pendulum equation as described

12
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in equation 2.2. To derive the formulas of this mechanical constellation the Lagrangian
formalism is used. The following symbols are used:

g : gravitational force with 9.8[N/s?|
m : mass of a leg with 11[kg]
M : body mass represented as hip mass 49[kg]
a, : angles of the left and right leg see figure 2.5
0 : angle of the hip see figure 2.5
[,h : length of body segments legs and hip see figure 2.4
q = (a,3,7)T which is as before the state vector of the system.

The central formula expressing the equation of motion for joints and segments due to
gravitation and mechanical constraints is taken from section 2.2.1, equation 2.2. The
system is conservative with time-invariant constraints. The equation used here has the
state vector ¢ = (o, 8,7)7, this equation takes the form of pendulum equation:

M(q> * q + N(q7 q') + G(Q) + ucorrective = 0

with an extension Ucorrective Which is the corrective torque. It is a torque applied to
the system that will be generated by the actuation and therefore is actively applied
to the mechanical system. Here, the torque is produced by muscular forces that are
determined by a neural oscillator system which will be described in detail in section 3.3.
In the following the equation for the frontal-plane mechanics is derived which results in a
pendulum style description, given in the equation above. The system seen in figures 2.4
and 2.5 is used as generalized coordinate system . The Lagrangian formalism is used to
derive the equation. Shortly described the procedure is as follows: determination of the
Cartesian coordinates by polar coordinates of each segment, calculation of the kinetic and
potential energy of each segment, computation of the Lagrangian L and finally derivation
of the Euler-Lagrange differential equation, see also equation 2.2. These steps of derivation
are detailed in the following.

2.3.1 Mechanics of the 2D Stepping Model in the Frontal Plane
Coordinates
Here the Cartesian coordinates of each segment are determined. The Cartesian coordi-

nates are described by polar coordinates, see also figure 2.5. Coordinates r = (zyz)? of
the center of mass of body segment a:

[sin o lévcos o
r,= | lcosa r,=| —lasina
0 0

13
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y 4
hip joint2 __-
hip joifit 1 - )B

L i

i

ankle joint 1

Z

Figure 2.5: The 2-D walking model in the frontal plane with the angles o, 3, as angular
joint positions for the three joints.

Coordinates r of the center of mass of body segment b:

2lsina + hcos 3 2l cos o — hf3sin 3
rp, = | 2lcosa+ hsin( ', = | —2lasina + hBcos 3
0 0
Coordinates r of the center of mass of body segment c:
2l sin v 4+ 2h cos 3 + I sin 2lév cos v — 2h3sin B + 17 cosy
re= | 2lcosa+ 2hsinf3 —lcosy o= | —2lasina+ 2hfcos B+ ¥ siny
0 0

Euler-Lagrange differential equation

The Lagrangian L is the difference between kinetic energy 7' and potential energy V:
L =T —V. And the Euler-Lagrange equation is the sum of derivatives of it. The Euler-
Lagrange equation 2.1 can also be transformed into the derivatives of the individual

14
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energies, which is:

& oLy _ coLy _
9oy - (%)
(8(;[(.‘13> B 0T, 0V, i(@éI(j;) B 88'1(‘; _I_aa\flb n (ilt<8Tc> B 0T, +8Vc

d
dt 8q+8q+dt

Derivation of the Lagrangian Equation

The kinetic energy T" and the potential energy V' are calculated for each segment. The
kinetic energy 1" of body segment a is:

mi2 = im|(lcccos a)? + (—lasina)?] = tmi*a?

T, = 5

1
2
The potential energy V' of body segment a is:

Va.=mglcosa

The kinetic energy T of body segment b is:

1. .
Tb = 51\/[1%
1 . .
= 5M[(Qlo'a cos @ — hB3sin 3)? + (—2ldsin a + h3 cos 3)?]
1 . .
= §M[4l2d2 cos® o + h?3? sin? 8 — 4lhé5 cos acsin f + 41%&% sin? o +

+h252 cos? B — 4lhaB sin o cos ]
1 . )
= §M[4l20'42 + h%3?* — 4lhafsin(a + B)]

The potential energy V of body segment b is:

Vi, = Mg(2l cos a + hsin 3)

The kinetic energy T of body segment c is:

15
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1

T, = ~mi?
2
1

= §m[(2ld cos o — 2hFsin § + 17 cos )2 4 (=2l sin a + 2k cos § + 15 sinv)?]

1 . .
= 5m[412d2 cos® a4+ 4h?3? sin? B + 1242 cos® v — 8lhé3 cos asin 3
+41%67 cos o cos y — 4hl 35 sin 3 cos y + 41262 sin® o + 4h2 32 cos® 8

+124%sin? v — 8lhaBsin a cos  — 41%¢ sin asiny + 4hl 37 cos 3 sin 7]
1 : ) .
= §m[4l2d2 +4h*B% + 1*4* — 8lhafsin(a + B) + 4l*é cos(a + ) — 4hl B sin(B — 7)]
The potential energy V of body segment c is:

V. =mg(2lcosa+ 2hsin [ — [ cos~y)

Calculation of the Derivatives

Now the derivative of L after ¢ and ¢ will be determined. This is achieved not by adding
all the individual potential and kinetic energies and then derivating the total, but as in
equation 2.11 by deriving the individual energies and adding them afterwards.
Derivatives of kinetic and potential energy after ¢ and ¢ of the body segment a:

ml?a ml?é
OTa __ d oTa __
o4 0 dat 0q 0
0 0
—mgl sin «
OTa __ OVa __
oq =0 oq 8

Derivative of kinetic and potential energy after ¢ and ¢ of the body segment b:

AMI2é — 2M IS sin(a + f)

T = | Mh?B - 2Mlhésin(a + )
0
AMPé — 2MIh3sin(a + 3) — 2M1hf3 (6 + B) cos(a + 3)
£%2 = [ MR - 2Mihédsin(a + B) — 2MIhé(é + B) cos(a + B)

0
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—2Mlho'zﬂ: cos(a + f3) —2Mglsin«
% = —2MlhdﬁOCos(oz + 0) % = MghOCOSﬁ

Derivative of kinetic and potential energy after ¢ and ¢ of the body segment c:

Aml%é — 4mlhBsin(a + B) + 2mi%y cos(a + 7)
36_% = | 4mh*B — 4mlhasin(a + () — 2mhlysin(8 — 7)
mi?y + 2mi*cé cos(a + ) — 2mhlBsin(3 — )

4ml2@ — dmlhfsin(a + B) — dmlhB (& + ﬁ) cos(a + 3)
%% = | 4mh*B — dmlhasin(a + ) — 4mlhda(a + 3) cos(a + 3)
mi*y + 2mi?é cos(a + ) — 2miPa(a + ) sin(a + )

+2ml?4 cos(a + ) — 2ml*¥(& + ) sin(a + 7)
—2mhlAsin(3 —~) — 2mhly(3 — %) cos(B3 — 7)
—2mhl3sin(f — ) — 2mhlB(6 — 4) cos(f — )

—4mlho’c.ﬁ cos(a+ ) — 2ml20'@ sin(a + ) —2mgl sin o
% = | —4dmlhafS cos(a + (3) — 2mhl B4 cos(5 — ) 8Z° = | 2mghcosf
—212¢7 sin(a + ) + 2mhi By cos(8 — ) mgl sin vy

The energies of all body segments have now been derived after ¢ and ¢, so that equation
2.11 can now be calculated. After the simplification of this formula the system can be
written in the form of equation 2.2 which was:

M(q) %4+ N(q,q) +G(q) =0

In the following the values calculated for the matrices M, N and G are given:

(e + 4m22 + ame?)
M(q) = ( — 2Mlhsin(a + 8) — 4mlhsin(o + ﬁ))
<2ml2 cos(a + 7))

( — 2Mihsin(a + () — 4mlhsin(a + 6)) <2ml2 cos(a + 7))
(Mh2 + 4mh2> ( — 2mihsin(8 — 7)) (2.12)
( — 2mhlsin(f — v)) (ml2>
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—2M1héf cos(a + B) — 2MIhB(é + () cos(a + B) — 4mih3(é + 3) cos(a + 3)—
N(q,q) = [ —2MIihaf cos(a + B) — 2MIhé(é + B) cos(a + B) — 4miha(c + 3) cos(a + 3)—
—2mi2a(d& + ) sin(a 4+ ) — 2mhl3(8 — 4) cos(B — v)—

—2mi%y (¢ + ) sin(a + ) — 4mlhé3 cos(a + ) — 2mi2évy sin(a + )
—2mlhA (6 — ) cos( — ) — dmlhaf cos(a + ) — 2mlhB4 cos(3 — 7) (2.13)
—2ml2a sin(a 4 ) + 2mhlB5 cos(8 — )

—mglsina — 2M gl sin o — 2mgl sin «
G(q) = M gh cos 8 + 2mgh cos 3 (2.14)

mgl sin ~y

Equation 2.2 is the final formula expressing the equation of motion of joints and segments
under gravitation and mechanical constraints. The system is conservative with time-
invariant constraints. This is only the differential equation for the single support phase.
When the swing leg hits the ground, ground contact occurs. This equation determines
the mechanics of ground contact, presented in the next section 2.3.2. The Ucorrective Which
was mentioned above in the pendulum equation is an activation of the passive system and
this will be introduced and explained in chapter 3 section 3.3.

2.3.2 Ground Contact

Stepping is, as mentioned before, a movement consisting of two phases: the swing phase
and the support phase of a leg. This means, if walking is characterized by a sequential
rhythmic movement, it is a sequence of one leg supporting and one leg swinging, followed
by a short phase where both legs have ground contact and are therefore support legs.
In this research the double support phase is constrained to be very short, so that the
transition from swing to support leg is modeled infinitesimally short. The state transition
can be seen in figure 2.6 for one complete step cycle.

The impact is a contact between two rigid bodies. It takes place without any slipping
and rebounding of the leg. This impact happens when the swing leg touches the ground.
The continuous part of the movement, the swing phase, is followed by the state transition
when the discrete impact between the ground and the swing leg is transferred from the
swing leg to the support leg and vice versa. This is a hybrid nonlinear system. A model
without knees requires an explicitly defined ground contact to get similar movements as
with knees. In the literature various possibilities for ground contact are described such
as in [I11] or in [54], where the impact moment is defined by the angular position. In
the case of mechanics moving in the frontal plane, this is similar. The ground contact
is defined by the angular position just when the swing leg is crossing the zero ground
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swing phase
left leg

left leg
leaves ground

left leg
touches ground

( double support phase )

right leg
leaves ground

right leg

touches ground .
swing phase

right leg

Figure 2.6: State transition diagram for one complete step cycle: the state change between
double support phase, where both legs have ground contact, and single support
or swing phase, where only one leg has ground contact.

line (surface). It is possible for the swing leg to dip beneath the ground surface and to
get ground contact later at the moment when the swing leg crosses the zero ground line
again. This is important because normal stepping in place where the hip drops while the
knee bends. The ground contact is avoided till the hip rises again and the knee stretches.
Without knees this can theoretically be achieved by dipping the leg into the ground and
coming up again to have an impact for a new step. This is the case for level ground when:

[ % cos(a) — h* sin(3) — l * cos(y) =0 (2.15)

where [ is the leg length, A is the hip width and the angles are as defined in figure 2.5. If
ground contact occurs, the position and angle of the leg do not change, only their angular
velocity changes instantaneously. There are many ground contact models in literature.
Here the model of [51] described earlier in [68] is used. The new angular velocity is
determined by the following equation:

M(q) * q + N(q7 q‘) * q. + G(q) - uCOT’T@CtiU@ + 5F€It (2-16)

with M, N, G matrices (mass, centrifugal forces, gravitation) of the mechanical system as
determined earlier in sections 2.2.2 and 2.3 and F_,; is the external force applied to the
contact point during ground contact. The constraints are, that these external forces are
(1) instantaneous, (2) impulsional but that (3) the position remains continuous and (4)
Ucorrective (the joint torque applied by the actuators) is not impulsional. This leads to the
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fact that the integration of equation 2.16 results in:
. r (Fr
M(q)*(q" —d7) = Feur = B(@)" | (2.17)

with ¢* angular velocity right after the contact and ¢~ before contact where the position

stays the same ¢ = ¢~.
¢+

F.. = f dF..¢(T)dT are the external applied forces consisting of Fr and Fy which are
ha

the tangent and normal forces. As the difference of position ¢© — ¢~ = 0 and the
torque orrective does not change in the infinitesimal length of time of contact, the terms of
N, G, torquecorrective become zero with integration. The matrix E(q) = g—‘é is determined

where J is the final position of the swing leg in Cartesian coordinates:

E(q) =

oJ ( 2% [ *cos(a) —2xh*sin(B) 2% 605(7)) (2.18)

g \—2xlxsin(a) 2xhxcos(B) 2x1x*sin(y)

The condition that the swing leg does not slip and the impact is completely inelastic leads
to equation:
E(q)*¢" =0 (2.19)

With equations 2.17 and 2.19 there are 5 equations to solve for 5 unknowns ¢*, Fr, Fy

which are: %}V ) (ME(Q) _Eéq>T)—1 . (M(qz)* q—> (2.20)

The invertible of the first matrix on the right hand side is defined because the matrices
E(q) and M(q) have full rank and are nonsingular. This means that equations:

1
+
T = Get()

* M(q) x M(q) *q~

determines the new velocity and equation:

() =iy =0+t

determines the ground contact forces; here det() is the determinant of the first matrix of
equation 2.20 to calculate the inverse of this nonsingular matrix. In other words these
equations lead to the transformation of the angular velocities just before the ground
contact ¢~ to the angular velocities just after the ground contact ¢ by equation:

it =Txq (2.21)

where T is the transformation matrix for the state transition between steps.
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2.3.3 Extended Ground Contact Model for Actuated Mechanics

In the next chapter the system consists of both the mechanics for stepping and the actor
component, the oscillator network which applies a corrective torque to joints during the
swing phase. If the swing leg touches the ground again, ground contact takes place. The
position during ground contact does not vary because there is no impulsive corrective
torque applied to the system. The stability of the whole system depends on the energy kept
in the system from step to step. If the energy decreases with each step, the step movement
decreases as well. This decrease can lead to instabilities of the stepping movements which
should be corrected by the actuation. The actuation can not compensate this energy loss
in all cases because the oscillator state is not necessarily synchronized with the point of
time when the swing leg touches the ground. This leads to the fact that when the leg
touches the ground the state of the oscillator network can be different for each step. This
synchronization problem leads to a variation of how much corrective torque was already
applied to the system. An appropriate measure for the synchronization and the oscillator
state is the energy state of the system. Over several steps the energy should be about the
same at the beginning of each step in oder to enable steady periodic stepping. To ensure
this energy constancy over several steps an energy control can be integrated, which will
be explained in the following.

During the swing phase the system is continuous and the corrective torque is generated
and applied to the mechanics in a continuous way. Where there is instantaneous ground
contact occurs it is not clear what happens to the activation level of the individual neu-
rons. The ankle actuation of the former support leg is no longer used after the ground
contact when it becomes the swing leg, because the ankle of the swing leg does not receive
any corrective torques. In this research the neuronal activation stays constant during the
ground contact. If the overlaid frequencies of the mechanical dynamics and the oscillator
actuation is not synchronous this leads to a shift between the two systems which finally
leads to instable movement solutions. To enlarge the range of stability the lack of syn-
chronization can be compensated additionally. This leads to an extension of the ground
contact model. An energy transition rule is introduced to ensure that the energy at the
beginning of the step is the same as it was at the beginning of the last step by a push-off.
The system energy which is lost or added to the system as a result of lacking synchro-
nization between the neuron activation and ground contact model is compensated by the
energy transition rule with the push-off. This can be imagined as a recovery of system
energy F during impact, which results in corrective torques applied during push-off. This
leads to velocities of the push-off leg being adapted immediately after the impact. The
equation for this is:

E(stepi(1)) — Epor(stepi1(1)) = Erin(stepisa (@ (1), B(1),4(1)) (2.22)

where E is the complete potential and kinetic amount of energy of the system. E,, and
E}i, are the potential and kinetic energies of the system respectively. There are several
succeeding steps with i = 1...number of steps. Step;(1) stands for the first state
values of step; wherever there are state values for each time step. The initial values
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for the new step i + 1 (angular velocities &+, 47 and 471) are calculated by solving
the equation 2.22 for these three values by the Powell dogleg trust region algorithm [115],
which solves a nonlinear minimization problem. The initial values for solving the equation
are therefore the outputs of equation 2.20 ¢*. This gives the new values g™, which are the
initial angular velocities &+, 3t and 4*+. This energy transition rule is an alternative
to synchronizing the two systems mechanics and actuation as proposed in the section
about stability in 3.5 and enlarges therefore the possible working range of the stepping
model.

2.4 Simulation Results

The ballistic walkers step down a slope by gravitational forces. It can be objected that
for natural walking many more factors influence and control the system. Nevertheless
with this ballistic walker a quite natural-looking type of walk can be generated which
is extremely energy-efficient and stable solutions for walking movements can be found.
Stability is crucial, for if the system falls down, neither natural appearance nor energy
balance can be optimized. In human surviving strategies stability of walking has always
been an important factor as the ability to walk stably is essential for hunting and collecting
food. The stability of a periodic movement, such as walking, is not easily derived. An extra
section 3.5 is required therefore which defines the term stability and the mathematical
proof. The stability is verified for the fully actuated frontal-plane model in section 3.5.3.
According to the literature [19, 18, 50, , , , 92], the sagittal-plane model of
the ballistic walker achieves stable solutions for certain parameter constellations. In the
following the simulated periodic movements produced with the model introduced in 2.2
are analyzed and the characteristics of these ballistic periodic movements are detailed.

The characteristics of a downhill ballistic walker are a stance leg acting as a pivot and
a swing leg swinging like a pendulum. This continuous movement is interrupted when
the swing leg strikes the ground. Then the discrete ground model transforms the model
state before the strike into the model state after the strike, and the next step starts with
the former swing leg as new stance leg and vice versa. Then when the swing leg strikes
the ground again, this step is finished and so on. The result is a rhythmic movement
which is repeated step by step periodically. Ground contact occurs at the precise moment
when the system has a special angular constellation. In a system with no knees, the
swing leg also naturally scuffs the ground during the steps e.g. when the two legs are in
equal positions, which means that 6 and ¢ are both zero. These situations are not taken
into consideration for ground contact. There are several possibilities for avoiding such
situations such as shortening the swing leg [18, 29] or causing the swing leg to move to
the side (laterally) [L11].
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Figure 2.7: Simulation of the angles (left) and angular velocities (right) of a stable ballistic
walker, taking 8 steps down a very shallow slope with 0.009 [rad] gradient.
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Figure 2.8: Phase plot for the same simulation of 8 steps down a very shallow slope with
0.009 [rad] gradient.

2.4.1 Ballistic Periodic Movements in the Sagittal Plane

Using equations 2.5, 2.6, 2.7 from section 2.2.2 and ground contact equations 2.8 and 2.9
from section 2.2.3 the following results have been calculated and are shown in figures 2.7
to 2.14. In Figure 2.7 the angle and angular velocity for 8 steps are shown. In Figure
2.8 the related phase plot of the system is shown. It can be seen that the phase plot
is a cyclic solution of a one-periodic system as all the periodic solutions are identical
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2 Passive Mechanical Models

repetitions and each step looks the same as the last. A stable solution such as this can be
found experimentally or, as Garcia [38] mentions, by a multi-variable Newton Raphson
or gradient search method to find a local minimal solution for an unconstrained nonlinear
function (MATLAB function fminunc). This does however mean that the initial values
for the search have to be already close to the solution as this is a local minima search.

Slope Angle

One important parameter of the model is the slope angle, which determines the gravita-
tional forces affecting the ballistic walker. As studied in [38, 18] the slope angle influences
not only the stability of the system and the periodicity, but also the step length and fre-
quency. In figures 2.9 and 2.10 results can be seen for a changed slope angle to 0.01  [rad)|
and the resulting variations in step length and step frequency. A bigger angle produces
longer steps and a slower step frequency. As can be seen in figure 2.11 and figure 2.12 the
walking becomes unstable if the slope angle is enlarged further to 0.015 [rad]. In figures
2.11 and 2.12 this finally leads to the ballistic walker falling.

Variation of initial values

For the slope angle variation it is shown that the ballistic walker quickly becomes unstable.
Other important parameters which are interesting to vary are the initial values for the
model, which are the angles and angular velocities. As the model is a system which is in
general unstable and only has very small parameter ranges to produce stable solutions, it is
clear that the initial conditions of such a system have a large influence on its stability. The
results in this subsection are produced with a slope value of slope angle = 0.009 [rad).
Figures 2.13 and 2.14 show how a change in the initial velocity of the stance foot 8 about
0.004 [rad] alters the movement of the ballistic walker with the third step. The result is
falling at the third step. The original value of § was 0.199 [rad], which is seen in figures
2.7 and 2.8.
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Figure 2.9: Changing the slope angle to 0.01 [rad] gradient, leads to slightly larger angles
and angular velocities for 8 steps of walking but is still stable.
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5 steps. Changing the slope to 0.015 [rad]| gradient leads to an instability
which results in a fall at the 5th step.
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Figure 2.12: Phase plot of a ballistic walker. The changed slope with 0.015 [rad] gradient
leads to an instability which results in a large increase in the angles and
angular velocities at the bth step.
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Figure 2.14: Phase plot of a ballistic walker with varied initial condition of initial angular
velocity 6 = 0.195.
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2 Passive Mechanical Models
2.5 Conclusion

The mechanical model presented in this chapter was designed on ballistic principles. In
general the aim was to develop the simplest model which is able to achieve the desired
mechanical abilities. The ballistic mechanics for the sagittal plane can produce stepping
movements on a slope. To show how the developed structures could be applied to the
sagittal-plane mechanics an established model was used for reference. The stability range
of those stepping movements is narrow and depends on the mechanics, the initial val-
ues and the slope gradient. The influence of initial conditions and slope gradient were
simulated to demonstrate their relevance for stability. Challenges which the actuation pre-
sented in the following chapter will have to meet are to improve stability, to expand the
possible parameter range, to enable different stepping patterns, and to vary the stepping
movement strategies. Another task will be for the actuation to attenuate the influence of
disturbances applied to the system.

The mechanics introduced for the frontal plane do not offer a suitable driving mechanism
such as a slope. In addition to this, as was earlier mentioned by Kuo [91], the medio-
lateral walking movement needs an additional actuation to achieve stability and is mainly
independent of the sagittal-plane walking movements. This leads to the separate evalu-
ation of frontal-plane stepping movements. The requisite actuation and the abilities it
provides for this new model will be detailed in the next chapter 3.
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3 Actuation of Passive Mechanical
Models

In the previous chapter two ballistic models were presented, one for the sagittal plane and
one for the frontal plane. The sagittal plane model achieved stable walking on a slope.
With the frontal-plane model no stable walking was possible. The sagittal walker required
a shallow slope to power it, but stable solutions of walking movements were found to be
very sensitive to changes in the slope gradient and to initial conditions.

Actuation of a passive model enables powering and control of the model, which means
that it no longer needs a slope to produce walking steps. Furthermore, actuation is a
possible way to stabilize the dynamics of mechanics [87, 85, 92, 41, | and to enhance
their robustness with respect to initial conditions, slope gradients, external disturbances
etc., to name only a few influences. For the research described in this thesis an oscillator
network was selected for actuation because it represents real biological neuronal structures
which produce rhythmic movements like stepping. A new frontal-plane stepping model
is introduced incorporating antagonistic application of the actuation to the joints and
a feedback mechanism which is based on the muscular receptor feedback. The selected
mechanisms are applied in identical fashion to the sagittal-plane model to prove that
they are also practicable for stepping movements in the sagittal plane. Both models will
be evaluated, with respect to their stability and to parameter influences on the stepping
movement. In addition, possible stepping patterns and strategies are studied for the
frontal-plane stepping model introduced, together with their resemblance to real human
stepping movements.

A selection of state-of-the art actuation methods for walking models is presented in the
next section 3.1. The neuronal structure which is taken as the basis for the chosen
actuation, is detailed further in section 3.3. The actuation is coupled with the mechanics
presented in chapter 2 as antagonistic muscle forces applied to the joints; this is described
in section 3.4. The controllability of the system by actuation and the gain in stability are
mentioned above. The term walking stability is defined in section 3.5 and the used proof
for stable stepping patterns is introduced. The actuation is applied the mechanics of both
the sagittal and frontal-plane model, and the simulation results for stepping movements
are shown in sections 3.7 and 3.8.
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3 Actuation of Passive Mechanical Models

3.1 State of the Art of Actuation Mechanisms for
Walking Models

There are several possible actuation types, for instance, actuation by joint torques that
follow a precalculated trajectory or a fixed control law [11, , 17]. This type is very
commonly used in robotics. Another method of actuation is the modeling of spring and
damper elements to influence the movement. In [195] this was realized for a sagittal
model by following two simple rules: first, that the swing leg moves quickly enough for
the model not to fall forward, and second, that the swing leg is not placed too far in front,
so that the next step can still be stabilized. In [29] another approach is demonstrated
with the leg length and step length being varied to obtain the desired walking result. A
further possible mechanism is to store energy in the ankle to give and release this energy
in a controlled manner to the system via a push-off during the stance phase [23]. The
addition of any kind of actuation means that the passivity of the walking system is lost,
but controllability, stability and robustness are gained. As found by [194], the muscles of
human beings are of course active, but the level of activation during walking is much less
than during other movements; especially the swing leg muscles are little activated. This
indicates that actuation during walking is reduced to a minimum to keep the energy cost
low, but nevertheless provides additional stability and robustness.

For the present research, actuation by neural networks was chosen. This actuation bases
on the physiological structures found in the central nervous system (CNS). These are
networks of neurons that generate so called ”central patterns”. Neuronal cell structures
that can produce oscillations without sensory input are called central pattern generators
CPGs according to [30]. These CPGs activate neuronal structures and finally the muscles,
where they produce rhythmic movements. These movements can be e.g. swimming [51],
flying [153] or walking [156]. In section 3.2 the basic structures of such neuronal oscillators
are explained in more detail. The actuation of leg movements by CPG structures has
been the subject of various researches, such as [10, , , , , |. In [172]
bipedal locomotion driven by neural oscillators is used to achieve stable walking patterns.
The forward movement can be varied by model parameters. [152] and [10] build their
neuronally driven bipedal walking models on biological paradigms and provide an adaptive
structure to adapt locomotion to environmental changes. However they both concentrate
on walking in the sagittal plane. Genetic algorithms can be used as in [70], to optimize
the parameters for the neuronal network.

3.2 Examples of Oscillator-Driven Movements in Biology

The setup and functioning of the Matsuoka oscillator network to represent the neuronal
structures, used in the following, are derived here. Hence, a short overview of biological
prototypes in animals is given. There are no experiments about oscillator structures and
their detailed mode of operation in the CNS of humans [53]. But there are experiments and
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Figure 3.1: Mechanics of the lamprey consist of rigid segments in a line from [55].

results about the neuronal structures of oscillators and their functionality in animals. In
the following the two examples 'lamprey’ and ’cat’ are presented to give an idea about the
functionality of such neuronal structures which work like mutually inhibiting oscillators.
The animals’ movement is a rhythmic one and this can be directly correlated with the
neuronal structure.

3.2.1 Lamprey

The lamprey is an eel-like fish, which has very ancient and therefore simple and large
neuronal structures. In the lamprey it was first found and proven that neural oscillators
can produce a rhythmic pattern, and that this pattern produces the swimming movement
of this fish [71]. These neuronal cells were found in the CNS of the fish and it was proven
that no brain was necessary to instigate the rhythmic movement, only an initial impulse
to the neuronal oscillators. This impulse prompts the neurons to autonomously produce a
rhythmic activation pattern for swimming. Additionally, this motor pattern is reproduced
in the isolated brainstem cord [53]. These neuronal structures are interconnected and
mutually inhibitory so that they are able to produce oscillations. Such a neuron network
is connected to the muscles of the lamprey fish, so that the motoneurons of the muscles
are activated. The activation pattern always leads to a contraction of the muscles on one
side of the fish, while the muscles on the opposite side just relax.

This can be seen in figure 3.1 where the individual joint mechanics are interconnected
with the antagonistic muscle pairs. In figure 3.2.1 the corresponding neuronal structures
consisting of four neurons connected to the muscles are shown as well as the resulting
movement of the lamprey. Inhibitory neurons (I), excitatory neurons (E) and interneurons
(L) are associated with an oscillator which is connected to the muscles via motoneurons
(MN). While the motoneuron of one side is excited the motoneuron on the other side is
inhibited. On one side the muscles are contracted, while on the other side the muscles are
not contracted and therefore can be stretched. As the individual oscillators are consecutive
from head to tail of the fish, one oscillator subsequently triggers the next oscillator with a
short latency in between and so on. This leads to a phase shift between the segments. So
the movement of sequential contraction and relaxation results in a serpentine movement
for swimming.
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Figure 3.2: Neuronal interconnection of one segment (oscillator) of the lamprey with the
muscles via the motoneurons.

3.2.2 Cat

There are some interesting experiments with cats that give an insight into how locomotion
functions in the cat. It has been proven that rhythmical motor patterns according to a
CPG in the CNS produce rhythmic movements [53, 51, 161]. In [15] it is shown that in
decerebrated cats activation patterns can still be found that induce walking movements.
Such cats are furthermore able to do walking movements on a treadmill. This finding
has proven that the basic motor pattern is generated by the CNS without any high-level
sensory input such as vision, sense of equilibrium or overall proprioception, but that
additional high-level sensory input influences this setting. The concept of an autonomous
rhythmic movement generator is not an organ but more or less a principle of functioning.

These autonomous patterns are a ”"substrate of locomotion” [147]. According to [110]
the muscular flexions and extensions during locomotion in mammalian are produced by a
CPG structure. The neuronal outputs of the CPG, in the form of neuron spiking activity,
can be determined during locomotion but the structure of the CPG and its neuronal
interactions are not known [53].

It is also clear that this CPG has its limits. Nevertheless, the cat is a good example of
how rhythmic movements, especially walking, are produced in lower level control circuits
than the brain, even in higher vertebrates. The CPG is only a possible representation
of these control circuits, as no complete structure but the functioning of this system has
been proven in the cat [73].

It is not known what a CPG structure looks like in human beings, but as vertebrates
as highly developed as cats have such neuronal functionalities, this is an indication that
evolution is more likely to advance this established structure than to discard it. Therefore
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this idea of a CPG structure is adopted to create a biped stepping model for rhythmic
leg movements.

3.3 Neural Oscillator Model

The actuation of the passive mechanical system is realized by neuronal oscillators which
generate antagonistic joint torques resembling to muscle activation. The functioning of
muscles is only based on contraction of the muscles and its fibers. This requires an
antagonistic composition of the muscles. For example a simple hinge joint requires two
muscles at minimum: an extensor and a flexor. If one muscle contracts then the other is
extended and vice versa. This principle of flexor and extensor is transferred to the neural
activation. Each muscle is controlled by motoneurons and the feedback of muscular stretch
sensors. Figure 3.3 shows a pair of flexor and extensor muscles which are activated by
a mutually inhibiting pair of neuron compounds. Each neuron compound consists of
excitatory, inhibitory and motor- neurons. The excitatory neuron of one pair activates
the motoneuron, e.g. of the flexor muscle, and the inhibitory neuron inhibits the other
pair, e.g. of the extensor. The two motoneuron activations, and consequently the muscles,
are activated antagonistically therefore and show alternating activity which is seen on the
right in figure 3.3. Here the natural spiking rate of an active neuron is shown.
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Figure 3.4: Schematic representation of neuron interconnections with the muscular system
which contracts the joint muscles.

A simple model of this functionality has one motoneuron for one flexor and one for one
extensor. This pair of flexor extensor motoneurons is represented by a mutually inhibit-
ing oscillator consisting of two neurons, each integrating the inhibitory and excitatory
component. This is visualized in figure 3.4.

This principle of mutually inhibiting neural networks was introduced by Matsuoka [107,

| the so-called Matsuoka oscillator. With different combinations of oscillators a network
is built which generates an activation pattern. If this pattern is coupled with muscle
activation then a movement pattern of the musculo-skeletal system can be generated. This
integration of oscillator network and muscle activation which leads to actuated movements
of the mechanical system will be described in section 3.4.

3.3.1 The Matsuoka Oscillator

The neuron model used in the present study is a continuous-time neuron model as de-
scribed in [131]. The model represents the firing rate of a neuron by means of a continuous
variable of time which corresponds to the activation of the muscles. The Matsuoka oscil-
lator model integrates mutual inhibition, excitation and external input e.g. from higher
control levels such as sensors and the brain. This integration of natural neuron properties
in a time-continuous relatively simple mathematical model represents an advantage over
other neurons such as the Hodgkin-Huxley model [3]. Furthermore the Matsuoka oscil-
lator applies these properties to interconnected neuron groups, which is useful for direct
antagonistic actuation.

Mutual inhibition is realized by weighting the synaptic conjunctions, which are positive if
they are excitatory and negative if they are inhibitory. The present neuron model includes
an adaption over time. This means that constant excitation does not lead to a constant
output by the neurons, but decreases over time. The extended equation for an inhibiting
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Figure 3.5: Adaptive neuron characteristics visible for a step response, taken from [107].

neuron model as proposed in [107, 108] is:
1 k
n; = i*(—ni—zlaij*fj—b*yi+ci*si+6xti)
J:

. 1
%’—Tb*(fi—yz‘)
with f; = maz(0,n; — A)

i the number of the actual neuron

Jj a selected number of the 1...k neurons in the network

n : the membrane potential of the neuron i (internal state of the neuron)
T,, T, : the time constants of the oscillator

A : the threshold value under which the neuron does not fire

f the firing rate of the output of neuron j

;j : weight of inhibitory synaptic connection to a neuron j in the network

S the impulse rate of an external input signal

c weight of the synaptic conjunctions

Y . adaptation or fatigue variable

b . the adaptation rate for steady-state firing

ext; : external inputs from higher levels such as the brain

or sensors, which also can directly influence the neuron activity

Table 3.1: Parameters of the neuron model.

This model takes the adaptation of a neuron into account. If the neuron receives a step
input, the output firing rate initially increases but then decreases to a lower level, which
is the adaptation level. This is shown in figure 3.5.
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Figure 3.6: A simple 2-neuron oscillator network and its rhythmic activity from [107]

For example, two neurons are connected (j=1,2) and one is firing, which means a high n;
value, the adaptation rate leads to a decrease in this value and therefore the influence of
the other neuron increases as ajo * f5 rises. Therefore the second neuron inhibits the first
and after a while the second is firing at ny > 0. This is seen in figure 3.6. In the following
the value A is set at zero. This definition means no limitation of generality to the system.

3.3.2 Constraints for Oscillation

There are some mathematically defined constraints to guarantee an oscillation mode for
the neurons of a neuronal network with a special parameter configuration. A stable
rhythmic solution can be achieved for the oscillator network in equation 3.1 if the following

two constraints according to [107] are fulfilled:
Q5 Si .
— < — =1... 3.2
1+0 Sj for b n ( )

where n is the number of neurons in the network and

T
Vaig *a; > 1+ Tb (3.3)

The oscillator networks presented in the following are all parametrized to meet these
criteria for achieving a stable oscillation solution.

3.3.3 Basic Network Types

In the following the properties of some different basic oscillator networks are described as
they are used for movement pattern generation: type A) the 2-neuron network, which is
an oscillator and type B) the 4-neuron networks with different interconnections between
the two oscillators. The first basic network A) is the 2-neuron network seen in figure 3.6.
Each neuron suppresses and stimulates the activity of the other neuron. This oscillator
has the characteristic that only one neuron fires at a time. The oscillator correlates to
movements such as simple rhythms e.g, fluttering, chewing, moving one leg which, as
mentioned above, is a simple antagonistic movement by flexor and extensor.

The type B) network with two oscillators can have different interconnections between the
neurons or the oscillators. In this study three kinds of interconnections and the related
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Figure 3.7: Three 4-neuron networks with different interconnections produce different ac-
tivation patterns.

activation pattern according to [25, ] are shown. If each joint requires an antagonistic
oscillator (= pair of neurons), a symmetric network, there are three possible basic 4-neuron
networks, which are shown in figure 3.7.

In the first example in figure 3.7 the interconnections are anti-clockwise with inhibitory
synapses and crosswise between the two corners. This leads to a sequence of activation
from neuron 1, 3, 2, 4. In the second example in figure 3.7 the interconnections are
between the oscillator pair on each side and between the congenerous neurons on each
side. The resulting activation is oscillation for the neurons on each side 1,2 and 3,4 with
3 identical to 2 and 4 to 1. In the third example in figure 3.7 the interconnections are as
in the second example but also include additional crosswise interconnection as in the first
line plot. This leads to a third activation pattern. It is a sequence of shorter activations
as in the first network and with lower amplitude. The basic activation patterns described
will be used in the oscillator networks for the stepping model presented in the next section.
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Figure 3.8: Interconnection of the oscillator with the mechanics. Actuation of the ankle
joint of the stance leg.

3.3.4 Neuronal Oscillator Networks for Walking

First, one oscillator pattern for the sagittal-plane mechanics is shown. As this is a simple
model of a double pendulum, only one network to actuate and stabilize this model is
presented. Second, for the main subject of this research, the frontal-plane model, there
are more variations of interconnections which are suitable, so 4 different networks are
introduced.

An oscillating 2-neuron model is called an oscillator. All oscillator networks which are
used in this work always consist of several 2-neuron networks. A joint is always antago-
nistically actuated which means that a joint is actuated by one 2-neuron oscillator which
oscillates and reacts therefore antagonistically on the joint. The 2-neuron oscillators are
interconnected to networks to interrelate the individual joint movements.

Networks for the Sagittal-Plane Model

The mechanics used for the passive walking on a slope shown in figure 2.3 are the structure
used to interconnect with the oscillator network. As the sagittal plane is not the main
topic of this thesis but is presented to round off the modeling of walking movements, only
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one possibility for an actuation network for the mechanics is given. In the model seen in
figure 3.8 only the ankle joint is actuated in this case by one oscillator. The swing leg is
still unactuated so there is no oscillator for the hip joint movement. This is related to the
fact that the swing leg reacts mainly ballistic during the swing phase [114].

This simple network relates also to the fact that the main metabolic cost is the step-
to-step transition according to [28, 95]. The actuation of the ankle joint enables the
system to compensate the energy lost during the step-to-step transition in the push-off
phase and afterwards. All other movements result from gravitational forces. This is
moreover one of the simplest actuations possible. Nevertheless it shows a strong influence
on the movement without eliminating the ballistic principle completely. The results show
that movement variability and an increase in robustness are achieved by this actuation.
Another possible actuation would have been actuation of the hip joint, which relates to
the hip strategy to balance forward walking according to [193]. Another possibility would
have been the actuation with a 4-neuron network type of any kind which activates ankle
and hip in combination. The results presented in section 3.7 are all generated with the
ankle network shown in figure 3.8.

As the networks are used for all models in stance and walking or walking in place, the
activation and the influence of the ankle neurons depend on the other oscillators but also
on the ground reaction. If there is no ground reaction, there can be no force transmission
to the ground and therefore the ankle oscillator does not have any influence on the system.
This means that the activation for the neurons of the leg with no ground contact has no
effect and they are therefore not shown in the figures. In the sagittal-plane model this
always refers to neurons 5 and 6 and in the frontal-plane model these are always neurons
7 and 8 (see figure 3.9).

Networks for the Frontal-Plane Model

Four different configurations of a neuronal oscillator network are used with the frontal-
plane model. The 4 networks are visualized in figures 3.10 to 3.13 and are denoted by (a);
in addition the simulated neuronal activation patterns for the stand-alone case of neuronal
activity are visualized in the subfigures denoted by (b). Stand-alone means without any
coupling or interaction with the mechanics although the location of the neurons is shown
in relation to the later position for coupling with the mechanics. The basis for these
different neuronal networks is always the constellation of joints and oscillators shown in
figure 3.9. In this figure the relation of neuron to joint is visualized. For each joint
two neurons are applied as an oscillator, which operates in an antagonistic way like the
extensors and flexors of the muscular system. All joints are hinge joints, which means
that one flexor extensor pair is sufficient to realize the full spectrum of joint movement.
The different neuron constellations and their activation patterns are denoted P1 ...P4.

Figure 3.10(a) shows the first neuronal network P1 with respect to the related mechanics.
Here the hip is interconnected like the second 4-neuron network outlined in section 3.3.3,
which is shown in figure 3.7. The ankles are connected to the hip with the same type
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Figure 3.9: Frontal-plane mechanics linked with the actuating neurons at each joint.

of network, which leads to a synchronization of activation of the hip and ankle. The
activation is in antagonistic rhythm. At any given time one neuron of an oscillator is
active and the other is inactive and all the neurons are synchronized. This is shown for
the neuronal activation pattern of neuronal network P1 in figure 3.10(b). When neuron
nl is active, neurons n2 and n3 are inhibited and therefore not active, but neuron n4 is
active at the same time. The ankle joint neurons are coupled, which means that neuron
n6 is active when neuron n4 is activated. The activation is synchronous for hip and ankle
neurons, except that the ankle is activated slightly earlier but continues till the activated
hip neurons become inactive again.

The second oscillator network P2 is also structured in line with the second example
network type outlined in section 3.3.3, which is shown in figure 3.7. The hip and the
ankles are connected as in the first network type but with the hip connection changed
crosswise. This can be seen in figure 3.11(a). The resulting activation pattern is the same
and is synchronized for the whole network in active and inactive neurons, but there is a
change in the neurons which are activated at the same time. The hip activation is still
pairwise, but now active with neurons nl and n3 at the same time and ankle neuron n5
activated just before the hip reacts. This is the same characteristic as in pattern P1.
This means for later movements an earlier, longer but lower ankle activation. This can
be seen in figure 3.11(b).
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Figure 3.10: Neuronal oscillator pattern P1
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(a) Neuronal network pattern 2 P2. (b) Neuronal network P2 activity pattern.

Figure 3.11: Neuronal oscillator pattern P2
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(a) Neuronal network pattern 3 P3. (b) Neuronal network P3 activity pattern.
Figure 3.12: Neuronal oscillator pattern P3

The third network type P3 is derived from the third example network type outlined
in section 3.3.3, which is shown in figure 3.7. The 4-neuron networks are additionally
crosswise interconnected which can be seen in figure 3.12(a). The resulting oscillator
activation pattern is a hip activation, which is of double time duration as the ankle
activation. This signifies that neurons nl and n2 are active during both active phase plus
inactive phase of the ankle neurons n5 and n6, which are mutually activated respectively.
This is seen in figure 3.12(b).
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(a) Neuronal network pattern 4 P4. (b) Neuronal network P4 activity pattern.

Figure 3.13: Neuronal oscillator pattern P4

The fourth and last network type P4 for the frontal walking mechanics is derived from
the first basic 4-neuron network type outlined in section 3.3.3 in figure 3.7. Here the
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3.4 Activation of Mechanics with Oscillators

idea is that each side of the hip is interconnected with both ankle sides, so that the hip
interconnection is directly influenced by the ankle connection. Figure 3.13(a) shows all
connections. The resulting activation pattern is a crosswise active hip where both sides
are synchronized but the ankle activation is phase shifted as shown in figure 3.13(b).

3.4 Activation of Mechanics with Oscillators

In this section the coupling of the passive dynamics of the mechanical model with the
oscillator network is proposed. The following subsection 3.4.1 and 3.4.2 introduce (I) the
generation of torques applied to the mechanics and (II) feedback from the mechanics to
the oscillator. (I) force generation is a simple weighted additive mechanism which adds up
the combination of activations. The (II) feedback is a combination signal of joint position
and velocity. With (I) and (II), the mechanics and the oscillator network, a complete
system is presented which performs rhythmic movements. In figure 3.14 an overview of
the system with the interconnections between mechanics and neural oscillators is shown.

T o — System and joint states X, )'(> ST
dynamics .
- Muscle ‘
fJoint forces feedbocNk fl
n Activity of neurons eura s
Actor model [ - oscillators e

Figure 3.14: System overview of the actuation of the passive mechanics by neuronal os-
cillators with proprioceptive feedback.

3.4.1 Joint Torque Generation

The activity generated by the oscillator network is transformed to a torque which is ap-
plied to the mechanics. In formula 2.3 the torque applied directly to the joints in addition
to the gravitational forces is the teorrective.- In section 3.3 the antagonistic structure of the
muscular system was described. Put simply, muscular innervation includes motoneurons
which contract the corresponding muscle fibers if they are activated. The muscle cannot
do the contrary movement, the stretching. This stretching has to be performed by its
antagonist, which in its turn is contracted by motoneuron activation. The contraction
strength depends on the motoneuron activation level and therefore on the quantity of
muscle fibers which are activated. The activation of the oscillator neurons is propor-
tional. The activation of the oscillator network induces the motoneuron activation and
this generates the muscle contraction which in turn applies a torque to the attached joint.
The different activation patterns P; lead to a different muscle contraction and therefore
to a different torque being applied to the joints. If there are 4 oscillator pairs as in figure
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3 Actuation of Passive Mechanical Models

3.9 the force generation for the four joints wcorrective = Uk, where k = 1...4 number of
joints, is:

8
= Z Wi * M (3.4)
j=1

where w is the weight with which the oscillator neuron n; influences the corresponding
joint k.

In the case of the sagittal model the torque generation is identical. Only the number of
generated joint torques and neurons is less with £ = 1,2. The joint torque of the ankle
is generated with two neurons as seen in figure 3.8. This is the torque u; for the stance
ankle, which is generated by the weighted sum of the two neurons nl and n2 at the ankle
joint. The torque applied to the ankle is: uw; = wyy * nq + woy * ng. The hip joint is not
actuated. Therefore the applied joint torque us = 0.

Now the joint torques are determined in the same way for the frontal-plane model. A
torque is applied to each joint k. This torque is computed according to equation 3.4. The
computed torques depend directly on the neuron activation level n; and the weighting.
In the presented model it is always the directly connected neurons which combine their
activation levels to generate one joint torque. Like a pair of flexor and extensor muscles,
the torque applied to a joint is generated by the combined sum of applied torques. For
example for joint k£ = 1 for the frontal-plane model, these are the neurons n; and ns as can
be seen in figure 3.9. Therefore most of the weights are zero as there is no interconnection
between e.g., the foot neurons and the hip actuation. The weight values which are not
zero and therefore active are wig, Wag, w33, Wy3, Ws1, we1. The joint k£ = 4 is not actuated
as this is the joint which has no ground contact but is the swing leg ankle. The torque
uy = 0. The other torques u; ... us are as follows:

U1 = Ws1 * Ny + We1 * Ng
Ug = W1 * N1 + Wag * No
U3 = Wsgz * N3 + Wy3 * Ny

Table 3.2: The corrective torques applied to the three joints.

There are different strategies in human beings determining which muscle groups are ac-
tivated during stance and walking. The joint torques can therefore vary in the weighting
which depends on the strategy used. If the hip is actuated more than the ankle, the
weights for the hip joints are larger than the weights for the ankle joints. In section 3.8.2
the variation of the weights according to different strategies is investigated in more detail
and the resulting movement patterns are shown.

3.4.2 Muscle Feedback Applied to the Oscillator

Feedback is the information which is transmitted from the mechanical system to the
oscillators. It is dependent on how the oscillator network reacts to changes of the me-
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3.4 Activation of Mechanics with Oscillators

chanics. The feedback is combined with joint actuation which leads to a feedback signal
corresponding to the individual joint movements. In section 3.3 the oscillator activation
represents the neuron activation which directly induces muscle contraction in line with
an antagonistic flexor and extensor pair.

According to [178, ] muscular feedback is represented by two different feedback loops.
First, the muscle length and velocity feedback of the muscle spindle afferents, which is a
proprioceptive feedback. This feedback directly influences the motoneurons. The second
feedback is the force feedback from the tendon organs and influences the interneurons.
These two mechanisms are beside other reflexes the main mechanisms for muscular feed-
back and stabilization [9]. These proprioceptive feedback loops allow a stable posture
control if the frequencies are not too high [178]. The advantage is that this kind of
proprioceptive feedback does not cost extra energy, unlike other mechanisms such as co-
contraction of muscles in order to increase the intrinsic muscle visco-elasticity [175].

The present model represents the proprioceptive muscle spindle length feedback which
corresponds directly to the angular joint position. The spindle velocity feedback is also
used and this is proportional to the angular joint velocity. The force feedback is omit-
ted in order to simplify the model; it is not needed because it improves the impedance
characteristic of the muscle system [175], which is not a critical factor for the proposed
model.

In the model presented a simple structure is used based on the following principle: If a
muscle is contracted its antagonist is stretched. This stretching or extension is sensed by
proprioceptive sensors which are represented as inhibitory synapses of the neurons in the
neuron oscillator itself. Proprioceptive information, given by the muscles and the joints,
can be used for external sensory information to adapt the oscillator network to achieve a
stable oscillating movement. This sensory information is the feedback signal given to the
oscillators as external excitatory input s; introduced in equation 3.1. As this feedback
depends on proprioceptive information, the feedback signal is chosen to be a combination
of joint position and angular velocity of the joints as proposed in [52, |. The feedback
signal s; for each oscillator neuron ¢ = 1...8, as is shown in figure 3.9, is a weighted sum
of the angular positions and velocities. The following equations are the feedback signal
for a pair of antagonistic oscillator neurons i and ¢ + 1:

si::i:fd*xj:fdv*j;

. 3.5
Sit1 = Ffa*x T F fa * (3:5)

where f; and fdv are the weighting gains of the angular joint position and angular joint
velocity. The angle is one of the three angles of the mechanical system «, 3, according
to the influence of the oscillator neurons on the muscles and the joint. See figure 3.9 for
the numbers of oscillators related to each joint and angle for the frontal-plane model. So
neurons nl and n2 are influenced by the difference between angles o and 3, neurons n3
and n4 are influenced by the difference between angles # and 7, neurons n5 and n6 by
angle o and neurons n7 and n8 by angle ~, but only if the relevant leg has contact with
the ground.

For the sagittal-plane model neurons nl and n2 are influenced by angle © as shown in
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3 Actuation of Passive Mechanical Models

figure 3.8.

The feedback completes the loop of activated mechanics according to figure 3.14. Accord-
ing to the transition chart of figure 2.6 in section 2.3.2 the whole process for one stepping
phase is as follows: the mechanical dynamics react to the gravitational forces plus the
joint torques added additionally. These joint torques are produced by the oscillator net-
work, which represents the activation level of the muscles. The activation of the oscillator
network is influenced by the proprioceptive muscle feedback, which represents the muscle
length and contraction velocity. A stepping phase is terminated if ground contact occurs.
In the model proposed here this ground contact is modeled as an instantaneous event. So
the next stepping phase is the next swing phase of the other leg. In the following section
3.5 these stepping movements are commented in more detail with especial reference to
the stability of such stepping movements.

3.5 Stability

Stability is a very important characteristic of walking and stepping in general. As men-
tioned in section 2.4 the walking stability was and is crucial for human survival. Besides
other important characteristics of walking this is the most important characteristic. In
the following, the term stability is detailed further in a mathematical way and applied to
stepping movements. Further a numerical proof of stability is shown which is applied to
walking movements in this work.

3.5.1 Poincaré Sections

The differential equations for mechanics and oscillators are nonlinear. So the walking
system is a nonlinear dynamic system in continuous time. With each step ground contact
occurs which makes the system discontinuous. So the stability and therefore the attractor
properties of this hybrid system can not be determined by eigenvalues of a simple Jacobian
matrix as for continuous nonlinear differential equations. Walking is a periodic movement
with subsequent continuous periods which are the swing phases. This movement has to
be presented as a periodic solution. A periodic solution is searched which is stable. This
means that all movement trajectories stay in the neighborhood of one cyclic movement
trajectory, the periodic orbit, if they started in the close neighborhood of the periodic
orbit. It is an attracting orbit if all solutions converge to this orbit for time — oo . The
periodic solution is asymptotically stable if it is stable and an attracting orbit. This is
also called a limit cycle. To determine the stability of such a periodic orbit the Poincaré
map can be applied [91, 5].

The Poincaré Map considers an autonomous or non-autonomous system of the form:

t=f(x) or = f(x,t) with x(ty) = o (3.6)
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3.5 Stability

The Poincaré Map P is defined by:
Tp+1 = P(Qﬁk) (37)

where P is the mapping from solution x; of the system onto solution xy,; where k and
k +1 denote the time. If a time-periodic system is divided into n sections of period T' the
system can be written as:

z(T) = f(x,T) with z(t=to+n*T)=xp4n

where the duration of one section is the time T between two points in time k£ and &k + 1.
These sections of the orbit of the motion from time k to k + 1 can be described by the
Poincaré sections. For a periodic solution which starts at x; at time k& and returns to the
same state in space xp,1 at time k+ 1 this is a fixed point of the the Poincaré Map P with
xr = Tpo1. This implies that the stepping system returns after a certain time to a solution
where it can be mapped to an earlier solution. A Poincaré section is a plane because it
has one dimension less than the original phase space and intersects with the orbits. For
stepping this means that e.g. at double support phase which is one instant in time, the
system state of the last double support phase or the before last can be mapped to the
actual. The system is discretely divided into continuous-time parts, the single steps.

For a periodic orbit the Poincaré sections intersect with the orbit in the fixed point z*
for each period. In general the intersection points can be mapped by the Poincaré map
onto each other. The Poincaré map turns a continuous dynamical system into a discrete
one. Therefore the Poincaré map reduces the search for a stable periodic solution to
the linearization of the Poincaré map around the fixed point z* with z* = P(z*). An
equilibrium point z* is Lyapunov stable in case that:

lz(to) — %] < 6 = |la(t) —a*| <e ¥V t >t (3.8)

The equilibrium point z* is said to be locally asymptotically stable if 2* is stable and, fur-
thermore is locally attractive and there exists a §(to) which means that all solutions start-
ing near z* tend towards x* as t — co. Mathematically speaking there exists d(¢g, €) > 0
so that:

|z(to) —2*|| < 6 = tlir?o x(t) =" (3.9)
This can be transfered to the Poincare map according to [91] equation 3.8 and 3.9 are:
|zo — || < 0 = || P (z9) —2"|| <e ¥ n=>0 (3.10)
and
|z — 27| < 0 = 71113010 P (zg) = z* (3.11)

where °" means the repeated application of P, i.e. P*"(x) = Po Po...o P(x).

n  times

The linearization of the Poincaré map in the stable solution and fixed point x* is used to
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prove the stability of the fixed point with equation:

P(xg) — 2" =~ a—(x Y(xo — *) (3.12)
Lo
If the eigenvalues \; of this linearized map are in the range for all i: |)\;| < 1, the periodic
solutions are stable. If there is at least one with |\;| > 1, then the periodic solution is
unstable.

3.5.2 Stability Proof Applied to Periodic Walking

In the following the stability theory is applied to a stability proof for periodic walking
movements. There are several ways of proving walking stability in literature [120, 18, 37,

, 67]. They all handle walking as a periodic movement with periodic recurring phases
which can be analyzed as continuous systems over time. To analyze the stability properties
a discrete mapping method as a Poincaré map is applied. The presented stability proof
is numeric and was used for all identified stable stepping movements presented in this
work. As described cited by [18] from [69] a gait is stable if starting from a steady closed
phase trajectory, any finite disturbance leads to another nearby trajectory of similar shape.
This means that the phase plane of the movement attracts the trajectories in a certain
area to one stable trajectory (orbit), which is called limit cycle of the system. To analyze
the orbital stability of a limit walking cycle, the whole hybrid system is mapped by
determining the Poincaré map and analyzing whether the fixed point is stable or not. If
the fixed point z* is stable then the complete step cycle is also taken to be stable. The
procedure for a periodic gait is as follows: The map of the hybrid cycle is one step which
starts with the initial condition for take off of the swing leg right after the double support
phase and ends again with the new initial values right after the double support phase.
For this also see figure 2.6. So the system divided into steps can be written according
to equation 3.7 as x(stepgy1) = P(z(stepy)) where z is the state vector of the system,
r=la, B, 7, q, 8, 4]T. If the trajectory is periodic it is valid to say xj = Tpy1.
So it follows according to equation 3.7 z* = P(x*). To state that the fixed point is really
stable the following derivation is made according to [1&]. The nonlinear Poincaré mapping
function P is linearized by writing it as Taylor series which is:

oP
P(z* + dz) = P(z*) + 5 * dx (3.13)
x
where % is the gradient of P according to the states and dx is a small perturbation dz;

applied to each state of the cyclic solution of x*. The gradient of P can be calculated by:

% = AxT7t (3.14)
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with
oy 0 O 0
F=1. . C|and  A=[@—a) (-2 ... (af 2]

where i is the number of system states and a? = P(x* 4 dx;) are the solutions for each
disturbed state i. The distance between the fixed point solution x* and each perturbed
state solution 2% at the end of a period is also called monodromy matrix Y.

Now the eigenvalues of matrix gradient %—I; are determined. If the eigenvalues are within
the unit circle the configuration is stable.

This stability also means that if a step is perturbed in some way and this perturbation
does not push the system out of the basin of attraction the system will be attracted to
the stable solution. So in this step cycle and the following cycles the system will return
to the same gait pattern or to a similar stable pattern.

3.5.3 Finding Configurations for Stable Periodic Movements

As the whole system has 22 states which depend on about 40 parameters it is no easy
task to find a stable configuration. The last subsections 3.5.1 and 3.5.2 described how
the term stable or stability is defined by mathematical means and what this means for
stepping and walking. In general it can be said that a gait is stable if it is stable with
respect to the corresponding fixed point of the Poincaré Map. This means that a solution
of the system exists: F(xy) = Zj4n, where k is the time where the system periodically
returns to e.g. the ground contact of a step and n is the n-periodicity of the system.
But a stepping system can also be non-falling if it is not stable as this could be a chaotic
solution which is still an attractor. Such a solution is not stable in a mathematical sense
but there are also no falls during stepping.

First, a short overview will be given of the whole procedure to find a configuration for
the stepping system which appears to be stable and which then can be proven to be
stable or not stable. The procedure is as follows: At the beginning a desired frequency or
the approximate resonance frequency of the pendulum mechanical system is determined
Wy = \/g where ¢ is the gravity and [ is the length of the pendulum. In the mechanical
system this resonance frequency is taken for the eigenfrequency of the swing leg.

The frequency of the isolated oscillator system is directly determined by the time param-
eters and the coupling of the oscillators. This system can be adapted to the required
frequency characteristics before it is combined with the mechanical system.

Next, the complete system is observed for changing parameters, and the parameters are

1) Additionally also the Fundamental matrix of a system can be determined as linearization of the system
around the periodic orbit which is ® = Df(Z) * ® where ® is the periodic solution of the system

f(z,t).
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generally adapted to ensure a desired or correct performance of the system. This ob-
servation is performed experimentally in order to establish the full range of obviously
possible solutions. The performance of the system is observed according to the following
criteria. Is the activation series for the neurons in the intended order? Do the levels of
activation exist for all neurons, in other words are the activation levels all positive? And
are the activation levels of the same dimension, in other words the activation level of one
oscillator is not a 100 times higher than that of the neighboring oscillator. This leads to
all oscillators having a comparable influence on the actuation of the mechanics. Last but
not least the signs are checked to ensure that the first determination of the body angles
takes the right direction and the right order.

Two methods have been applied to find an initial fixed point: (1) the Newton-Raphson
method and (2) the secant method. The Newton-Raphson method only works if the initial
guess is close enough to the later fixed point, otherwise the method does not converge.
The result of these methods is an initial state vector xg, the fixed point, which gives a
good approximation of a stable solution for a periodic gait. This means that F'(x) ~ xo.

Then the system is then processed with zy as the initial guess and refined to a stable
solution by iterative approximation to the limit cycle solution of the system. The method
to check for stability presented in section 3.5.2 is used by other studies of gait in the
sagittal plane such as [18, 19, 38] which corresponds to the local stability of limit cycles.

In section 3.8 below, the simulated stepping movements with the proposed actuated mod-
els are presented. If a movement is denoted stable this always refers to the stability
proof introduced here. Amongst other things the subsequent simulation results regard
the influence of parameter variations or external perturbations on the stability of periodic
stepping movements.

3.6 Simulation of Stepping Movements and Visualization

The simulations are all implemented in MATLAB. For the following results, all the in-
tegrations are done by the MATLAB solver ode45 with the setting: variable step size,
absolute tolerance 'AbsTol’ = le — 5 and the relative tolerance 'RelTol’ = le — 7, the
other integration values are set to default MATLAB values.

The plots presented to visualize the results are of the same type for all sections below.
Here the individual plot types are briefly commented to give a better overview. Important
parameters of the system are the positions of the hinges, which are represented by ® and
0 for the sagittal model and with the three angles o, 6 and ~ for the frontal model.
These positions are equal to the angles shown in figures 2.3 and 2.4. The phase plot is a
visualization of these positions against the related angular velocities ®, 6 for the sagittal
model and against &, 3 and 4 for the frontal model. This plot is a common form
of visualizing the stability of limit cycles. If a system is stable, the shown cycle takes
the form of one line and not multiple lines. The attraction of a solution to the limit
cycle can be seen as convergence with this limit cycle trajectory. In addition the velocity
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discontinuities can be seen as discrete velocity changes when ground contact occurs.

A further plot is the plot against time of the activation levels of the oscillator network. As
the swing leg has no ground contact, the swing leg ankle is not active and this activation
level is omitted in the plot. For the sagittal model there is only the two neurons at the
ankle of the stance leg which are shown. And for the frontal model only the six neurons,
two for the stance ankle, two for the stance hip hinge and two for the swing leg hip
hinge are shown. Finally, the movement plot draws a stick figure for different time steps
in the same plot to visualize the movement. Here the discretization of the stick figure
movement is performed with a much lower sampling rate than the original integration
time steps used by the MATLAB ode solvers. This is because single lines have to be
seen to imagine the movements, so this plot has no definite time baseline but shows a
motion sequence.The whole system consists of the four components: mechanics, oscillator
network, torque generation and feedback from the mechanics to the oscillators. In the
following some movement results for this system will be shown. The movement of the
mechanical system, angles and or angular velocities, the oscillation pattern of the neuron
network activation and the reaction of the system to parameter changes such as frequency
and disturbances applied to the mechanical system like foot sliding. In the following all
simulation results presented are calculated for the sagittal and frontal mechanics, each
with a constant setting for mechanical parameters and most of the oscillator parameters.
Any variation in the parameters is always indicated separately for each result.

3.7 Simulated Stepping Movements in the Sagittal Plane

In literature there are several examples of actuated walking models in the sagittal plane
as mentioned at the beginning of chapter 3. Models with an actuated hip joint are e.g.
as proposed in [127, , ]. Biped walking models with actuated ankles are proposed
by e.g. [12, 93]. In robotics normally all joints are actuated e.g. as presented in [174, 11].
The stability of unactuated and actuated sagittal plane models was proven for many
models. Stability analysis examples of passive models can be found amongst others in
[111, , , 38, 18, 19, 18] and for actuated passive models in [67, , 171]. There are
therefore various possible actuations with stable solutions and this opens up a wide range
of actuation possibilities for the simple ballistic model of a walking pendulum presented
here. One of those possibilities is shown with some parameter variations. The stability
analysis is always carried out with the method and limit cycle solutions presented in
section 3.5.

3.7.1 Walking Movements

Continuous ankle actuation of the passive walker in the sagittal plane leads to a walking
movement on level ground without the gradient of a slope. The pattern of the movement
is influenced by the activation pattern of the ankle oscillator. The ground contact and
transition that occurs in the double support phase are factors that also influence the
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system significantly. The direction of ground reaction forces influences the initial velocity
values for the next step and therefore the gait pattern. The initial values determine
whether a movement solution is attracted to a stable solution and where the fixed point
of this solution is. Stability is also affected by the parameters of feedback values f; and
faw as well as the external inputs s; or ext; to the oscillator; these parameters have a
principal influence on the walking pattern. In the following a general set of parameters
is used for each simulation equivalently. The parameters and their values can be seen in
table 3.3 and table 3.4.

parameter value unit

M 70 [kg]
m 0 (k9]
1 1 [m]
g 9.8 [kg * m/sec?]

Table 3.3: Parameters of the mechanics.

Other parameters are varied and those variations influence the walking pattern. The
parameters of table 3.3 are as used in equation 2.2.2 for the mechanics. The equation is
normalized.

The constant parameters for the oscillator network are the same for all neurons. The
names of the parameters correlate with equation 3.1 of the Matsuoka oscillator:

parameter value

ai2, Ao1 1.5

b 2.5

s 8

T 1 [sec]
Ty 2 [sec]
fa 1.5
Ja -1.5

Table 3.4: Parameters of the neuronal oscillator.

A walking movement generated with the above values is a simple forward walking move-
ment on level ground which is shown in figure 3.15. The subplots (a), (b), (c¢) and (d) show
the angular positions and angular velocities of the two angles 6, ¢, the neuron activation,
the phase plot and the movement of the mechanics of figure 2.3. The result which can
be seen is the superimposing of the neuron oscillations with the mechanical oscillations
and therefore a new oscillation. Only the ground contact produces discontinuities in the
velocities. The angles are symmetric. The trajectory is attracted to the cyclic solution
after a few steps. This is seen in figure 3.15(c) where the single trajectories converge to a
stable limit cycle after the initial transient time where the lines are separate and distinct.
The discrete event of ground contact is visualized by a break in the lines, which would be
a vertical connection line if represented by a solid line. In the plotted movement in figure
3.15(d) the 1-periodicity can be seen. Every step resembles the previous one.
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Figure 3.15: 1-periodic stable solution for walking movement in the sagittal plane on level
ground.
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Figure 3.16: 2-periodic walking movement with a modulated ground contact direction
vector.

Another possible solution is a 2-periodic solution as shown in figure 3.16. Here the periodic
patterns are repeated every second step. The discontinuous state transition can be seen
in the velocities and the angles are no longer symmetric. This solution differs from the
first solution with respect to the ground contact condition. The direction of the vector
for the initial velocity of the stance leg is exactly inverted for every second step. This is
like a clubfoot movement. With each step the stance leg starts in the other direction but
due to the actuation it is forced into the same direction, which is like an initial tension of
the ankle for each step.
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Figure 3.17: Variation of neuron parameter s = 10 results in a higher step frequency.
Stable 1-periodic walking movement with parameter fg, = 3.5,7, = 1.5.

3.7.2 Variation of Parameter s

Another possible stable 1-periodic walking solution is taken and the parameter variation
examined. The variation of the external input s of the oscillator system represents a
variation of external influences such as sensory input or other high-level commands. This
variation influences the step frequency. In figures 3.17 and 3.18 two examples with s-
values of 10 and 2 respectively are shown. Figure 3.19 visualizes the variation in step
frequency resulting from variations in parameter s.
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3.8 Simulated Stepping Movements in the Frontal Plane

3.8 Simulated Stepping Movements in the Frontal Plane

In the following a selection of simulation results is presented to demonstrate the abilities
and possibilities of the proposed actuated model for stepping movements in the frontal
plane. The complete model used for simulation, consists of the mechanics presented in
section 2.3 and is actuated by the oscillator networks P; producing joint torques and
using proprioceptive muscular feedback as explained in section 3.4.2 and 3.4.1. This is
visualized in figure 3.14. With the instantaneous ground contact of section 2.3.2 this
becomes a hybrid system with the states double support phase and single support phase
(swing phase) which is shown in figure 2.6. The ground contact will be modeled with slight
variations as the ground contact for e.g. stepping in place or stepping up has to be varied
according to the ground level, ground reaction forces and direction of initial velocities
according to the movement direction. So below in section 3.8.1 three different movement
patterns are presented to show the variability in movement types of the model. Next, in
section 3.8.2 the influence of the variation of single parameters is shown which imply the
possibility of extending this model with external control and input. In section 3.8.5 there
are applied external perturbations to the system. The effect of such perturbations on the
movement and its stability are tested. In section 3.8.6 the movement pattern ’stepping
in place’ is compared to a real movement pattern recorded in an experimental setup with
real subjects. This shows that it is possible to simulate movement patterns which are very
similar to real stepping movements with the proposed model. Finally, in section 3.10 the
possibilities and restrictions of the proposed model are discussed for further extensions of
the model.

The proposed model has several parameters which are in the following once explained in
the related equations. Here the values for the parametrization of the models are given
which are used to simulate the following results. There are the mechanical parameters,
body mass M, leg masses m, leg length [, hip width h and gravitational force g. The
values of these parameters are for all simulations identical. For the used values see table
3.5 The constant parameters for the oscillator network are the same for all neurons. The

parameter value unit

M 49 [kg]
m 11 (k9]
1 0.5  [m]
h 0.1 [m]
g 9.8 [kg * m/sec?]

Table 3.5: Parameters of the mechanics.

name of the parameters correlates with equation 3.1 of the Matsuoka oscillator. The
parameter values are shown in table 3.6:
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parameter value

a 2.5
b 3.5
c 2
d 2
S 4

Table 3.6: Parameters of the neuronal oscillators.

3.8.1 Simulation of Different Movement Patterns

The proposed model is developed to generate rhythmic stepping movements in the frontal
plane. The movements are of a general sort, as the parameter setting of the model was
not especially adapted to experimental human data, because this model shall demonstrate
general potentials of this relative simple musculoskeletal model. So the first result are the
types of stepping movement patterns which can be achieved with this model. In the
following four general types of patterns are presented:

Stepping in place with dropping of hip

Stepping in place with lifting of hip

Stepping aside

Stepping up as e.g. on a ladder

These are four stepping movements which can be done by every human being and which
are general movements in the frontal plane. The stepping in place can be done in two
different ways, the more natural way is by dropping the hip but it is also possible to lift
the hip at the beginning of step and then let it drop again to get ground contact. In figure
3.20 the position, activation and phase plot can be seen for case (1) stepping in place with
dropping hip. Here the hip drops so the leg dips into the ground and comes up again till
it is level with the ground surface which is detected as the ground contact. As can be
seen in the phase plot the stepping movement is a 1-periodic limit cycle movement. So
all trajectories are identical and the gait is symmetric and stable.

Another example can be seen in figure 3.21 where the phase plot is not a limit cycle but
the movement looks stable for 8 steps. In this case no periodic solution is found and
no symmetric one either. This stepping movements can be a n-periodic gait.Or it is an
instable configuration that is close to a stable solution but after several more steps the
system would collapse or it is really a chaotic attractive solution. If the system is unstable
but can though do 8 steps, which is according to the whole body mechanics still a stable
physical stepping solution, this kind of instability can be handled by a high-level control
that will be proposed in chapter 5.

A third shown possible stepping in place movement pattern is seen in figure 3.22. This is
a 'drifting” movement which is surely unstable. This drifting can be seen as the phase plot
slowly drifts in one direction. In the position plot a slow increase or decrease of the angles
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Figure 3.20: Simulation of stable movement stepping in place with dropping hip: simu-
lated with the parameters T,, T, = 0.05, f; = 0.5, f4, = 1, initial state vector
tnit; and ankle and hip strategy F'12.
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Figure 3.21: Solution of another stepping in place movement with dropping hip. The

solution is not proven to be stable but there is no obvious fall risk either:
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, initial

0.5, fa = 1.2

simulated with the parameters T;,T, = 0.05, f;

vector init; and ankle and hip strategy F'12.
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Figure 3.22: Stepping in place with dropping hip with a drift movement in one direction as
the step movement is unsymmetrical between right and left leg. This is like
limping: simulated with the parameters T,,T, = 0.05, f; = 0.4, f4, = 1.1,
initial state vector init; and ankle and hip strategy F'10.

denotes this drift. With this constellation, several steps can be generated, which are still
a stable whole body constellation but after several steps the system becomes instable.
The resulting movement looks like an asymmetric limping. As mentioned above this drift
instability can be prevented with a high-level control that senses the whole body position
and movement. In the low-level musculoskeletal model the position of the whole body is
not included.

The three examples above of stepping in place movements are generated with the same
oscillator network but with different feedback or extern oscillator input ext. The strategy
for hip or ankle activation was for all three cases a uniform hip and ankle strategy.

The next example of movement is stepping in place with lifting hip. Stepping in place
with lifting the hip starts not with the usual drop of the hip but in contrary a lifting up
of the hip against gravitation. This change in movement needs another initial value for
the mechanics. The starting hip velocities have to be the contrary direction to lift the hip
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Figure 3.23: Stable symmetric stepping in place movement with lifting hip: simulated
with the parameters T,,T, = 0.1, f; = 1.2, f4, = 1.69, initial state vector
1nit; and hip extensor strategy F'14.

and not to drop it which happens according to gravitational forces. As this movement
is not so natural, therefore the activation level of the hip joints have to be much higher
than in the stepping in place with dropping hip. This higher activation level, which can
be clearly seen in figure 3.23, is about 2.5 times magnified related to figure 3.20. The
higher hip level enables the system to react against the gravitational forces and lift the
hip. Therefore, the energy level at the beginning of a step has to be higher than it is for
dropping hip. The amplitude of the hip movement is higher and the amplitude of the leg
movement is very low. As can be seen in phase plot 3.23, (c) the presented solution is
also a stable solution where all periodic trajectories are attracted to the limit cycle. The
gait is symmetric, so, the limit cycle for a and ~+ are congruent. Another characteristic
of this hip lift up stepping in place is that the hip velocity is highly discontinuous in the
ground contact. This means if the leg touches ground with a velocity o, the leg leaves
ground with a velocity in the other direction —¢. This can be best seen in the phase plot
3.23 (c) where the green phase space line is highly discontinuous for the hip.
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The third stepping mode is stepping to the side. This intention to step to the side has to
be clear at the beginning so the initial values can be adapted to stepping to the side and
the ground contact model is adapted. The model for the ground contact was presented in
section 2.3.2, here the initial velocity values for the next step are calculated by equation
2.20 and though by equation 2.21. In the case of stepping aside the force applied to the
mechanics when ground contact occurs has another direction than in the case of stepping
in case without moving the body in the frontal plane. This movement to the side is like
a steering command of an upper control center which says ’go to the left or right’. It
is an intentional signal. This leads to a ground reaction force which is not in a more or
less vertical direction but the tangential component of this force is higher. So the initial
movement of the new stance leg has a direction also horizontal so that the whole body
moves to the side. This is realized by a joint torque of the new and old stance ankle «
and 7, which have an initial value that has the same direction and keeps this horizontal
movement vector for each step. So the general movement direction is determined by the
initial value and the horizontal vector direction of the ground contact initial movement.
This is determined in the equation for the energy preservation detailed in 2.3.3. The
equation for this is according to equation 2.22:

E(stepi(1)) — Epor(stepi1(1)) = Epin(stepisi(—(1), 3(1), —4(1))

where the velocities of o and v have the same direction but opposite to the direction of
the last step. This configuration of the ground contact leads to a stepping to the side
movements shown in figure 3.24. This movement is also simulated with dropping hip steps
alike figure 3.20.

Another possible walking pattern to the side is with small short steps that are more
controlled by the ankles than the hip. As the ankles are not such a strong actuator as
the hip the steps are smaller. This stepping movement to the side with smaller steps and
ankle strategy F'11 is seen in figure 3.25.

The forth and last stepping type is the stepping up. This is a stepping in place but here
the hip is lifted as e.g. for stepping up a ladder. Furthermore, the ground contact is
different compared to stepping in place. If the whole body steps upwards, the ground
contact has to be adapted to a structure, e.g. like a ladder which can be stepped up.
For this movement the ground contact was modified as follows: For each step the ground
contact condition is moved by a delta upwards. So, for the first step the ground level is
zero for the next it is delta higher and so on. The condition according to equation 2.15 is
adapted by the additional term delta A, which means a higher ground level then before.
The equation for this is:

[ % cos(a) — h* sin(B) — l * cos(y) = A (3.15)

The four types of stepping movements can be varied mainly by the initial values and the
ground contact which defines the new initial condition for the next step and the strategy of
actuation as ankle or hip strategy. For a limit cycle stability of those stepping movements,
the feedback parameters are essential. So in the next section 3.8.2 some parameters are
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Figure 3.24: Stepping to the side with dropping hip, simulated with the parameters T, =

0.1,7, = 0.3, f4 = 0.6, fq, = 3.5, initial state vector initg and hip strategy
F10.
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Figure 3.25: Another stepping to the side movement with dropping hip has more hip
actuation which results in smaller steps: simulated with the parameters T, =
0.3,7, = 0.1, f; = 0.6, f4, = 4.5, initial state vector initg and ankle strategy
F11.
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0.85, f4, = 3.8, initial state vector initg and hip strategy F'10.
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Figure 3.27: Influence of oscillator input s on step frequency with duration of one third
of the step cycle (lower curve) or duration zero (upper curve) of the double
support phase.

varied systematically to analyze the influence of those parameters on the system.

3.8.2 Influence of Parameter Changes on Movement Patterns
External Oscillator Input

A very interesting parameter of the oscillator network is the input s which can be a
control input from higher levels as the brain and sensors. In the following the variation of
parameter s and its influence on the stepping movement is shown. In figure 3.27 a rising
of s for the same model parametrization results in a varying of step frequency. There is
a direct linear interconnection between the oscillator input s and the step frequency.

An additional factor which influences the step frequency is the ground contact. The
ground contact presented in this work is an instantaneous contact so the length of time of
the contact is zero. If this contact duration would vary between zero and about one third
of time of the step cycle, which is a normal value for slow walking, the step frequency
is influenced. It is a linear indirect proportion which describes an increasing duration
of ground contact which leads to a decrease in step frequency. This is shown in figure
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3.27 with the second line, which is the result of varying the parameter s with a longer
ground contact duration of about one third of the swing time instead of zero. This shall
only demonstrate that the absolute value of step frequency depends largely on the ground
contact time but the frequency change by parameter variation is valid independent of the
ground contact time.

Actuation Strategies

The joint torque generation transfer function that produces the torques for each joint out
of the oscillator activation levels are varied. The variation is motivated by experimentally
found hip and ankle strategies in humans [66, 59, 60]. The ankle strategy means that
the ankle muscles are activated primarily and the hip strategy that the hip muscles are
used primarily. So different muscle groups are prevalently used for the same movement
dependent on the strategy a person uses. This means that different strategies lead to a
similar result. What strategy is used by a person depends on different factors, e.g. training

and age. In the experiments of [66, 59, 60] the muscle activation was measured by EMG
to prove the two strategies and their mixture. Training effects have also been found to
influence the posture control strategy [60]. In [66, 59], the hip and ankle strategies are

studied for stance and posture control and not for stepping, but it can be assumed that
similar neuronal pattern changes occur in stepping and that there are different strategies
how to perform a special movement. For the sagittal walking movement there are some
analysis of walking strategies in [194, ], which show that there are different strategies
for hip and ankle actuation during gait. As in stance and sagittal gait those strategies
are found for the frontal-plane movement similar strategies can be expected.

For this reason, in the following 8 different actuation strategies are evaluated to study
the influence of actuation weight changes and strategies on the low-level stepping model.
The equation to change the applied torques for the hinges was introduced with equation
3.4. The produced torques for the single hinges are shown in table 3.4.1. The weighting
values w of this equation and table are varied according to different strategies of hip and
ankle actuation.

F10 F11 F12 F13 F14 F15 F'16 F17
Wi 60 30 30 60 5 20 130 30
Wa 60 30 30 60 30 20 160 30
W33 20 30 30 60 D 20 ) 30
Wy3 20 30 30 60 3 20 ) 30
Ws1 20 90 30 60 10 40 140 70
We1 20 90 30 60 20 20 150 60

strategy h a a&h a&h a&h&ext&ns a&h&ext a&h&ns a&ext

Table 3.7: The weighting factors for the joint torque generation according to equation 3.4
for different strategies.

The abbreviations are a: ankle strategy, h: hip strategy, ext: the extensors gain is higher
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than the flexor gain and ns: very low swing leg activation.

The 8 actuation weighting patterns are hip strategy F'10, ankle strategy F'11 and F'17
and the rest is combined hip and ankle strategy. The combined strategy is divided into
equal activation with higher F'13 and lower activation level F'12. For the combined strat-
egy there exists also a low activation but nearly no swing leg activation F'14 and high
activation with no swing leg activation F'16 where the extensors are enforced. Finally,
F'15 is a combination with less swing leg activation and higher ankle activation and more
hip extensor activation. The hip joint £ = 2 has always two equal values for extensor
and flexor or a higher extensor value. This higher value w is like an initial tension of the
joint according to expected loads like the gravitational forces. The named strategies are
listed in the table 3.4.1 with the weighting factors w according to equation 3.4. Weights
w which are not shown are all zero.

An example of a torque transfer function variation for a stepping in place movement is
shown in figures 3.28 and 3.29.

In figure 3.28(g-1) the stepping in place movement with a hip and ankle strategy, which
was already presented in figure 3.20, is shown. The same configuration of all parameters
was taken for all shown plots in 3.28 and 3.29. The only variation is the torque generation
function which are combinations of hip and ankle strategies represented by F'10... F'17.
Naturally, the shown configurations are not all stable because for this also other parame-
ters have to be adapted e.g. the feedback gains or the oscillator time and gain parameters.
The same actuation strategy but with higher gains as there are the pairs low gain F'12
and higher gain F'13 or F'14 and F'16. This higher or lower gain needs an adaption of
parameters as the feedback. All torque generation functions are compared to the reference
function F'12. The lines of plot 3.28 and 3.29, with each three plots, show the following:

F10: The hip joint is mainly actuated which leads to an asymmetric movement that has
a higher hip amplitude but the nearly unactuated ankle and swing leg joint show
smaller amplitudes. The initial tilted ankle position and the ankle position by the
first hip transient is not corrected but is kept during the whole movement.

F11: The ankle joint is mainly actuated. This determines a symmetric movement be-
cause the initial ankle position can be adapted to the hip movement. The amplitude
of the ankle movement is smaller as the ankles are more actuated. The difference
to the combined hip, ankle and swing leg actuation of F'12 is not very strong.

F13: The same actuation as in F'12 with a higher gain is used so the movement is
not stable with the same parameter setting. But it can be seen that the general
amplitude of the hip and ankle movement is much smaller.

F14: This is a combined hip and ankle strategy with more actuation of the extensors and
nearly no swing leg actuation. This movement is likewise not stable but the stance
and swing leg amplitude is more centered which means it is more like a natural
pendulum swinging around the zero point.
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F15: Actuates hip and ankle with emphasis on the extensor but on a higher level and
the swing leg is also actuated a bit. This leads to an asymmetric stepping movement
with a larger hip movement on the side to which the body is tilted. As in F'10 the
initial ankle position can not be straightened because the ankle extensor actuation
is too weak compared to the flexor actuation.

F'16: Here the ankle and hip are actuated but with a much larger gain and the swing leg
is nearly not actuated. This leads to a symmetric stepping movement. The higher
gain leads to smaller amplitudes and therefore also a higher step frequency so the
swing leg has not much time to swing free.

F17: More ankle activation than hip but swing leg is actuated the same as the hip. This
leads to a result in between F'11 and F'12.

3.8.3 Different Feedback Gains

As mentioned above, the feedback gain factors for position and velocity feedback of equa-
tion 3.5 can be varied. This variation mainly influences the stability of the resulting
movement. So if the feedback gain is only slightly changed, the attractive basin of the pe-
riodic stepping solution is not left, so the trajectories are attracted to the limit cycle after
several periods. This can be seen in a solution which needs some steps for the transient
effect after the trajectory is attracted to the limit cycle.

This change of the feedback gain can be interpreted as if there occurs a change to the
system, like a load added to the system or the geometry of the system is changed by
something or simply the strategy of reaction is changed by training or better benefits.
These changes result in an adaption of the system to the new constellation. Another
important point is that for most of the stable movements a little variation of the feedback
does neither result in a great change of the movement nor in an instant instability. This
means that the system acts robust to small changes in the feedback. This can be seen in
figure 3.31 where the phase plots are shown and in figure 3.30 where the angular pattern
of the movements is visualized. It was varied the feedback gain f;v and f;. The feedback
gain fg, was varied by steps of 0.1 in the vertical series of plots and for f; by a stepsize of
0.1 in the horizontal series of plots. The intervals of variation are: fy = [0.3,0.4,0.5,0.6]
and fg, = [0.6...1.2]. This was always done for the same system constellation with the
parameters: F'12, P, s =4 T,,T, = 0.05.

In the phase plots it can be seen that there are several connected stable solutions for the
variation of the feedback gains. The movement pattern changes slightly in appearance but
not profoundly in characteristics. So, a varied feedback in the same basin of attraction
does not influence the movement fundamental until it leaves the basin of attraction of a
limit cycle and is therefore instable.
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Figure 3.28: Influence of joint torque variation according to different torque transfer
strategies F'10... F'13. Here the strategies are according to table 3.8.2: hip,

ankle, ankle and hip with low actuation, and ankle and hip with higher ac-
tuation levels.
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Figure 3.29: Influence of joint torque variation according to different torque transfer
strategies F'14 ... F'17. Here the strategies are according to table 3.8.2: mix-
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79 extensor activation and the last example is ankle strategy with higher exten-
sor than flexor levels.
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Figure 3.31: Phase plot for the same movements for variation of proprioceptive feedback
of position f; from 0.3 to 0.6 and velocity fy, from 0.6 to 1.2. Stability is
achieved for limit cycle solutions.
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3.8.4 Different Oscillator Patterns

In section 3.3, four different oscillator network types are proposed. Different networks have
different properties but those differences do not automatically lead to different movement
patterns because a movement is a complex combination of all the parametrized influences.
In the following a selection of movements produced by different oscillator network P; ... P,
are exemplary explained and analyzed to show characteristics.

In the figures 3.32, 3.33, 3.34 and 3.35 four stepping solutions are shown for the four
different oscillation patterns.

It can be seen that a crosswise neuron interaction pattern as P leads to a more symmetric
phase between hip and leg angular movement. This is because the neuron activation of
the two legs is symmetric synchronous and the hip neuron activation is shifted. Another
result of this is that the hip amplitude is larger.

ity ity ity tnity  inity ity initg ety inity
a 0.0257 0 0 0 0 0 0.0257 0 0
6 0.0002 0 0 0 0 0 0.0002 0 0
v 0.0238 0 0 0 0 0 0.0238 0 0
& 0.0354 0.0238 0.1 0.1 0.238 -0.1  0.354 0.1 0.1
B
Y
n

-0.0145 0.0354 0O 0 0.0354 O 0.0145 0.01 0.01
-0.0602  -0.0145 0 0 0.145 -0.1  0.102 0.1 0.1
1 1.7869 1.7869 198 -1.99 1.7869 -1.98 -1.7869 2 2
ny -6.0811 -6.0811 -1.98 199 -6.0811 -1.98 6.0811 2 -2
fi 0.7525 0.7525 0.7 0.7 0.7525 0.7 -7525 0.7 07
fo 0379 0.379 0.7 0.7 0.379 0.7 0.379 0.7 0.7
ng -12.8904 2.8904 2 -2 2.8904 2 -12.8904 2 -2
ny 0.6977 -0.6977 -2 2 -0.6977 -2 0.6077 2 2
fz 0.1272 0.1272 0.7 0.7 0.127v2 0.7 -0.1272 0.7 0.7
fa 5.1681 5.1681 0.7 0.7 5.1681 0.7 0.1681 0.7 07
ns -0.4533  -0.4533 -2 -2 -0.4533 -2 4.533 2 -2
neg 0.1893 0.1893 2 -2 0.1893 2 -1.893 2 -2
f5 0.6659 0.6659 0.7 0.7 0.6659 0.7 0.6659 0.7 0.7
fe  0.0105 0.0105 0.7 0.7 0.0105 0.7  -0.0105 0.7 0.7
ny 4.6201 -4.6201 -2 -2 -4.6201 -2 4.6201 2 -2
ng -15.8628 15.8628 2 2 15.8628 2 -15.8628 2 -2
fr 2.2592 2.2592 0.7 0.7 2.2592 0.7 2.2592 0.7 0.7
fs 0.1733 0.1733 0.7 0.7 0.1733 0.7 0.1733 0.7 0.7

Table 3.8: Different initial values for the system.
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Figure 3.32: Simulation of pattern P, with the parameters F11, s = 4, f; =
0.5 and fg4 = 1 results in a stable stepping in place movement with drop-
ping hip and larger stance and swing leg amplitude.
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Figure 3.33: Simulation of pattern P, with the parameters F11, s = 4, f; =
0.48 and f4, = 1.2 results in a stable stepping in place movement with
dropping hip. It shows a higher activation of the hip with larger amplitude
and different velocities during the movement.
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Figure 3.34: Simulation of pattern P3; with the parameters F11, s = 4, f; =
0.48 and f4, = 1.2 results in a stable stepping in place movement which is
more dynamic. The higher the degree of interaction between the neurons the
more the joint movement is influenced. The hip movement depends therefore
more on the stance and swing leg movement.
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Figure 3.35: Simulation of pattern P, with the parameters F11, s = 4, f; =
0.5 and f4 = 1.5 results in a stable stepping in place movement with
the highest dynamic. Here even more neuron interconnections lead to faster
reaction times and the velocities, especially of the legs, are much higher.
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3.8.5 Stability of Movements with External Perturbations

Stability is the most important characteristic of the presented stepping movements. Fur-
ther it is interesting how robust the movements are regarding to external perturbations,
which are applied to the system. In nature these perturbations could be events like un-
even ground occurring suddenly and unexpectedly, a slipping of the leg or a blow from
an external source, which disturbs the body movement directly. Such external distur-
bances to the system are common and often in natural walking. There is no preaction to
these disturbances as they are not foreseen but only a reaction. It will be shown that an
oscillator-driven mechanics is generally able to regain stability after a perturbation if it is
not so strong to push the system out of the attractive region. This ability leads to a more
robust system for a wide range of movements. In the following three simple perturbations
are shown. Each angle o, 3 and v is perturbed once by a sudden discrete change.

In figure 3.36 the perturbation of stance angle « is shown. The stance foot e.g. slips away
to the side opposite to the induced movement. This perturbation leads to a disturbance
of the system which is compensated after short time. The next two steps have to stabilize
the system again. The compensation work of the first step is smaller than that of the
second. Afterwards the stepping movement is stable again.

In figure 3.37 the stance leg is disturbed at the same instant but the direction of distur-
bance is opposite. Here the disturbance can be imagined as e.g. again a slipping of the
stance leg but now towards the swing leg. This disturbance even leads to less perturbance
of the stepping system because it is in the same direction as the natural movement would
have been. The stable configuration is regained very quickly. An instant slipping of the
stance leg in direction of the movement and in the opposite direction have been applied
with the result, if the stance leg slips the direction of the foreseen movement there is not
much reaction of the system. The step length and amplitude is enlarged a bit but the
successive steps are again as normal. By contrast the perturbation against the movement
direction leads to a far bigger disturbance of the system but not in the related step but
in the following. The step is shorter because the muscle feedback reacts on the sudden
angular change and the successive three steps are needed to compensate this disturbance
because the hip movement takes a great part of the compensation part.

In figure 3.38 the swing leg is disturbed at the beginning of the swing phase. This
happens for example if the swing leg gets stuck or caught by an obstacle just after the
push off phase. This disturbance leads to a real disturbance of the system. The ground
contact ahead is reached with completely different angular values. The following step is
out of balance and therefore the second following step has to compensate and regulate
the stepping movement with a big hip and stance leg counter movement. Thereafter the
system has found its stable configuration again and the stepping movement is symmetric
and uniform again.

In figure 3.39 the swing leg is disturbed at the ending of the swing phase like if an
obstacle just prevents the normal double support phase heavily. This disturbance leads
to relatively small disturbances of the system. The ground contact ahead is retarded only
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a little bit. The next step shows little influence which comes from the modified ground
contact and the whole angle constellation is only very slightly modified. Afterwards the
step cycle is back to the original.

In figure 3.40 the hip is disturbed which is a discrete change of the angle 3. This dis-
turbance is the most severe one because the hip mass is the biggest and it it not so
well-balanced over the stance leg to be quickly stabilized again. But after one big com-
pensation movement of the whole body the system regains stability and returns after one
more step to the normal stepping movement.

This demonstration of three different system perturbation shall only demonstrate that
the system is robust against perturbations. There is always a compensation movement
where the amplitude and duration depends on the type of perturbation. The stepping
movement regained after compensation movements is again stable and of the same type
as the movement was before the perturbation.
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Figure 3.36: Perturbation of angle a of the stance leg which is a slipping to the side.
Parameters used for simulation are: pattern P1, torque generation strategy
F12, feedback fg, =1 and f; = 0.5.
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Figure 3.37: Perturbation of angle « of the stance leg, which is a slip towards the other leg.
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Parameters used for simulation are: pattern P1,
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Figure 3.38: Perturbation of angle v of the swing leg, which is like caused by getting stuck.

Parameters used for simulation are: pattern P1, torque generation strategy
F12, feedback fg, =1 and f; = 0.5.
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Figure 3.39: Perturbation of angle v of the swing leg at the very end of the swing phase.

Parameters used for simulation are: pattern P1, torque generation strategy

F12, feedback fg, =1 and fy

0.5.
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Figure 3.40: Perturbation of angle 3 of the hip, which is like a direct push to the hip.
Parameters used for simulation: pattern P1, torque generation strategy F'12,
feedback fgz, =1 and f; = 0.5.
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(a) Video image (b) Extracted possible markers

Figure 3.41: The video image is filtered and thresholded to receive image regions for pos-
sible markers.

3.8.6 Comparison of Simulation Data with Real Stepping Data

Last but not least this biomechanical model was made to represent characteristics of
real stepping movements. Therefore, the model data are compared to real data which
are gained from experimentally raised data. The experimental setup to get the data is
shortly explained and the resulting movement data are compared qualitatively with the
simulation data.

In the experiment movement data was collected via video tracking of markers put on the
joints. As this is for a rough comparison of real and simulated data, the markers were
put on the clothes where the joints and the interesting hinges are well visible. This can
be seen in figure 3.41(a). The feet are just marked around the ankle to see the lifting
movement of the lower leg, not to get ankle movements. Then, the markers are put to
the knees, the hips and additionally two markers are put above the middle of the pelvis
to get the upper body movement. The stepping person is recorded with a camera with
a framerate of 25 fps and a resolution of 720x576. Afterwards via image processing in
MATLAB these eight markers are extracted and identified and put together to a stick
figure which represents the stepping subject. For this see figure 3.42(b).

The image processing in MATLAB consists of the following processing steps: The image
seen in figure 3.41(a) is decomposed into its three color channels R, G and B. Afterwards,
the Green Channel is transformed into the ’hiv’ color space. This image is simply thresh-
olded to get the possible regions for the yellow markers which is seen in figure 3.41(b).
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(a) Determination of boundary and centers (b) Selection of markers for stick figure

Figure 3.42: The extracted regions are classified and observed over several images to match
the regions to markers and afterwards connect them as a stick figure.

The single regions are classified according to their size, boundary and centroid. In the
following only the searched markers are extracted finally as seen in figure 3.42(a). The
found centroids are observed over several subsequent images and matched to them. In
the following the centroids are matched to the position on the body and afterwards they
are connected to a stickfigure which is presented in figure 3.42(b). From this stickfigure
the angles o, # and v are reconstructed. The angles are defined in the same way as in the
mechanics section in figure 2.4. The hip and feet marker are taken to calculate the angles.
The knee markers do not change the angles largely as the knee is more or less in line
with the hip and feet with a slight deviation according to the joint positioning as knock
knees or bow legs of the subjects. The angular velocities can also be reconstructed with
the information of the framerate. The received angles are compared in characteristic and
phase to the simulated data. The two stepping modes stepping in place with dropping
hip and stepping aside have been compared.
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Figure 3.43: Video tracking: angular position and phase plot of experimental data of
stepping in place.
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Figure 3.44: Simulation: angular position and phase plot of simulated data of stepping in
place.

Stepping in place is a more or less symmetric movement where the legs are moved al-
ternating in a pendulum movement. The movement of the legs is though diametrical
time shifted. One leg moves towards the other and back again during one step while
the movement of the two legs is opposite. This means that the plot of the stance and
swing leg angle is symmetric if the same if the time shift is omitted. This movement is
represented by the simulation very appropriately which is seen in figure 3.43 and 3.44.
The characteristics of the leg and hip movement is the same and the phases are also a
good match where the hip drops before the swing leg swings back again. The stance leg
oscillates in the same sequence as the hip drops down. And the two legs do a pendulum
movement. The amplitudes of the angles have a good matching relation only the velocity
in simulation is higher then in reality. This is because there is no slow down by ground
contact and no energy storage in e.g. muscle fibers or joints during the swing phase. This
means that a very suitable solution of the model was found to represent stepping in place.
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Figure 3.45: Video tracking: angular position and phase plot of experimental data of
stepping to the side.
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Figure 3.46: Simulation: angular position and phase plot of simulated data of stepping to
the side.
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Characterizing stepping to the side is a leg movement of the stance leg in the opposite
direction of the swing leg (which means the same angular position because the angles are
opposite counted as shown in figure 2.4). This movement leads to the sideway movement.
The leg movements have some latency to each other and the hip. The simulated data has
this leg movement, but the movements are synchronous without any latency. And the
hip has a much higher amplitude related to the leg amplitudes than in reality. This refers
to the fact that there are no latencies modeled nor are there any structures which delay
movements like elastic fiber structures or a ground contact with a determined duration.
The only structures in the model which can produce big differences in latencies and
shifts between legs and hip are the type of oscillator network as the connections influence
the timing relations of activation. And the weighting according to different actuation
strategies is also an important factor influencing the latencies and shifts. These two
influencing factors were not specially adapted for the sideways movement. In the natural
sideways stepping a larger part of the hip shift is done during the double support phase
which is not reproduced by the model’s instantaneous ground contact. This leads to
simulation data which is different to the video-tracking data although both show sideways
stepping. The experimental data can be seen in figure 3.45 and the simulated data in
figure 3.46.

3.9 Discussion

The proposed model consists of the frontal or sagittal mechanics actuated by an oscil-
lator network of Matsuoka oscillators and antagonistic joint torque generators, plus a
muscular feedback mechanism based on position and velocity information. This model
already provides on a low level many of the typical stepping movements found in biology.
"Low-level” means without the use of any higher control such as the brain and high-level
sensors. In contrast to the models of Geng et al. [11, 10, |, where only the sagittal
plane is modeled, the presented research models the frontal plane and analyzes it in de-
tail. Geng models a biologically motivated robot, which means that the neurons do not
incorporate adaptation effects but have direct reflexive coupling to the position with the
aim of achieving fast reaction times for each step. Another example of neuronally driven
mechanics is given by Righetti and Ijspeert [152]. Here Hopf oscillators are used which
are coupled in chains with a master oscillator to guarantee phase shifts between the os-
cillators. However, the stability of the lateral motion is controlled by the sensory output
of the gyros representing a vestibular sensor, and not by an autonomous CPG pattern
as in the presented model. Also in Miyakoshi et al.[123] lateral stabilization is achieved
by a high-level PD-control scheme. None of these other models, in literature, evaluated
the possibilities of the neuro-mechanical model for performing lateral stepping movements
and the abilities of the model which depend on the parameters of the oscillator system.
There is so far no other work known to the author which studies lateral stepping patterns
on the basis of the neuronal actuation; these are the four simulated patterns: stepping in
place with dropping and lifting hip, stepping sideways and stepping up. For the purpose
of validation the actuation concept was also tested successfully with the sagittal model.
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Kuo [91] argues that stabilization of the frontal plane and of the sagittal plane movements
are largely independent. There are, however, no biological studies about the mechanism of
the separation or the interaction. This combination would therefore be a suitable subject
for future research.

Three characteristics of stepping movements: stability, frequency (or velocity) and ground
contact are analyzed. As stability is the primary characteristic investigated when analyz-
ing stepping patterns and strategies, it is often studied in literature [127, , 49, 48, 38,

|. Stability was proven using the numeric method proposed by Goswami [18]. There
were shown stable movements and unstable ones which can do several steps before falling.
The three main stepping movements which are possible with the frontal mechanics, step-
ping in place (with lifting and dropping hip), stepping to the side and stepping up, were
realized as autonomous stepping movements of the oscillator-driven mechanics. The three
stepping types were realized with different initial conditions or different ground contacts.
Thus means that in general there is no difference between stepping with dropping hip or
stepping with lifting hip. In addition the known strategies of hip, ankle or mixed actua-
tion were tested according to Horak et al. [59, 60]. Horak postulates that these changing
strategies occur as a result of learning and experience. This means that the automated
rhythmic movements are not fixed but can be adapted in line with learning effects. This
learning has not been implemented in the presented research, but the strategy changes
which have been tested here could also be implemented as learned strategies, because the
strategy influences performance factors such as efficiency or appearance of the stepping
movement. The model developed by Geng et al. [10] shows that learning algorithms can
be used to adapt actuation to the environment.

One important model parameter is the external input to the neurons s. This input was
proven to change the step frequency together with the duration of the ground contact. By
isolating parameter s it is possible to tune the step frequency without greatly influencing
other stepping parameters. As Manoonpong [105] mentions, the speed variation, which
mainly correlates with the step frequency, could not be easily adapted in earlier neuro-
mechanical models as in [171].

In Horak et al.[66] and Miiller et al.[133], the hip and ankle strategies used in posture
control and sagittal walking are studied. There are no studies known to the author where
medio-lateral strategies are analyzed. With the model presented here it was shown that
different joint actuation strategies influence the appearance, the phase and the coordina-
tion of the stepping movements. These results can be a good starting point for experimen-
tal studies of medio-lateral hip and ankle strategies because medio-lateral stabilization is
even more dependent on active stabilization than sagittal stabilization [6, 94].

A natural system of walking is often exposed to disturbing influences, some of which can
be foreseen but many of which occur unexpectedly and suddenly. Such perturbations of
the system were surveyed whether and how the system reacts. The three angles were
disturbed in different directions or in different points in time of the step cycle. The
system compensates for the perturbation within a few steps and returns to a stable step
cycle. This robust behavior is a big advantage of using distributed actuation feedback.
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3 Actuation of Passive Mechanical Models

Distributed walking systems as in [171, 105] were also found to display robust behavior.

Last but not least, the simulated movements were compared with real experimental data
received from a video tracking analysis. This comparison was carried out in order to check
for qualitative similarities and differences. For medio-lateral stepping movements there
are no experimental walking patterns known to the author. It can be concluded that
there are simulation solutions which resemble the experimental movements quite well as
regards phase, periodicity, amplitude and appearance, but there are also many solutions
found which are quite different. Human stepping is a very individual movement which
adapts to changes and influences of the movement apparatus and shows a wide range of
variable movements which are never repeated exactly the same way.

3.10 Conclusion

In this chapter a combination of the passive mechanics of chapter 2 with a neural actu-
ation by antagonistic joint torque application and muscle-type feedback was presented.
This model is also called the low-level model because it does not include high-level pos-
ture control functions of the brain. Simulation of the low-level model was performed to
evaluate the characteristics of neural actuation and to reveal the properties, potential and
shortcomings of the model.

The actuation concept was applied effectively both to the frontal-plane mechanics and
to the sagittal-plane mechanics. This shows that the concept is general and can be ap-
plied to different mechanics and rhythmic movement patterns. A combination of those
two planes is possible but is left for future research. This thesis concentrates on study-
ing the medio-lateral stepping movements of the frontal-plane model. In general it was
demonstrated that the stability range and the stepping variability were increased by the
actuation concept.

Simulation of the frontal plane showed that three typical stepping movements such as
stepping in place (dropping and lifting hip), stepping to the side and stepping up (e.g.
a ladder) can be produced. In addition the strategies which are used for actuation were
tested according to the hip, ankle and mixed strategies found experimentally (in the lit-
erature). These strategies can be applied successfully and result in different stepping
movements. Consequently, it is possible to influence the low-level model by varying the
strategies and stepping patterns used. This can be achieved on a higher level by either
adapting or overruling automatic movements to suit conditions which have been experi-
enced and learned, such as efficiency and stability, or to take conscious decisions such as
the selection of stepping up because there is an obstacle or stepping to the side because
this is an instruction. Analysis of the parameters ascertained three parameters which sys-
tematically influence movement characteristics: Firstly, feedback gains directly influence
stability. Secondly, initial conditions, as well as the ground contact, which triggers a new
initial condition for the next step, influence the direction of movement. Thirdly, parame-
ter s is directly proportional to the stepping frequency. These are parameters which could
be integrated in a high-level model to influence precisely those three properties. This is
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left to future research because this correlates strongly with the intention of walking, which
was not subject of the research performed in this thesis.

It was proven that it is possible to simulate stepping movements which are very similar
to the real human stepping movements which have been analyzed.

In conclusion the presented model accounts for several characteristics of human stepping
movements, though there are also some limitations. One large limitation that has already
been mentioned is the "low-level” aspect. This means that there are no high-level functions
integrated in the model presented so far. Therefore the whole body position remains
unknown and environmental influences are not taken into account. If inappropriate initial
conditions are chosen or the feedback gains are not adapted completely, this leads to
unstable movements. After some steps the stepping model will fall over or might even
tumble with the first step. In the next chapter 4 a high-level posture control model is
developed to stabilize the whole body position and to integrate sensory perception into
the model. This model also bases on biologically principles and structures but at the same
time aims to keep the high-level posture control relatively simple.
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4 High-Level Posture Control

Sensors measure the relation between the environment and the body or the relationship
between individual body parts. High-level posture control is a control which bases on the
information provided by these sensors and on knowledge of the body, the environment
and the relationship between them. This means that there is a knowledge which has been
gained by experience and memorized and this is able to relate the sensory information to
a context. The brain has to correlate the internal body states with the external world and
produces the right reaction of the internal system to internal and external events. This
integration task is named high-level here because such functions as sensory information
processing or a knowledge base are located higher than the mechanical levels, reflex levels
and spinal cord levels and are therefore found in the brain. The objective of this high-level
information processing is posture control of the body for standing and stepping.

Posture control in this context always means controlling that the body does not fall or
that high-level specifications for the movement are defined, e.g. the direction or speed of
movement. In the case of standing, the task is to maintain stable stance and the target
position is ”standing upright”. For stepping movements there is no direct control of each
individual leg angle, but information on individual positions is gathered by all sensors
and is integrated to stabilize the whole upright body position. The technical equivalents
to a general body position such as this are, e.g. the zero moment point (ZMP), the
center of pressure (COP) or the center of mass (COM). Those values represent the whole
body position which are controlled in order to achieve upright stepping and standing
movements.

The measurements registered by the sensory systems are transmitted into body move-
ments in order to coordinate them and to use them for high-level body movement correc-
tions. The sensory systems which are addressed in the following are the visual sense, the
vestibular sense, the proprioceptive sense and for state-of-the-art models, the somatosen-
sory sense. The measurements registered by these four sensory systems are: retinal image,
head accelerations, relations between body parts such as joints and muscles and finally
other sensor measurements such as temperature, haptic feedback etc.

The sensory information used in the following is derived from the four following sensitive
systems:

e the vestibular sense, which senses body accelerations in all 3 translations and 3
rotations and which is located in the head in the inner ear.

e the visual sense, which senses light producing the retinal image and subsequently
measures the environmental movements in relation to the head and eye movements.
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It is situated in the head.

e the proprioceptive sense, which senses the body itself and its relations e.g. in joints
and in the muscular feedback as already mentioned in section 3.4.2. It is distributed
over the whole body and is not centralized in one organ.

e the somatosensory sense, which includes all skin sensors and measures e.g. pressure,
temperature, pain and vibration and proprioception as described in [185].

There are many examples and possibilities for integrating sensory modalities into a high-
level posture control. As there is no proof that there is a biological analogy of sensor
integration functions for the complex human posture control system, these models are
ideas for solutions with a greater or lesser degree of possibility; they need to be verified by
experiments step by step to explain characteristics of posture control. Posture or stance
control are therefore the subject of intensive study, including experiments and clinical
findings as well as model explanations 3%, , 80, 97, ]. The model presented in this
work consists of the sensory measurement part, which provides information about the
body states, environment and the relation between them, and transmitts this to the high-
level processing component, the brain. The high-level processing component integrates the
sensory information and uses it to determine the way the system reacts to keep the body
in balance. For this high-level model new experiments on eye movement and artificial
vestibular stimulation are evaluated together with findings from the literature in order
to evaluate the posture control model provided. Integration of sensory measurement and
processed posture control commands leads to a stance model which maintains balance and
is able to demonstrate the influence of sensory inputs on posture. By extending the visual
sensory cue by an alternative sensory nonlinearity, according to state-of-the-art models,
experimental results are reproduced.

In section 4.1 some ideas for models and related experimental studies are presented to
provide insight into the complexity and abstraction of sensor integration posture models.
It is also derived why a statistical estimator is chosen as the sensor integration model.

Section 4.2 presents the sensory models which are used in this work and which validate
experimental results. These are the transfer functions used to relay the environment and
body information perceived by the sensors for internal processing. In section 4.3 the model
for the internal estimation is derived. A Kalman filter estimation model is introduced and
extended with a nonlinear sensory part. The high-level posture control model is applied
and tested using a negative feedback of optimal control as presented in subsection 4.3.4
and also the mechanics of an inverse pendulum. This application is detailed in section
4.3.2. The simulation results of this model are established according to experimental
findings regarding posture response to visual and vestibular stimulations. The findings are
delivered from the literature and from the author’s own experiments. These experimental
studies and results are detailed in sections 4.4.2 and 4.4.3. The model is implemented
and simulated in MATLAB. Simulation results are compared to experimental results in
section 4.5. Finally, in section 4.7 the simulated results are discussed.
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4 High-Level Posture Control

4.1 State of the Art of Sensorimotor Posture Models

The ideas for models presented in the following all involve the use of sensory models.
These sensory models differ, but the kind of information they provide is similar and often
of the same characteristic. No special explanation is given of any of the sensory models
used in the state-of-the-art posture control models presented; mention is only made of the
type of sensory information integrated in the model.

Very straightforward stance control is provided by models which integrate the sensory
signals in a PID-control model. In the research published by Peterka et al. [138, , ]
a biologically motivated model is developed which weights the information provided by
each sensor individually and integrates the information by summation. This sensory in-
formation is time-delayed and then used for PID control of the body position by corrective
joint torque input. This control acts parallel to the passive muscle dynamics which are
stabilized with positive force feedback in order to investigate their qualitative influence
on posture control. The purpose of this model is explained in Peterka [110] (p.6) "Our
relatively simple models allowed us to apply systems identification methods in order to es-
timate the relative contributions (sensory weights) of various sensory orientation cues in
different environmental conditions”. [(1] also proposes a PID model with sensory weight-
ing to explain differences in standing with eyes open and eyes closed. Other examples
of reweighted multisensory inputs combined with PID control are given by Mergner et
al. [119, , , |. They use the model to introduce a nonlinear relation between
sensory inputs and position control. The nonlinearity of the sensory system is modeled
by thresholds which lead to nonlinear reactions in the position response. The sensory
cues for visual perception are more closely investigated in [120], whereas the sensory cues
for proprioception have been studied in Becker et al. [7, |, always in combination
with vestibular sensor cues. The studies conducted by Becker introduce another aspect
with regard to sensory combination. The averaged weighting for sensory cue fusion is
opposed by a cognitive ”eigenmodel” of vestibular perception. This cognitive model is
used to explain the discrepancies in gain (ratio of achieved to desired rotation position)
between high and low stimulation velocity and duration. It was found that longer and
slower stimulus of passive rotation or treadmill stepping on a rotating platform lead to
an overestimation of the subject’s own rotation position; this stands in contrast to single
reweighting and decreasing gain theory outlined above.

Stance stabilization can also be achieved using fuzzy control [74, ], which is not as clear-
cut and direct as classic control methods and is therefore also called ”soft-computing”.
In [74] fuzzy control is applied to internal control which only relates to internal values
such as proprioceptive sensation. In [100] fuzzy control is applied to a more general task
than gait and is therefore extended by a learning ability. But it is also reduced to simple
measurements such as length and angle from the proprioceptive sense.

Another group of position control models for human stance and gait are the statistical
estimation models. The estimation of system states is used as feedback to stabilize the
system. Estimation requires model knowledge of the system and the sensors. This is
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4.1 State of the Art of Sensorimotor Posture Models

represented here as Kalman estimation or in a more general way as Bayes estimation. The
Bayes approach for head position estimation with several sensors is detailed in [17, 99].
For both, the statistical idea is that the control of upright stance is absolutely essential for
human survival. Frequent falls would have been a serious handicap for escape, defense or
other simple daily tasks. It is not important that the individual movement or control task
is optimized absolutely but that the statistical procedure is optimized and robust over
all control tasks. This solution is therefore an interesting approach for biological models.
Wolpert [95] states for cognition models that: ”... Bayesian Decision Theory. This theory
defines optimal behaviour in a world characterized by uncertainty, and provides a coherent
way of describing sensorimotor processes.” (p.319)

Kalman filters which base on the Bayesian theory are common models for estimation
and observation filters applied to technical systems [162]. The linear Kalman filter has
been proved to give the optimal estimation for white Gaussian processes [190]. The
Kalman filter approach was therefore selected for this thesis in order to develop a high-
level control model incorporating multisensory processing and model knowledge. Another
reason is that with too simple or static approaches the sensory information fusion does
not reproduce the complete spectrum of functionality. For this reason a statistical model
based on posture control seemed an appropriate approach here.

Examples of Kalman estimation models for biological stance control with multiple sensors
are e.g. those developde by van der Kooij et al. [179, 180], Jeka et al. [1306, 11] and Kuo
[96, 6, 97]. In [179] the Kalman filter is not linear but extended by a nonlinear noise
covariance description. This nonlinearity leads to a decreasing gain of sway response
with increasing sensory inputs. In [96, 6, 97] the sensors are state-dependent sensory
models which are integrated in the linear posture control model with an estimation for
the sagittal plane stance. The optimal feedback control strategy is varied with different
control objectives and time delays to establish the differences for different control strate-
gies which are compared with experimental findings. The experimentally found hip and
ankle strategies are reproduced by slightly changing one parameter which defines the ratio
of COM control objectives to angular position. In [97] the sensory models are developed
further. This thesis examines wether the loss of a sensory modality such as vision or the
vestibular sense stimulates increased postural response. The change in sensory modalities
with increasing age is also modeled and explained by decreasing signal-to-noise-ratios,
which lead to less information being gathered by sensory input. In [I1] the difference
between presence and lack of model-knowledge of the environment are compared. The
conclusion is that an unmodeled environment gives simulation results which are closer to
experimental data.

Another question relates to the form in which the information from the sensors is pro-
cessed, especially the information from visual sensors. This is investigated in the control
model described by Oie et al. [20]. Velocity seems to be the most effective information
type. Freeman et al. [34] also found the velocity information to be the main processing
cue in visual motion perception.
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4 High-Level Posture Control

4.2 Sensory Models

The sensors named before can be described by different sensory and cognition models
which are further integrated into the high-level posture control concept.

There are three main types of sensors which influence walking movements and which are
detailed further. First, there is the vestibular sense located in the inner ear. The vestibu-
lar sense consists of the otoliths which sense the translational accelerations of the head
and the semicircular canals which sense the rotational accelerations of the head. Sec-
ond, there is the visual sense, the eyes. Here a retinal image is produced and processed.
And third, there is the complex of somatosensoric and proprioceptive sensors which can-
not be named nor located as this complex is not centralized in one organ and the exact
mechanisms and interactions are not completely known. In this thesis the somatosensoric
perception is based on the definition of [150, |, perception of influences of the skin e.g.
tactile inputs, temperature inputs and not on the body surface but deeper structures like
the proprioceptive sensory cues. The proprioception is the sensing of one’s own properties.
This means sensing of the relative position of two body segments or the applied torques
to a joint which are related to the muscle and joint sensors. In chapter 3 the muscular
stretch receptors have already been explained in section 3.4.2. This sensory feedback
which is directly coupled to the low-level muscular activation loop belongs to the local
proprioceptive sensors. The direct joint and muscle feedback used in the low-level model
has also a high-level component as the proprioception is certainly an input to high-level
decisions and intentions. And there are also other parts of the proprioceptive perception
which are more high-level and therefore integrated with other sensory cues. This means
that there are determined commands for a whole body position and balance control.

In this thesis only the proprioception is considered according to [150]. Neither the so-
matosensory cues nor e.g. the auditive sensory cues are modeled and integrated in the
model as it is concerned not to be the most important information for posture control.

4.2.1 Vestibular Sense

To explain the components of the vestibular organ in a simple manner it can be said: the
vestibular organ consists of a symmetric pair of two organs positioned symmetrically in the
head. The exact position can be seen in figure (4.1). Each vestibular organ consists of the
three semicircular canals and the otoliths, maculae and sacculae. The semicircular canals
serve to measure the rotational accelerations and the otoliths to detect the translatoric and
gravitational accelerations. In a standing position the movements of an inverse pendulum
are relatively small which leads to the approximation of the vestibular sensation, which
is in the following only rotational accelerations. The otoliths are subject of research in
literature in e.g. [31, 76, 75]. For the presented model only the semicircular canals are
modeled.

The vestibular semicircular canals are a well analyzed sense and there are many examples
in literature to name only a few [11, , 81].
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4.2 Sensory Models

The semicircular canals according to [62, , 13] are ordered in a nearly orthogonal
position to each other see figure (4.1). A canal is a tube filled with fluid (endolymphe).
A membrane (cupula) which is spanned across the tube cross section is moved by head
acceleration. Finally, this movement causes in the afferent nerves an action potential
which encodes the head velocity and acceleration. These potentials are transmitted to
the brain stem by frequency modulation and relative timing of the action potentials.

Superior (anterior)
ampullar nerve

Lateral ampullar nerve

Posterior ampullar nerve
Superior saccular
nerve

Saccular
nerve

Facial nerve

Superior | Vestibular
Inferior / ganglion

%_- Vestibular nerve

2

reuniens &

Spiral ganglion
Figure 139-1. The vestibular end organs. (From Brodel M: Three unpublished drawings of the
anatomy of the human ear, Philadelphia, WB Saunders, 1946.)

Figure 4.1: The vestibular organ [13].

The transfer function for the semicircular canals as found in [192] and in [13] is derived
from a fluid-filled torsional pendulum. The angle of cupular deflection x,.. is determined
by the difference of angular head movement xj.,4 Which is in an inverse pendulum model
identical to the angular system state x subtracted by the movement of endolymphe X,
in the semicircular canal. The sum of torques which is the head acceleration multiplied
by the moment of inertia is identical to the sum of the resulting viscous and the elastic
torques. The viscous torques are defined according to the fluid mechanics of a laminar
flow in a thin tube which results in a torque proportional to the fluid velocity. The elastic
torque is defined according to a pendulum model where the torque is proportional to the

99



4 High-Level Posture Control

angular deflection of the membrane z,... So the resulting model is given in equation 4.1
Fsee(t) = (1) — K * Tgee(t) — Ko * Tsee(t) (4.1)

where K7 and K5 are the proportional gains for the viscous and elastic torques in combi-
nation with the inertia. A more detailed explanation of this equation is given in [192, 13].
This formula is transformed to Laplacian form and the gains K; and K5 are transformed
to the time constants Ty..; and Ty..o. Where Tiooq % Typeo = KLQ and Tsee1 + Tiseer = % The
equation is as follows:

yscc(s) _ Tsccl * Tscc? * S (4 2)
z(s) (Toeer %8+ 1) # (Tyeer ¥ s+ 1) ’

Equation 4.2 stands for the transfer function of the semicircular canal, where according to
the other sensory models z is the system or head velocity and .. is the sensed membrane
(cupula) deflection resulting from head movement. T, are two time constants which
describe the torsional pendulum model. Again this system can be given in state space
form and the equation therefore is:

j;scc(t) - Ascc * xscc@) + Bscc * uscc(t)

4.3
ueet) = Cae # Tace(£) + Do # 1t (1) (4:3)

where x,.. is the state of the vestibular organ and the input wus.. is the head velocity .
The matrices Agee, Bsee, Csee, Dsee are constant matrices. The external applied vestibular
stimulation which is added via the skin to the nervous signal is therefore not included in
the By term but in the following transfer function.The transfer function for the afferent
nerves is approximated with a filter with equation which is given according to Goldberg
et al. [44]:

yvest(s) . yvest(s) o ta * (tr * S + ]-) (4 4)

Ysee(8) + GV S(8)  Upest($) Jna ’

toxs+1
where t, is the time constant for adaptation and ¢, for the high frequency behavior and
Jna 18 a gain factor of the vestibular nerve transfer function.

jjvest - Avest * xvest(t) + Bvest * uvest(t>

4.5
yvest = Cvest * $vest(t> + Dvest * uvest(t) ( )

where .. is the state of the vestibular nerve and the nerve signal u,.s consists of the
natural impulse of the semicircular canals and the galvanic stimulation which is directly
applied on the nerve over electrodes pinned to the skin.

4.2.2 Proprioception

The proprioception is a sense not located in one organ but distributed over the body
and often not exactly traceable. In literature there are many studies for proprioceptive
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influence to the body system for balance, orientation and position control [77, 64, ,

, , 82, . In [180, 97] the proprioceptive cue on high-level is represented by a
bandpass transfer function. This bandpass-filter model according to Kuo [97] is used here.
The proprioceptive transfer function couples the complete body position e.g. angular
position, COM, COP or ZMP position with the sensed position and the sensory outputs.
Here the equation in Laplace and state space form is:

Yprop(S) (Typ x5+ 1)

= 4.6
x(s) (Top * v s+ 1) (4.6)

which is written in state space form as:
Tprop(t) = Aprop * Tprop(t) + Bprop * Uprop() (4.7)

Yprop(t) = Cprop * Tprop(t) + Dyprop * Uprop(t)

with the state of the body x and the state of the proprioceptive sensory system ,,qp.
Yprop 18 the measurement output of the proprioceptive cue, Ty, is a time constant, « a gain
constant. up..p is an input to the proprioceptive system which is the body state z here
the angular position of the body center of mass, Ao, Bprops Cprop and Dy, are constant
matrices.

Another proprioceptive system which needs to be explained, is the sensory system of
the eye movements. As the visual system information is a combination of retinal image
information, proprioception and vestibular coupling, this is best seen and studied in com-
pensatory eye movements to stabilize the gaze e.g. on a target. These are non-guided
movements which are not voluntary but reflex movements according to a internal coupling
of eye motor control with the vestibular system e.g. in the vestibulo occular reflex VOR
[184]. Smooth eye pursuit with slow eye movements are of interest in this work. So the
proprioceptive sense for such movements is modeled. Here the eye movement transfer
function is modeled as an estimation of the eye velocity which is given by the efference
copy of the motor command.

An idea of [155] of a eye pursuit transfer function is a time-delayed low pass filtered ve-
locity signal with a gain. The earlier idea of a visual model of [154] was also taken by
[97] to represent the visual sensory with an integrated model for general visual velocity
perception. In this work the interaction between the retinal image and the eye movement
is studied which leads to two separate models for representation of human visual and
pursuit movement perception which are integrated in the system which represents the
visual motion perception.

For a smooth pursuit eye movement the eye consciously follows a target. The eye velocity
depends on the head movement and on the target velocity ;. If the gaze is always fixed
to the target it is assumed:

Yeye = (U — Theaa) * const (4.8)

with const = 0.75...0.95.
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The const factor already considers a certain degree of inaccuracy and time delay. As
Niemeier et al.[135] mentions, these reasons for the underestimation of the signal ye.
may be because of the calculation of this signal which bases on the comparison of an
efference copy with the proprioceptive signal. And of course there is always a time delay
also in the visual processing cue which is mainly the reason for a delayed and therefore

inaccurate pursuit movement [137]. If the eye movement is correlated to the sensed image
velocity there is an additional transfer function which represents this velocity sensation.
This is studied in Robinson et al.[155] where a simple low pass characteristic with delay

is the simplest internal model of the eye velocity signal. Equation 4.8 is expanded by the
low pass characteristics which gives the transfer function used in the following work:

Yeye 1

(G —ind) const * T st 1 (4.9)
with T, is the time constant of the low pass filter. This equation approximates eye pursuit
movements which are below a threshold velocity value. If the velocity or acceleration
becomes to high a smooth pursuit is no longer guaranteed. The eyes can move with very
quick, so called saccadic, eye movements. In this case this model will no longer represent
the eye movements. In the experiments it was guaranteed that only smooth eye pursuit
movements are tested.
The state space equation for the transfer function above is given with:

Teye(t) = Acye * Teye(t) + Beye * teye(t)

. (4.10)
Yeye(t) = Ceye * Teye(t)

4.2.3 Visual Sense

The visual system, the eyes, sense light, which means that images are projected to the
retina which are processed for further properties. If the image moves on the retina this
is called retinal slip or retinal velocity. There are many phenomenons of visual sensation.
In the following only the sensing of velocity or movement will be considered. Movements
of the surroundings in relation to the body is an important information and influences
standing and stepping tasks. The movement can be extracted of the retinal slip or the
optic flow. As found by [10, 17] it also can be extracted as a combination of the eye
movement signal and the retinal signal which together represent the internal measurement
of velocity. The detection of motion can be achieved by the retinal slip of the projected
image. If the eyes pursue an object the signal to control the eye motion is taken as
efference copy and compared reafferently to the retinal image motion to get the difference.
The difference represents the sensing of motion. In experiments in [10] it is shown that
a stationary retinal image which is produced by pursuing a moving target is perceived
as moving target. But a moving retinal image which is produced by eye movements is
perceived as stationary [16]. Which leads to the conclusion that subjects can clearly
separate the background movement from the object movement.

The classical model to represent and interpret human motion perception during combined
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eye movement ¥, and retinal image movement y,.; is according to Holst and Mittelstaedt
[188, 187] a linear combination of those two velocities. This was extended by Freeman and
Banks [35] by gain factors to explain certain phenomenons of how eye movement influence
the perceived velocities. The velocity measurement is the difference of the amplified retinal
Yrer and eye velocity yeye. This leads to the equation which interprets visual perceived
velocity of motion y,;s as a weighted difference:

Yvis = Gr * Yret — Ge * Yeye (411)

with gain factors g, and g, with Z—j < 1. This model does not reflect the motion sensation
for higher velocities. For higher velocities the perception becomes clearly nonlinear and
there is an effect of saturation [177, |. The nonlinear relation of perceived velocity
dependent on eye movement and retinal velocity is defined by Turano and Massof [177]
which is quasi linear near the zero velocity and asymptotic to a maximum value R,,/2 for
higher positive or negative velocities. Here the mapping of real eye and retinal velocities
to the internal estimated velocities is nonlinear and saturating. The formula derived in
[177] to represent this mapping is as follows:

Yvis = fr(j:ret) - fe(j:eye) (412)

1 1 1 1
vis — Rm * . - = - R;n * . N - =
Y (1 + exp(—gr * xret) 2) (1 + €$p(—ge * Leye — i ¥ xret) 2>

where the gain g; describes the influence of the retinal velocity on the eye movement.

Goltz et al. [17] show in experiments that the perception of velocity can not be represented
by a summation of retinal and eye velocity but that there is a multiplicative term. This
indicates that there is a dependence of spatial structure of the retinal image and the eye
velocity signal. In the experiments of [17] the velocity perception of an object in space is
represented by a nonlinear combination between the retinal image and the eye velocity for
retinal image parts where the illumination gradients % are unidirectional. The formula

1S:
(AT, dr_dr (4.13)
Yois = \ Gz at " dg e ‘

where [ is the retinal image intensity which has a spatial derivation according to the
location on the retina % which represents the direction of the movement and a time
gradient % with which this image moves along the retina. The y.,. is the velocity of the
eye movement. If the brain knows the spatial and the time gradient it can compute the
image velocity Z—f = (%)_1 * % but the inverse of vector % is not uniquely defined. The
least-square-fitted solution is taken which is a Moore-Penrose pseudoinverse labeled by

0.

The retinal processing is described in Yang et al.[197] as an approximated low pass filter.
Yang says that the transfer function from light entering the human eye which is afterwards
sampling the continuous spatial variation by several cell types and its resampling can be
described by a low pass filtering. The primary processing of retinal information y,.; is
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therefore described by the following transfer function:

Yret _ 1
Upet 1+t %xs

(4.14)

where u,; is the spatial variation of light on the retina. Here only the velocity component
is of interest. Therefore u,.; is the velocity of the visual stimuli which is processed on
the retina. In the next paragraph it is explained that this stimuli is a combination of eye
velocity yeye and external inputs to the eye as e.g. movements of the environment which
are represented by u;, and which has already been presented in the classical equation 4.11
to represent velocity perception. The time constant of the retinal filtering is ..

In state space notation this transfer function is:

jjret(t) == Aret * Tpet (t) + Bret * uret(t)

4.15
yret(t> = Cret * xret@) + Dret * uret<t> ( )

The characteristics of visual velocity perception found in [167] are that the standard
deviation of the visual perception likelihood is proportional to a logarithmic velocity
function. The prior probability decreases with a velocity power law which brings about
saturation effects for high velocities.

This leads to the following model, representing the sensing of visual motion, which was
developed for the postural model in this thesis. The measured visual motion is the veloc-
ity yuis which is in general a sum of an estimation of the retinal velocity y,.; and the eye
velocity yeye. The proportionality to the real velocity is a logarithmic function which is
derived from the Weber-Fechner law. This correlates to the finding of [167, 197] that the
likelihood has logarithmic characteristics and the function of [177] has a similar charac-
teristic. The Weber-Fechner law is explained below in the next subsection in more detail.
The measured motion by the visual sensory system is calculated as follows:

Yvis = Cuis (yreta yeye) -

. . (4.16)
= (5191 (Yret) * IN(|Yree| /Tr0 + 1) = (51g1(Yeye) * IN(|Yeye| /Teo + 1)

where the representation of eye and retinal movement is each correlated to a thresh-
old x,9,ze. Those thresholds stand for the movements which can just not be measured
because they are too small. In [167] for retinal movement this value was given with
0.3[deg/sec]. For larger velocities the perceived velocity does not raise linearly but loga-
rithmic which leads to a saturation effect. The faster the movements the lesser is the gain
of the perceived movement which also means that the influence of a perceived movement
does increase first nearly linearly and then less an lesser with increasing velocity. The final
model representing perceived visual velocity 1, is therefore determined by the difference
of the eye velocity and the retinal image velocity ., which is influenced by the external
visual scene which will be represented as a visual background with defined velocity .
The measurement scale of the model is a logarithmic one.
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4.2 Sensory Models
Weber-Fechner Law

The Weber-Fechner law was introduced by Ernst Heinrich Weber and Gustav Theodor
Fechner to describe the relation between the objective physical and subjective perceived
stimuli. The law consists of the Weber law which says that the just noticable change of
a stimulus in relation to the actual stimulus is constant:

dx,

Ts

dx, =k *

where dz,, is the just noticable differences perceived, x; is the actual stimulus, and dz is
the change of the stimulus. This means that the relation of the stimulus change related to
the actual stimulus value at that instant, multiplied by a constant factor &, is proportional
to the just noticable difference. Fechner found that this relation is logarithmic. The
Fechner law extends this law by integration, under the assumption that the constant
relation factor k is independent of the actual stimulus z this leads to the Weber-Fechner
law:

xS

(4.17)

Tp=kxlnos+c=k+xlnzy, —k*xlnwgy =Fkx*In
Zs0

where ¢ is the integration constant which also can be represented by a logarithmic
multiplied by a constant factor, x, is the minimal threshold of perception.

The Weber-Fechner law is applied to many senses as the haptic sense, the taste sense
or very commonly for the sensing of light intensity. This describes the intensity of the
sensation which is proportional to the logarithm of the stimulus. In this thesis the Weber-
Fechner law is applied to represent visual velocity perception. The sensed visual movement
Yvis has a logarithmic characteristic which means that the measurement is logarithmic.
The sensor has the logarithmic property that for lower sensor value the transfer function is
nearly linear but for higher sensor values the transferfunction becomes clearly nonlinear.
For very high velocities this is not applicable but the velocity range applied in this thesis
refers to normal everyday visual motions of moving objects which do not exceed these
ranges.

Simoncelli et al. [167] propose an optimal observer construct to represent the visual speed
perception. The precise noise characteristics are unknown. Also Rao et al. [148] found
good behavior of optimal estimation approaches for representing the visual perception.
The statistical observer is named as a ’best guess’ of the world for the actual sensory
information and the model or prior knowledge which is cited by [167] from [I86]. In
this thesis the visual sensory cue as the other sensory cues are integrated in an optimal
estimator the Kalman filter which is proposed in the next section 4.3.1. The Kalman filter
is a linear estimator and has to be extended to represent such nonlinear visual perception
cues which is detailed in the Kalman description in section 4.3.3.
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4.3 Estimation for Posture Control

The statistical estimation, the Kalman filter, is detailed in the following and applied
to the posture control. This demonstrates the integration of sensory information into
posture control. The sensor integration is shown for linear visual sensory models and
nonlinear which lead to an extension of the Kalman filter. A negative feedback loop for
posture control is derived supporting and complementing the properties of the Kalman
state estimation. The sum of all this is the posture control model, developed to simulate
sensorimotor dependencies for the task of keeping the body in balance.

4.3.1 The Kalman-Filter Theory

To sum up the functioning of the Kalman filter shortly it can be said: the Kalman filter
estimates the next system states by using a priori knowledge. The estimated state depends
on the conditional probability density function. This a priori knowledge is completed by
using the measurements of the system states as innovative information. Additionally
the innovation is compared by subtraction to the a priori expected measurements. The
resulting difference is called residual. The residual is weighted by the Kalman gain and
added to the a priori knowledge about the system to receive the final estimate. The needed
a priori information is the system and sensory dynamics, the noise statistics of model and
measurements, the initial values for system states and error statistics. All Kalman Filter
equations can be applied to continuous time-variant signals (Kalman Bucy Filter) or
also to discrete signals. In the following the discrete Kalman filter is introduced. The
quantization is done in steps k. So it is determined: ¢(7) = t; and the next quantization
step is t(7 4 0) = tx,1 with 0 is the quantization step size. The continuous-time matrices
have to be discretized with an appropriate method e.g. an Euler method. The biological
system is more a continuous time system but the implementation is discrete.

The Kalman estimation filter bases on a linear model representation of the system:

Tpp1 = Axxp + Bxup + Wk wy (4.18)

xrr . vector of system states of the model at time &
A : interaction between the last state x, and the next step xj1
ur : vector of external inputs to the system
B . filter matrix to represent the interaction of external influences e.g. from the

environment on the system
w, :  vector of stochastic noise which is white Gaussian noise with a mean of zero
W . Noise gain matrix which filters the noise effects on the system states

Table 4.1: Kalman vectors and matrices for the state model

The output of the system in form of measurements is represented by a linear relation. It
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consists of the measurements and the external inputs and noise at time step & by:

Y = Cxxp + D xup + vy (4.19)
yr . vector of measurements at time k
C . filter matrix which relates system states with measurement output
ur : vector of external inputs to the measurement system
D : filter matrix which represents the interaction of external influences with the
measurements
v . vector of stochastic noise which is white Gaussian noise with a median of zero

Table 4.2: Kalman vectors and matrices for the sensory measurements

The statistical error sources as noise are modeled and the error between estimation and
real measured values is updated with a time varying gain, the Kalman gain, to receive
the next estimation. The characteristics of the noise models are always white, Gaussian
and zero mean. The covariances of the noise is described with:

E{wk} = E{’Uk} =0 (420)
Blwaw;"} =Q E{vw'} =R (4.21)
E{vaw,"} =0 (4.22)

with E is the expectation and E{x} is the expected value of z, j is as k a index of time.
@ and R are the noise covariance matrices of the system and the measurement noise. In
equation 4.20 the zero-mean of the noise process is presented. Equation 4.21 determines
the covariances of noise and in equation 4.22 it is shown that the noise processes of system
and measurements are uncorrelated. The error covariance matrices () and R have to be
determined for the model to determine the reliability of e.g. a measurement. The bigger
a single R value is, the less a single measurement is weighted for the innovation of new
estimation, because the reliability is low and vice versa. The Kalman filter minimizes
the expected error between estimation and real state by minimizing the error covariance
matrix P. To minimize this error covariance P, the Riccati equation is used. The discrete
Riccati equation is:

Po=AxP_ s AT+ W Qs W' —P_ 1+ CT % (Cx P CT + R)™* (4.23)

This calculation of the error covariance matrix P is realized in two steps, the prediction
(equation 4.24) and the correction (equation 4.25) as it was called by [190] which is one
a priori estimation and afterward the a posteriori update.

P =AxP  x AT+ WxQ+W" (4.24)
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Figure 4.2: The two phases of a Kalman filter: the prediction according to the internal
model and the updating and correction by the input of actual sensory data.

and

Pr=(I—-KyxC)x P, (4.25)

This minimization is transferred to the optimal Kalman gain which amplifies the mea-
surement residual to update the estimation. This optimal Kalman gain K is calculated
by the multiplication of the error covariance with the measurement and the measurement
noise covariance matrix. The Kalman gain minimizes the a posteriori error covariance P,

with:

P = B{(wy, — &) (xy — 21)")} (4.26)

So the Kalman gain has the following formula:

Kpy=P, «CT"x(Cx P, xCT + R)™ (4.27)

The estimation of the next system state & is therefore:

T = Tp_1 + K * (yp — C * Ty_1)
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The schematic of the Kalman equations can be seen in figure 4.3.1. The Kalman filter
predicts a system with an underlying stochastic process which is case for systems where
only noise measurements of the real states of the system are available. The discrete
Kalman filter is a recursive statistic estimation method which minimizes an optimization
criterion the error covariance matrix P. The a priori estimation & depend on all a priori
known measurements. The recursion only takes the preceding estimation value which
is already a mean value over all past estimation values. This is a Markov process as
only the last value is directly used for the calculations. The Kalman gain is related to
the covariances of the measurement model C, the expected error covariances P and the
measurement noise covariances R. This can be seen in equation 4.27. If the system
and measurement models do not model the reality, the measured states diverge from
the real states. This is interpreted as measurement noise. The estimation procedure
only slowly converges in this case because the system noise covariance matrix () is small.
If @ is increased the convergence is faster but the system is more sensitive to system
noise. So, the estimation quality becomes less and system errors are less likely to be
detected. If the measurement noise covariances are modeled this represents the reliability
of the measurements, if R gets smaller the measurements are taken to be more reliable.
Therefore the Kalman gain weights the measurements more.

4.3.2 Application of the Kalman Filter to the Stance Model

The presented sensory models can now be integrated in a posture control model. The
posture which shall be controlled is the upright stance. The mechanics of stance can
be represented by an inverted pendulum. This representation of a standing position is
often used in literature as e.g. in [30, , , , |. In this thesis the frontal-plane
mechanics are analyzed in detail. The inverse pendulum mechanics can be used for both
stance models in sagittal and in frontal plane. The characteristics of the pendulum model
will always depend on the special stance position constraints for the feet. So there is of
course a difference if stance is analyzed with feet side by side in a narrow position or in a
wide position or if the stance position is even a tandem foot position (one foot is placed
in front of the other standing on one line). In the following the stance position is a very
narrow position feet side by side and the lateral stance sway is analyzed. So the inverse
pendulum model is identical to the mechanics of the frontal-plane model of section 2.3
if the phase is double support and the feet position is identical which means one point.
For the stepping movements the double support phase was always modeled as a discrete
event which occurs instantaneously between two swing phases. Now the double support
phase last for the whole stance. The equation for the inverted pendulum mechanics is
explained in section 2.2.1 in equation 2.2.

The movement of the mechanics is measured by the sensors. The proprioception sen-
sors measure the sway angle ®, the vestibular sensor measures the change of the angular
velocity @ and for the eye movement, the visual sensor measures the velocity difference
between the visual world and the self motion. This information measured by the sensors
is now integrated by the brain using a statistical estimation using model knowledge ac-
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Figure 4.3: An overview of the posture control system with mechanics, sensors, statistical
estimation and integration and the feedback controller.

cording to experiences and these actual measurements. The integration results in motor
commands, here represented as ankle torques, that stabilize the standing body. This sys-

tem of mechanics, measurements, integration and command generation is shown in figure
4.3.

The part of the integration is a complex task of the brain and only little is known about
the internal processes. For reasons already named in the introduction of this chapter
and because it is well known in literature the integration in this thesis is implemented
as an estimation filter with model knowledge. The estimation is realized by a Kalman
filter. Therefore the model knowledge of the system which is represented by an inverse
pendulum and the sensors which are described and modeled as in 4.2 according to their
physical and cognitive properties. This model knowledge is used together with the sensory
measurements in a Kalman filter to estimate the system and sensory states a priori. This
estimation is like an expectation and a priori knowledge of not yet received and processed
system information on base of statistical knowledge. The continuous sensory models
are transformed in a state space representation as required for the Kalman filter and
discretized by the Forward Euler Method with the following equation:

A=1+6xF and B=0§xZ (4.29)

110



4.3 Estimation for Posture Control

where I is the identity matrix and ¢ is the time step between t(7) = ¢ and t(7+0) = tj41.
The state space transformation was simulated in MATLAB with the tf2ss function. The
sensory measurements are not only influenced by the system states and the external in-
fluences but by the last internal state as they have integrating or derivating properties.
This leads to the representation of the Kalman system states which includes the me-
chanical states as well as the sensory states. The state vector of the Kalman filter to
estimate the system is x = (2, &, Tpropy Tscer Tscer Luvests Teyes Tuis) Which is
x the mechanical angular state of the body, % its velocity, x,.,, the state of the propri-
oceptive SeNnsor, Tsee, Tsee, Toest the vestibular states to sense angular accelerations,
Teye the proprioceptive state of the eye movement and z,;, the visual sensory state of
the retinal velocity. The measured values by the four sensory models are the vector
Y = (Yprops» Ysce» Yeye» Yuis) Which is the proprioceptively measured position, the ac-
celeration of the roll movement sensed by the vestibular semicircular canals, the sensed
eye velocity and the measured retinal velocity which gives a retinal signal and is processed
for visual velocity measurement. As external inputs to the system from the environment
the vector is u = (ue, Uy,  Up, Upes) Which are the corrective torque applied to the
joints of the mechanics, the target velocity of the target which is fixated by the eyes, the
background velocity which is visually sensed and the galvanic stimuli which is applied to
the vestibular nerve.

For the inverse pendulum model the upright stance is controlled by the corrective torque
applied to the ankle joint which can be seen in figure 2.2 with u. = 7,. The eyes and
the vestibular organ are situated in the head and are therefore modeled at the top of the
inverse pendulum. The angle and angular velocity of the pendulum are therefore the same
as measured by the sensors. As stimulations to the system different signals are applied.
The visual fixation target is a moving point which is fixated with the eyes so a pursuit
movement is the result. The equation for this relation was given in 4.9. Where the input
u, is the velocity of the pursued target and the output is the eye velocity yey.. The retinal
image is the combination of the different visible object movements. In this work there
is used a stationary or moving background and a pursued target which was also moved
or stationary. The model for sensory information processing for vision was derived in
section 4.2. The input is the background movement u;, and the eye movement y.,. which
are combined to the output y,;s. In the linear case the visual sensory cue is determined
by equation 4.11 in the nonlinear case by equation 4.16. Finally, the vestibular sense can
be stimulated artificially by an externally applied stimulus to the vestibular system ;.
This externally applied stimulus is summed up to the vestibular signal of the rotational
acceleration. This was explained in equation 4.3 and 4.5.

The system model and sensory models are integrated in the Kalman filter in the following.
All the states are integrated in the state vector x, the system inputs are the vector u and
the measurements of a single sensory system are represented by vector y. The general
system equation for the Kalman filter is therefore:
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and the measurement system is:
yp = Cxxp+ D xuy, (4.31)

The single matrices of equation 4.30 and 4.31 are as follows. The state matrix A of all
states is:

Amech 0 0 0 0 0
Bpmp ApTop 0 0 0 0
Bscc 0 Ascc 0 0 0
A= Byest * Dsee 0 Best * Cuvest Auest 0 0 (432)
_Beye 0 O O Aeye O
0 0 0 0 0 Avis

The matrix to apply the external inputs to the mechanical system and the sensors is
matrix B with:

Biech 0 0 0
0 0 0 0
B=| 0 0 0 Buew (4.33)
0 Beye 0 0
0 - Bvis Bm’s 0

For the measurement matrix C' the measurement terms of all sensors are integrated in
one matrix which is:

Dyop Cprop 0 0 0

_ Dvest O Cvest 0 O
¢= —Deye 0 0 Cee 0 (4.34)
0 0 0 0 Cus
The external input to the measurement system is mapped by matrix D:
0 0 0 0
_ 0 O O Dvest

D = 0 Dy 0 0 (4.35)

0 _Dvis Dvis 0

This state space model of the system and its sensors describes the influence of the external
inputs to the system and its measurements. With this system model the following results
are simulated and compared to experimentally found causalities. An overview of the
system and Kalman filter combination can be seen in figure 4.4. This figure shows that
the sensory system measures the system states which is the input for the Kalman filter
innovation, the residual. The output of the Kalman filter is the estimation of the system
states .
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Figure 4.4: A schematic overview of the Kalman filter components in combination with
system and sensors. The discrete estimation of the state x with measurement
correction by the sensory output.
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4.3.3 Extended Kalman for Nonlinear Sensory Models

As was already mentioned in section 4.2 the visual sensory cue is modeled nonlinearly,
here logarithmically. This leads to the nonlinear measurement function 4.16 for the visual
perception of velocity. In the linear case the state space representation of the visual
cue is described by the low pass retinal processing of equation 4.14 or 4.15 and the linear
summation of the eye movement with the environmental movement given by equation 4.11
which leads to the matrices A,;s, Buis, Cvis and D,;; mentioned above. For the nonlinear
sensory cues the Kalman filter is extended in the measurement matrix. The general
procedure for an extended Kalman filter is the linearization around a working point. This
is the linearization around the a priori state estimation. It is done by calculating the
Jacobian at the a priori state estimation. For a nonlinear measurement function C' this
is:

der dcr Her
80 8:.E1 Oxo T aﬂ'vn
(9_ = : : (4'36)
T ls dem dem dem
ox1 Oxa e Oxn T

This linearized measurement results in the Jacobian matrix %_5 which can be used to

calculate the usual Kalman equations for Kalman error covariance, gain and estimation
as described above. All functions are further modeled linearly except the visual velocity
measurement. Therefore the velocity perception is linearized around the estimated ve-
locity value. In case of the visual logarithmic function ¢,s(Yret, Yeye) the Jacobian matrix
Clis 1s calculated as follows:

acvis

ox

_ < Ocyis Ocyis ) ‘ _ <5i9n(ieye)*ceye sign(i‘ret)*Cmt) . (Cl . Covi ) (4 37)
- - - VS V1S .
N T

axeyﬁ BIrct Ceye*ieye“rweo C’ret*fﬁv‘et‘i‘xro

This equation leads to a modified measurement matrix C' of the sensory model with:

Dpop Corp 0 00
Dvest 0 Cvest 0 0
“Dye 0 0 Coe O

0 0 0 Clvis  Couis

C= (4.38)

In the following the nonlinear posture control model is generated with this sensor measure-

ment matrix whereas the linear posture control model uses the matrix given in equation
4.34.

Influence of Noise

The Kalman estimation model defines noise covariances o, and o, and the error covariance
matrices () and R which are defined in equation 4.21. They define the reliability of the
system and measurements. Especially the measurement covariances can be adapted to
show different sensory weightings. Oie et al. argue in [130] that if two or more sensors
measure the same system state this redundancy leads to a weighting of all of these sensory
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outputs. A weighting could be a mean value of all measurements of the same state. This
mean value would be less noisy than the single sensory outputs. The covariances are
reduced related to the number of measurements. This brings about that the measurements
are given a higher reliability and so the measurements are weighted more in the model
and influence it more. Kiemel [130] also defines the values of the covariances in his
model to best resemble his experimentally found transfer functions. A consequence of
this resemblance is that the covariances of the velocity measurements is smaller than
those of the position measurements.

For the proposed model the measurement noise covariance matrix is chosen as follows.
The general measurement covariance oy is weighted differently to the single measurement.
The sum of over all weights is always one:

OR/MNe 0 0 0
B 0 OR/Me 0 0
R= 0 0 We * OR/Ne 0 (4.39)
0 0 0 or/(ne * w)

with n. = number of available sensory cues and w, is the abstraction of amount of in-
formation delivered by the retinal system which can be the same as the eye movement
or conflicting. So, if there is much retinal information available this causes a decrease of
the error covariance and therefore the visual sensory cue is more relevant for the estima-
tion process. On the contrary if the eye movement and the retinal image have opposing
information the use of the visual sensory cue is less reliable so the error covariance in-
creases and for the estimation this cue has less influence. This is especially important if
the sensory cues of eye movement and retinal image have to be integrated to get a good
estimation for the self-motion.

4.3.4 Optimal Linear Quadratic Regulator

The feedback of the estimated values to the corrective torque applied to the mechanics
is realized by a feedback loop. This feedback is a simple PD-feedback controller which
bases on an optimality criterion.

The system of a pendulum can be approximated by a linear system model for small angles.
The Kalman estimator estimates all the system states of the system. This is the basis for
an optimal controller. The optimal controller is a feedback controller which feeds back
all the system states which are optimally weighted. This optimality is defined due to an
optimality criterion or performance criterion which can be (1) the minimization of energy,
(2) regulation of the system output with minimization of the distance to a desired output
value, (3) time-based minimization of transitions or some more general criteria as (4)
the Lagrangian criterion or the (5) Mayersches criterion according to [36]. For the linear
quadratic regulator LQR this criterion J minimizes the quadratic performance criterion
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which is calculated with the following equation:

J= 5 xal@ S alT)+ 5 [ 0]+ Q) alt) + ) RO xu(eldr (440

with £ = x — x. which is the deviation of the stance state x from the desired state in
position and velocity. For the inverse pendulum stance model the system state z = (®).u
is the corrective torque applied to the inverse pendulum which shall also be minimized. In
the present model according to [30] the energy defined by the input to the system and the
system state deviation according to an intended position are optimized. The weighting
matrix () is a symmetric positive semidefinite matrix and the matrix R is symmetric
positive definite. S for the weighting of the terminal penalty cost is a positive semidefinite
matrix. The final state which shall be reached is normally never achieved because of
inaccuracy of the sensors, the model etc.. Therefore in the performance criterion the final
state is weighted by S to receive a minimal deviation. Where the matrices can be, but do
not have to be, time-dependent. To minimize J the Ricatti equation is used. This usage of
the Ricatti equation resembles the optimization in the Kalman Filter. Optimal feedback
control is often combined with the Kalman filter [$0, 96, , , 30]. And the Kalman
filter provides all states of the system in an estimation which in a natural system are
normally not completely measured by sensors and therefore not available for an optimal
control. A feedback of the full state vector of the system is required for optimal control.
The Ricatti equation is given by equation 4.23 which is the term:

U=UsxB+R '"«B"«U—-UxA—AxU—-Q

which is solved for U. But to solve the equation the initial condition has to be defined
Ul(ty) = S [36]. The resulting feedback gain is given by the term:

u=—K % (i) with K =R*'+«B'xU (4.41)

The feedback of the optimal linear regulator is the weighted angular position vector of
system states x in a negative feedback loop. The gain K is optimized according to the
performance criterion which is minimized by the Ricatti equation. The choice of the
matrix R = B * [ as the application of the torque to the system is defined by B and
the further application is due to linear factors represented by the identity matrix I [96].
The matrix ) defines the regulation performance and R the control effort. The matrix
@ is weighted relatively to R by a weighting factor. The single matrix elements of () are
reduced to the element of the origin as proposed in Kuo [96, 97]. The cost functions which
are derived are three functions. The first is the minimization of the angular positions from
the zero position the vertical position. This leads to:

o= (zxa™?  Ql= (é 8) (4.42)
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where [ is the identity matrix and z angular states of the system. Second, the angular
velocity should be minimized:

2= (xxi")? Q2= (8 ?) (4.43)

where & are the angular velocity states of the system. And third the position of the center
of mass should be in a horizontal position which is within the support area sa plus a small
adjacent extra area da which stands for the non-critical sway area. This support area is
for the inverted pendulum just —da < sa < da. For the frontal-plane model this is defined
as the area between the stance leg and the swing hip joint in the direction of the x-axis
plus the adjacent area. This leads to the cost function:

2
3= (Teom *2)* Q3= (xcgm 8) (4.44)

where zT is a vector of the influence on the COM of the single mechanical position

states. This depends on the mechanical model.

This control problem is applied to the inverse pendulum as well as later to the mechanical
frontal-plane model with three links. The inverse pendulum model as defined in 2.2 and
figure 2.2 has the same COM position as the position of the single mass of the pendulum.
So, a deviation from the angular position and the COM is the same. This means that
an additional COM penalty cost function is like doubling the angular deviation penalty
function. This leads to the following matrix Q:

Q = wgr * (11 * QL + o * Q2 + g * Q3) (4.45)

with wgp is a positive weighting factor of the matrix @) in relation to matrix R and the
factors p are the weighting factors of the single cost functions to each other. As defined
in Kuo [96] the sum of these weighting factors shall be 11 + o + 3 = 1 to guarantee not
to influence the inter matrix weighting wgr with this factor. For the inverse pendulum
2/3 0

model the matrix is defined as: ) = wgg * ( 0 1/3

) because all three cost functions

have been weighted equally.

4.4 Experimentally Found Influences of Sensory Cues on
Posture Control

Posture control models which use the Kalman filter represent integration mechanisms of
sensory information. The trueness and accuracy of this mechanism can only be validated
by stance and perception experiments with subjects. There is a wide range of perception
and posture response experiments which concern visual, somatosensoric and/or vestibular

117



4 High-Level Posture Control

Environment u

N \"YJ k+1 C +v+
— W, O > C, —»-Ow—r

System | Xk Sensoric Zk

,--------------------
>
N I
=]

r— — — B residual Y+
A k
|  Feedback | | 3:_ K,
‘ Controller PR J +?
. jl |
ik X A > C
Kalman Estimation

Figure 4.5: The Kalman estimator in combination with a controller in the feedback loop
to control the system via corrective input .
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information processing. Those perception cues have of course a delay in time between the
real sensory impression and the use of the information for a motor command. This delay
is given in literature with varying values e.g. by [180] with about 100 ms and e.g. by [112]
with up to 200 ms. In the following especially the visual cue including proprioceptive eye
movement information in section 4.4.2 and the vestibular processing cue are in section
4.4.3 are regarded. The influence of the stimulation of those two cues and the combination
is evaluated in clinical and other experimental studies.

4.4.1 Plots and Presentations

Interesting properties of the model are presented by four different plot types:

(@) The posture response of individual stimulations are analyzed by signal over time
plots which show sway response, estimated states and sensory output over time.

(b) The frequency response is presented by amplitude or also called gain and phase of
the transfer function H. The transfer function is defined as follows:

So(jw)

H(jw) = Sw)

(4.46)

where S, is the output signal which is here the angular signal of the sway. And
this angular signal is FFT-transformed into the frequency range, so it results in
Se(jw). The same applies for the input signal S; which is here the stimulus applied
to the system giving S;(jw). For the presented results the MATLAB function ’fft’
was used. The amplitude (gain) and phase of the transfer function H(jw) was
calculated with the MATLAB functions ‘abs’ and ’phase’. Which use the following

computation:
gain(H) = abs(H) = |H| = sqrt(real(H(jw))* + imag(H (jw))?) (4.47)
phase(H) = angle(H) = arctan <Z:Zf(%)) (4.48)

(c) The stimulus over response amplitude plot shows the amplitude relation between the
stimulus and the posture response. Especially nonlinear effects like the saturation
with increasing stimulus amplitude can be seen in this visualization. The sway
amplitude is directly correlated to the sway angle of the body or pendulum and the
increasing factor is the stimulus amplitude.

(d) For the sway response, the Root Mean Square RMS of the sway angle is used to
detect statistical relevant differences between single stimulation modes. For each
trial an RMS is determined and the single conditions can be compared by the
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quantitative value of the conditions” RMS. For Root Mean Square measurement the
following formula is used:

RMS, = M (4.49)

where x is a state varying over time with the time steps k =1...n.

4.4.2 Influence of Visual Perception with Eye Movements on
Posture Control

State of the Art

The visual perception is an important factor of stabilization and orientation of posture
especially in relation to the surroundings. As well the combination of visual retinal infor-
mation with eye and head movements influences the sway response. In [72] the influence
of head and eye in head position on stance is studied. It was found that head rotation
and eye orientation influence the sway of the body which is aligned in the same direction.
The gaze direction had a significant influence on the sway direction. And gaze and head
direction are significantly correlated which was also found in [77]. But [72] did not find
an influence of gaze direction in the neutral head position what was explained with the
'neutral or most natural’ configuration. Probably, this correlates with the result found in
[77] of less influence of isolated gaze manipulation as in contrast to a highly significant
head orientation influence and influence of the combined head and eye orientations.

Another characteristic can be the sway amplitude and frequency response of stance ex-
periments. Different amplitudes and frequencies of visual stimulations have an influence
on the stance sway [170, 119, 136, 139]. In [119, 136] the visual stimulation is a field of
triangles moving with a sinusoidal oscillation plus a transversal velocity component. The
increase of translational velocity changes the COM sway, analyzed in the frontal plane, in
a nonlinear manner. With increasing stimulus velocity the COM sway response decreased
at the stimulus frequency of the oscillation. This relation indicates that the higher the
velocity the less is the weighting of the sensory input. Another interesting finding of
[119, 13] is that even a visual input with high velocity or large movement amplitude pro-
vides information which can be used for the stance stabilization. The results show that
the closed eye condition has the highest sway amplitude and variability. It is even higher
than stimulation situations with fast moving or high amplitude visual stimulations.

A detailed analysis of the influence of stimulus frequency and amplitude on anterior-
posterior sway frequency response is found in Peterka et al.[139, ]. The two stimuli
support surface and visual surrounding are applied to normal subjects. The visual and
proprioceptive stimulus attain similar characteristics. So, with increasing stimulus am-
plitude the sway response saturates. For frequency variation of visual stimulus, the Fast
Fourier DFT transformed stimulus response was evaluated for gain and phase. Gain first
increases slightly and than decreases rapidly. Phase is leading (> 0) at the beginning and
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for higher frequencies lagging (< 0). A perfect response of the system to the stimulus
would be a sway-response with gain 1 and phase 0 as is also mentioned by [139].

Experiments with visual stimulus which induces eye pursuit and combine therefore eye
movement with visual retinal perception have been made by Glasauer et al. [13]. Here
the sinusoidal moving visual target is followed with the eyes by a smooth pursuit. The
eye pursuit movement matched the target movement very closely. The additionally added
background which produces retinal image gives the indication that the eye movement
does influence the medio-lateral body sway significantly. This leads to assumptions that
there is as well retinal image information which provides a reference of the relation body
to environment as additional the eye movement which is often coupled to everydays life
tasks which also indicates a reference between body and environment. Not only the retinal
motion but also the eye movement influences the postural sway as was found by Ivanenko
et al. [72]. The sway response always diverges in direction of gaze. This influence was
tested in combination with head trunk rotation. The eye movement influence on posture
happens also if no relation between body and environment is given like in [78] with a head-
fixed visual pursuit stimulus. Vestibular neuritis patients could be stabilized by fixating
a head fixed stimulus [78]. With moving eyes during pursuit movements, the postural
sway increases again even more than sway in darkness which is shown in Glasauer et al.
[13] with healthy subjects. The interaction of retinal and eye movement information is
not clear. A subject is able to distinguish self-motion and environmental motion [27].
Though, how much of the used eye movement information and retinal flow information is
used and how this information is integrated are still subject to actual research. Relations
between background movement and a moving target which is fixated are studied in [13].
The fixation of a space fixed target results in the lowest postural sway answer where
the eye pursuit with no space reference or moving space reference showed the highest
sway response. In cases where the eye movement (fix/pursuit) was contradictory to the
reference movement (moving/fix) the sway response was in between the two cases named
before and similar to the condition darkness where there is neither retinal input nor eye
movement. This could support the theory that even with contradictory information there
is still information that can be used to stabilize stance or that the visual information is
not used such as in the case darkness. The single conditions of pursuit and background
information are shown in figure 4.6 from [13].

A contrary finding of Stoffregen et al. [169, | is that the eye pursuit frequency is
not coupled to the sway frequency and that sway variability was reduced when subjects
pursuit a target. The frequency range of Stoffregen is (0.5, 0.8 and 1.1 [Hz|) for an
amplitude of 11 [deg]. This range as was already mentioned by Stoffregen [165] could be
too small to receive representative results.

Implemented Own Experiments

To get a comparing and extended knowledge of posture sway correlation to eye movement
frequency additional experiments have been made for this thesis. Therefore, the experi-
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Figure 4.6: Nine conditions E1-E3 and F1-F3 and H1-H3 with eye pursuit with or without
background and additional head rotation are shown. The graphics are taken
from [413].

ments of Glasauer et al. [13] have been extended to find out if frequency and amplitude
variation of eye pursuit movements have an influence on the posture response related to
the movement variation. Especially the eye movements are studied in more detail for lower
frequencies and different amplitudes. Lower frequencies in comparison to those Stoffre-
gen evaluated are motivated because smooth pursuit movements can only be guaranteed
for low frequencies. In [1] the horizontal eye pursuit for frequencies in the range of 0.07
...0.42 [Hz| with an amplitude of 22.5 [deg] have been studied. For the highest frequen-
cies with normal subjects the pursuit was interrupted by saccadic movements. Therefore
the frequencies and amplitudes have been chosen lower for the pursuit experiments made
for this work.

The experiment setup is as follows: Healthy subjects standing in complete darkness on a
Kistler posturographie platform (Model 9286AA) and pursuing a sinusoidal moving light
point on a translucent screen. The distance of the screen to the subject was 0.7 m. The
posture response was measured by measuring the COP via the Kistler platform and the
head position via an optical 3D tracking system (from Intersense Model IS-600) for a head
fixed marker. Sway is the sway in medio-lateral direction. The task was always to fixate
with the eyes the stationary or moving target point which is equivalent to the condition
“E17 in Glasauer et. all [13]. All subjects got the same instructions how to achieve the
standing position and to pursuit the visual target. There are three series of experiments.
First, a short series with 6 subjects and 5 conditions for evaluation of the design. Second,
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Figure 4.7: Mean RMS of the COP for all 5 conditions with 95% confidence interval shown
by the bars.

a longer series with 13 subjects and 10 conditions. Third, the same as second but with
different stance condition and 8 subjects. The conditions are always the control condition
standing in complete darkness and fixation of a target light point which is not moving.
The other conditions are combinations of amplitude and frequency variation of the target
movement. The progression of one trial was 5 seconds of darkness afterwards 5 seconds of
the fixation point and thereafter a 25 seconds duration of the stimulus according to the
different conditions; with a 5 second pause between each condition. The condition order
is randomized for all subjects. The conditions of the first experiment series are as follows:

condition H cl ‘ c2 ‘ c3 ‘ c4 ‘ cH
| dark | fixation | al f1 | a2 fl1 | a2 f2

Table 4.3: Conditions c1 ...c5 of the experiments with control condition darkness and
different amplitude and frequency conditions

with al=2.5[deg] and a2=12[deg] angle of the maximum medio-lateral visual target point
amplitude and the stimulus frequencies with f1=0.33[Hz] and f2=0.0833[Hz|. Results
of the root mean square RMS of the center of pressure COP can be seen for the 5
conditions in figure 4.7 with the 95% confidence interval shown as bars around the mean
RMS value. Calculation of the 95% confidence interval over n samples z;:

LN~y q std(z) O —
- ;xl + dicdf (1 — ot o) * 7 with  std(x) = \/ Z(xl —7) (4.50)

n—1
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where icdf is the inverse cumulative distribution function which signifies the 1—Z-quantile
of the normal distribution with mean p and variance o.
Calculation of the Mean Squared Error of a sample mean over n samples x;:

MSE(X) = E{X — u)*} =0?/n with X = %ixz (4.51)

The eye movement stimulated sway responses ¢3, c4, c5 have a higher RMS than the
fixation condition (F'(3,15) = 4.884,p = 0.0145). This was also found in other studies
[13, 146]. One result of the stimulation conditions was that an amplitude of al=2.5[deg]
produced a COP sway response which did not show a peak at the stimulus frequency.
This could be due to the fact that this small amplitude was very close to the signal to
noise ratio so no response is visible. This can be seen in figure 4.8. For a higher amplitude
and both frequencies a correlation in the frequency could be found.
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Figure 4.8: Frequency sway response of the COP and the frequency transfered by the
stimulus.

Starting from this little study the following experiment for amplitude and frequency varia-
tion of the eye pursuit stimulus was evaluated. The second experiment consists of 10 con-
ditions with different frequency and amplitude variations which are shown in the follow-
ing table: with the stimulus amplitudes al=6[deg| and a2=12[deg] angle of the maximum

condition H cl ‘ c2 ‘ c3 ‘ c4 ‘ cH ‘ cb ‘ c7 ‘ c8 ‘ c9 ‘ cl0
| dark | fix [al f1 [al 2 [alf3 ] alfd|a2fl |a212 |a2f3 ] a2f4

Table 4.4: 10 conditions of the second experiments.
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Figure 4.9: Transfer function amplitude and phase for four different stimulus frequencies
and two amplitudes.

medio-lateral visual target point and the stimulus frequencies with f1 = % = 0.0833[H z|,
f2 =% =0111[Hz], f3 = ¢ = 0.1667[Hz|, f4 = :+ = 0.33[Hz|. In this experiment 13
normal subjects participated. In figure 4.9 the transfer function of postural response to
visual stimuli in the frequency range is shown. The transfer function with its gain |H (jw)|
and phase < H(jw) is defined as in section 4.4.1. It is shown the postural response of
the COP and the head position at four different stimulation frequencies f; ... f; for two
different amplitudes a1, as. The values signify the mean transfer function over all subjects
and the bars show the 95% confidence interval.

The amplitude of the transfer function looks similar and frequency appears to have a
decreasing effect. For the phase plot for the two higher frequencies with bigger amplitude
a2 the phase is decreasing which signifies a lag of the response. If the frequency transposed
signal of each trial and condition is evaluated at the according stimulus frequency which
means the amplitude of the function H(jw), a significant difference between the single
conditions ¢3 ...cl0 can be found. For the gain function the overall effect is significant
with (F(7,84) = 2.917,p = 0.0088). For the phase function of the frequency response
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Figure 4.10: The median values of |S,(jwstim)| with 95% confidence interval bars.

it is significant with (F(7,84) = 4.513,p = 0.0003). If the same evaluation is done for
the conditions ¢7 ...c10 which have the higher amplitude a2. The overall effect for the
gain function is significant with (F'(3,36) = 3.804,p = 0.0182), and the phase function
with (F'(3,36) = 4.829,p = 0.0063). Further, with a 2-factor repeated measurement
ANOVA, in the gain function the frequency factor is also significant with (£'(3,36) =
3.80,p = 0.018) without interaction. In the phase function the frequency is significant
with (F(3,36) = 4.096, p = 0.0134). The amplitude factor shows no significant effect in
the gain function. In the phase function the amplitude effect is significant with (F'(1,12) =
14.56, p = 0.0025). The post-hoc Scheffe Test shows a significant difference for the phase
function between the two amplitude levels and between frequency level 1 and 3. The four
levels f1: (mean+ MSE = 0.0024 £ 0.0571 « 107°), £2: (mean £ MSE = 0.0024 + 0.527 *
107°), £3: (mean+MSFE = 0.001340.102x107°), f4:(mean+MSE = 0.0016+0.320x107°)
. For this see figure 4.10.

In Glasauer et al. [13] the RMS of the lateral COP sway value is evaluated. So, in the fol-
lowing the RMS values are shown for the 10 conditions with 95% confidence interval bars.
The RMS values are evaluated by repeated measurement variance analysis. The overall
effect is significant with (F'(9, 108) = 3.390,p = 0.0011). Further the dark condition is sig-
nificantly different from the visual stimulation condition(F'(8,108) = 3.405,p < 0.0017).

The next figure 4.11 shows the RMS over all conditions. There is no significant effect
for the frequency or amplitude factor found but an unexpected difference is visible. The
RMS sway response is not lowest for the fixation condition but all stimulation conditions
have a lower sway response. The darkness condition has the highest sway response. The
difference between the conditions c1 (mean+ MSE = 0.0199+40.00193x107°) and ¢2-c10
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Figure 4.11: Mean RMS sway response for all conditions ¢l to ¢10 with 95% confidence
interval. There is a decreasing tendency with higher frequencies.

(mean + MSE = 0.016 + 0.717 * 107°) is a reduction of sway. For frequency variation
for both amplitudes no significant response variation could be found. As well for the two
different amplitudes there is no different sway response found over all stimulus frequencies.
In plot 4.12 it can be seen that the tendency for both amplitudes over all frequencies is
decreasing and that the higher amplitude decreases even more, but not significantly. To
see the two amplitudes in comparison the plot 4.12 shows the two amplitudes over all
frequencies beside each other. The higher amplitude leads to a smaller RMS sway. Till
now it was assumed that the two factors amplitude and frequency have an independent
influence on the sway response. If now everything is recalculated as actual visual target
velocity it can be seen that an increasing velocity leads to a decreasing RMS response.
The maximum velocities are determined in the zero target position for all conditions which
leads to 6 different velocities. The conditions ¢ and ¢7 result in the same velocity and the
conditions c6 and 9. In figure 4.13 the RMS sway response to the 6 velocities is shown.

The stance condition may influence the sway response significantly. Therefore, a third
experiment with the same 10 conditions, 8 normal subjects and a different stance condition
was evaluated to see eventual differences according to the stance condition. Now stance is
a normal narrow stance with the feet close side by side on a rubber foam of 20 cm thickness.
The rest of the experimental setting is identical. As before the gain does not vary much
with frequency and the amplitude has a slightly decreasing effect. In the phase plot it can
be seen that the phase lag has become bigger because the damping effect of the rubber
foam is seen. But the phase decreases as before with the frequency. No overall effect is
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Figure 4.12: Mean RMS sway for both amplitudes al and a2, varied with the four fre-
quencies f1 ...f4. For the higher amplitude a decreasing effect with rising
frequency is visible.
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Figure 4.13: Mean RMS sway response for the 6 velocities of the pursuit target.
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Figure 4.15: The median values of |S,(jwstm )| with 95% confidence interval bars.

found for the frequency gain and phase function as well as for the RMS function. This
is the case because the sway response is much less in this more stable stance condition.
The overall effect for the frequency gain is with (F(7,49) = 2.09,p = 0.0617) just not
significant. This is the same for the 2 factor variance analysis which has similar close
results to significance for both factors but no interaction. In figure 4.15 it can be seen
that the variance within a condition is much higher and so the differences are not so clear.
In figure 4.17 there is no effect of the amplitude seen. Though, within one amplitude
especially for a2 a tendency of decreasing RMS sway with increasing frequency can be seen.
This stance condition is generally more stable, but with the foam rubber underground
the variance of the measurements increases which is seen in all plots compared to the
tandem stance condition of experiment E2. The effect is that there are no significant
differences between the conditions but the characteristics are very similar to the results
seen in experiment E2. This makes clear that the stance condition is a very important
condition which can reduce or enforce effects and which can be very noisy.
Concluding it can be said, that no significant influence of frequency or amplitude value
could be proven on the RMS value but on the frequency sway response a significant
influence of the frequency value is determined. The tendency found is decreasing sway
response with rising frequency in all conditions. The stance condition change has an
influence on the absolute values but not on the tendency of decrease. The darkness
condition is significantly different of all visual stimulated conditions, the sway response
RMS is significantly higher.
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Figure 4.16: Mean RMS sway response for all conditions with mean RMS values and 95%
confidence interval.
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Figure 4.17: Mean RMS sway response for the two different amplitudes al and a2 in
comparison. A decreasing sway response effect is registered as the frequency
of the amplitude a2 rises.
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4.4.3 Influence of Vestibular Perception on Stance Control
Basics and State of the Art

Vestibular perception is here the perception of angular acceleration acting on the vestibu-
lar sensor. Stimulation of this sensor can be achieved by e.g., changes of the support
surface, which also result in proprioceptive impressions, or by galvanic vestibular stim-
ulation GVS. The GVS is an artificial electro stimulation which is directly applied to a
mastoid under each of the subject’s ears. An electric stimulus of about 0.25 - 1 [mA] is
usually used. This stimulus induces an electrical stimulus on the skin and therefore the
nerve lying below the surface is depolarized. This depolarization leads to a sensational
input to the sensory processing system which was not originated by a real sensory input of
the vestibular organ but the depolarization of the afferent vestibular nerve [11]. This de-
polarization means that a positive anode increases the afferent firing rate. This increased
firing rate leads to a sensation which is artificial because this movement perception could
not be reproduced with natural physical stimulation. The single perception vectors of
each semicircular canal of the vestibular organ and the resulting sum of these vectors
which is the perceived movement was analyzed in detail by Fitzpatrick et al. [32]. The
vectorial sensation which is produced by a bilateral bipolar GVS stimulus is shown in
figure 4.18.

horizontal

@ antcrior‘ ‘

> Responses to GVS of each vestibular canal

——pp  Vector sum of all vestibular canals which is the perceived movement

Three semicircular canals of vestibular organ,
posterior, anterior and horizontal

Figure 4.18: The electrical stimulation produces different movement perception vectors
in the different vestibular organ parts. The vectors combine to produce the
movement finally perceived.

The produced impression resembles a rolling movement in the frontal plane with its main
vector and a rotational movement in the horizontal plane. The main movement, the roll
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in the frontal plane will be the stimulation factor for this chapter. The decomposition
of this vector is detailed in [189]. The polarity which means that the right side is the
anode and the left the cathode or vice versa influences the direction of sensory input.
This direction indicates if the roll movement is to the right side or the left. The stimulus
induces a roll movement to the cathodal side. The mechanism of galvanic stimulation and
its effect on the organism is explained in detail in Fitzpatrick et al. [33, , 32].

In Bent et al. [3] the GVS stimulus applied in stance induces a body sway response
which was a roll of the body segments head, trunk and pelvis. The unexpected finding
was that the condition eyes closed or eyes open did not influence the sway response very

much which is opposed to former findings of Day and Bonato [25] which found a reducing
influence of vision input on the sway response.
The vestibular response to GVS with different amplitudes was studied in [65]. An increas-

ing amplitude showed an increasing sway response of the COP. Additionally, somatosen-
sory loss subjects have been tested beside normal subjects and they showed an even larger
sway response to the stimuli. The increase found was in both cases a linear relation with
the slope depending on the grade of somatosensory loss. A further study of Hlavacka
[64, 63] showed that the COP sway response to a stimulus has a large delay of about
one second. The combination of proprioceptive feedback from the legs and the vestibular
information are linearly combined [(4].

According to Day et al. [20, 32] the continuous time sway response of head, trunk and
pelvis is a lateral sidewards movement starting with some latency 120 ms. Then after a
short time of sidewards tilting the position stays constant and after the stimulus ceased
the body returns to its original position.

Implementation of Own Experiments

This could also be verified in the stance and stepping experiments made for this the-
sis. The stimulus duration was chosen to be 1 [sec] which is about the time the body
sway response needs to reach the maximum tilt position. The resulting sway response is
therefore an increasing and afterwards decreasing tilt movement. The stimulus amplitude
was 1 [mA]. This is shown in figure 4.19. The data shown are a mean response for each
condition over all trials. There have been tested 6 healthy subjects with 2 trials for each
condition. The 6 conditions are, stance, walking in place and jogging in place each in
combination with GVS with the anodal electrode once on the left and once on the right
side. The measurement of the body sway was attained by measuring the trunk movement
by a stereo vision tracked marker. This measurement delivers 3D data of the tracked
marker with 0.30 [Hz].The galvanic stimulus for stepping conditions was always started
in the moment when the heel-strike of the right foot occurred. The subjects where all
blindfolded. The characteristic trunk sway response over time of one subject is given in
figure 4.20. In all cases a clear body sway in medio-lateral direction can be seen. It also
can be seen that when the body returns to the original position a slight overswinging
of the system appears. An explanation for this could be the following. When the body
reacts to the GVS stimulus with some delay the corrective movement also controlled by
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Figure 4.19: Mean continuous body sway over time for anodal stimulation sides left and
right, shown for stance, stepping and jogging in place.
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Figure 4.20: Continuous body sway over time for one anodal stimulation side, shown for
stance, stepping and jogging in place for one single subject.
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the other sensory cues (especially proprioception) produces a counter movement to pre-
vent the body from falling. If the stimulus is stopped this counter movement is adapted
again with some delay so there is a small overswing of the system in the other direction.
This would also explain the reduced effect of GVS with additional visual sensory cues.
The sway response lasts about two seconds which is the double of the stimulus duration.
The body sway goes on for about one second and then decreases with the cease of the
stimulus for a bit more than a second. The difference between stance and stepping or
jogging in place is that the sway amplitude is increased. In the case of stepping or jogging
the body sway is enlarged because of the swaying of the trunk with each step and if the
GVS stimulus acts of the system in the moment of heel-strike the system is clearly more
instable as in case of stance with both feet. The dynamic of the system for stepping is
also higher than for stance. So, this can explain the higher GVS induced sway amplitude.
In the context of the presented GVS stimulus experiments different moments of time for
the stimulus start have been tested. And one result was, that it makes a difference what
point in the step cycle for the stimulus start is chosen. E.g. if for jogging movements the
stimulus was started in the flight phase which means after the foot leaves the ground the
stimulus results had a lot of variance. This is explained by the fact that the possibilities
of active balance control during the flight phase are not bound to ground reaction forces
and therefore very different to the normal stance control torques. Between stepping and
jogging in place the GVS stimulus produces very similar sway responses. This might indi-
cate that the balance control for medio-lateral is not different during those two movement
patterns.

It can be summed up that the lateral body sway response is according to the GVS stim-
ulus to the cathodal side. The sway response is lower for stance than for stepping or
jogging in place but equal in characteristic. The duration of body sway to the 1 second
stimulus is about one second for increase of body sway and about the same time for the
decrease sway movement before returning to the original position which ends with a little
overswinging.

In the following section the stance and posture control model was stimulated by GVS and
visual stimuli to simulate the model posture responses and compare them to the responses
found experimentally.

4.5 Simulated Sway Responses for Visual and Vestibular
Stimulation

The model consists of (1) the body dynamics of an inverse pendulum equation 2.4, (2)
the equations describing the sensory modalities 4.5, 4.7, 4.10 and 4.11 or 4.16, (3) the
processing and predictive part of the Kalman filter with equations 4.30 to 4.35 and (4)
the feedback controller with equation 4.41. This model which is presented in figure 4.3 is
calculated with the general parameters given in section 4.5.1. Interesting properties of the
model are presented by four different plot types:(a) the signal in the time range, (b) the
transfer function in the frequency range or also called frequency responses, (c) relational
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plot stimulus over sway response amplitude and (d) the Root Mean Square plot. Those
plots have already been used and explained in the section of experiments 4.4.1.

In the following four different simulations are presented. First, the vestibular stimulation
with GVS in comparison to the experiments of 4.4.3. Second, the visual processing of
retinal image velocity for the linear and nonlinear visual system model. Third, the sensor
integration is shown by the combination of different stimuli for eye movement and visual
background movement according to the experiments by Glasauer et al. [13]. Fourth, the
eye movement is simulated for different frequencies and velocities in comparison to the
experiments in 4.4.2. Before the simulation results are presented, the parametrization of
the model is addressed in the next section.

4.5.1 Parameters of the Posture Control Model

The posture control model used here consists of the inverse pendulum model and the
linear Kalman estimator in combination with the feedback control related to the opti-
mality criterion J which is defined in equation 4.42 and 4.43. The model simulation is
presented by the frequency response amplitude, phase and a sway response over time and
the stimulus influence of different stimuli on the sway response. The results presented
here have been simulated in MATLAB. The state-space equations used are equations 2.2,
4.41, 4.32, 4.33, 4.34 and 4.35 of the mechanics as well as of the Kalman estimation; they
are in discrete form. The sampling rate of the mechanics and the whole system is realized
with timesteps of 0.001 [sec]. The Kalman estimation process is sampled with timesteps
of 0.1 [sec] which leads to a time delay of 100 [msec]. This difference in sampling rates
stands for the time delay produced by sensory and neuronal processing which is given with
values about 100 [msec| [180]. The parameters which are fix and used for simulation are
the parameters for the equations given above and the sensor transfer functions which are
given in the according subsections of 4.2. Further parameters are those of the mechanical
system, the pendulum, and the error covariances for the estimation.

If there is no further explanation, the given results are mean results calculated from 5
independent trials for each condition or stimulus. If the model is referred to as linear or
nonlinear, this stands for the linear modeling or nonlinear modeling of the visual velocity
sensory cue. All other models are the same over all simulation results.

To show the behavior of the linear estimation the single signals produced in the model are
shown for one example. The system was stimulated with a visual background movements
of 0.2[H z] and an amplitude of 2[deg]. The Kalman filter estimation was calculated with
the noise covariances Q.,, = 0.005 and R.,, = 0.05. The system states are measured by
the sensors. The sensory signals with system states and external stimuli input are shown
in figure 4.3. The estimated Kalman filter values of the system position and velocity is
plotted in figure 4.21.

In the left plot (a) it can be seen the real system states and their estimations. The
position estimation resembles the real position very closely with a little delay. In the
estimated velocity signal more deviation can be seen and especially small noisy signal
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Figure 4.21: System states are estimated by the Kalman filter and measured by the sen-
sory modalities. The graphs show the real and estimated body position,
velocity and the four sensory outputs. Sensors and system are noisy.

parts are smoothed by the estimation because of the quantization effect and the modeled
inaccuracies. In the left plot (b) the sensory states can be seen for a visual stimulation.
Here the state of proprioception which stands for position measurement, the vestibular
state which is proportional to the velocity measurement, the eye velocity state which is
a combination of body and stimulus velocity and finally the visual measurement state
which performs nonlinearly, are shown together with their actual position, velocity and
external stimuli.

4.5.2 Vestibular Stimulation

In the following the results for model simulations for different sensory input modalities
are shown. First, the system response is shown for the case that all system sensors are
available and provide correct information. The results shown are always averaged results.
For 10 trials the same situation has been simulated and then calculated the mean over
those 10 trials. This is done to reduce the seen influence of noise in the sway responses.

The vestibular sense was stimulated by a GVS of 1 second duration. The experimental
results have been given in section 4.4.3. The simulation was calculated for the case that
there is no visual input to the system like in the condition eyes closed. The GVS stimulus
starts at second 7. The noise covariances put to the system are oo = 0.005 and o = 0.05.
In figure 4.22 it can be seen that the COM angular response reacts to the stimulus with
delay. The response is a sway to one side coming back to the zero position. Then there
is an overswinging of the system which results in a sway to the other side before going
back to the zero position. Compared to the experimentally found sway response it can
be said that the delayed response is very similar. The delay is as found by [65] about one
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Figure 4.22: Simulated sway response of COM for a galvanic stimulation for one second.
The graphs show the vestibular sensory signal and the corrective torque de-
termined (above) in relation to the resulting body movement (below).

second. And there is often also an overswing to the other side as the stimulation side.
The duration for a one second stimulus is about one second for the first deviation and
then another second to come back to the zero position followed by an overswing. This is
the same as found in my experiments.

Also a longer stimulus is simulated in figure 4.23. Here the sway response is also delayed
and of longer duration. After a delay of about one second the sway increases till it stays
at a level with a slight decrease. This fact correlates with the findings of [20, 32]. When
the GVS stimulus is stopped the body returns to the normal body position with delay
and a very similar rate as the decrease of body sway.

In figure 4.24 the stimulus of 7 seconds is applied with doubled stimulus amplitude. This
leads also to a higher sway amplitude and less effects of noisy disturbances. The increase
of the body sway response to increasing stimulus amplitude was also found in Hlavacka
[65]. The characteristic of the sway response is the same as for lower stimulus amplitude
as shown before in figure 4.23.

An interesting finding in the simulations for longer GVS stimuli is that with the stopping
of the stimulus a first small sway of the body in direction of the stimulus is seen before
the sway goes back to the zero position. This was a finding during my GVS experiments
that the sudden stop of the GVS increases the sway before decreasing it. This could be
the case if the change of the stimulus also innervates an information which is processed
for further posture control.
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Figure 4.23: Simulated sway response of COM for a longer galvanic stimulation of 7 sec-
onds. The graphs show the vestibular sensory signal and the corrective torque
determined (above) in relation to the resulting body movement as long as
the stimulus takes (below).
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Figure 4.24: Simulated sway response of COM for a galvanic stimulation of 7 seconds
with higher amplitude. The graphs show the vestibular sensory signal and
the corrective torque determined (above) in relation to the resulting body
movement (below), which is larger because of the higher amplitude.
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Figure 4.25: Linear model: Frequency sway response of the body to a sinusoidal stimulus
with different frequencies and amplitudes. This is presented as gain and
phase function of the transfer functions in the frequency domain.

4.5.3 Retinal Stimulation

Second, another simulated stimulation is visual stimulation which stands for the retinal
perceived movement. In the following two stimuli are distinguished. First, eye pursuit
stimulus u,, a visual target point which is fixated with the eyes and followed when moving.
And second, a visual background which produces a different retinal image than the target.
The processed visual information is always the visually measured movement velocity.

The simulation of the system is stimulated by a visual horizontal background stimulus
which is a sinusoidal movement of the background. This produces a retinal moving image.
The frequency of the stimulus was varied. The values are 0.03,0.05,0.12,0.3,0.5,0.7, 1[H z].
The amplitude was also varied from al to a6. The model is simulated with the amplitudes
1,3,5,8,12,18 [deg]. In the following the frequency response with margin and phase is
shown. This plot was chosen in resemblance to Peterka [139] but with a horizontal visual
stimulus for the sway response in the frontal plane. It can be seen in figure 4.25 the linear
model response and the non-linear model response in figure 4.26. For both cases a rising
frequency causes a rapid decrease of amplitude of the transfer function. In figure 4.25
the frequency response shows a decreasing gain function with a successive plateau. For
the nonlinear model this is very similar and with increasing amplitude the gain decreases
slightly.

The phase of the transfer function shows a first slowly, then faster dropping function. This
signifies that there is a phase lag of the response to the stimulus, meeting the expectations
of theory. The phase starts already in the negative because the model includes a delay
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Figure 4.26: Nonlinear model: Frequency sway response of the body to a sinusoidal stim-
ulus with different frequencies and amplitudes. This is presented as gain and
phase function of the transfer function in the frequency domain. Now the
gain is amplitude dependent.

of 0.1 seconds which is always presented in the prediction. This leads to a delay in the
processing of the posture command which therefore produces the corrective torque always
delayed. Another possibility where the delay is generated is the sensory processing. Then
the estimation could also be more prediction and brings a phase lead for very slow stimuli
because the expectation of a stimulus would already produce a reaction to prevent the
destabilization by this input. This hypothesis was not tested in this thesis and is left to
future research. In the nonlinear model the lower amplitudes and frequencies lead to an
increase in phase but as the sway response contains a high level of noise, due to the great
amplification of the nonlinear function, this raise is also due to noise.

Very low frequencies could not be reasonably simulated because the quantization error
lies by 0.01 Hz. Lower frequencies than 0.03 [Hz| are therefore not simulated. Second,
according to the properties of a linear system, the COM sway amplitude for different
stimuli amplitudes is a linear relation with different gradients for different frequencies
which is seen in figure 4.27.

If the visual velocity processing is modeled nonlinearly this influences the sway response
nonlinearly. In figure 4.28 the nonlinear system response can be seen for different ampli-
tudes. For low amplitudes the response increases but for higher amplitudes the response
saturates. The saturation is due to the nonlinear logarithmic correlation of the visual
processing to the visual stimulus which was described earlier in 4.2. The tested stimuli
here had an amplitude of (1,3,5,8,12,18 [deg|) of angular maximum. The frequency is
simulated with 0.2 [Hz]. A saturation effect is also documented in literature [139, 130].
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Figure 4.27: Linear model: Angular COM sway response is linear over varying stimulus
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Figure 4.28: Nonlinear model: Angular COM sway response over varying stimulus ampli-
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Figure 4.29: Nonlinear model: Body sway response to visual stimuli with different ampli-
tudes with low noise covariances ).,, = 0.0005 and R.,, = 0.005.

One example of actual sway response positions is shown in figure 4.29. The nonlinearity of
the visual sensory cue leads to the decreasing effect of sway amplitude raise for increasing
stimulus amplitudes al to a6. A saturation of sway response is performed with increasing
stimulus amplitude. The visual sensation of movement decreases with increasing move-
ment. This phenomenon is also found in many intensity-based visual perception tasks
and in this research adapted as explained in section 4.2.3.

4.5.4 Eye Movement Stimulation

Third, the eye movement is simulated according to the own eye movement experiments
presented in 4.4.2. The eye stimulus produces a smooth pursuit movement of the eye which
follows a moving target. The target movement is sinusoidal. Related to the experiments
the amplitude and frequency of the target movement is varied. The simulated position
frequencies are f1=0.08 [Hz|, £2=0.11 [Hz|, £3=0.17 [Hz], f{4=0.33 [Hz| and the position
amplitudes are al=6 [deg] and a2=12 [deg]. The noise covariances are modeled with
Qcov = 0.05 and R, = 0.1. The simulation results are represented in the amplitude and
phase of frequency response and the RMS of COM position. The COM position is the
angular position of the inverse pendulum. In figure 4.30 the frequency response is seen.

It can be seen that the gain decreases with increasing frequency. This relates also to
the findings of the experiment which indicate a decrease of gain. Though the decreasing
gain effect in the model is much clearer than in the experiment. The gradient in the
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Figure 4.30: Frequency sway response of the body to a sinusoidal stimulus of the eye
pursuit for different frequencies and amplitudes. The gain and phase de-
creases with increasing frequency. The postion amplitude does not make any
difference.

simulation depends on the eye movement gain of the processing which could be damped
or integrated with further information before used for the posture control. Here in the
model the eye movement information is directly used for the sensor integration which
can be a reason for a more direct and enforced influence of the eye movement compared
to the experiment. Another reason can be that the experiment measures are influenced
by more than only the eye pursuit and produce therefore a noisy diminished response.
The amplitude variation does make little difference in the simulated gain or phase. This
indicates that the proportion of stimulus to sway response is linear over the amplitudes. If
the frequency is close to the cutoff frequency of the low pass filter the amplitude makes a
difference because the transfer function is no longer linear. The phase function also shows
a decrease which means more lagging with increasing frequency which is also expected.
This phase decrease is more variable in experimental data. But in the experiments with
higher amplitude a2 a steady decrease down to -175 [deg] shows the same effect. For the
low amplitude the sway response is not so closely correlated and therefore the phase lag
is much more variable. The phase decrease of the simulation for amplitude a2 is about
the same in simulation. A lower amplitude al leads to a slower phase decrease which is
due to the lower velocity of the stimulus.

In the next figure 4.31 the simulated mean RMS values of the COM can be seen. In
figure 4.31 it can be seen that the RMS value decreases with increasing frequency and
with decreasing amplitude. The decrease has a bend near the cutoff frequency of the
eye movement low pass filter. This low pass filter is a simplification of reality, this bend
would be expected not so clear and sharp in reality. In the experiments also a tendency of
decrease is seen especially for the condition with higher amplitude a2. The best correlation
is with higher amplitude and the normal stance condition on foam rubber which is also
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Figure 4.31: Body sway response (displayed by the mean RMS of COM angular values)
for the four stimulus frequencies and two amplitudes of the eye pursuit ex-
periments. The sway decreases with increasing frequency and an increase in
amplitude triggers a rise in the sway response for low frequencies.

closest to the simulated model. In general the higher amplitude produces a higher RMS
sway response but this effect decreases with rising frequency. Why the results are like
this can best be seen for 4 examples of the real mean time signals of body response
to input signal uw;. For this see the following plots 4.32. One can see, that the target
velocity is directly proportional to the sway amplitude but indirectly proportional to the
sway frequency according to the low pass characteristic. In the model the decrease with
increasing amplitude could only be achieved by the nonlinear logarithmic visual sensory
cue. In this eye pursuit experiment the visual input is small and the effect of this nonlinear
visual perception is therefore not visible for high gains of the transfer function.

The experiment of Stoffregen et al. [109] uses higher frequencies f1 = 0.5, f2 =
0.8, f3=1.1 [Hz], those frequency conditions have also been tested with the model.
The frequency transfer function results are similar to the results above but the RMS
values differ. This is seen in figure 4.33. In the figure it can be seen that there is no
increasing or decreasing tendency recognizable. This happens because the low pass char-
acteristics applied to the eye movement sensation reduce these higher frequencies to a
similar response gain and thus the effect is not different. Further, it can be seen that the
fixation condition has a higher variability which would also correspond to the findings of
Stoffregen et al.[168].
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Figure 4.32: Simulated signals of angular sway position and velocity in relation to the
visual input u; of target movement for eye pursuit.
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Figure 4.33: Body sway response median RMS for the experiments of [169] with higher
frequencies in relation to the fixation condition.

4.5.5 Combined Retinal and Eye Movement Stimulation

Fourth, the dependence on the stimulus is simulated according to the experiments of
Glasauer [13]. The visual stimulus consists of a sinusoidal moving point, as mentioned
above, which is pursued by the eyes, and a background which is off or on and moving
together with the point or stable. The conditions therefore are as set down in Glasauer
et al. [13].

(a) The sway response of eyes closed condition is simulated. Then (b), the sway response
to eyes open and fixation of a stable or sinusoidally moving point is presented. And (c),
the sway response of a stable or sinusoidally moving point with a background is shown.

The simulations have been run with linear and nonlinear visual and eye proprioception
sensory parts. The six visual conditions F'1, F'2, F3, E1, E2 and E3 (dark,fixation,fixed
target with moving background, moving target without background, moving target with
fixed background, moving target and background) explained in figure 4.6 of [13] have
been simulated with the following parameters: Q.ov = 0.0005; R.ov = 0.005, stimulus
amplitude 3[deg], stimulus frequency 0.2[Hz]. The noise and noise covariances have been
chosen to be very small to avoid the influence of noise on the response and to see the
characteristics more clearly. Five trials have been averaged to show the results. In figure
4.34 the six conditions can be seen with mean sway response and the applied stimulus. The
mean response is calculated from 5 trials. The RMS was also calculated and the median
RMS of sway angle with 95% confidence is shown in figure 4.35. The conditions F2, F3
are clearly different to the conditions E. This is because the influence of visual influence is
none in F1 and constant in F2 which means zero velocity. The background movement of
F3 is diminished by the eye movement which is fix and linear. In conditions E1 to E3 the
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Figure 4.34: The conditions with varying stimulation combinations E1 to E3 and F1 to
F3 (red) with resulting angular body position (blue) and velocity (green).
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Figure 4.35: Median RMS sway values for all 6 visual stimulation conditions E3 and F1
to F3 with higher relative visual gain.
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Figure 4.36: Median RMS sway values for all 6 visual stimulation conditions E3 and F1
to F3 with lower relative visual gain.
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amount of visual information differs but in condition E1 and E3 the information of the eye
movement and the visual background are equal and therefore the effect is reinforced. The
effect of E3 is higher than in E1 because the amount of visual information is in E1 reduced
to one moving point but in E3 it is a point and the whole background moving together.
The condition E5 shows the moving point with stable background here the information
of the eye movement conflict the retinal measured movement of the background. The
influence of eye pursuit on posture control is therefore not so strong if it is measured as
conflict, or even the cue with the right information, here the background, is favored. This
can be seen in the difference between the two plots 4.35 and 4.36 here the general fixed
weight of the visual velocity measurement was decreased. Therefore the visual influence
decreases and the eye movement gets more weight. If the visual information gives correct
information to stabilize the body like in F2 and E2 the body sway increases, else it stays
or decreases. In other words there is more information available which is correct, related
to the environment and body relation and which can be used to stabilize the body more
effectively. The effect that F3 stabilizes the body better than condition E2 could be
attributed to the influence of eye movement on the posture control. If the eye movement
is very important for the postural stabilization this will lead to a stronger influence of the
sensory input of eye movement than of the visual measured movement, because in this
case no additional visual or learned context information could be used to enforce one cue.

4.6 Discussion

Vestibular, visual and eye movement stimulations were tested in the author’s own exper-
iments and examined in literature and were evaluated in simulation using the posture
control model presented. The general characteristics of the stance model are described
as sensor integration in the Kalman estimation process with a delay in processing, and
negative feedback control with optimization criteria.

Galvanic stimulation leads to very good sway response similarities comparing simulation
with experiments. The timing and characteristics of the sway response correlate highly
with the experimental findings and theory.

Eye movements and visual processing are more complex sensory cues. Nevertheless, in
many conditions the simulation results show the same characteristics as those found in
experiments and in the literature. Retinal velocity stimulation leads to similar frequency
response functions. Only the phase is different, and this is explained by the fact that
the estimation processing incorporates only one delay, which is a rough simplification of
reality.

The same phase as that found by e.g., Peterka [139], cannot be reproduced. This could
be due to the simple delay modeling or due to the fact that it is the frontal sway response
which is evaluated rather than the sagittal sway. This is sufficient, however, for the later
balance control function of the stepping movement and the phase function represents
reality qualitatively, but not quantitatively.
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The simulation of various eye movement stimulations finds that the sway response gain
decreases as stimulus frequency increases. This is the same finding as in the experimen-
tal results. In the literature there are two contrary hypotheses about the correlation
between eye movement and postural sway. Glasauer et al. [13, | postulates that
they correlate and Stoffregen et al. [169] says that this is not the case. In the model
developed here the decreasing effect of the eye movements on the sway response can be
explained by the low pass filtering of the eye movements. This explains the finding of
[169] as well as the results of the experiments presented here; the explanation is not
that there is a lack of correlation between the eye movements and postural sway but
that there is low-pass correlation. Eye movements were tested on the model used in
the present study but at higher frequencies of 0.5 0.8 and 1.1 [Hz] used in Stoffregen et
al. [169] in relation to a fixed stimulus with a frequency of zero. In this case, as the
frequencies are already high and the body sway response is therefore very low, the RMS
values do not differ much; in particular there is no evidence of sway response tending to
decrease with increasing frequency. This is a probable explanation of why no difference
was established between the frequencies in the studies published by Stoffregen et al. [169].

Then there is still the question of whether eye stimulation leads to an increase or decrease
in body sway response. As was shown in the 3 different experiments both are possible,
which means the studies in [13], which ascertain increasing body sway, as well as in
[169], which find decreasing body sway have to be considered. The explanation for these
contradictory findings, according to the model proposed here, is that the sway response
depends on both the frequency and amplitude. The higher the frequency and the smaller
the amplitude, the lower the RMS of the sway response. But if the amplitude is very
low, it is also very close to the signal-to-noise ratio. This can also be seen in figure 4.8
in condition ¢3 where the amplitude is too small. As is seen in the simulation results in
figure 4.33, where the condition fixed is compared to the others, and 4.36, with conditions
F2 and E1, the mean RMS value of the sway for fixation and eye movement is not always
equal. The model proposed here makes it clear that sway response as a result of eye
movement conditions depends on the frequency and amplitude of the stimulus and also
that the fixation varies because of the noise variances. This is one possible reason for the
contradicting results of the experiments but there are also other factors which explain this
effect. For example the type of visual stimulus e.g., size, contrast, information, and the
influence from other sources such as level of attention to a task or the stance condition.
This cannot be tested with the model presented, because those factors are not modeled;
a larger eye movement study which takes such factors into account would be of further
use. As noted e.g. in Peterka [111], an additional fixation of the body itself reduces the
noise in the sway data, and this helps to isolate the body sway response.

The combined eye movement and retinal velocity processing was represented by a nonlin-
ear model related to the logarithmic perception law of Weber-Fechner. This extension of
the model reproduced nonlinear saturation effects which are explained by other models,
such as [180] where state noise covariances are adapted, or in [136] where sensory weights
are adjusted to minimize the mean square of the control or in [118] where threshold func-
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tions are reweighted. In the presented research the visual velocity processing is modeled
nonlinearly according to the Weber-Fechner law. The eye movement sensory cue model
is linear according to the amplitude behavior. However for stimuli which already lead to
highly nonlinear responses, the eye movement cue automatically has a greater influence on
posture control because of the saturation effects. This is an explanation for the differences
established for conditions F3 and E2 of [13]. The saturation effects in posture response
of visual stimuli amplitude can also be reproduced by this nonlinearity. The evaluation
of this hypothesis needs to be studied in further experiments for eye vision combinations
and combinations with other sensory cues.

4.7 Conclusion

Using the chosen sensors, high-level processing for state estimation (Kalman) and LQR
feedback control, the model presented here provides a solution for balancing in the up-
right stance using high-level integrated sensory information. In other words this model
enables the environment to influence posture control and in addition a holistic posture is
determined for the stabilization of the whole body.

According to the simulation results it can be said that the model takes into account several
vestibular and visual sensory stimulations at the same time stabilizing the posture for
upright stance. These simulations were compared with real experiments and experimental
findings in the literature to show that the behavior is very similar.

The model is therefore able to take different environmental conditions into account. It
can adapt to different sensation situations such as: missing sensory cues (eyes closed),
disturbed sensory cues (galvanic vestibular stimulation), sensory cues being influenced by
a task (eye pursuit influences vision), or stimuli situations such as a visual background
and eye movements conveying the same or different information about the environment,
leading to conflicting measurements. These situations can happen in real life and they
are used here to evaluate the posture control system. Extending visual sensory cue by a
logarithmic nonlinearity accounts for the stimulation effects and explains the nonlinearity
by a common perception law (Weber-Fechner).

Although the model presented here was tested and evaluated for balance in stance, the
maintaining of equilibrium generally represents the same task during stepping movements.
The sensory information is needed for the present study, although the special influence of
sensory cue stimulus inputs on stepping posture is not examined extra in this work. In
the present research the stimulus effect on balance was evaluated in order to guarantee
that the posture model explains typical stimulated postural responses; these constitute a
suitable basis for further perception experiments as well as for extended posture control
tasks. The model developed here for posture control is able to determine the whole body
position, a feature which the low-level neuro-mechanical model lacks. In the following
chapter, the same model is applied to the stepping task.
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Low-Level Models

The high-level posture control model uses high-level sensory information to stabilize the
whole body. In contrast to this the low-level model autonomously generates stepping
movements without taking the overall position into account. The objective of the inte-
gration in this chapter is to improve the stability of the low-level model by integrating
high-level sensory information and knowledge. In the following, those two models are
integrated to achieve enlarged moving range by incorporating sensory cues, and thus en-
abling perception of the body in relation to the environment. The concept of integration
is a superposition of high-level and low-level actuation which depends on the overall body
balance. Only if the balance is considered to be at risk or consciously influenced, the
high-level control influences the stepping task.

In the following the integration of high-level and low-level models represents a possibility
to expand the working range of the stepping model. The performance of the integration
is examined by looking at the following four exemplary problems of the low-level model:

1. First, the stability depends on the initial values as the limit cycle approximation
is an initial value problem; in contrast to this a human being can start a stable
stepping movement with any normal initial leg position.

2. Second, an asymmetric stepping pattern is not corrected in the low-level model but
repeats itself which leads to a drift in the movement.

3. Third, unsuitable feedback tuning can lead to instability.

4. Fourth, the sideward movement tends to drift because the direction of movement is
not determined.

Section 5.1 presents a number of state-of-the-art models which combine stepping move-
ments with body stabilization. Here a special mention is made of the correlation between
the model and the most common principles of robotics, as robotics is the field with the
largest variety of low-level and high-level control principles. In section 5.2 the superpo-
sition control concept used for the integration is derived. In section 5.3 the integrated
model composed of the individual components is introduced, adapted to the stance-control
concept and extended to include the possibility of additional hip control. The results of
the simulation of the four cases proposed above is detailed in section 5.4. And, last but
not least, in sections 5.5 and 5.6 the control concept is discussed and summed up on basis
of these four representative stabilization cases .
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5.1 State of the Art of Integration Models

In robotics there are many integration concepts as these are essential for building a stable
walking robot. There are some impressive examples of walking robots such as the Honda’s
ASIMO [173], robots JOHNNY and its successor LOLA developed by the Technische
Universitat Miinchen [12] or the biologically motivated RunBot [11]. In robotic systems
no differentiation is necessarily made between high level and low level, but e.g. the exact
position, velocity or acceleration, are used in the same way as overall information in a
central control unit or a centrally mastered distributed control system.

Control and generation of actuation is often divided into pattern generation, e.g. by
trajectory generation and overall balance control. There are various examples of this
division, e.g. trajectory planning and control [173, 12, ] which is used in ASIMO and
JOHNNY to control the movements of all links. In RunBot sensory perception is directly
integrated in the neuronal actor to control the link movement directly and locally [105].
The overall behavior is trained by a high-level learning algorithm for the neuronal system.

One difference between theoretical models and the robotic systems named above is the
ground contact. In theory the ground contact is often modeled instantaneously, as in
this study, but in a real robot the double support phase has a defined duration. This
duration is very important for step control and the smoothness of stepping [160] because
this phase includes the slow-down of the last step and the speed-up with the next step. In
real systems this phase is not as abrupt as with an instantaneous model and is dependent
on several ground contact constraints to control step parameters [103].

A large group of robots are based on trajectories which are either precalculated [33, 161] or
calculated online on basis of models [¢4, 191]. Those trajectory calculations depend on the
model and require accurate state information e.g. the inertia of the links, acceleration of
body parts etc. In Sobotka et al. [164, 196] the precalculated gait trajectories are modified
online by a Jacobi compensation. With this method trajectories are adapted in the case
of unexpected deviations from the precalculated situations. This is achieved by adding
to the precalculated value a joint space transformation which corrects the movement to
follow one direction.

The overall balance controllers are a group which Kajita [81] termes ZMP (Zero Moment
Point) controllers because the ZMP is often used to control the balance. This means
to maintain balance the ZMP is controlled which means it is kept in the allowed range
for example the support foot area or a desired position. Many similar but different
explanations have been given for the ZMP. One practical explanation is that published
by Arakawa and Fukuda [2], who state that the ZMP is the point on the ground where
all moments generated by reaction forces and reaction torques are in balance, the point
at which their sum is zero. This ZMP control requires either an exact knowledge of the
dynamics of the body mechanics and their states, or a model-based approach including
prediction. The latter group of systems which use rough knowledge in the form of a model
of the body dynamics, e.g. the ZMP, are mainly dependent on feedback information.
In this context an inverted pendulum model is often used to represent simplified body
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mechanics [31].

If a system is generally unstable or has an internal dynamic according to the theory
of non-minimal-phase systems, such as an inverted pendulum with unstable pole-zero
compensation, a static state feedback is not sufficient to stabilize the system [71]. As
invariant control feedback is not sufficient to stabilize such zero-dynamic systems [71] the
direct relation between control torques and ZMP dynamics in a loop has to be broken
by predictions or substitutions. There are therefor several control approaches in robotics
which combine ZMP feedback control with an additional approach. In robot JOHNNY
[104] the ZMP control is substituted by direct contact force control, once it has left a
permitted range for the ZMP area. Another example is found in Sobotka [163], where a
nominal ZMP control is substituted by precalculated trajectories. This substitution occurs
when the ZMP leaves the allowed ZMP area. The balance control is then determined by
invariant control of degree-one ZMP feedback linearization. A multi-control approach is
used by Kim et al. [90], where the nominal trajectory planning is complemented by three
additional controllers to achieve balance control. One controller is the ZMP compensator,
which compensates the instability on the bais of the poles of zero-dynamic system.

Another class of control strategies which are applied to generate walking movements are
the models which use predictive control, often in combination with optimal control, to
achieve e.g energy efficient gait patterns or to enforce periodicity of the trajectory for a
periodic gait. An example is given in Morimoto and Atkeson [130], where optimization is
achieved by applying a modified criterion of low torques and periodicity which includes
disturbances, and therefore results in robust stable walking. In [176] the body dynamics
are modeled by linearized pendulum dynamics and the movement is predicted in order
to control joint impedance. Kajita et al. [31] uses a combination of model-based ZMP
control with predictive movement control to generate stable stepping movements. In
Wieber [191], too, a method is proposed for generating walking movements by prediction
of the ZMP movement and optimization of maintaining the COM (Center of Mass) at a
constant height.

The biologist Cruse [24] once said that a characteristic behavior of the biological system
is the autonomy of the movement parts. This means that not only the brain but all parts
like e.g. muscles, neurons have their own rules and plans to follow to achieve a final
successive movement.

Therefore in the model of this thesis the low-level component for stepping is left au-
tonomous as presented in chapter 3. Therefore the low-level stepping control itself is not
directly influenced but indirectly because the two levels are superposed. The superposi-
tion of high and low level actuation is dependent on the overall body balance. Only if the
balance is considered at risk the additional high-level actuation is applied. Further, the
model of the body dynamics in the brain is simplified very much to the abstract inverted
pendulum model of the COM. The high-level sensor integration part of chapter 4 is used
to predict and control the COM to stay in a normal range. With normal a range is con-
sidered to be stable with high probability and the fall risk is low. The control is achieved
by superposition of low-level actuation with high-level corrective torques if the normal
range of the COM is left. The interaction of these two parts is shown in principle to give
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and idea about the possible influences and dependencies and not to give a full analysis of
the control problem.

5.2 Control Strategy for the Stepping Model

The four scenarios described in the introduction of this chapter, (1) initial conditions
correction, (2) prevention of drifting movements (3) improper feedback gains and (4)
stepping to the side are presented to show the application of the high-level control model
to the low-level stepping model. This application needs a slightly extended control concept
than the linear quadratic feedback controller of the stance control. This is because now
not only the stance leg but also hip and swing leg movements are parts of the system
which have to be considered. In the following it is not the objective to control the general
rhythmic stepping movement but the global stability and balance. As before the stepping
is generated by the low-level neuronal level. If one imagines a stepping body it is obvious
that the high-level sensors only perceive movements of the whole body which in turn
leads to the brain generated corrective commands. This whole body is represented by the
center of mass (COM). Biologically this can be interpreted as the balance point of a body
according to gravity. This is selected because the vestibular or proprioceptive sensors
perceive the whole body sway acceleration or position and the visual sense perceives the
relation between the whole body movement and the movement of surroundings. This
is a simplification of the body. The brain does not have an accurate model of all body
parts which leads to the fact that the posture control Kalman estimation bases on an
inverse pendulum model representing the COM movement according to the stance leg.
This simplification comes up for inaccuracies and not well experienced movements and
inadequacies of the brain computations. Additionally the hip movement which results in
an up and down movement is sensed by actual sensory data and COM prediction values
to control the vertical hip movement in relation to the COM.

The general feedback control concept applied to the low level is divided in two: no addi-
tional control if the system works in the normal range and an additional high-level control
if the system leaves this normal range and is at a risk to become instable. So, when ev-
erything is 'normal’ the stepping is an automatic autonomous movement. But if stability
is threatened or something is consciously intended an additional corrective control signal
is applied as superposition of the actual movement. In the following the concept of the
'normal’ range and the according control is introduced.

5.2.1 Feedback Linearization Theory

A negative feedback linearization for a time invariant control system for an input output
SISO or MIMO system is derived in the following. With the nonlinear system is written
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with input vector v and output vector y as:

q¢=f(q) +9(q) xu (5.1)

y =h(q) (5.2)

where ¢ is the vector of system states and f is a function of the dynamics of these states, g
is the mapping of the states and the inputs on the states and h the output function. Now
the output y is differentiated till the output is any function f of the input dy/0q = f(u).
The differentiation is:

. _ dh(q)

. dh
j= T, (9)
q

dh
i-" (q)
q

dq

fla)+ 9(q) *u (5:3)
If now the equation of the n-th differentiation is set to dy™/9¢™ = f(u) = a(q) +b(q) *u =
v(q) where a and b are matrices and b is called the invertible matrix for MIMO systems.
Therefrom the value of u can be determined analytically by:

u=>b"1%(—a+v) (5.4)

A common term to describe the differentiation is the Lie derivative. The derivative in
equation 5.3 is computed using the chain rule. The Lie derivative of h(q) is defined with
respect to f(q) as:

dh(q
Lon(a) = P9 g(q) (5.5
q
And similarly, the Lie derivative of h(q) is defined with respect to g(q) as:
dh(q
Lyhia) = TD g (5.6
q
This notation leads to the expression of y:
y = Lgh(q) + Lgh(q) * u = v(q) (5.7)

n times differentiation of the output y leads to:

y="h(qg) ==
y= th<Q) =Z1 =2
Y= L?fh(Q) =Zy =23 (5.8)

y" = Ljh(a)+ Lo Ly h(g) +u = 2, = v(q)
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The control input u can be derived as before in equation 5.4 with:

1

U= m(—L?h(q) +v)

To design v a linear term can be used e.g. a term of the form:
U(Q) :—]{Zo*y—kl*y—kg*y

With this design the objective is that the values run to their desired values: y — y,.
If there are internal dynamics (zero-dynamics), so that the system requires a perfect
model to achieve a robust control, then the order of the control term has to be raised. A
possibility is an additional robustness term added to the control according to [558] e.g. a
dynamic extension which considers the zero-dynamics.

5.2.2 Applied Feedback Linearization for Hip Movements

As the model does not contain a trunk model, a representative movement of the whole
body is given by the center of mass COM. The modeled angular positions and velocities
are the COM position and velocities in medio-lateral direction. Additionally, there is a
model of the vertical movement of the COM as bigger hip movements result in a vertical
movement which can not be achieved by an inverse pendulum model. It is a vertical
movement according to gravitation.

The vertical part of the COM com, which is also perceived by the sensory cues is deter-
mined by:

y = comy = f(a, ) = 1/Mg*((2% M *l43xmxl)*cos(a)+(M*h+2xm=h)*sin(3) (5.9)

where the angles and masses are as introduced in the mechanics section 2.3 in figure
2.4 and 2.5. The derivative of com, after the vertical position and velocity of the COM
is built to get a direct relation between the com, and the external input wu, to the hip
joint. This is the feedback linearization, according to equation 5.3. The up-and-down
COM movement for big hip movements can be described as a movement originated by
gravitation and external input u,. The hip movement originates from gravity and applied
joint torques which interact to stabilize the hip which lead to the following simplified

T )0

where the vector z are the vertical hip position and velocity. The y = com, is differentiated

according to § = con, = Caog:y * X1+ caoznjy * Ty two times until the input w is part of the
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equation according to equation 5.8 which leads to:

21=Y
_ Y _y = M 1 = (5.11)
n=g = v * cos(w1) * 71 = M, * cos(wl) x vy = Ly :

23 = —M, x sin(x1) * 25 — M x cos(x1) * iy = L5 + Ly(L}) *u

with M, = M xh+2xm=x*h. By insertion of equation 5.10 into equation 5.11 the following
equation is obtained:

L3+ Ly(Ly) * u = M, x sin(x1) * 25 — M, * cos(x1) x g+ M * cos(z1) xuy = v (5.12)

Now v = ko * (com, — comyy) = ko * (y — yq) is a linear controller with y, is the desired
and normal position of the COM com,.This leads to the equation of control input w:

—ko * (Y — ya)
M, * cos(xy)

B v
M, * cos(z;)

i +tan(x,) x 23 + g = +tan(x)) * 2 + g (5.13)
This calculates the corrective input for the hip movement where z; is the hip position
derived from the angular hip movement which is derived as 1 = h * sin(f3) (for this see
figure 2.5). This is proportional to the actual COM position minus the com, value which
depends mainly on the actual stance leg angle.x5 is the vertical velocity of the hip which
is approximated by the velocity of the vertical COM movement which is valid if the hip

movement gets larger. This is exactly the case when the additional control is used.

5.2.3 Applied Preview Control and Optimization Criteria

First, the preview control is used for the COM position. The COM is modeled as an inverse
pendulum movement according to equation 2.4 with the state vector ¢ = [(I)COm Cbcom].
In the Kalman estimation the COM movement is previewed to be controlled by an opti-
mization criterion like in section 4.3.4. The COM movement is perceived by the sensory
system and thus integrated in the posture control.

The real COM of the frontal plane mechanical body is calculated as follows:

comx) M, * sin(a) + M, * cos(3) +m * | sin(7)

com,” M, cos(a) + M, x sin(3) — m * [ * cos(7)

Do = tan( (5.14)

with M, = 3xmx*x[l+2x M x[ and M, = 2xm*xh+ M x h. The COM position
determined in equation 5.14 is the sensed body COM motion by proprioceptive, vestibular
and visual senses. This body motion is representative for one single step from double
support phase to the next double support phase and is approximated by an inverted
pendulum motion. The modeled COM is represented by the inverse pendulum with angle
and angular velocity with the foot of the COM pendulum in the stance foot. The modeled
COM mass is represented by one single mass which is determined by the sum of all real
body masses which is Mg = 2% m + M. The modeled COM angle relates mainly to the
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stance leg angle as the hip mass only contributes to the sinus of the hip angle which is
a small value. The desired COM angle is ®; and the desired angular COM velocity is
zero. The principles of the optimal control according to quadratic minimization criteria
was explained in section 4.3.4 of chapter 4 high-level balance control. The criterion to
minimize the angular deviation of position and velocity can be directly applied to the COM
inverse pendulum position and velocity. The performance is specified by the optimization
index derived from equation 4.40. The first J, is for the pendulum COM movement and
the second J, for the vertical hip movement:

0
JGZZQ,L'T*QQE*%‘—FUZ*R*U&
i=k
0

Jy = E el-T*Qe*emLubT*R*ubg
i=k

The two criteria to optimize the COM movement by J, are therefore:

cl,2=qx*q" with q=[Peom, écom] with Q. = wgg * (0(')5 005) (5.15)

with wgr is a positive weighting factor of the matrix (), in relation to matrix R. And R is
the unity matrix. The third criterion ¢3 to minimize J, is the optimization of the vertical
motion of the COM value, because this is not adequately modeled with the pendulum
equation. The vertical hip movement according to the hip angle which is h * sin(() is
not modeled. So the com, goes up and down during a step. If something unexpected
happens the com, is destabilized more than during a normal step and therefore has to
be stabilized independently of the pendulum COM movement. Therefore the com,, is
feedback linearized with the input u;, to get the relation between input and output. The
value of the control factor kg is determined by the optimization criterion. The vertical
COM position com,, is added as a third criterion which depends on the value of the vertical
hip position x; and becomes minimal by the hip angle going to be zero:

ce=(11)? Q.= <é 8) (5.16)

uyo is calculated for the boundary condition com, of the vertical COM movement. If
equation 5.13 is calculated with this value, this gives the estimation of the factor kg for
the feedback linearized vertical COM control by once solving the equation for k.

5.3 Applied Integration Model

The control is split up into two parts: the low-level control which is already realized by the
muscular position velocity feedback function and an additional corrective control which
is applied if the range of normal movements is left. This range of normal movements
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is defined according to the inverse pendulum model for the stance leg and a normal
dropping and lifting of the hip which is common for stepping movements. For each of
the movement directions a range with upper and lower bounds is defined wherein the
movement is ‘normal’ and though not controlled additionally with corrective control wu..
The superposition is:

U1 Uq
U= Uget + U= | Uz | + | wy (5.17)
us 0

The superposed torques are according to the normal range as follows:

(uc(l) =0, if P’ <& < Do or
if  Olov < i< N

ue(l) =u, else

‘e ~ 5.18
uc(2) = O, ’lf COmylow < xesti(COmy) < Comyhzgh ( )
uc(2> = Up else

\uc(g) - O

with u, = K * 2 according to the minimization of J, using method and equation 4.41
given in section 4.3.4. Here 7 is the estimation of the COM states [(Pcom (i)com]. up 1s
calculated with equation 5.13 by using kg calculated with equation 5.16 and z.s;(com,)
is the estimation of the vertical COM displacement according to the estimation model of
the COM. The values ®2% = ®high dlow  phigh com 10w and com, 9" are the upper and
lower boundaries for the range of the COM movement which is considered to be normal’
and therefore stable. If the vertical COM movement is larger than the normal range it
is certainly due to hip movement. So, the difference between the desired vertical COM
position and the actual position is related to the sinus of the hip angle 5. The desired
value of the the absolute vertical body COM depends also on the stance leg, because the
more vertical the stance leg is the higher is desired value y; = comy,. The com,, depends
on the input torque of the hip u; as described in equation 5.13. The value com,, is not
static and changes the control condition therefore. The values of u.(1) are derived from
the predictive control of the optimization criteria very similar to the posture control in
stance before. The value u.(2) is derived from the feedback linearized control of equation
5.13.

The complete system is shown in figure 5.1 where the high-level (blue) and low-level
(orange) parts are integrated. The torque generation is the superposition of low-level
oscillator originated torques u,; and high-level torques u. = [ua, Up, O] which are
added if the COM position leaves the normal and as stable considered region. On low-
level the body states are perceived via the muscular feedback function on high-level they
are perceived via the sensors. The high-level statistical estimation estimates the COM
position and velocity as angles and angular velocities ®, & and its estimated vertical
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5.3 Applied Integration Model

component com, which is compared with the real sensed value com, to determine the
corrective control torques. In the following three examples of superimposed corrective
control are shown to demonstrate the effect on stepping stability and sidewards stepping
movement.

¢, 9 Kalman
~ estimation -
com
y0

corrective | A <Comv

control
“a “y sensors J >

torque u X

super- —_— body feedback

position mechanics

oscillator [“®

Figure 5.1: Integration of low- (orange) and high-level (blue) systems. The sensors are
divided into low-level feedback for direct muscular feedback and high-level
feedback for other sensory cues processed in higher levels. Here the high level
estimation is abstracted to the COM position and velocity @, ®, com,. The
high-level control is applied by superposition to the low-level joint torques

Uget -
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5 Integration of High-Level and Low-Level Models

5.4 Simulation of Low-Level Stepping Movements with
High-Level Posture Control

The four examples which are stabilized or improved with the integration of high-level
information via sensors and posture control processing are:

(1) bad initial conditions,

(2) asymmetric stepping patterns which lead to a drift,

(4) improper feedback gains which lead to a destabilization and
(3) stepping to the side.

For more convenience the original low-level simulations are always repeatedly shown below
the improved new simulations in smaller size. The referenced figures include both figures,
the original figures and the small repeated figures with two different reference numbers.

In figure 5.2 case (1) with bad initial conditions can be seen with additional high-level
control. It shows the original low-level movement in figure 5.3 which is related to the
case seen in figure 3.29. If unsuitable initial conditions are chosen, which are though
still realistic angular starting positions, no correction of the initial inadequacy can be
achieved. This happens because the autonomous low-level stepping model only continues
or reproduces the initial conditions with the provided local feedback and no correction of
the global position. In this study, the high-level posture control is used to compensate
initially unsuitable values by correcting them. Thereafter, the movement is pushed back
to the attractive basin of the low-level stepping movement and is maintains stable without
any additional high-level control. The values are all in the normal range again and are
not evaluated as a risk to fall, due to unsafe COM positions. The additional control at
the beginning drives the system into a stable movement.

In figure 5.4 case (2) with an asymmetric leg movement leads to a drift, which results in
increasing leg and hip angles. This would be like a limping with a slow increase of the
limping leg angle due to the asymmetry. After several more steps this would lead to a
fall down. The original figure for this movement can be seen in figure 5.5 which is related
to figure 3.22. The resulting COM movement is a drift and especially an increase of the
lateral COM movement. With the additional control this movement can be adapted to a
stepping movement with symmetric steps; after a larger first reaction in order to correct
the initial asymmetric movement. The following symmetric steps are stable because they
are attracted to a stable limit cycle movement after a few steps.

Stepping is unstable if the feedback is not modeled correctly as in case (3) or if the
feedback is not correct because of e.g., a longer injury. Figures 3.30 and 3.31 and the
repeatedly shown figure 5.7 visualize the original movement with unsuitable feedback (in
figure 3.31 it is the first plot in the second line with fg, = 0.7, f; = 0.3). The instability
occurs because the feedback is not appropriate for the movement and actuation pattern.
With a superposition of the high-level control a stable solution of stepping is achieved. In
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Figure 5.2: Stepping in place with bad initial conditions is converged to a stable stepping
in place movement by pushing the solution back to the attractive basin of the
limit cycle with the additional high-level COM control.
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Figure 5.4: Stepping movement which is unsymmetrical and therefore drifts and moves to
the side. With additional COM control initial stepping to the side is converted
to periodic and symmetric stepping in place.

the first step when the normal movement range is left, the superposed control stabilizes
the movement. This can be seen in the following figure 5.6.

The stabilization is very quick because the model is too ideal. During an injury the
actuation would be weakened and not acting with full strength and the local muscular
structures and mechanics would be slightly changed. This is not modeled, and the control
is also optimal. The superposed control leads therefore to an instant adjustment of the
deficits.

In figure 5.8 the case (4) is shown, a sidewards stepping movement. Here, the original
movement is shown in figure 5.9. The sidewards movement is not stable because the
single angles have a drift. The legs together movement is not exactly the opposite of the
legs apart movement which leads to the sidewards movement. With the high-level control
several steps to the side can be achieved without a fall or tendency to instability. The
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Figure 5.5: Original stepping in place movement with a drift movement in one direction
as the step movement is unsymmetrical.

graphics show 20 steps to the side.

5.5 Discussion

The high-level posture control defines a control for the overall body position which is
supposed to be as stable as possible. The integration between high and low level was
achieved by a superposition principle. If the body leaves the normal movement range and
is at risk to fall or become instable, additional torque was applied to bring the system
back to normal range. There are no given values for the trajectories because they are
determined online in the low level and they are not predefined but variable and dynamic.
This is different to the classic robotic systems as e.g. in [143, , 29, 11]. Or, as
Lydoire et al. said “Biped robot control techniques are usually based on the tracking of
pre-computed reference trajectories. Therefore, to achieve autonomy in locomotion, it is
necessary to store a set of trajectories handling all the possible situations and events...”
[103] (p. 749). So, the additional control can not generate a control input which is close
to the planned trajectory control [163] or substituted by a direct control [104] but it is
additional. It is superposed with the low-level but does not influence it directly. To say
it in other words the two actuations are superposed like an emphasizing of something or
to overrule the lower control but never to replace it.

The necessity of exact state data (e.g positions) and of course the exchange of all data
between control and location of data generation leads to a high complexity in robotics
which was mentioned by Kajita et al. [381]. With the relatively simple additional con-
trol concept proposed in this work, it is possible that the system does all the stepping
movements while enlarging its stability range with low complexity and low data exchange
rate. This is achieved by using a simple model to approximate and estimate the whole
body COM to determine the high-level control. Therefore the amount of exchanged data
is reduced, which are the COM sensed position and velocity.
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The simulation results show that inappropriate conditions as initial conditions, affected
feedback, unusual actuation strategies and asymmetric positions are successfully stabi-
lized. When the movement instability reaches too risky and extreme values the low-level
control is support by high-level control. In all simulated cases the movement could be
brought back to the stable attractive region of the limit cycle or to a normal range of
movement. This leads to a prevention of abnormal positions. It is not due to fix con-
straints as e.g. in [103] (initial foot position and distance, relation of COM to stance) but
with a simple superposition principle.

In comparison to [17] no precise position of a leg or a contact point is calculated only
too extreme positions are considered. The proposed high-level control strategy is not to
guarantee a stable range for all position ranges and as it is exactly defined and modeled
in the robotics with e.g analytic solutions of inverse kinematics [191] but it pushes the
system back into normal range and the system goes back to a low-level stable movement
if there exists a low-level stable movement.

5.6 Conclusion

Concluding it can be said, that many shortcomings of the low-level actuated stepping
model as critical initial values, accurate feedback gains, change of actuation strategy and
stepping to the side can be achieved with a superposed high-level posture control. For all
simulations it is characteristic that the additional control is mainly applied to stabilize
the stance leg which is the most critical parameter of keeping balance. Also the hip
movements are high-level controlled but this is mainly to prevent an unnatural dynamic
range of the hip and to smooth the movements. The original unstable stepping patterns
are all stabilized by bringing the system back to the attraction basin of the limit cycle
solution.

The low level oscillators are not directly influenced by the high-level posture control, only
the varied positions of legs and hip influence the oscillator actuation via the muscular
feedback. If the oscillator actuation is not supposed to be so low-level but is influenced
by the high level more directly, like an additional control input, this would lead to a
mechanism which relates the two levels. Especially, for influences which change the step-
ping movement for longer like injuries or training a direct interaction of both mechanisms
constitutes an interesting enhancement.

The high-level control proposed in this work considers the stability of whole body posture
which leads to improved stability of stepping patterns. However, a control of the stepping
movement which is consciously influenced as the increase of stepping frequency, the change
of stepping strategy or the direction of movement is not yet considered. Though, there
have been shown the interface parameters to influence the stepping pattern. And the
variations of those interesting parameters have been analyzed to show the possibilities
but the implementation of such parameter variations on a high-level is left to future
research.
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6 Summary and Final Conclusion

In this thesis a new model for frontal-plane stepping movements was developed in or-
der to evaluate medio-lateral movements during gait, and investigate influences exerted
by systematic parameter changes on the model, its stability and its movement abilities.
The modeling was carried out on the basis of biological principles and using a bottom-up
approach, which means that the starting point for the introduced model is as simple as
possible, and the model is enhanced consistently throughout the work to extend its abili-
ties and performance. This approach stands in contrast to conventional robotic solutions.
The principal extensions to the model were also applied to a sagittal-plane walking model
to show that the model presented is also applicable to other movement planes, and to
show that the foundations have already been laid for the planned integration of the two
planes to a 3D model in future.

Due to the bottom-up approach the model was split into a low-level and a high-level
model component in line with biological processes where low-level tasks are the more
automatic tasks and high-level tasks are primarily directive. For the low-level model bal-
listic mechanical dynamics are applied. The disadvantages such as a small stability range,
dependency on initial values and gravitational input have been improved by actuating the
mechanics. The transition from a passive to an active model was achieved by creating a
neuronal oscillator structure with muscular feedback and joint torque generation working
on an antagonistic principle. The parameters of the model were varied to identify char-
acteristic parameters for special functions. In this way, parameters for varying actuation
strategy, step frequency, stepping patterns and stepping stability have been identified.
The most critical factor with the low-level stepping model was found to be the stability of
the stepping solutions i.e. ensuring that no fall occurs. In this work various possibilities
for achieving stable stepping in place with dropping or lifting hip, stepping aside, and
stepping upwards were proposed. The movements were compared with video tracking
data of real stepping movements and found to be very similar, especially for the stepping
in place movement. The movements were also tested under disturbing influences such as
slipping, getting stuck or sustaining an external push; the model is found to have robust
reactions and to return to a stable solution if the disturbance is not too strong. Sta-
bility and performance were much better than with the passive model but there stayed
still some limitations which result from lacking perception of the overall context of the
stepping movement. Due to the principle 'keep it simple’ the addition of another model
level leaded to a further extension and improvement of the low-level model and not like
in many other research the elaboration of the low-level mechanics and actuation. This
was realized in the high-level model.
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6 Summary and Final Conclusion

The high-level model was developed to represent a sensor-driven perception of the whole
body position and to establish a relationship between the environment and the body to
accomplish posture control tasks. The basis for this model is model knowledge in the
form of statistical estimation and sensor models derived from biological examples. The
combination of body movements and environmental influences perceived by the senses
with a statistical estimation, based on experiences, in a feedback control loop was proposed
as the high-level posture control model. The extension of the visual cue by a nonlinearity
derived from the Weber-Fechner law takes the nonlinear sway response effects into account.
To evaluate the performance of the sensor-driven posture control model, two experiments
with real subjects have been performed, one for vestibular stimulation and another for
visual pursuit stimulation. The experimental data for posture response during stimulation
were reproduced and verified by the high-level posture model simulation.

To improve the performance and enhance the abilities of the low-level model, the two
models were integrated by a superposition control concept. The control influences mainly
the stance leg, which is the most critical parameter for maintaining balance, and the hip
movement. The superposition concept does not influence the low-level actuation, but the
two levels are superimposed. This means that in case the stability is at risk an additional
high-level control is superimposed. This superposition is comparable with an overruling of
the low-level autonomous movement generation by a high-level command. It was shown
that this integration leads to improved stability of the stepping movements. Stability
of movements is no longer mainly dependent on the initial values and this leads to an
increased range of stable solutions and the possibility of influencing posture by sensory
cues.

In conclusion it can be said that this relatively simple model of the frontal plane can
provide a wide spectrum of movements, producing stable, realistic, flexible and robust
medio-lateral stepping solutions. Movements are not predefined but determined online
according to dynamic constraints such as mechanics, external influences, general opti-
mization criteria (e.g. staying upright), acting with a movement strategy (e.g. selecting
ankle or hip strategy), or choosing a general movement pattern (e.g. stepping in place or
to the side).

The influence of perception and high-level control on the task of posture control requires
an additional model for an additional task. The basis of the high-level model is not as
obvious as the mechanics and is even more complex than the low-level neuronal struc-
tures. This means that it can only be evaluated by e.g. conducting experiments with
real subjects. The integration by statistical estimation combined with optimal control
reproduces the author’s own experiments and also experimental results from the litera-
ture. Nonlinearities in the sway response can be reproduced by extension to nonlinear
perception rules. This abstraction of high-level processing to a statistical estimation is a
general approach which leaves further scope for developing environmental or model char-
acteristics and other probability distributions.

Stability is a key factor for stepping movements which can be enlarged by bringing solu-
tions to the attractive basin of a stable solution in the form of high-level posture control
implemented as superposition of low-level control and additional corrective control. This
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all means that finding stable solutions is not a critical initial value problem any longer
but is much softer because of the wider stability range.

6.1 OQOutlook

Although the models developed in this thesis provide stable and variable solutions for
stepping movements, there is still scope for further enhancements of the abilities and per-
formance of the models. This thesis presents a general model for studying the influence
of sensory cues on medio-lateral stepping and this can now be applied to further exper-
iments of stimulations influencing lateral stepping stability. The superposition principle
showed the desired behavior, but further conclusions about a high-level control concept
should be tested and expanded; special sensory inputs in particular would be a suitable
subject for future research. One important factor affecting abilities and performance is
without a doubt the mechanics. The ground contact and the energy storage in the joints
during the double support phase due to elastic properties are key factors for generation of
efficient walking movements. The mechanical dynamics as elaborated in chapter 2 have a
large influence on the movement. Many research groups study exclusively the mechanics
and the special properties connected with these, so the extension of mechanics would
certainly improve characteristics like natural appearance, energy efficiency and in some
cases stability. Another possibility for further development, for which the foundation has
already been laid, because the two mechanical planes are modeled and actuated by the
same principle, is the combination of the two 2D models to a 3D mechanical model. This
mechanical combination would increase the complexity of the model immensely and the
overlying biological strategies for combining the two movement planes are not yet known.
Some starting points have been proposed by Kuo [, 94] for finding the relation between
the actuation of lateral and sagittal movements in order to stabilize them. Experiments
into metabolic costs are valuable for gaining an insight into the amount of actuation, but
the type of actuation needs to be studied in further experiments and models.

The perception experiments should be extended to include further visual and vestibular
stimulations, because the influence of these, especially on the sideward movement during
stepping, can be studied in more detail on the basis of the model which has been developed.
One difficulty with such experiments is the high sway variability which occurs during
stepping movements due to the step dynamics. This means that any additional body
sway in this connection is difficult to extract but as in the case of the GVS experiments,
the additional sway is short and big enough to measure. Other measures such as COP
or raised muscular activation levels could also be chosen to measure medio-lateral sway
response. Omne general application which is very appropriate for neuronally actuated
mechanical models are learning algorithms. These learning algorithms can be used to find
more and better or fitter solutions for stepping movements; these could for example be
an adaption of neuron frequency to frequencies suitable for stepping dynamics or neuron
activation levels. As the whole body position in the present thesis is controlled on both
a low level and a high level, the learning could also be used to adapt the low-level model
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6 Summary and Final Conclusion

to longer-lasting high-level destabilization cases which are predictable. This knowledge
could be used, for example to increase the actuation level if a counterforce is expected
due to environmental influences.
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