
A System Architecture Supporting Multiple Perception Tasks onan Autonomous Mobile RobotC. Eberst, D. Burschka, A. Hauck, G. Magin, N. O. St�o�er and G. F�arbere-mail: eberst@lpr.e-technik.tu-muenchen.deDepartment of Process Control ComputerProf. Dr.{Ing. G. F�arberTechnische Universit�at M�unchenArcisstr. 21, 80333 M�unchen, GermanyAbstract. Perception tasks for autonomous mobile robots such as navigation, object- and state-identi�cation requirereliable and accurate model information as complete as possible. Early disposal of a closed and prevailingly staticdescription of the environment improves the performance of these tasks. In opposite to these requirements, explorationpreliminary contributes incomplete, unrelated and uncertain information partially with signi�cant delay. This paperdescribes a system structure that handles reliable and static information for localization and other high-level tasks aswell as the acquisition, stabilization and �ltering of uncertain and dynamic features and their conversion to featureson a higher level. We present a system architecture that combines a hierarchical geometric model with multi-stagesensor data interpretation, which allows fast access to relevant and accurate information as well as sensor-based modelgeneration and maintenance.1 IntroductionThe design of autonomous mobile robots (AMRs) that can cope with unexpected disturbances like obstaclesor misplaced objects is an active �eld of research. Such a robot assesses the situation by comparing data fromone or more sensors with an internal representation of its environment. Di�erences between expected andobserved information are used e.g. to localize the robot in the world or to update the position of an objectthat is to be manipulated. Such applications require specialized model representations that allow a fast accessto the relevant data for di�erent sensors and tasks. To support sensor-based model generation and update avery general description is needed, though, that serves as a base to derive the sensor-speci�c representations.Most modeling systems described in literature focus on some aspects of the set of tasks described above,either presenting primarily static models geared to speci�c sensors and tasks [1] or environments [4], orworking on methods to reconstruct environmental models without any a-priori knowledge [2]. In contrastto this we present a system architecture that o�ers both fast access and sensor-based reconstruction bycombining a hierarchical geometric model with sensor- and task-speci�c information on the one hand with alikewise hierarchical sensor data interpretation process on the other, which results in a highly interconnected,mixed bottom-up/top-down structure. This facilitates perception tasks by o�ering fast access to relevant andreliable information, at the same time allowing sensor-based model update and generation, with the geometriclayer guaranteeing consistency of the di�erent sensor- and task-speci�c ones.The paper is organized as follows: The proposed system architecture is described in section 2; subsequentchapters treat the building blocks in more detail.2 System architectureFigure 1 depicts the hierarchical system architecture. The system is designed to support a multi-sensorsystem, but for the sake of simplicity only the parts appropriate for a stereo CCD-camera system are shown.Raw video data is preprocessed to extract video-speci�c features, in our case 2D line segments (section 3).Those features are combined to generate 3D information and then stabilized by the Dynamic Local Map(DLM) (section 4). The Predictive Spatial Completion (PSC) (section 5) clusters features and introducesspatial reasoning into the sensor-based data acquisition to generate high level descriptions, from polygons up



to objects. This bottom-up processing is supported by top-down feedback on each level: Preprocessing cansteer the sensor by specifying regions of attention, while the DLM focuses the attention of the processingstage by predicting 3D line segments. The PSC inserts hypothetical 3D features into the DLM, which arein their turn checked against sensor data, which can enable feature extraction in areas of low contrast andambiguous scenes based upon context. Additionally, model information is integrated at each stage, therebyallowing for example the DLM to use formerly explored information when the robot reenters a room, and
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submitting to the PSC the the informationnecessary for object identi�cation. TheGeometric Symbolic Model (GSM) re
ectsthis hierarchical interpretation process ina similarly hierarchical model structure,which will be described in more detail insection 6. Perception tasks can access andcompare sensor and model information atdi�erent levels of abstraction, correspon-ding to their needs. Robot localization e.g.typically works on 2D feature level, cove-ring the whole area visible for the sensor,while object recognition relies on 3D clu-sters. In addition, the model can be acces-sed on a symbolic level, which allows ap-plications to query information on objectsby class or name.3 Sensor data processing3.1 Image processingThe main sensor is a CCD camera system for both binocular and monocular stereo, based on line features.Line feature extraction has to be fast, especially for monocular, motion based stereo. Therefore, we usecontour tracing to overcome the time consuming multistage process of smoothing, labeling, thinning andsymbolizing the image as it is done in classical edge line extraction schemes. In those schemes all pixelsundergo processing with sometimes huge convolution matrices.Being more selective in applying expensive computations is not a new idea in the image processing domain,however, we go further and combine most steps needed for extracting a contour segment into three smalloperators, built by 5x5 matrices, whose convolution results are used to determine the next contour spot.This algorithm is self steering, as soon as it has been set on a contour. A tremendous timing gain is reachedby applying the convolution matrices only to about 5% of the pixels of an image. The matrices have beenoriginally derived by an electrodynamic analogon, however, it has been found that classical gradient andLaplacian-of-Gaussian (LoG) matrices have delivered similar results. Though 5x5 matrices are much moresusceptible to image noise than larger matrices due to missing smoothing e�ects, high frequency noisereduction is achieved by a kinematic movement model of the contour spot, using mass and accelerations.Searching for starting points e�ciently is almost as important as tracing an already found contour.We use a grid based search scheme, which minimizes the number of pixels to be examined to detect a contour.A contour is assumed at zero crossings of the 2nd order derivative when there is a certain steepness. Fromthat point, the contour is traced in both directions until either another contour or the image margin has beenreached, or the contour strength has been fallen below a threshold. To accelerate the starting point search,grid elements are marked as processed, as soon as there has been found a certain percentage of contour spotswithin that grid element. So no more start points are searched in those grid elements. This is allowed, as linesegments have a minimum distance between each other, and the grid size is rather small (16-32 pixels).A-priori known edges and hypothetically predicted edges are handled by searching starting points in the gridelements touched by the expected line, and by lowering the detection thresholds there. Furthermore, theminimum contour strength, measured by the gradient amount, can be lowered as well to verify even poorlyvisible edge segments, which have been predicted by the PSC. The grid based search algorithm helps to limitline extraction on regions of interest (ROI) e.g. when identifying a door wing angle (chapter 6): The ROIs



are the upper and lower end of the hinge side, where the wing and frame contours meet. As the contour tracealgorithm will trace along the cyclic contour, all the edges of the door wing, as well as the door frame areextracted. Other contours traversing the ROIs are extracted as well, however, no starting points are searchedoutside the ROI. The polygon approximation algorithm is based on calculating the sliding mean value ofthe secant slope angles between a detected corner point or start point and the current contour points. If thedi�erence between the sliding mean angle and the current angle exceeds a dynamically decreasing thresholdangle, a new corner point has been found. The algorithm is geared towards real time operation, as it avoidsrecursive determination of corner points usually performed in the classical split&merge methods. Symbolicline segment descriptions are gained from the contour chains by least square regression analysis, furtherlimiting the in
uence of image noise. Edge line intersection �nally leads to the precise corner points. By allthis we cut processing time by a factor of about 10 compared e.g. to the standard edge extraction algorithmimplemented in the image processing software Vista [10], thus enabling feature extraction with a frame rateof 10 Hz for 287x736 8bit grey level images on general purpose standard hardware (i860 at 40 MHz).
Fig. 2.: from left to right: shows a grey level image, the intermediate contour spots as an enlargement of the lowerleft central part, and the �nal, length �ltered edge segments.3.2 Three-dimensional reconstructionThe Dynamic Local Map (DLM) stores three-dimensional sensor features. In case of the CCD camera theenvironment is described by the edge-lines of the objects. The extracted 2D features in the images areprocessed to 3D lines within the Sensor Data Processing unit. We use two di�erent methods to generatethese features.Monocular camera system - The 2D lines from a single camera are tracked in consecutive sensor framesassuming di�erential image motion. If the stereo base for a tracked line segment is wide enough, the 2D linesegment is triangulated to a 3D line segment, which is then stored in the DLM. The stereo base is determinedby odometry.Binocular camera system - The 2D lines from two cameras are matched according to their epipolarrestrictions. Often, there are several possible matches for a given line. All these matches are stored in theDLM to be veri�ed from a di�erent position in the environment.The information stored in the DLM is used to �nd the already known features in the images. The positionof these features is re�ned. The remaining features are matched and stored with a low con�dence value fortheir real existence. This reduces the computational e�ort to establish the correspondences and results in amore reliable 3D information. The stored features are veri�ed, utilizing the motion of the robot.



4 The Dynamic Local Map4.1 Function in the systemThe 3D features extracted by the sensor data preprocessing (�g. 1) show a poor accuracy of their position anda varying con�dence in their real existence due to physical and computational limitations of the applied sensorsystem. The quantization of the perceived sensor features results in a limited accuracy of the reconstructed3D lines.Therefore, an important function of the applied DLM is to �lter and stabilize the extracted features in alocal representation of the environment. The basic idea of our �ltering technique is to use not only thedata extracted in sensor reading but to combine it with older data and thus locate features more preciselyand enhance the probability factor of reappearing features. The possible ambiguities of the correspondenceproblem are dissolved in consecutive sensor readings from a moving robot. The three-dimensional match ofthe extracted features with the previous content of the DLM allows a reconstruction of the true objects'dimensions despite of the limited view angle of the applied sensor and it improves their accuracies.The second function of the DLM in the introduced system is the acceleration and stabilization of the sensordata preprocessing. The data stored in the DLM is obtained from di�erent sources. The most importantsource is the sensor system, which is capable to register the recent changes in the environment. This sourcemakes it possible for the AMR to operate in an unknown or a varying environment. The second source isthe information stored in the GSM, which represents a combination of an a-priori knowledge and earlierexploration results. This information reduces the computational e�ort and the possibility of mismatches bya supplement of dependable hints to the sensor data processing. The third source are hypothetical featurescomputed as a completion of the explored environmental description in the Predictive Spatial Completionmodule coupled to the DLM. These features ful�ll two functions: they stabilize and accelerate the sensordata processing in the same way as the features from the GSM do and they are used to control the pathplanning during an exploration. Regions containing many of these features are worth of further more detailedexploration.The DLM is a source for the most recent information about the changes in the environment. This informationis stored at a low level of abstraction adapted to the capabilities of the applied sensor system. In caseof a line based stereo system the DLM represents the environment in form of single lines describing theobject boundaries. The stored information can directly be used in the sensor data processing without anytransformations. It is also used for path planning by the navigator. The additional attributes of a feature(accuracy and con�dence) in the DLM help to decide its practicability for this task.4.2 Internal structureThe internal structure of the DLM was designed to handle a strongly changeable information from theapplied sensor system. The demand to cooperate directly with the sensor data processing implies a shortaccess time. The access time to the DLM should be negligible. It is supposed to be 10 times faster than thesensor data processing.The aging of the information and a limited storage space result in a local description instead of a global map.This map consists of a multi-level indexing structure (�g. 3) forced by partially contradictory requirementson the DLM: fast exchange of the stored information, minimal storage space requirements and selectiveaccess to the content. As a �rst level we use an extended grid indexing structure. The location in the \real
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Fig. 3.: left picture The multi{level indexing structure. (a) Torus(b) Grid (c) Octree (d) Direction{Grid (e) Linked List right pictureTorus mapping: relation betweenworld coordinates and virtual num-bers (x, y) in the DLMworld" is quanti�ed by the size of a voxel. A so{called virtual voxel number is mapped1 to the size of the1 The mapping is done using a modulus operation.



grid array resulting in the real voxel number. The real number identi�es a voxel (Fig. 3b), so every voxel maycorrespond to di�erent locations in the real world. This mapping mechanism is similar to that of a computercache, where the information from the main memory (represented by the GSM) can be stored in a fast cachememory (DLM) to allow a fast access to it. The stored information is replaced only in the individual gridelements, when the AMR reaches new regions. The torus mapping provides a localized map which representsan arbitrary region in the real world. The underlying structures are optimized for e�cient storage of thefeatures (octree) and fast, selective access to the stored information (direction grid).4.3 Data formatsCurrently, we store line shaped features described by their three dimensional endpoints and additionally theirorientation as the angles between them and the z{axis and the xy{plane, respectively. This information isre�ned in consecutive steps. Each feature in the map is additionally described by its con�dence and accuracy.This information is used in navigation tasks to decide, which features should be employed for the localization.5 The Predictive Spatial CompletionThe PSC improves the exploration architecture by extracting high level features such as faces, clusters andobjects and by introducing spatial reasoning and knowledge about objects in the extraction and explorationphase. The PSC converts the unrelated feature description, supplied by the DLM to a boundary description.Features are checked for their relationships and a�liation to spatial structures. Finding related featuresand the underlying structure always implies some uncertainty. Assignments are treated as hypotheses andhave to be tested. Therefore, hypothetically missing landmarks are generated and veri�ed in the DLM. Thecon�rmation of the missing landmarks in consecutive sensor readings is tantamount to the con�rmation ofthe underlying hypotheses and the assignments. These hypothetical landmarks can speed up detection andstabilization and can reduce costs for feature extraction and establishing correspondences (see section 3 and4). The contribution of spatial reasoning in the extraction phase can further reduce the position uncertaintyof the robot and improve the quality of the model. The hypothetical landmarks are generated based on threestrategies that cover a high rate of common spatial structures:Structure recognition:Bene�ting to the map building as well as for navigation, the PSC clusters unrelatedfeatures such as 3D-landmarks of the line based video system and checks them against typical structures.Convex, concave, parallel or symmetrical feature groupings are utilized to build relationships among fea-tures. Higher level features are established. Higher extraction levels improve the quality of the extractedinformation, enable hidden line calculation for improvements in localization and can be used to facilitate theassignment of features to object hypotheses. Incomplete explored structures are completed with hypotheticallandmarks. Learned statistics of the environment facilitate the assignment of related features and improvesthe quality and hit-rate of the generated hypothetical landmarks.Preparation of diverse sensor data: The strategy of the DLM { verifying and fusing features by eachdetection { allows multi-sensor-fusion with low costs. Since the DLM fuses sensor data of one sensor type,readings of di�erent types have to be converted by the PSC. Based on the structure recognition descri-bed above, the PSC extracts plausible structures from the detected features (semantical fusion). As sensorreadings give a clue about the underlying structure, the expected structure gives a clue about the sensorreadings for each sensor. These equivalent landmarks are calculated and inserted into the DLM. Correctlygenerated landmarks are fused with the detected ones. Di�erent sensor ranges lead to the fact that generatedlandmarks are often inserted earlier into the DLM as the detected ones. This means that the position uncer-tainty of the robot, caused by the intermittent drive, until the generated features are in the sensor range ofthe equivalent target sensor, can be reduced. Since the structures are based on combination of landmarks,the generated ones can often reach a higher precision than the detected landmarks. The primitive structuresare then related to each other to assemble more meaningful structures. This shall be extended to triggerthe recognition of a subgroup of objects. The known object description allows to predict landmarks morecomplete and accurate.Currently, laser-radar is applied to check for primitive structures and combination of structures. Hypothe-tical landmarks are assigned to video data. CCD features that comply to these structures are generated.



The missing dimension can often be regained (partially with delay) by checking the height of neighboringCCD features or estimated by utilizing the statistics of the environment. Applied on laser and video sensors,the generation of CCD landmarks, based on laser readings showed to be more suitable, since the laser hasa higher precision and range and structures can be found with fewer computational costs (of combininglandmarks) and artifacts. Since the active process of the laser-radar is further less a�ected by the prevailingconditions than the CCD sensor, hypothetical landmarks can be generated even under poor conditions whenthey gain the highest advantage.Continuous object recognition in 3D: Knowledge about objects is commonly used for scene interpreta-tion if the robot has to accomplish tasks on a higher level than localization or obstacle-avoidance. Comparedto unrelated features, the knowledge about the presence of objects implies a valuable amount of informationconcerning hidden line calculation for video based localization, knowledge about solid bodies for obstacleavoidance and the association of features to objects that are important for manipulation or navigation tasks.It is desirable to identify objects as soon as possible with low computational costs.The presented identi�cation during the exploration presumes an approach with low computational costs thatdoes not require separate time-consuming sensor-preprocessing. The information supplied by the sensors forthe purpose of localization, exploration and obstacle avoidance is used. The costs of object recognition shallbe partially regained by reducing the costs of feature extraction, correspondence calculation and map con-struction. A geometry-based object identi�cation is used since 3D landmarks are available from the DLM.The recognition is geared to objects and groups of objects that are relevant for localization, obstacle avoi-dance and map construction that stay in the pose of their natural use. Discrimination between objects isessential since objects in indoor environments often show a similar appearance from at least one point of viewor resemble a combination of other objects. Therefore, beyond their own descriptions each object impliesfeatures showing di�erences to similar objects. In case that these features are detected, the plausibility ofthe hypothesis is reduced. This speeds up the discrimination between object hypotheses and reduces thenumber of ambiguities to be handled until the complete identi�cation is ful�lled.The object description, geared to the requirements of the identi�cation is supplied by the GSM. A common\hypothesize and test algorithm" is extended to the handling of groups of objects. The common predictionof 2D sensor readings (see [5], [9]) is replaced by a generation of hypothetical 3D landmarks and their in-sertion into the DLM independent of their visibility from the current position of the robot. Veri�cation ofthese hypothetical 3D landmarks is accomplished by matching them with detected ones, stored in the DLM.Veri�ed, corrected and falsi�ed hypothetical landmarks are used to draw conclusions about the correctnessof the object hypothesis and to re�ne the pose estimation. Utilizing the robot's motion for the purpose ofobject-recognition by taking di�erent views of the object into account, even if the robot's behavior is notgeared to this task, does not imply additional costs since the generation of hypothetical landmarks avoidrecalculations of the sensor readings.The prevailing conditions during the exploration a�ect the speed, accuracy and completeness of the featuredetection. This results in a varying in
uence of the hypothesis generation. The faster and closer to comple-teness the features are explored, the lower are the costs of hypothesis generation and the more accurate isthe clustering and object recognition. On the other hand the value of the hypotheses, expressed by the theinformation gain, is higher if exploration delivers features incomplete and with delay.6 The Geometric Symbolic ModelThe Geometric Symbolic Model is the global knowledge base of the system; it stores the current, reliableinformation about the environment in an object oriented manner. Information is accessed on various levelsof abstraction by the exploration modules DLM and PSC and further perception tasks. Those tasks includee.g. localization relative to mission relevant objects or state identi�cation for objects with kinematic degreesof freedom.A hierarchical structure has been developed that enables access at di�erent levels of aggregation, ranging fromsingle unrelated features up to object class descriptions which enable generic object recognition. Because itis neither necessary nor possible to describe the complete environment of a robot in terms of distinguishableobjects, a pseudo-object called background is introduced; it encompasses all world elements that need not orcould not be assigned to any known object class.



Objects are built up recursively (see �g. 4a). They can contain so{calledmember{objects, which are connectedby a joint which exhibits exactly one rotatory or translatory degree of freedom, following the conventionsused in manipulator kinematics. Each object or member{object has its own coordinate system (frame), whoserelation to that of the parent{object is described by a homogeneous transform matrix. The possible positionsof a joint are normalized to the unit interval allowing a uni�ed treatment of joint{states; additionally thereexists a state called unknown. To deal with unknown states during a prediction, the space potentially beingoccupied by a moving member{object is stored as an additional boundary, called mask. Each branch in theobject{tree carries its own boundary and feature description.
object: "door"

obstacles

features

joint joint

member-object: "door-wing"

mask

world

positionposition background

Fig. 4.: a) Model structure b) Prediction for localization c) Prediction for state identi�cationThe most important reading access is the request of a feature prediction. Figure 4b shows the view of acorridor scene, consisting of two doors of the same class and some walls which are part of the background,as predicted for the task of video-based robot localization. Black lines denote video-speci�c features that arevisible, grey lines hidden ones. The state of the right door wing is unknown, so the mask is predicted instead,hiding features on the wall. The localization task corrects the robot position by minimizing the distancebetween sensor and model features using a least squares regression method.Feature requests can be limited to certain sensor- and task-speci�c feature types. This guarantees thatonly relevant and reliable information is predicted, which facilitates the matching process enormously. Aperception task called state identi�cation for example, which is charged with determining the joint statesof articulated objects, focuses on so-called rotary corners, an aggregated feature type that contains all theinformation necessary to determine the joint state and which is modeled as a junction of two line segments.Figure 4c shows the result of subsequent views of such a feature for di�erent opening angles of a door; thepredicted features directly serve as starting points for the contour tracker described in section 3.1, whichresults in fast and robust matching and interpretation.Writing access allows a continuous maintenance and even generation of the model in the case of dynamical andpartially or completely unknown environments. The hierarchical structure of the GSM supports a gradualre�nement of the environmental description as well as the insertion of newly explored information on alllevels of abstraction, which �ts the iterative aggregation of this information during the exploration. Insertedinformation can range from purely sensor-speci�c features, e.g. markings on objects that form reliable videolandmarks, up to geometric structures that have been recognized as the instance of an object class. Structuresthat could not be matched to a known object class are inserted as part of the background.Whenever a geometric boundary representation could be reconstructed by a perception task, sensor-speci�cfeatures for other sensors are calculated from the boundaries using the corresponding sensor model. For avideo sensor, such a sensor model is di�cult to obtain because of its dependencies from various factors likecolor and illumination. Therefore, in a �rst step potential features are calculated as a set of line{segmentsthat are based on the same vertices as the boundaries but do not necessarily coincide with boundary edges.In a second step they are compared with a set of images. Only those features that can actually be detectedby the sensor are kept in the model, along with an attribute describing their detectability quantitatively interms of how good they could be �tted to image data. This combination of geometric and sensor{speci�cinformation allows a compact representation that is easy to generate and at the same time ensures that the
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