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ABSTRACT
Today high-end cars have extremely complex E/E architec-
tures – with 50–100 electronic control units (ECUs), con-
nected by communication buses like CAN, FlexRay and Eth-
ernet. They are used to run several (control) applications
with many million lines of code. We propose a radically new
architecture where all these applications are instead run on a
mobile phone being carried by the driver. The car now has a
considerably simpler architecture with few or no ECUs, us-
ing RF links to connect sensors and actuators to the mobile
phone with a powerful multicore processor. We discuss the
advantages and challenges and describe a small prototype
implementation with an adaptive cruise control application.

Categories and Subject Descriptors
C.3 [Special-purpose and application-based systems]:
Real-time and embedded systems

General Terms
Design, Experimentation, Performance, Reliability

Keywords
Automotive, Mobile Phone, Consolidation

1. INTRODUCTION
Over the past one decade automotive electrical and elec-

tronic (E/E) architectures have become extremely complex
and distributed, to the extent that this growth in complexity
is no longer sustainable. High-end cars now contain 50–100
electronic control units (ECUs) or processors. They are con-
nected by several different communication buses like CAN,
FlexRay and Ethernet, with their wiring running into several
kilometers in length. Such an architecture is then connected
to various sensors and actuators and is used to run several
control applications related to safety-critical, driver assis-
tance and comfort functionalities. In total, all applications
sum up to many million lines of code. However, the hard-
ware infrastructure including the cabling weighs several tens
of kilograms and has an impact on fuel or energy consump-
tion, which is especially critical for electric vehicles. Such
an architecture and the growth in the number of ECUs can
be partially attributed to the need for more computational
power; e.g., cars now have a rich set of driver assistance
functions that process inputs from multiple cameras, radars
and LIDAR sensors. However, this growth may also be at-
tributed to the business models followed by the automotive
industry, where a network of Tier 1 suppliers provide ECUs
with specific functionalities that the OEM then integrates.

But increasingly it is being realized that this practice can-
not continue for long – the large number of ECUs and com-
plex networks are difficult to maintain, verify and debug,
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they lead to compatibility problems during architecture ex-
tensions and they increase the weight and the cost of the
car. This has led to a lot of recent work to enable a move
from such federated to integrated architectures [7], where a
number of functionalities are integrated into a single, possi-
bly multicore ECU, thereby reducing the number of ECUs.
The use of software platforms like AUTOSAR [1] and vir-
tualization [6] to provide isolation between applications is
being explored to realize such integrated architectures. An-
other major drawback of current automotive architectures
is that its hardware gets outdated within 1–2 years, given
the fast pace at which technology and, thus, processors are
currently developing, while a typical car has a lifetime of
10–15 years. This is problematic since now most innovation
in modern cars is in their electronics and software.
Phone in the loop: As a possible solution to these prob-
lems, we propose a radically new automotive E/E architec-
ture where all applications (including control) are instead
run on a smartphone being carried by the driver. The car
will now have a considerably simpler architecture with few
or no ECUs, and all its sensors and actuators will instead
communicate with the mobile phone via RF links. While
currently available smartphones have quadcore processors,
100-core processors in such phones are not unforeseeable in
the future, which can then replace the 100 ECUs currently in
the car. Further, smartphones today already have multiple
communication interfaces like Bluetooth and WiFi and this
is likely to grow, too. As the driver enters the car, the phone
will connect the available sensors and actuators in the car
and run the computations that currently run on the ECUs.
While a number of challenges need to be overcome in order to
realize this, some of the advantages are obvious. The phone
can be replaced easily, as we already know today. Software
upgrades will also be simplified. The setup will be signifi-
cantly more cost-effective, since the compute power in the
ECUs currently is not used when the car is not being driven.
With these ECUs being “buried” in the phone, they can be
used for other purposes when the car is not in use. Further,
reliability of ECUs is a major concern today, since they are
exposed to harsh environments and extreme temperatures.
The phone on the other hand is always in the passenger
cabin. The phone may also carry driver preferences/profiles
such as seat adjustments, display layouts and even emails,
entertainment-related information and daily schedule. Many
high-end cars today allow a smartphone to be connected to
the car for accessing emails, music, etc. These functionali-
ties along with personalization information can now be more
seamlessly integrated with the car [9]. A video illustrating
the concept and our prototype is available online [10].

2. TECHNICAL CHALLENGES
A number of technical challenges need to be overcome to

realize our proposed architecture, some of which even re-
quire new technological developments. First, current mo-
bile phones cannot support the computational bandwidth
required to replace all the ECUs. Thus, the path towards
our proposal can also have a number of intermediate stops,
i.e., few ECUs and the phone might be more realistic now.
Furthermore, the phone could serve as a gateway to a cloud-
based compute infrastructure, which we discuss in Section 4.
Virtualization techniques that are already being investigated
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Figure 1: Prototype setup

in the automotive context may be implemented inside the
phone in order to isolate safety-critical applications from
others. We believe that this can already be realized to a
large extent and is a good research problem. The next obvi-
ous challenge is that of communication between the mobile
phone and the sensors and actuators in the car. While Blue-
tooth is currently used for in-vehicle communication, it is re-
stricted to the infotainment domain. Almost all current in-
vehicle communication is performed over wired networks [8].
New reliable, energy-efficient, high-bandwidth, short range
communication technologies will be needed to realize our
proposal and a significant amount of research effort should
go in this direction. While security issues are largely ignored
in current automotive architectures and are only being stud-
ied recently, e.g., for firmware updates [5], they will become
much more important in the proposed architecture. Finally,
software and control systems development will require at-
tention, too. Since sensor and control messages will now be
transmitted over wireless networks, they will suffer variable
delays and probably also loss. Therefore, controller design
techniques will have to be more aware of computation and
communication resource constraints [4] than they are today.

3. PROTOTYPE IMPLEMENTATION
As a starting point for investigating some of the chal-

lenges and potential solutions associated with the proposed
architecture, we have implemented an adaptive cruise con-
trol (ACC) application on a robot. The setup (depicted in
Figure 1) is that of a Robotic Road Train recently reported
in [3], where a semiautonomous vehicle follows another ve-
hicle in front, while maintaining a safe distance to it.

The first robot (R1) follows an arbitrary trajectory. The
second robot (R2) receives two wheel speed values (s1, s2)
from the mobile phone via a Bluetooth link. A virtual radar
sensor (implemented using a Vision Tracking System) de-
termines distance d and angle α between the robots. Using
WiFi, this information is sent to the ACC application run-
ning on the mobile phone which finally closes the control
loop and enables the second robot to follow the first.

This system is susceptible to delay, jitter and loss from
various sources, such as RF interference and scheduling on
the mobile phone. To show the effects of RF interference
between sensor and controller, we set up a second WiFi link
on the same channel as the sensor connection. By adding
load we increase the collision probability of the two WiFi
links until packet loss occurs which leads to control instabil-
ity. Figure 2 shows set-points and actual values of d and α
as recorded by the mobile phone during system operation.
The second WiFi link was loaded for a short interval cen-
tered around t1. It can be seen that for t1 < t < t2 both d
and α oscillate around their respective set points which can
be observed as snaking movement as shown in our video [10].

The problem of network failures shown in the above small-
scale example will become even more prominent in our pro-
posed architecture. To overcome this and the aforemen-
tioned problems, advanced design techniques will be required
in multiple domains. Increased reliability and fault tolerance
of the wireless communication network may be achieved us-
ing link diversity schemes and integrated control strategies.

The former uses multiple diverse wireless communication
paths to avoid network failures. Modern mobile phones sup-
port several RF interfaces, each of them having different
transmission characteristics (link rate, latency, resilience) re-
sulting from parameters such as frequency, bandwidth and
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Figure 2: Oscillation due to RF interference

transmission power. Based on availability of individual com-
munication paths and on current control requirements, a
communication management unit may dynamically modify
the information routing during runtime.

The latter takes the underlying communication network
into account to better deal with its delay, jitter and loss.
These factors lead to multiple switching control subsystems
and create a major challenge in designing platform-aware
control algorithms to stabilize the resulting switched system.

4. OUTLOOK
Moving a bulk of the computation away from automotive-

specific ECUs and onto a smartphone carried by the driver
is a paradigm shift in automotive architectures. But it has a
number of advantages and certainly can be realized given the
current rate of progress in processor architectures and wire-
less communication technologies. Eventually, the phone can
serve as a gateway to a cloud that will support computations
from many cars. This will also result in new business models
where along with the car, one needs to additionally buy a
service, i.e., computation time on the cloud. Thus, the lat-
est hardware/software technologies will be available to a car
and largely free it from maintenance requirements. This will
be especially useful for electric cars where most of the func-
tionalities will anyway be implemented in software and the
need to cut down weight and energy consumption is severe.
However, such a scheme will also need several developments
in cloud computing, such as support for real-time comput-
ing and low-delay communication. The design of control
algorithms will also be influenced, with cloud-based imple-
mentations of compute-intensive control algorithms (e.g., vi-
sual servoing) already being studied [11]. Such a setup will
also open up the possibility of new advanced driver assis-
tance functionalities and autonomous cars [2] that require
too much computation (and hence energy and cooling in-
frastructure) to be feasibly implemented inside a car.
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