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Abstract— The design and analysis of oscillator networks

raise numbers of fundamental questions in systems and control.

The stability and robustness of oscillator networks are the

most significant challenges that must be addressed in control

and communication design of such networks. In this paper

we investigate the problem of synchronization in an oscillator

network modeled by a non-uniform Kuramoto model. Condi-

tions under which the network is synchronized, are studied

and the procedure for designing distributed controllers, where

information exchange between controllers occurs through com-

munication network, is proposed. The guideline for designing

communication topology for the overall distributed controllers

is presented. Numerical studies are reported to validate the

theoretical results and performance of distributed controllers.

I. INTRODUCTION

Oscillator networks and their relevant key concept of
synchronization provide a framework for describing many
phenomena in biological and engineered systems, such as,
flashing fireflies [1], cardiac pacemaker cells [2], laser ar-
rays [3], and power grids [4]. Synchronization is achieved
when all oscillators frequencies converge to a common
frequency. More specifically, if the oscillators phases as well
as their frequencies converge to a common value, phase syn-
chronization is achieved. Synchronization is widely studied
in literature, see e.g. [5], [6], [7], and [8]. One of the most
successful models developed for describing the dynamic of
oscillator networks is the Kuramoto model introduced in
1970s [9]. So far, many different extensions of the classic
Kuramoto model are proposed, see e.g. [10].

Stability analysis of the Kuramoto model for arbitrary net-
work topology and non-identical nodes, is carried out in [11].
The authors go beyond the all-to-all networks of identical
oscillators and find some critical bounds on the coupling
value. They find a necessary value, below which there is
no totally synchronized state and show that there always
exists a finite and large enough coupling value, beyond which
synchronization is achieved [11]. In [12], a general Kuramoto
model with heterogeneous time delays is investigated and it
is proved that for some specific conditions, synchronization
occurs even in the presence of delays. The necessary bound
for the coupling value, accomplished in [11], was improved
in [13]. The authors in [13] also find a sufficient condition
for almost global exponential synchronization for finite N

oscillators. In [14], the non-uniform Kuramoto model is
proposed, which is derived based on power grid dynamics
equations. The necessary as well as sufficient conditions
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for synchronization of the non-uniform Kuramoto model are
proposed in [14].

In this paper we focus on engineered systems represented
by an oscillator network and the controller design to achieve
synchronization. Recently, the control design for synchro-
nizing oscillator networks has received attention, such as,
adaptive control [15], pinning control [16], and impulsive
control [17]. In all these works a decentralized control law is
developed, i.e. the local controller of an oscillator subsystem
only uses local states for the control computation. In this
paper, we concentrate on the design of distributed control
laws, where the local controllers have access not only to
their local subsystem states but also to the states of neighbor
subsystems. Distributed control laws are known to provide
better performance than decentralized laws for large-scale
interconnected systems. Information exchange between the
neighboring subsystems is realized through a communication
network, i.e. the communication topology is an additional
design parameter for the distributed control law. In [18],
a topology-independent decentralized as well as distributed
control law is designed for an infinite string of identical and
linear subsystems. The design of a distributed control for
local synchronization of dynamical networks is investigated
in [19], where the constrained control design is formu-
lated as a mixed-integer nonlinear optimization problem.
The authors in [20], consider an interconnected system of
heterogeneous, linear time-invariant subsystems and pose the
problem of joint control gain and communication topology
design and propose a two-layer architecture that is robust to
communication link failure. First, a decentralized controller
is designed to stabilize the overall system, and then the
performance is improved by designing the distributed control
law. The communication topology is also considered as a
design parameter and the problem is formulated as a mixed-
integer optimization problem.

The contribution of this paper is the design of a dis-
tributed control law for a finite and heterogeneous oscil-
lator network, with arbitrary undirected physical network
topology, modeled by non-uniform Kuramoto model. The
only assumption on network topology is connectedness of
the underlying physical graph. If the connectivity of the
physical graph is small, which is expressed in terms of
small algebraic connectivity [21], synchronization cannot be
guaranteed. For this case we design a distributed control
law to guarantee synchronization of the oscillator network.
In the design procedure we also need to determine where
to add the communication links between local controllers.
The distributed control design procedure is proposed as an
algorithm based on graph theory.



This paper is organized as follows: in section II, the prob-
lem setup is presented and non-uniform Kuramoto model
with a brief overview of its synchronization properties are
discussed. In section III, the distributed controller design
procedure is proposed. Simulation results are shown in
section IV and finally concluding remarks are presented in
section V.

II. POBLEM SETUP
A. Preliminaries

For better understanding of issues addressed in this paper,
we first present a brief introduction to graph theory. A
graph G(V,E) consists of a set of N vertices and a set of M
edges. We denote each vertex by vi ∈ V for i = {1, · · · , N}
and each edge by ek ∈ E, k = {1, 2, · · · ,M}. If vi, vj ∈ V

and (vi, vj) ∈ E, then vi and vj are neighbors and they are
connected through edge el as el ∼ (vi, vj). The set (E)c is
the complement of E, which includes N(N−1)

2 − M edges
and E

�
(E)c is the set of edges of a complete graph with N

nodes. All graphs in this paper are considered undirected. A
graph G is said to be connected if there is a path between
any two vertices in the graph G. In a completed graph all
distinct vertices are connected by an edge. The adjacency
matrix A(G) = [Aij ] of an undirected graph is an N × N

symmetric matrix, such that Aij = 1 if vi and vj are
neighbors, and Aij = 0 otherwise. A graph is weighted if we
assign a positive number Wk to each edge, and WM×M :=
diag(Wk) is the corresponding weight matrix. Elements of
the adjacency matrix of a weighted graph are the weights
of the edges. The incidence matrix B(G) = [Bij ] of an
oriented graph G

σ (with σ being some assigned orientation)
is an N × M matrix such that Bij = 1 if edge j enters
vertex i, Bij = −1 if edge j leaves vertex i, and zero
otherwise. The symmetric N × N matrix defined as L =
BB

T is called the Laplacian of G and is independent of
choice of orientation. The Laplacian has several important
properties: (1) L is always positive semidefinite with a
zero eigenvalue; (2) The algebraic multiplicity of its zero
eigenvalue is equal to the number of connected components
in the graph; (3) The first non-zero eigenvalue λ2(L), called
algebraic connectivity, gives a measure of connectedness of
the graph. The corresponding eigenvector is called Fiedler
vector. Laplacian of a weighted graph is defined as

Lij =






−Wl , el ∼ (vi, vj)�
el∼(vi,vk)

Wl, i = j

0, otherwise

(1)

In this paper, L(A) stands for the Laplacian matrix of a graph
induced by adjacency matrix A. Furthermore, we define
two different graphs for the oscillator network: the physical
graph Gp(V,Ep) and the communication graph Gc(V,Ec)
which represent physical interconnections between the oscil-
lators and the communication links between local controllers,
respectively. GT (V,ET ) represents the whole system graph
with ET = Ep ∪ Ec. The operator A ◦ B that is called
”Hadamard product” is element by element matrix multipli-
cation.

B. Non-uniform Kuramoto Model

In 1975, Kuramoto proposed the classical Kuramoto
model [9], which is one of the most successful models for
synchronization analysis of oscillator networks. The classic
Kuramoto model for describing dynamics of a set of N

oscillators is given by:

θ̇i = ωi −
N�

j=1

K

N
sin(θi − θj), i = {1, · · · , N} (2)

where θi is phase of the ith oscillator, K is the coupling value
which influences the synchronization properties, and ωi is the
natural frequency of ith oscillator.

Depending on the specific application, various extensions
of the Kuramoto models are proposed in literature. For a
survey of Kuramoto models, see e.g. [10]. One of the exten-
sions proposed in [14], inspired by power grid dynamics, is
the non-uniform Kuramoto model

Diθ̇i = ωi−
N�

j=1

Pijsin(θi−θj+ϕij), i = {1, · · · , N} (3)

where Pij , i = {1, · · · , N} are the coupling values, ϕij ∈
[0, π/2), i, j = {1, · · · , N} are phase shift parameters, and
Di > 0, i = {1, · · · , N} are time constants. In fact, matrix
P = [Pij ] is the adjacency matrix for the oscillator network’s
physical graph Gp(V,Ep) and for the rest of the paper we
assume connectedness of physical graph Gp.

The differences between equations (2) and (3) are as
follows: the coupling values Pij are heterogeneous, the phase
shifts ϕij are added to the model, and heterogeneous time
constants Di are considered. This model can obviously be
simplified to the classic Kuramoto model by setting Pij =
K

N
, ϕij = 0 and Di = 1. We choose the non-uniform

Kuramoto model for further investigations, because it can
be extended to capture the dynamics of power grid and
furthermore provide more general overview than the classical
Kuramoto model.

C. Synchronization

Consider the set ∆(γ) for γ ∈ [0, π] as an open set of
phase angles of the non-uniform Kuramoto model in (3)
as (θ1, · · · , θN ) such that there exists an arc of length γ

containing all (θ1, · · · , θN ) in its interior. Therefore an
array of angles θ(t) = (θ1, · · · , θN ) ∈ ∆(γ) satisfies
maxi,j∈[1,··· ,N ] |θi − θj | < γ. For γ ∈ [0, π] we also
define ∆̄(γ) to be the closure of the open set ∆(γ).

Definition 1: The solution θ(t) of the Kuramoto model
achieves exponential synchronization, if there exists a length
γ ∈ [0, π) such that θ(t) ∈ ∆̄(γ) for all t ≥ 0 and
all frequencies θ̇i(t) converge exponentially to a common
frequency θ̇∞.

In other words, in the synchronized state all frequency
differences |θ̇i − θ̇j | → 0, as t → ∞.

III. DISTRIBUTED CONTROL DESIGN

A. Distributed control structure

The goal of this section is to design a distributed controller
to guarantee synchronization for an oscillator network, which



consists of N heterogeneous oscillators with natural frequen-
cies ωi, i = {1, · · · , N} and nonlinear couplings modeled
in (3). In the controller design procedure two major issues
need be taken into account. The first one is the appropriate
structure of the controller to guarantee the overall synchro-
nization, and the second is an appropriate communication
design, i.e. the placement of the new communication link
to maintain and enhance the synchronization. Consider the
non-uniform Kuramoto model in (3) with the control ui

Diθ̇i = ωi−
N�

j=1

Pijsin(θi− θj +ϕij)+ui, i = {1, · · · , N}

(4)
where u ∈ R

N is vector of control signals as

ui = −
N�

j=1

KijCijsin(θi − θj), i = {1, 2, · · · , N} (5)

where Cij ∈ {0, 1} indicates communication links between
the local controllers and the Kij ≥ 0 are the controller gains.
In fact matrix C is adjacency matrix for communication
graph. Let us further assume that

ϕij = 0, (i, j) ∈ Ec (6)

Pij .Cij = 0, i, j = {1, 2, · · · , N} (7)

where assumption (6) implies that ϕij = 0 for edges
which belong to the communication graph, and in (7) we
assume that the physical topology is given and we only
improve the whole system’s graph connectivity by insert-
ing communication links, and consequently when we have
physical connections between oscillators, we do not add new
communication link. From equations (4) and (5) we have

Diθ̇i = ωi −
N�

j=1

Tijsin(θi − θj + ϕij) (8)

where T ∈ R
N×N is adjacency matrix of the whole system’s

graph GT (V,ET ) and is defined as

Tij = Pij +KijCij , i, j = {1, 2, · · · , N} (9)

In the following theorem, the conditions for synchroniza-
tion and the region of attraction for the oscillator network
in (4) controlled by a distributed control law (5) will be
characterized. Before stating the result, we introduce the
following variable notation
• u = maxi �=j DiDj , i, j = {1, 2, · · · , N};

• l = mini �=j{DiDj}, i, j = {1, 2, · · · , N};

• κ =
�

N

k=1 Dk;

• α =
�
l/u;

• X̃ =
√
N

���
��N

j=1

T1j
D1

sin(ϕ1j),··· ,
�N

j=1

TNj
DN

sin(ϕNj)
����

2
;

• H ∈ R
N(N−1)/2×N is the incidence matrix for complete

graph with N nodes;

• D = diag(Di);

• λc =
uN(�HD

−1
ω�2+X̃)

κα
;

• T ∈ R
N×N , Tij = Tij cos(ϕij), i, j = {1, 2, · · · , N}.

Theorem 1: Consider the oscillator network (4). The dis-
tributed control law of the form

ui = −
N�

j=1

K
∗
ij
C

∗
ij
sin(θi − θj) (10)

with K
∗
ij

and C
∗
ij

satisfying

λ2 (L (T ∗)) > λc, i, j = {1, 2, · · · , N} (11)

where T ∗
ij

=
�
Pij +K

∗
ij
C

∗
ij

�
cos(ϕij), i, j = {1, 2, · · · , N},

then for all initial conditions θ(0) ∈ {θ(0) ∈ ∆(π) :
�Hθ(0)�2 < αρ}, the solution of oscillator networks dy-
namics in (8) is bounded and all frequencies θ̇i converge
to θ̇∞.

Proof: See Appendix.

In Theorem 1, we show that after applying controller (5),
if condition (11) is satisfied, the oscillator network will
synchronize. In the next subsection we will present an
algorithm for designing the communication topology for the
distributed controller represented in (5).

Remark 1: Note that according to condition (11) the
control design procedure is a central task which needs the
information from the whole system’s graph in order to
compute λ2. However, the control operation is distributed
and the local controllers act based on their own and their
neighbor’s information.

B. Communication topology design

In this section we consider the design of communication
topology as well as controller gains. The goal of the design
is to find a controller which satisfies condition (11) and
guarantees synchronization. For this purpose we assume that
communication links are added once at a time, thereafter
algebraic connectivity of the whole system is computed and
condition (11) is checked. This is repeated until the sufficient
condition (11) is satisfied. The problem of adding each
communication link to the system can be formulated as the
following optimization problem

maxλ2 (L(T )) (12)
s.t. 1

T
C1 = 2 (13)

Cij ∈ {0, 1}, i, j ∈ (E)c (14)
Cij = 0, i, j ∈ E (15)
0 ≤ Kij ≤ Kij,max (16)

where the objective function is to maximize algebraic con-
nectivity by adding each of the communication links. In
constraint (13), 1 is the vector of all ones and it models the
fact that we want to add one link in each run. Constraints (14)
and (15) are corresponding to assumption (7) that indicate



the feasible set for adding communication links, in which
Cij can take the value zero or one. The last constraint (16)
is the feasible interval for controller gains which is specified
according to physical limitations of the system.

Lemma 1 (Monotonicity Theorem) [22]: If A and B

are N by N Hermitian Matrices, and B is positive semidef-
inite, then λi(A) ≤ λi(A+B) for all i = {1, · · · , N}.

Lemma 2: Consider a weighted graph with adjacency
matrix A. Increasing the weight corresponding to one edge
will result in increase of algebraic connectivity of the graph.

Proof: The adjacency matrix of the graph with in-
creased weight of an edge el∗ ∼ (vi∗ , vj∗) can be represented
by A+∆A, where

∆Aij =

�
δa, (i, j) = (i∗, j∗) or (i, j) = (j∗, i∗)

0, otherwise
(17)

The Laplacian matrix L(A) of a weighted matrix is defined
as (1). When weight of one edge is increased, the new
Laplacian will become L+∆L and we have

∆L =




0 0

0

.

.

. 0

.

.

. 0

0 0
0 · · · 0 δli∗i∗ 0 · · · 0 δli∗j∗ 0 · · · 0

0 0

0

.

.

. 0

.

.

. 0

0 0
0 · · · 0 δlj∗i∗ 0 · · · 0 δlj∗j∗ 0 · · · 0

0 0

0

.

.

. 0

.

.

. 0

0 0





(18)

where δli∗i∗ = δlj∗j∗ = δa and δli∗j∗ = δlj∗i∗ = −δa.
Clearly rank(∆L) = 1 and we know that

�
N

k=1 λ
(∆L)
k

=
tr(∆L), therefore ∆L has only one non-zero eigenvalue
which equals to 2δa. Since ∆L is a symmetric matrix, it
implies that ∆L is a positive semi-definite matrix. Using
Lemma 1, it follows that the algebraic connectivity of the
graph induced by adjacency matrix A + ∆A is larger than
algebraic connectivity of the graph induced by adjacency
matrix A. This in turn completes the proof of Lemma 2.

According to Lemma 2, we can see that objective func-
tion (12) is monotonically increasing in the set (16) and the
optimal solution will be with Kij,max. Therefore the con-
straint (16) can be rewritten as Kij = Kij,max. The obtained
optimization problem can be solved by the heuristic method
proposed in [23], which yields an almost optimal but very
fast converging solution, that is specially important for the
large-scale systems. In the proposed method, Fiedler vector is
computed and used to locate a new link in order to maximize
algebraic connectivity. The new communication link is added
between two nodes i and j with maximum (ν2i−ν2j)2, where
ν2i is the i

th element of Fiedler vector ν2. The algorithm for
adding communication links is summarized in Table I.

IV. SIMULATION RESULTS

We now numerically evaluate our proposed controller for
a network consisting of N = 10 oscillators. Elements of

TABLE I
ALGORITHM FOR ADDING COMMUNICATION LINKS

1. Initialization C = 0;
Input: matrices K,P , cos(ϕij)fori, j = {0, 1, · · · , N}, λc;

2. Compute T = P +K ◦ C;
3. Calculate eigenvalue λ2 (L(T )) and corresponding eigenvector ν2;
4. If λ2 (L (T )) > λc in equation (11), then go to step 6;

else go to step 5;
5. Find maxi,j∈(E)c (ν2i − ν2j)2, set Cij = Cji = 1, go to step 2;
6. Output C.
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Fig. 1. Physical graph topology

physical graph’s adjacency matrix P , time constants Di

and natural frequencies ωi are chosen randomly from a
uniform distribution over [0.7, 1.27], [0.05, 0.08] and [0, 5]
respectively. For a sake of simplicity, we ignore phase shift,
i.e. ϕij = 0. Matrix P is randomly generated as follows

P =



0 0 0 1.01 0.7 0 0.89 0.79 1.03 0.83
0 0 0.75 0 0 0.73 0 0.84 0 0
0 0.75 0 0 0 1.14 0 0 0 0

1.01 0 0 0 0 0 1.03 0 0 0
0.7 0 0 0 0 0 0.93 0 0 0
0 0.73 1.14 0 0 0 0 0 0 0

0.89 0 0 1.03 0.93 0 0 0.82 0 0
0.79 0.84 0 0 0 0 0.82 0 0 0.78
1.03 0 0 0 0 0 0 0 0 0
0.83 0 0 0 0 0 0 0.78 0 0





Corresponding physical graph is shown in Fig. 1. Using
the condition (11) in Theorem 1, we can see that for the
generated graph (without a controller) λ2 (L(P )) = 0.24,
and λc = 21.3. This in turn indicates that for the cur-
rent physical parameters, oscillators may not synchronize.
As can be seen in Fig. 2(a) the synchronization can not
be achieved and the oscillator’s phases as well as their
frequencies diverge. Now consider the control input ui =
−
�10

j=1 KijCij sin(θi−θj), where for the sake of simplicity
we consider identical controller gain Kij,max = K =
10. Using the iterative algorithm proposed in Table I, we
design proper communication topology to fulfill the sufficient
condition (11). The desired communication graph matrix C

which corresponds to the communication topology is driven
as follows

C =





0 1 1 0 0 1 0 0 0 0
1 0 0 1 1 0 1 0 0 0
1 0 0 1 1 0 0 0 1 0
0 1 1 0 0 0 0 0 0 1
0 1 1 0 0 0 0 1 0 0
1 0 0 0 0 0 0 1 1 1
0 1 0 0 0 0 0 0 1 1
0 0 0 0 1 1 0 0 1 0
0 0 1 0 0 1 1 1 0 1
0 0 0 1 0 1 1 0 1 0





Simulation results after applying controller is shown in Fig.
2(b). As can be seen in this figure, the slope of all θi are
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Fig. 2. Simulation results for a network of 10 oscillators, before (a) and after (b)
applying controller

converging to one constant value, all frequencies converge
to a common value and moreover, phase differences remain
constant which corresponds to synchronization as well as
phase lock. It can be seen in Table II, number of com-
munication links decreases as the largest possible controller
gains increases, where we have considered same Kij,max for
all controllers (Kij,max = K, i, j = {1, 2, · · · , N}). Fig. 3
shows the variation in number of communication links for
different control gain K in a logarithmic scale.

Remark 2: In Table II we see that for the controller
gains K = 10 the number of required communication links
in order to satisfy the condition (11), equals 18. However,
simulation results show that this system can be synchronized
with only 7 communication links, which is less than 18 com-
munication links. Also the achieved algebraic connectivity
with 7 communication links is λ2 = 3.0725 < λc = 21.3.
This result indicates that the sufficient condition (11) is a
very conservative condition.

V. CONCLUSION

In this paper, we consider a network of N heterogeneous
oscillators modeled by non-uniform Kuramoto model, and
propose the distributed control to synchronize the overall net-
work. In particular, a sufficient condition for synchronization
of the networked control system is established. We assume
that all physical parameters such as graph topology, coupling
values, and time constants are given and the design ultimate
goal is to find a proper distributed control law to satisfy
the sufficient condition of synchronization. It is shown that
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Fig. 3. Number of communication links needed to guarantee synchronization
decreases as the controller gains increase

TABLE II
NUMBER OF COMMUNICATION LINKS FOR DIFFERENT GAINS

Gain Number of Comments
(K) communication links

1 - No solution
5.1285 31 Maximum possible communication links

5.5 26 -
6 23 -
10 18 -
20 14 -
30 12 -

100 10 -

with the presented distributed control, the optimal control
gains are the maximum possible gains, which are defined by
the physical system limitations. The communication topology
design is then considered and the communication links are
added once at a time, between two nodes i and j with
maximum (ν2i−ν2j)2, where ν2i is the ith element of Fiedler
vector ν2, that is equal to adding each communication link
between the most connected node and the most isolated node
in the whole system’s graph.

Numerical results validate the effectiveness of the dis-
tributed control design. The simulation results show that our
proposed distributed controller can improve the connectivity
of the overall network by adding communication links such
that sufficient condition for synchronization is satisfied.
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VI. APPENDIX: PROOF OF THEOREM 1
The oscillator network (3) with the distributed con-

troller (5), for all i, j = {1, 2, · · · , N} that i �= j, can be
represented in the matrix form as
d

dt
Hθ = HD

−1
ω −HD

−1
H

T
diag(Tij cos(ϕij)) sin(Hθ)

−HX (19)

A continuous differentiable function of the phase differences
for all i, j = {1, 2, · · · , N} that i �= j is considered as
V (Hθ) = 1

2 (Hθ)TP (Hθ) where P = diag(DiDj), i, j =
{1, 2, · · · , N} and V (Hθ) ∈ ω, ω = {x ∈ R

N |α1(�x�) ≤
V (x) ≤ α2(�x�)}, where α1 and α2 are class K func-
tions for positive Di, i = {1, 2, · · · , N} as l�Hθ�22 ≤
2V (Hθ) ≤ u�Hθ�22. Differentiating the Lyapunov function
V (Hθ) along solutions of (19) yields

V̇ (Hθ) = (Hθ)TPHD
−1

ω − (Hθ)TPHX−
(Hθ)TPHD

−1
H

T
diag(Tij cos(ϕij)) sin(Hθ) (20)

Simplifying (20) we get

V̇ (Hθ) = (Hθ)TPHD
−1

ω − (Hθ)TPHX −
κ(Hθ)T diag(Tij cos(ϕij)) sin(Hθ) (21)

where κ =
�

N

k=1 Dk. Assuming that all initial conditions
θ(0) belong to θ(0) ∈ (0, π), i.e. θ(0) ∈ ∆(π), and for some
ρ ∈ (0, π), �Hθ(0)�2 < ρ. Since �Hθ(0)�∞ < Hθ(0)�2, it
follows that Hθ(0) ∈ ∆̄(ρ) and sinc(ρ) ≤ sinc(θi−θj) ≤ 1.
Thus, from (21) we have

V̇ (Hθ) ≤ (Hθ)TPHD
−1

ω − (Hθ)TPHX −
κsinc(ρ)(Hθ)T diag(Tij cos(ϕij))Hθ (22)

Using lemma V.9 in [24], we have

V̇ (Hθ) ≤ �Hθ�2u(�HD
−1

ω�2 + X̃)−
�
κ

N

�
sinc(ρ)λ2 (L (Tij cos(ϕij))) �Hθ�22 (23)

The right-hand side of (23) is negative for all i, j =
{1, 2, · · · , N} that i �= j if

�Hθ�2 > µc :=
uN(�HD

−1
ω�2 + X̃)

κsinc(ρ)λ2 (L (Tij cos(ϕij)))
(24)

Choosing µ ∈ (0, ρ) such that µ > µc, we have

V̇ (Hθ) ≤ −W (Hθ), ∀�Hθ�2 ≥ µ > 0 (25)

where for all i, j = {1, 2, · · · , N} that i �= j,
W =

�
1− µc

µ

�
.
�
κ

N

�
sinc(ρ)λ2 (L (Tij cos(ϕij))) �Hθ�22

is a continuous positive definite function. Applying theorem
4.18 in [25], we conclude that if µ < α

−1
2 (α1(ρ)) then

for every initial condition �Hθ(0)�2 < α
−1
2 (α1(ρ)), there

is T ≥ 0 such that the solution of (11) is bounded as
�Hθ(t)�2 ≤ α

−1
1 (α2(µ)), t ≥ T where α

−1
2 (α1(ρ)) = αρ,

and α
−1
1 (α2(µ)) = µ/α. Now we have to choose ρ and µ

to define region of attraction and solution bound. We note
that it is desirable to choose ρ as large as possible, since
it determines region of attraction. However, as mentioned
before, these conditions must also be satisfied by µ and ρ

µ < αρ (26)

µ >
uN(�HD

−1
ω�2 + X̃)

κsinc(ρ)λ2 (L (Tij cos(ϕij)))
=

αλc

sinc(ρ)
(27)

From (26) and (27), it follows that λc < ρsinc(ρ). Since we
assumed that ρ ∈ (0, π), we achieve the following condition

λ2 (L (Tij cos(ϕij))) > λc =
uN(�HD

−1
ω�2 + X̃)

κα
(28)

Therefore, we can conclude that if condition (28) is satisfied
for an oscillator network, then for every �Hθ(0)�2 <

αρ,there is T ≥ 0 such that �Hθ(t)�2 ≤ µ/α, which means
the ultimate solution of the oscillator network (4), Hθ(t) for
t ≥ T , with the distributed control law of the form (5) is
bounded. Now using Theorem V.1 in [24], the frequencies
of the oscillator network with the proposed controller in (5)
that satisfies the sufficient condition (28) will exponentially
synchronize to the common frequency θ̇∞.

�


