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Abstract

Haptic teleoperation systems enable human operators to act in a remote environment while
simultaneously perceiving it. The ideal teleoperation system is stable, transparent, and
allows to achieve a high task performance. Transparency or an optimal degree of fidelity
implies that the dynamics of the technical media, which connect the local and the remote
site, is not presented to the human operator. Technical deficiencies of, e.g., actuators,
sensors, or the communication channel limit the realization of an ideal teleoperation system.
This thesis presents advanced transparency- and performance-oriented controllers that
are based on the idea of incorporating online gained knowledge of remote environment,
operator, or task (EOT) in the control law. The developed controllers can veritably improve
the fidelity and the performance of haptic teleoperation systems beyond those of classical
control concepts that are not adaptive to online gained EOT knowledge. In order to
combine the benefits of both, transparency- and performance-oriented controllers, this
thesis proposes further a novel multi-criteria control concept. The contributions of this
thesis are presented in more detail below.

When closing the control loop over the communication channel, stability and fidelity
are influenced by the communication channel and the dynamics of all technical media.
Model-mediated teleoperation is a promising control concept to eliminate the influence of
the remote robot and the communication channel on the fidelity of the system. The idea
of this transparency-oriented control concept is to online estimate a haptic map of the
remote environment, and to reconstruct this map locally for the operator. As the control
loop between local and remote site is opened whenever the estimation converges, a high
degree of fidelity is achieved. This thesis investigates and enlarges the applicability of
model-mediated teleoperation: i) improvements in fidelity are shown theoretically and ex-
perimentally based on a comparison with a classical controller, ii) a novel fidelity measure
is proposed, iii) the known literature is extended by a detailed stability analysis for the
time-varying and partly switching dynamics of the system, and iv) a comprehensive com-
parison and extension of environment modeling, estimation, and reconstruction methods
is provided. The model-mediated teleoperation approach is validated in experiments.

The performance-oriented control concept investigated in this thesis continuously com-
bines the operator commands with computer-generated commands from a haptic assis-
tance. One of the main challenges when designing haptic assistances is to select the
authority behavior of the assistance. This thesis presents a systematic design tool for the
authority module of user- and task-adapted, haptic assistances. According to the intro-
duced design tool, a single- or multi-criteria performance measure, a performance reference,
and an assistance policy have to be selected when designing the authority policy of a haptic
assistance. Based on the proposed design tool, current implementations are classified, and
novel design possibilities are identified and explored. The effects of the novel approaches
on objective and subjective performance and usability measures are determined in a user
study. The results lead to distinct recommendations for the choice of the authority policy
module of a haptic assistance depending on the task at hand.

Finally, it is illustrated how multi-criteria controllers can be designed for teleoperation
systems. A proof-of-concept study provides a first indication that a suitable integration of
single-objective controllers into one system can improve multiple objectives simultaneously.



Zusammenfassung

Mittels haptischer Teleoperationssysteme konnen Menschen in entfernten Umgebungen
agieren und diese gleichzeitig wahrnehmen. Das ideale Teleoperationssystem ist transpa-
rent, immersiv und ermoglicht eine hohe Aufgabenleistung. Transparenz bzw. optimale
Realitétstreue sind gegeben, wenn die Dynamiken der technischen Medien, die den lokalen
und entfernten Ort verbinden, dem menschlichen Operator nicht dargestellt werden. Tech-
nische Unzuldnglichkeiten der Aktoren, Sensoren oder des Kommunikationskanals fithren
dazu, dass ein ideales Teleoperationssystem nicht realisiert werden kann. Diese Arbeit
présentiert fortgeschrittene transparenz- und performanzorientierte Regelungskonzepte, die
auf der Idee basieren, online generiertes Wissen iiber Umgebung, Operator oder Aufgabe
(EOT) in das Regelgesetz einzubeziehen. Dadurch kann im Vergleich zu klassischen, nicht
EOT-adaptiven Reglern die Realitéitstreue und Leistung nachweisbar verbessert werden.
Um die Vorteile von transparenz- und performanzorientierten Reglern zu kombinieren, wird
in dieser Arbeit zudem ein multi-kriterielles Regelungskonzept vorgestellt. Im Nachfolgen-
den werden die Neuheiten dieser Arbeit genauer beschrieben.

Wenn die Regelschleife iiber den Kommunikationskanal geschlossen wird, werden Stabi-
litdt und Realitdtstreue von den Dynamiken aller technischer Medien beeinflusst. Modell-
vermittelnde Teleoperation (MVT) ist ein vielversprechendes Regelungskonzept, bei dem
die Realitétstreue von der Dynamik des entfernten Roboters und des Kommunikationska-
nals unabhéngig ist. Die Idee dieses transparenzorientierten Reglers basiert darauf, eine
haptische Karte der entfernten Umgebung online zu schétzen und diese auf lokaler Sei-
te fiir den Operator zu rekonstruieren. Da bei konvergierter Schétzung die Regelschleife
zwischen lokaler und entfernter Seite getffnet wird, kann mit MVT ein hoher Grad an
Realitédtstreue erzielt werden. In dieser Arbeit wird MVT intensiv untersucht und ihre
Anwendbarkeit erhoht: i) Verbesserungen der Realitdtsnidhe werden theoretisch und im
Vergleich zu klassischen Reglern experimentell gezeigt, ii) ein neuartiges MaB fiir die Rea-
litdtstreue wird vorgeschlagen, iii) eine detaillierte Stabilitdtsanalyse fiir die zeitvarianten
und teils schaltenden Systemdynamiken wird prasentiert und iv) Methoden zur Umge-
bungsmodellierung, -schiatzung und -rekonstruktion werden miteinander verglichen. Der
MVT-Ansatz wird experimentell validiert.

Das in dieser Arbeit untersuchte, performanzorientierte Regelungskonzept basiert dar-
auf, die Vorgaben des Operators kontinuierlich mit Computer-generierten Vorgaben eines
haptischen Assistenten zu kombinieren. Eine der gréfiten Herausforderungen bei dem De-
sign von haptischen Assistenten ist die Wahl des Autoritéitsverhaltens. Diese Arbeit stellt
ein systematisches Designwerkzeug fiir das Autoritdtsmodul von benutzer- und aufgaben-
angepassten, haptischen Assistenten vor. Geméaf§ dieses Designwerkzeuges miissen fiir das
Autoritdtsmodul ein ein- oder multikriterielles Performanzmafl, eine Performanzreferenz
sowie ein Autoritatsverhalten gewéhlt werden. Anhand des eingefiihrten Designwerkzeu-
ges werden bekannte Implementierungen eingeordnet und neue Designmoglichkeiten iden-
tifiziert und erforscht. Die Auswirkungen der neuen Ansétze auf objektive und subjektive
Mafle beziiglich Performanz und Benutzerfreundlichkeit werden in einer Benutzerstudie be-
stimmt. Die Ergebnisse fithren zu Designempfehlungen fiir die Wahl des Autoritdtsmoduls.

Schlielich wird dargestellt, wie multi-kriterielle Regler fiir Teleoperationssysteme ent-
worfen werden konnen. Eine Konzeptstudie liefert einen ersten Nachweis dafiir, dass eine
geeignete Integration von einkriteriellen Reglern mehrere Ziele gleichzeitig verbessern kann.
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ANOVA Analysis of Variance
CT Convergence Time
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1 Introduction

Until recently, the tasks performed by humans were strictly separated from those performed
by autonomous robots. Pre-programmed autonomous robots are used in industry for
welding, mating, varnishing or assembling parts. The structured and known environment
allows to exploit the superior capabilities of robots: high precision and payload, high
speed, and constant performance. This reduces costs without the risk of diminished quality.
Manpower is required wherever the environment is dynamic, unstructured, or unknown and
consequently requires a high adaptability. By perceiving, planning, reasoning, and learning,
humans are able to handle these situations. Many of these tasks are, however, exhausting
and even dangerous for humans. One large research area is therefore dedicated to the
development of autonomous systems with human-like cognitive capabilities. These systems
do, however, not yet exhibit full human cognitive capabilities and cannot handle arbitrary
and sophisticated manipulation tasks. Teleoperation systems combine human and machine
capabilities and therefore represent a bridge technology towards fully automated systems
for a variety of different applications. As depicted in [182], research on teleoperation
systems started in 1945.

A teleoperation (tele from Greek: distant) system extends human capabilities to a dis-
tant place. These systems are used to keep the human in a safe place, to reduce travel
costs, and to realize and facilitate tedious operations at the limit and beyond human ma-
nipulation capabilities. Safety and cost reduction is the main motivation for performing
space or underwater operations via teleoperation [168, 170] or for maintenance work in
dangerous environments such as nuclear power plants [154]. Micro- and minimally invasive
surgery [15, 28, 108] represents another important application area for teleoperation tech-
niques, and micro-assembly [178, 223] and nano-manipulation of cells [184] would not be
realizable for humans without technical means. A teleoperation system can furthermore
be used to teach new motor skills to humans [29, 48, 103, 141] or, by employing imitation
learning techniques, to robots [179].

The technical realization of a teleoperation system as shown in Fig. 1.1 consists of a
human-system interface located at the local site, a remotely located robot or teleoperator,
and a communication channel, the interconnection between the devices and sites. The
human-system interface registers the desired actions of the human operator and provides
sensor information from the remote place. Besides visual feedback, haptic (from Greek
verb: “to touch”) information was found to be important for manipulation tasks as it
increases task performance, see [53, 160, 182|. Haptic was defined by Gibson [64] as “the
sensibility of the individual to the world adjacent to his body by use of his body”. It
comprises tactile perception in the form of vibrations, pressure and shear forces, the per-
ception of temperature and pain, proprioceptive perception of postures, and kinesthetic
perception of motions and forces. Acoustic feedback provides further insights into textu-
ral and material properties of objects and is especially beneficial if multiple humans are
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Fig. 1.1: Multi-modal teleoperation system. The human operator interacts with the remote
environment by controlling a remotely located teleoperator via a human-system in-
terface. Multi-modal feedback from the remote place is provided.

involved in a teleoperation task like in teaching scenarios. Modern teleoperation systems
as e.g. presented in [24] feed multi-modal visual, acoustic and haptic - mainly kinesthetic
- information back to the operator, see Fig. 1.1.

Generally, two modes of operations are distinguished for teleoperation systems [182]:

Shared Control realizes a simultaneous (parallel) sharing of human and machine capa-
bilities. In other words, the commands and sensor information exchanged between the
two sites are first augmented by the machine before being applied to the system. One
extremum of shared control is manual control, i.e. the operator is manually performing
the desired actions, which are directly sent to the remote environment and reproduced
by the remotely located robot or teleoperator in a 1:1 manner. Similarly, sensor informa-
tion is registered online and is instantaneously sent back to the operator. Thus, haptic
information is exchanged bilaterally between both sites, and as the perception of haptic
information and manipulating actions is inherently coupled, a control loop is closed be-
tween the human operator and the remote environment over the communication channel.
The other extremum of shared control is autonomous control. In summary, shared control
allows to distribute the payload between human and machine and to achieve performance
beyond manual control performance.
Supervisory Control, on the contrary, refers to human and machine actions being per-
formed sequentially: the human operator commands, monitors, and controls high-level
(sub-)tasks, and the teleoperator autonomously executes them. Time-critical sensor in-
formation is only fed to the teleoperator. Thus, the stability-critical control loop is in-
dependent of the communication channel, the controlled human-system interface, and the
behavior of the human operator.

This work focuses on shared control paradigms for haptic (kinesthetic) teleoperation
systems. These systems provide the human operator with haptic feedback by exchanging
haptic informations bilaterally between local and remote site. This information enters the
controllers on the respective other site. Thus, a control loop is closed over the communi-
cation channel, including the human operator and environment. In a bilateral, haptic tele-
operation system, the human operator, the environment, and the communication channel



influence the stability of the system together with the dynamics of the devices, actuators,
sensors, and controllers. Only a stable system allows to successfully perform manipulation
tasks in a remote environment, such that stability is a necessary requirement for haptic
teleoperation systems. Besides stability, the operator’s perception of the remote environ-
ment is an important aspect for haptic shared-control teleoperation systems. The ideal
teleoperation system provides undisturbed visual, acoustic, and haptic feedback from the
remote environment such that the technical media become imperceivable. The teleopera-
tion system is then called transparent. Ideally, the operator would also be fully immersed
into the remote place, and would feel present there. Technical deficiencies limit, however,
the practical realization of a stable and transparent teleoperation system and a strong feel-
ing of presence. In other words, there exists a conflict between transparency and stability.
The imperfect or missing information can also result in a performance degradation such as
long-lasting operations, high human effort, or even task failures. The ideal teleoperation is
finally comfortable to use for the human operator and its handling is easy to learn. In other
words, the usability of the system should be as high as possible. In summary, important
design objectives for haptic, shared-control teleoperation systems are transparency, high
task performance, strong feeling of presence, and high usability.

This thesis is dedicated to the development of adaptive, transparency- and performance-
oriented control concepts for haptic teleoperation systems. Control concepts for improving
the feeling of presence or usability are not presented in this thesis as quantitative and
online evaluable measures for feeling of presence and usability are only partly available
so far. The development of presence- and usability-oriented controllers represents, how-
ever, an interesting future research direction. The transparency- and performance-oriented
control concepts achieve an improvement in one specific objective, transparency or task
performance. The idea is to investigate in a first step each single-objective control concept
in detail. In a second step, selected transparency- and performance-oriented controllers
are integrated into a multi-objective system. Regarding the single-objective controllers,
an adaptive, transparency-oriented control concept, that takes online gained knowledge
about the environment into account, is investigated. This controller aims at mitigating
the conflict between stability and transparency. In a second step, the design of haptic
shared-control approaches in the form of haptic assistances is investigated. Haptic assis-
tances are autonomously acting agents that continuously augment the operator commands
by haptic, computer-generated commands. The goal is to improve task performance be-
yond unassisted task execution. In order to fully exploit the capabilities of operator and
assistance, an adequate distribution between human and assistance authority over the
actions of the system is required. This thesis introduces a design tool for influencing
the authority of the assistance. This design tool allows to systematically design flexible,
user- and task-adapted assistance sharing policies. In order to approach both objectives,
transparency and high task performance, the third part of this thesis is dedicated to multi-
objective controllers. The main innovation is the integration of adaptive, transparency- and
performance-oriented controllers into one system such that improvements in all objectives
are achieved.
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1.1 Challenges

The ideal haptic teleoperation system requires answers to research questions from multiple
disciplines such as control theory, robotics, human-machine interaction, and psychophysics.
The key issues addressed in this thesis are summarized in the following.

Undisturbed Haptic Feedback from the Remote Environment

In a bilateral teleoperation system, motion and force information is exchanged between
local and remote site. This closes a control loop including the dynamics of human oper-
ator, remote environment, human-system interface or master device, teleoperator or slave
device, and communication channel. Consequently, each dynamics influences the stability
of the teleoperation system. As additionally the dynamics of operator and environment is
often unknown or only approximately known, the controlled teleoperation system has to be
robust against parameter variations. The major conflict arises, however, when considering
transparency as an additional objective in the design of control concepts for teleoperation
systems. Technical characteristics such as the bandwidth of sensors and actuators, mea-
surement noise, the discrete implementation of the controllers as well as time delay and
packet loss in the communication change the stability regions and limit the range of undis-
turbed haptic feedback. Most of the approaches like the 4-channel architecture proposed
by Lawrence [116], robust controllers [90, 118, 119, 177, 183, 217], adaptive control ap-
proaches [79, 176, 225], the scattering transformation or the wave variable approach [149]
are based on the exchange of haptic signals or energy and flow variables. They further-
more do not incorporate online gained knowledge about the environment in the control
law. As a consequence, all of these approaches exhibit limitations in presenting an undis-
turbed haptic feedback to the operator. Only recently, researchers investigated a rather
old idea for improving fidelity without risking stability and thereby harming operator,
devices, or environment. This control approach is referred to as model-mediated teleop-
eration. It mediates online gained model parameters of either operator or environment
instead of energy/flow variables. The open questions are in terms of a rigorous stability
and transparency analysis, generalizability, effectiveness compared to previous approaches
and feasibility for teleoperation systems with multiple degrees of freedom and time delay
in the communication channel.

User- and Task-Adaptation for High Performance

Besides replicating commands from the operator and feedback from the environment in a
1:1 manner, a variety of different shared control concepts have been proposed in literature
to assist the human operator in task execution. Several of these concepts are based on
a haptic assistance unit that acts as an independent agent in a teleoperation system and
gives additional input to the human commands. The objective is to achieve a performance
beyond unassisted performance. Most of the presented approaches provide a fixed amount
of assistance, i.e. they do not adapt to the specific user or task. This behavior is unnatural
when comparing it with two people physically interacting with each other in order to
perform a task. Reed & Peshkin showed in [166] that the roles between two humans
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change continuously during task execution. Even though human and machine capabilities
are different, it is expected that a suitable adaptation of the amount of assistance requires
less effort, avoids failures, and is better accepted by the human operator as the human-
machine interaction becomes more cooperative. The open research question is how to
realize such a user- and task-adapted assistance.

Integration of Single-Objective Controllers into Multi-Objective
System

The ideal augmented teleoperation system finds an optimal trade-off between all objectives:
stability, transparency, high performance, high feeling of presence, and high usability. This
problem statement can also be described as the minimization of system costs over all stable
control parameter sets. The system costs J are often given as a weighted sum of the costs for
each optimization criterion, i.e. transparency J;, (task) performance J,, feeling of presence
J¢ and usability J,

rcni(gJ:'lUtJt‘i‘prp‘{"IUfJf—i‘quu (1.1)
S

where C represents the set of all stabilizing control parameters and w,, w;, w; and w,
represent weights. Most approaches known from literature focus on one of the objectives.
It is therefore an open research question how to develop multi-criteria control concepts
or integrate control concepts with different objectives into one system. Do the controllers
interfere with each other? How can oscillatory and unstable behavior be avoided?

1.2 Main Contributions and Outline of the Thesis

The goal of this thesis is the development of transparency- and performance-oriented con-
trollers for haptic shared-control teleoperation system. Advanced, adaptive control con-
cepts are investigated, that incorporate online gained knowledge about environment, op-
erator, or task in the control law. In a seond step, a multi-objective system, is realized by
combining suitable single-objective controllers into one system. The result are improve-
ments with respect to both objectives, transparency and performance.

Before going into detail in the approaches, the terminology and the basic model assump-
tions are presented in Chapter 2 together with a broad overview of state-of-the-art control
approaches. The most prominent classical as well as environment-, operator-, and task-
knowledge incorporating control approaches referred to as augmenting or EOT-adapting
controllers are presented. A more detailed presentation and analysis of closely related work
is provided in each chapter.

Chapter 3 and 4: Transparency-Oriented Control Design

A transparency-oriented control design aims at providing undisturbed haptic feedback from
the remote environment to the operator. This can be easily achieved if the remote envi-
ronment is known. In telerobotics, the remote environment is, however, either completely
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unknown or only approximate knowledge about e.g. the type of object is given. The dy-
namic properties of objects are usually unknown. One approach to overcome this problem
was presented by Hannaford in 1989 [75]. It is referred to as impedance-reflecting, VR~
based, or model-mediated teleoperation. The idea is to online identify a model of the objects
in the remote site, to send model information to the operator site and to connect the opera-
tor to a local reconstruction of the identified models. Whenever the online identification of
the model is finished, the control loop between local and remote site is opened. This leads
to significant improvements in fidelity (measure how close the system is from being trans-
parent) without loss of stability. This thesis extends the state-of-the-art in model-mediated
teleoperation by a detailed stability and fidelity analysis especially for the transient phase,
where the online model identification takes place. As the numerically determined stability
regions do often not match with the stability regions of the real system, a novel fidelity
measure is introduced that takes this discrepancy to some extent into account. Theo-
retical, numerical, and experimental evaluations show significant improvements in fidelity
compared to a classical control approach based on the bilateral exchange of haptic signals.
This thesis provides furthermore a comprehensive summary and comparison of important
implementation aspects: modeling, online identification, and reconstruction for static and
movable objects. The reconstruction is especially important for systems with time delay in
the communication channel. Based on a simulative comparison of different implementation
possibilities, a suitable implementation of model-mediated teleoperation is selected and re-
alized. Model-mediated teleoperation is finally extended to allow full 6 degrees-of-freedom
manipulation tasks involving static and movable objects. This increases the applicability of
the approach considerably. Experimental results show the effectiveness of model-mediated
teleoperation compared to a classical two-channel architecture for systems with negligible,
medium, and large time delays.

Chapter 5: Performance-Oriented Control Design

As mentioned above, a teleoperation system can also be used to support the operator
during task execution by means of a haptic assistance that augments the operator’s ac-
tions. A variety of assistance concepts are presented in literature. They show that the
performance of teleoperated manipulation tasks can be improved beyond purely manual
task execution. A systematic way for analyzing and designing especially user- and task-
adapted assistances is, however, missing. This thesis introduces a novel design tool for
haptic assistances. It can be used to investigate the main components when developing a
flexible, user- and task-adapted haptic assistance. It also allows to classify current imple-
mentations, to identify unexplored methods, and to compare different assistance concepts.
They are characterized by incorporating multiple performance measures and exhibit a con-
stant, switching, or linearly adapting behavior. This thesis also presents new methods for
distributing the workload between the haptic assistance and the human operator. These
are implemented for a transportation task in a virtual-environment teleoperation system.
The task is often encountered in real-environment teleoperation as well. Finally, a user
study was conducted to investigate the effects of the different assistance sharing policies
on objective and subjective performance measures. This user study allows to compare the
different implementations in terms of performance and usability. The tuning effort and
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the generalizability of the results is discussed.

Chapter 6: Towards an Integrated Multi-Criteria Control Concept

The design of the ideal teleoperation system requires to optimize several design objectives
simultaneously or to find an optimal trade-off between them. Besides approaches based on
multi-criteria optimization, it is straightforward to think about combining already tested
transparency- and performance-oriented controllers into one multi-objective, haptic teleop-
eration system. It is, however, not guaranteed that the combination of multiple controllers
leads again to a stable system nor that the different criteria are improved. Chapter 6 is
dedicated to the integration of single-objective controllers into one system. Compared to
approaches based on multi-criteria optimization, the idea of suitably integrating advanced,
single-objective controllers has not been addressed in telerobotics literature so far. One
integration strategy that is especially suitable for the admittance-type experimental setups
considered in this thesis is presented and discussed. As a critical issue besides a suitable
integration is to guarantee stability, one strategy for keeping the multi-objective system
stable is sketched in this chapter. A first proof-of-concept of an integrated, multi-objective
controller for haptic teleoperation is provided. Employing a multi-criteria cost function,
the benefit of the integrated system is shown in comparison to a classical control ap-
proach. A variety of open questions is identified. These aim at motivating further research
in this direction.

Chapter 7 summarizes the contributions and main results of the thesis and highlights future
research directions.



2 Design Objectives and Overview of
State-of-the-Art Control Concepts

This chapter introduces important design objectives and relevant measures for the design
of haptic teleoperation systems. The chapter is further dedicated to the introduction of
classical, state-of-the-art controllers and control architectures. Finally, an overview of
EOT-adapting controllers is presented, from which the most promising transparency- and
performance-oriented control concepts are selected.

From the earliest years of teleoperation on, guaranteeing stability has been investigated.
This is one of the most important challenges when designing haptic teleoperation systems.
Important control concepts stabilizing teleoperation systems are summarized in a review
article by Hokayem & Spong [86]. Besides stability, it became more and more important
to also provide an undisturbed haptic feedback to the operator. Yokokohji & Yoshikawa
[218] and Lawrence [116] introduced the term transparency. As transparency and stabil-
ity are conflicting objectives, the challenge is to find an optimal trade-off between them.
Besides stability and transparency, a teleoperation system should provide a strong feeling
of presence. This requires a human-oriented system and controller design. As the purpose
of a teleoperation system is the execution of manipulation tasks in a remote environment,
a high task performance is desired. In this context, the possibility of separating the oper-
ator’s actions from those in the remote site through technical media gave rise to the idea
of environment-, operator-, or task-(EOT)-adapting the operator’s haptic commands by
computer-generated commands and thereby improving task performance. The idea of a
haptic assistance sharing the workload with the human came up and resulted in a variety
of shared control approaches. Finally, the operator should agree with the actions of the
system and should feel comfortable working with the system. In summary, a necessary re-
quirement for the design of haptic teleoperation systems is stability and important design
objectives are transparency, strong feeling of presence, high task performance, and high
usability. The known telerobotics literature tackles all design objectives. This chapter
provides definitions and explanations for each design objective. Furthermore, measures
that are relevant for this thesis are presented.

State-of-the-art control approaches for haptic teleoperation systems are categorized in
this thesis into two classes: i) classical control concepts that do not take online gained
knowledge about environment, operator, or task into account, and ii) EOT-adapting con-
trollers, see also [238]. As most control approaches concentrate on one design objective
only, the class of EOT-adapting controllers can furthermore be categorized according to
the design objective a controller focuses on. This chapter provides a detailed overview of
state-of-the-art EOT-adapting controllers, while only the most relevant classical controllers
are presented.

This chapter starts with a short overview of the different components of a teleopera-
tion system: controlled master and slave device, communication channel as well as human
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operator and environment. In Sec. 2.2, an overview of the design objectives is presented to-
gether with relevant measures for their evaluation. Sec. 2.3 introduces the classical control
concepts that are relevant for this thesis. Finally, a detailed overview of EOT-adapting
control concepts is presented for single-user systems and advantages and disadvantages
are discussed.

Technical details about the experimental setups with 1 degree of freedom (DoF'), 2 DoF
and 6 DoF used throughout the thesis for the evaluation of the control concepts can be
found in Appendix A.

2.1 System Components

In a bilateral haptic teleoperation system, a human operator performs complex manipu-
lation tasks in a remote environment while receiving haptic feedback. Through the inter-
action with a haptic interface or master device, the human commands are measured. The
remotely located teleoperator or slave device executes the transmitted commands, and reg-
isters haptic information about its surroundings. This information is fed back to the local
site, where it is displayed to the operator. As haptic data from the local site enters the
control on the remote site and vice versa, a control loop is closed over the communication
channel and the architecture is called bilateral. The components of a haptic teleoperation
system are shown in Fig. 2.1. The concatenation of the controlled master and slave device
and the communication channel are represented as a two-port.
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Fig. 2.1: Components of a haptic teleoperation system: human operator represented as a force
source and human arm impedance, controlled master and slave device, communica-
tion channel, and remote environment represented as an impedance.

All components except for the communication channel exhibit either an admittance or
an impedance characteristic. An admittance represents a dynamic mapping from forces to
positions or velocities, while an impedance performs the inverse mapping from positions or
velocities to forces. If the impedance and admittance mappings are assumed to be linear
and time-invariant, corresponding transfer functions can be derived using the Laplace
transformation. Admittance mappings Y (s) and impedance mappings Z(s) are defined as

Y(s) = and Z(s) = ——= (2.1)
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where s represents the Laplace operator and Laplace transformed variables are written in
capital letters. The dependency of variables in Laplace domain on s is often omitted for a
shorter presentation. There exists the inverse relationship

Y(s) = Z7\(s) (2.2)

between admittance and impedance.

The human operator commands desired actions of the teleoperator, and reacts to
the feedback from the remote environment in order to perform a specific task. He/she
is able to (re-)plan actions and modify physiological components like e.g. the grip force
and/or arm impedance during task execution. The human operator can be represented
as a mechanical one-port with the force-velocity pair of terminals f, and &,,. In order
to capture the intentional as well as the physiological aspects of the human behavior, the
operator dynamics is often modeled as a combination of an exogenous force f; and an arm
impedance Zj(s).

The master device or haptic interface and the slave device or teleoperator are robots
that execute the received commands. The master is used to display the remote environment
to the human, the slave performs the commanded actions in the remote environment. Local
controllers have to be designed for both devices, such that they follow the desired inputs.

The operator is connected with the remote environment by exchanging haptic signals
via a communication channel. The important characteristics for control are the la-
tency or time delay between sending and receiving as well as packet losses (rate, dynamics,
bandwidth limitations), as they can easily destabilize the closed-loop system. The char-
acteristics depend on the distance, the time of day as well as the type of communication,
e.g. local area networks (LAN) or Internet connections mainly via the UDP protocol. As
such, the communication channel properties are also dependent on the application. In a
minimally invasive surgery scenario, where the surgeon is in the same hospital as the pa-
tient, a local communication technology such as LAN will be chosen. The characteristics
are an almost latency-free communication with negligible packet losses. On the contrary,
in applications, where a robotic arm at a large distance, e.g. on a different continent, is
to be teleoperated, an Internet connection is currently the most suitable communication
technology. Consequently, non-negligible, probably time-varying delay and packet losses
will occur. Many elegant approaches were developed to handle time delay and packet loss
in teleoperation systems, see [86] for an overview.

Remote Environment. The remote environment is the place distant from the operator
where the teleoperation takes place. It comprises free space and objects the operator wants
to manipulate. The remote environment can be represented as a mechanical one-port with
the force-velocity pair of terminals f. and z,.

2.2 Design Objectives
The human-in-the-loop character of a teleoperation system leads to a controller design

which is supposed to be human-centered. Thus, besides closed-loop stability as a pre-
requisite for any control system, transparency, task performance, and feeling of presence

10
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are considered as important aspects. Moreover, a high degree of usability is desired such
that the operator agrees with the actions of the system, feels comfortable, and gets easily
used to it. The definitions of these design objectives and relevant measures for their
evaluation are presented in this section.

2.2.1 Transparency

Transparency is a quantifiable objective. It means that the technical medium between
operator and environment is not felt, i.e. that the dynamics of master, slave, and commu-
nication channel is canceled out. Transparency was independently defined by Yokokohji &
Yoshikawa [218] and Lawrence [116]. In the most general way, transparency is defined in
[218] as the equality of forces and velocities on master and slave site:

fu@) = fe) A dm(t) = @4(1) (2.3)

where fj,(t) is the force applied by the human operator, f.(t) the force from the remote
environment, 4,,(t) the master velocity, and i4(t) the slave velocity. The impedance trans-
mitted to the operator, Z;(V,,, s), and the impedance of the real environment, Z.(Vj, s),
are defined in the Laplace domain as

Fu(s) = Zu(Vin(s), s)  Fols) = Ze(Vi(s), s) (2.4)

If the impedance mappings (2.4) are known, the above transparency definition can be
transformed into the equality of transmitted and environment impedance and equality of
master and slave velocities [116],

Zt(‘/s(s)’ S) = ZJV;(S), S) N V= ‘/51' (25)

According to this definition, a teleoperation system is transparent, if no external dynamics
is felt in free space and the impedance of remote objects is exactly represented at the
master site during contact. This requires to cancel the dynamics of the devices and to
compensate the deficiencies in the communication channel. The resulting transparent
system was found to be marginally stable. Consequently, transparency and robustness are
conflicting objectives [78] such that a trade-off between them has to be found.

2.2.1.1 Transparency Measures

A measure for transparency is fidelity. It describes the capability of a teleoperation system
to accurately display the remote environment to the operator. Assuming a fixed experi-
mental setup, the question arises which controller leads to the highest degree of fidelity. In
order to answer this question, different measures for assessing the degree of fidelity have
been proposed, see [35]. The most popular ones are tracking errors (difference between
master and slave position/velocity or force) [218], the Z-width, a measure based on the
dynamic range, and the Z-error. Further fidelity measures are e.g. proposed in [238].

Tn the remainder of this work, the dependence of variables on time and frequency is often omitted for a
shorter representation.

11
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The transparency error is used as fidelity measure throughout this thesis. It was in-
troduced by Lawrence [116] and is based on the idea that transparency is achieved if the
magnitudes of Z; and Z. are equal, i.e.

1Z(jw)| = | Ze(jw)]
& log|Z.(jw)| —log|Zi(jw)lz. | = 0. (2.6)
Ze aiit (i)
The definition of transparency can also be written as
1Z(jw)| = |Ze(jw)]
=GP = |ZGw)P
70
| t(J_w)!2_1 _ 0 (2.7)
| Ze(jw)]
Zea,tZ]SiH(jw)

The area between the absolute values of a specific environment impedance curve | Z, (jw)|
and the transmitted impedance Z;(jw) over a certain frequency range is consequently a
measure for the degree of fidelity and referred to as transparency error. It is defined as

1 Wmax
Zerror Ze iff) — ———————— Ze i ) 2d 2.8
Zeair) = ————— [ 1Zuantio) e 28)
As shown in (2.6) it can also be formulated as
78 (Zoait) = _ mxyzabs. (jw)|*dw (2.9)
error \““e,d1 Winax — Whnin e,diff :

The lower the transparency error, the higher is the degree of fidelity.

2.2.1.2 Perceived Transparency

Transparency/fidelity definitions and measures can be further relaxed by taking the hu-
man perception capabilities and limitations into account. An important measure from
psychophysics is the just noticeable difference (JNDg) which is the smallest difference in a
sensor input s that is discriminable for the human operator. The ratio between the change
in the perceivable amplitude of the stimulus and the amplitude of the stimulus itself can
be assumed to be roughly constant. As a consequence, the JND is often given as the per-
cental change of the amplitude of a stimulus below which the operator does not perceive a
difference. The JND for human movement discrimination capabilities in the arm/forearm
is e.g. around 8% according to [99]. This implies that an arm movement of 0.3 m cannot
be distinguished from any arm movement in the range of [0.276;0.324] m. An overview of
JNDs for physical quantities related to haptic teleoperation such as force, motion, stiffness,
inertia, etc. are summarized in [80].
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The implication of the just noticeable difference is that the impression of the remote
environment is realistic as long as the differences between the transmitted and the real
environment do not become perceivable to the human operator. This reduces the required
accuracy for haptic feedback to be transparent. This is considered in the recently proposed
definition of perceived transparency [81]. As long as the transmitted impedance lies in the
imperceptible range around the true environment impedances

Zi(jw) € [Ze(jw) = INDg, (jw), Ze(jw) + JNDy, (jw)] (2.10)

the system is called perceived transparent. It is important to note that the JND(jw) is
dependent on the phase difference. As discussed in [81], new findings show that JNDs
independent of the phase difference are not suitable here. In this work, the concept of
perceived transparency is applied to the equality of forces and velocities, i.e. to the trans-
parency definition by Yokokohji [218]. If the velocities can be assumed to be roughly
equal, i.e. &, = %, the difference in transmitted and real environment force, f.; and f,
is required to be imperceptible:

fex €[fe —INDy; fe+ JNDy]. (2.11)

Vice versa, under the assumption that a stiff force tracking is realized such that f, = f.,
a teleoperation system is perceived transparent if the difference in transmitted and real
velocity, 25, and %, is not perceivable:

dgi € iy — INDy; @, + JNDg]. (2.12)

As the JNDs were only shown to be phase-dependent for impedances, the JNDs for force,
JNDy, and velocity, JND;, are still assumed to be static.

2.2.2 Performance

The main purpose of a teleoperation system is to provide technical means to successfully
perform a desired task in a remote environment. Consequently, these systems should be
designed to achieve high task performance. The minimum required task performance for
a specific experimental setup and application area is the realizability of a task. This
implies to overcome barriers like distance, scale, time delay, or hazardousness. Moreover,
teleoperation systems are not only capable of overcoming limitations in the environment
but also those inherent to the operator. For example, by reducing the surgeon’s hand
tremor in a microsurgical application, the task can be performed even better than if directly
performed by the surgeon. Similarly, a micro-assembly task is considerably facilitated for
the operator, if the movements can be performed on human scale at the local site and be
scaled down at the remote place.

For evaluation, physically accessible quantities have to be found for the considered
task. The most common quantities are task completion time, error measures, applied
forces, or induced or dissipated energies. A broad overview of performance measures is
given in [147] for virtual environments. Recently, Groten [73] presented an overview of
performance measures, that were evaluated for different haptic human-human and human-
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robot interaction tasks. Table 2.1 summarizes the performance measures that are relevant
for this thesis.

Regarding force-related measures, applied forces can be decomposed into external forces,
fext, and interactive forces, fini: f = fext + fint- Interactive forces represent tension, com-
pression, shear or tension forces, see also Sec. 2.2.4.3 and occur in bimanual, multi-fingered
manipulation of objects [70, 220], in cooperative robotics, see e.g. [18, 31, 107, 180], in hap-
tic human-machine interaction where the machine behaves in a (pro)-active manner, see
e.g. [236] and in human-human interaction [72, 164, 190]. Only external forces lead to a
motion of the interaction point. Thus, in most cases, only the external forces are important
for performance evaluation.

Tab. 2.1: Summary of relevant task performance measures. The measures are assumed to
be calculated offline and over a whole trial with a total number of K samples and
sampling time T},. A force vector at sample k& € {1,..., K} is denoted by f;, and
a velocity vector by «;. An average value is denoted by an overline.

Temporal Task completion time TCT [ TCT =K T,
Error-related  Number of errors Cg [samples] Cg=)> cg
Error time ET [s] ET=Cg T,
_ _ K
Force-related ~ Mean applied forces f [N] =% 5l
k=1
_ _ K
Mean applied external forces f, [N] foxt = % Z (I Frextll)
=1
. . i
Energy-related Mean mechanical work W [Nm/s] W=+ S (|ffxl)
k=1

Besides objective performance measures, the subjectively perceived task performance can
be evaluated using questionnaires. The extent to which objective and subjective perfor-
mance match is important for deriving general guidelines and improving the design. Thus,
user studies including questionnaires were conducted throughout the thesis, additionally
to obtain objective performance measures.

2.2.3 Feeling of Presence

Feeling of presence is a qualitative objective. It refers to the operator’s feeling of being
there, the feeling of being present in the remote environment [147, 182, 215|. Ideally, the
operator cannot distinguish between the feeling of being present in a remote place and the
real world. Technical limitations, however, make it difficult to reach this state. But even
under the assumption of reaching this state the question arises, why it is important to make
the operator feel present at the remote site. The preliminary reason arises from the belief,
that presence is correlated with task performance in a positive, causal way [127, 212]. This
means that by improving the feeling of presence, task performance is improved as well.
Some studies support this statement, see e.g. [100]. Yet, contradictory statements are also
found in literature, see [37, 161]. In the study by Clarke [37], it is found, for example, that
the prediction of positions on teleoperator site clearly improves task performance, while
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participants do not report an improved feeling of presence. Pongrac et al. [161] cannot
show a correlation between presence and performance measured over task execution time
or covered distance. However, they found a positive effect between feeling of presence
and applied forces and torques. Due to these contradictory statements the question of a
positive influence of feeling of presence on task performance remains open.

One feasible conclusion whether feeling of presence and task performance are positively
correlated is drawn by Welch [212] and Ma et al. [127]. They state that it may depend on
the scenario and task, if a correlation between task performance and increased feeling of
presence can be expected or not. For everyday tasks, a human may not need a strong feeling
of being present in the remote environment, as those tasks are done almost automatically.
For unknown tasks or in unstructured, unknown and changing environments, however, a
strong feeling of presence will help the operator to better perform the task, such that feeling
of presence could have a positive effect on task performance in these kind of scenarios.
Besides that, it may also depend on the choice of the task performance measure whether
such a correlation exists or not.

Beside the reasoning about a possible correlation between feeling of presence and per-
formance, providing a strong feeling of presence also gives the operator the possibility to
perform actions in teleoperation mode similar to actions in the real world [185]. Without
a strong feeling of presence, the system cannot be used intuitively and the operator would
have to train intensively to control the system in a desired and successful way.

For evaluating feeling of presence, mostly subjective presence measures like question-
naires, see e.g. [215], or ratings are used. The individual and subjective nature of the
feeling of presence makes it difficult to derive quantitative measures, based on which con-
trol concepts could be developed. Thus, a control approach that directly improves the
feeling of presence is not presented in this thesis. It is rather assumed, that a strong feel-
ing of presence can be achieved by providing the operator with feedback from as many
different modalities as possible and as realistic as possible.

2.2.4 Usability

Finally, the designed system should be accepted by the users. In ISO 9241-11, usability
is defined as “the extent to which a product can be used by specified users to achieve
specified goals with effectiveness, efficiency and satisfaction in a specified context of use.”
An efficient task execution also implies that the operator has free cognitive resources to
e.g. solve unexpected events. This again implies that the required mental workload should
be small. Otherwise, also the subjective pleasure could be deteriorated. In a shared-
control context the commands of a haptic assistance are combined with the operator input.
Thus, it is furthermore important that human and machine agree in their actions. This
thesis addresses the highlighted aspects of usability: efficiency, subjective pleasure, mental
workload, and agreement.

2.2.4.1 Efficiency

Efficiency is an evaluation tool often used in engineering or physics to determine the ratio
between input and useful output in terms of e.g. electric power, mechanical work, or heat.
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It is also determined in economics [47] and in the field of human-computer interaction
[16, 151] as outlined by [73]. For the evaluation of human-machine systems, it was first
introduced by Hart & Wickens [77]. Groten [73] proposed an efficiency measure for two
humans collaborating in a kinesthetic task. This measure is also adopted in this work.
A high efficiency is achieved, if the effort is low and the performance is high, see [25].
Efficiency E between task performance P and workload measure W is defined according
to [72] as

2(P) = z(W)

V2

_ X-—mean(X)

where z(X) = “a(x) s the standard score of X. This efficiency measure is a relative

measure, such that only comparisons between different conditions are interpretable.

E(P,W) = (2.13)

2.2.4.2 Mental Workload

Questionnaires are so far the main evaluation tool for addressing the perceived workload of
users. The NASA TLX questionnaire [93] was designed to determine the mental workload
of a user. According to this questionnaire, perceived workload is composed of mental,
physical, and temporal demand of the task, subjective effort and performance, and the
frustration level in different weighting depending on the users’ individual prioritization.
The procedure for determining the weights and calculating the overall mental workload is
described in [93].

2.2.4.3 Agreement

Agreement in human-machine interaction is identified in this thesis as one important as-
pect for designing performance-oriented controllers. In [206], a disagreement measure was
proposed in the area of powered wheelchairs. It is based on the angle between the de-
sired operator and haptic assistance command. This thesis provides the first objective
and quantifiable, force-based agreement measure. The usefulness of the proposed criterion
for measuring agreement /disagreement has been evaluated in an experiment presented in
Chap. 5 and previously published in [236]. In [239], the agreement measure is used to
detect and correct wrongly identified tasks. The agreement measure is based on mean in-
teractive forces fi, between human and machine as introduced in Table 2.1. It was already
hypothesized in [165] that difference forces between two haptically interacting humans are
a “measure of disagreement between the partners”. As shown in [72], difference forces can,
however, contribute to the motion of the object. Thus, interactive forces as proposed by
[72] are used in this study, as they do not lead to motion of the object. Interactive forces
occur when two partners push or pull in different directions, i.e. they represent compressive
or tension forces, see Fig. 2.2. Under the assumption that the coordinate systems of the
applied forces are the same, interactive forces are defined for one direction as follows, see
[72] and Fig. 2.2:

fi o if sign(f1) # sign(f2) A f1] < |fal
fie = —f2 if sign(fy) # sign(f2) A|f1| > | /2] (2.14)

0 else.
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Fig. 2.2: lllustration of interactive forces in one direction. Interactive forces fi,; represent
tension, compression, or shear forces and do not lead to a motion of the interaction
point.

Naming conventions differ from a statistical and engineering point of view. From a sta-
tistical point of view, two different scales are used to measure agreement: i) a nominal
scale only distinguishing agreement and disagreement and ii) a ratio scale quantifying the
degree of agreement/disagreement. From an engineering point of view, discrete refers to
nominal scale and continuous refers to ratio scale.

The continuous measure is based on mean interactive forces fip; of a trial with K samples

i = mean | fi. (2.15)

Continuous disagreement D is measured as the mean interactive forces normalized over a
set of R trials N(fiy) = #“(}7) Agreement is the inverse of disagreement leading to

A=1-N(Fm) D =N (2.16)

As the proposed agreement measure is force-based, the zero point coincides with zero
force. The states agreement and disagreement denoted by d4 and dp are distinguished
online based on the measured interactive force fi,; as

d _ { dA lf ’flnt’ = crlnt (217)

dp else

where Ti, > 0 is a threshold separating agreement from disagreement.

2.3 Classical Control Concepts

In haptic teleoperation, two robotic systems are connected with each other over a com-
munication channel. Thus, the control design comprises the selection of local controllers
for each of the devices and the selection of a communication architecture for connecting
the two sites. An overview of local controllers as used in many teleoperation systems is
provided in Sec. 2.3.1. For the connection of the two robotic systems, a variety of different
approaches was developed. In this thesis, two classes of control concepts are distinguished:
classical and augmenting control concepts. A definition and an overview of current clas-
sical control concepts that are relevant for this thesis are presented in Sec. 2.3.2, while
Sec. 2.4 is dedicated to a detailed overview of augmenting control concepts, the main focus
of this thesis.
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2.3.1 Local Controllers

The decision on the local controllers is mainly influenced by the type of master and slave
devices as well as by the application area and with it the available sensors and actua-
tors. The communication architecture may further restrict the number of suitable local
controllers and vice versa.

2.3.1.1 Time-Invariant Controllers

If haptic devices are characterized by a low weight, low inertia, and a high back-drivability
and bandwidth such as the Phantom group by Sensable developed at MIT [135], the
Novint Falcon [134], or the DLR light-weight arm [82], force sensing capabilities are not
necessarily required. Here, especially explicit force or impedance controllers or motion
(position/velocity /acceleration) controllers are used. If, on the contrary, haptic devices
possess high force output capabilities and a large workspace like the HapticMASTER [42],
the DELTA haptic device [68], or the ViSHaRD group [188, 202 together with the an-
thropomorphic robotic arms, force sensing is provided. Force sensing is required in order
to reduce the device dynamics via a controller. The most prominent controllers for these
devices are impedance and admittance controller, first introduced by [83]. As shown in
Fig. 2.3, the admittance dynamics maps the desired input force f? to a desired position
x¢ or position modification dz?, while the impedance dynamics maps the desired input
position to a reference force f¢. Underlying force or position/velocity controllers drive
the robot to the desired reference signal. Model-based compensations of device dynamics
like frictional or gravitational forces and a force feedforward are often incorporated in the
control architecture. As a consequence, neglecting disturbances and controller deficien-
cies, the closed-loop robotic system behaves according to the dynamics described in the
admittance/impedance blocks. The master site admittance/impedance dynamics mostly
represents target dynamics that is mainly perceivable in free space. The slave site admit-
tance/impedance dynamics often represents a compliant behavior which is important for
stability during contact. A more detailed description of the different force and motion
controllers as well as the different types of impedance/admittance controllers can be found
in [201].

2.3.1.2 Adaptive Controllers

Adaptive controllers are used to compensate uncertainties in the master and slave dy-
namics [176] by estimating a model of the uncertain dynamics and changing the control
parameters accordingly. In many cases, adaptive controllers are also designed to compen-
sate for different environments or operator behaviors, see e.g. [79, 225, 226]. In this case,
they will be attributed to the class of augmenting controllers.

2.3.2 Control Architectures

Many bilateral controllers do not adapt online to the operator behavior, the encountered
remote environment, or the executed task. These control approaches are referred to as
classical control approaches in this thesis. The tuning of their control parameters can be
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Fig. 2.3: Admittance and impedance controller. A desired force is the input to an admittance
controller and a desired position is the input to an impedance controller. The position
or force resulting from the admittance/impedance mapping is tracked using position
and force controllers, respectively.

based on assumptions like passively behaving operator and environment [149], simplified
model assumptions for human and environment, like LTI mass-spring-damper systems
with exogenous input force or trajectory [78], or static upper and lower bounds on model
parameters or magnitude of transfer functions.

The decision on the communication architecture is based on the characteristics of the
communication channel, i.e. whether time delay is present, of which magnitude it is, and
whether it is constant or time-varying. Further factors are packet loss and its charac-
teristics and the bandwidth of the communication channel. In the following, the 4- and
2-channel control architectures as proposed by Lawrence [116], adaptive and robust control
architectures, and the wave variable approach are presented.

2.3.2.1 4- and 2-Channel Architectures

From a physical point of view, it is intuitive to directly exchange haptic signals between
local and remote site.

4-channel Architecture. In this context, Dale A. Lawrence [116] developed the 4-channel
architecture in 1993, see Fig. 2.4. Force and velocity signals are sent from master to slave
and vice versa. The controllers are assumed to be linear and time-invariant. The resulting
teleoperation system is transparent if the selected controllers compensate perfectly the
device dynamics. The controller outputs on master and slave site are the actuator forces
fam and f,s which are given by

Jam = Cefn — Cafe — Cpim — Cus (2.18)
fas - Cth - C5fe + Clxm - Osj;s; (219)
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Fig. 2.4: 4-channel architecture introduced by Lawrence [116]. Master force and velocity is
sent to the slave site and slave force and velocity is sent to the master site.

where C,,, C, C5, Cg are referred to as local controllers and C4, Cs, C3, Cy as coordinating
controllers. Different types of controllers ranging from explicit force and velocity /position
controllers to impedance- and admittance-type controllers can be used. Another represen-
tation form originates from network theory. Equivalently to the representation of electrical
networks, teleoperation systems can be described as a concatenation of one- and two-ports.
In the most compact way, controlled master and slave devices are summarized together

R Il e W
G T
+
fit() In H Je [ZD

—

Fig. 2.5: Network representation of a haptic teleoperation system. Operator and environment
are represented by one-ports and connected to each other via the two-port consisting
of controlled master and slave devices as well as the communication channel.

with the communication channel into one two-port, which is fed from one side by the human
operator represented as a generator-type one-port and from the other side by the remote
environment represented as a load-type one-port, see Fig. 2.5. This compact representa-
tion facilitates the investigation of stability and transparency. The two-port properties are
collected in the hybrid network matrix H which maps the signals [V}, F;] in the Laplace

domain to [F},, —Vj]:
Fh _ Vm
BE o
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For the 4-channel architecture, the elements of the H matrix depend on the local and
coordinating controllers as well as on the device dynamics Z,, and Z;

hii hio }
H = 2.21
{ hor hao ( )

_ 1 (Zm + Cp)(Zs+ Cs) + C1Cy Co(Zs+ Cy) — Cy(1 + Cs)
det H —(Og(Zm+Cm) +01(1+C6)) (1+C5)(1+06) —0203

(2.22)

where det H = (1+ C)(Zs + Cs) — C5Cy. The closed-loop transfer function is found from
the H matrix elements as
Vin hooZe + 1

G(s) = Fa = (haaZe + 1) 2 + det(H) Z, + hyy (223)

2-channel Architecture. In a 2-channel architecture, only one haptic signal is sent and
received on each site. The 2-channel architectures are less complex than the 4-channel
architecture and require fewer sensors. The nomenclature in this thesis follows the one
proposed in [78]. According to this nomenclature, a 2-channel architecture is denoted by
the input signal to the master controller (V: velocity, P: position, F: force) followed by the
input signal to the slave controller. In a VF architecture, for example, the slave velocity is
received on the master site and the operator force is sent to the slave. Architectures with
admittance controllers are marked with an additional ’a’ leading to the architectures VaVa
or PaPa, FaVa, FaPa, VaFa, PaFa, and FaFa.

The experimental setups used in this thesis are characterized by their admittance-type
devices. Especially for the 6 DoF experimental setup, it was found in [155] that the FaFa
architecture, shown in Fig. 2.6, is favorable over the other 2-channel architectures as it re-
quires only two parameters to be tuned due to its symmetry. As this architecture is used as

master site fn
’ human [«
fam - X
PD-control —>l— master m
Y .
?—’ admittance
fas T
PD-control slave =
fe .
- - environment <
slave site

Fig. 2.6: FaFa control architecture. Forces are exchanged between the two sites and enter a
cascade control consisting of an admittance and an underlying position (or velocity)
controller.

benchmark architecture and as basis for augmenting control concepts, a general description
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2 Design Objectives and Overview of State-of-the-Art Control Concepts

of the dynamics in state-space notation is introduced next. An arbitrary (linear/nonlinear,
time-invariant /time-varying) admittance dynamics is denoted by g,(x?, p.(t)), where the
desired and measured position, ¢ and z, measured and desired velocity, ¢ and &, and
acceleration, #¢ and #, are summarized in the sets x? = {2, 4%, i} and x = {z,4, i},
respectively. The models for operator, environment, and haptic devices are introduced in
Sec. 2.1. The desired master and slave positions are tracked using proportional-derivative
(PD) controllers with gains K, and Ky, respectively. The possibly time-varying admittance
parameters are summarized in the vector p,(t). Neglecting deficiencies in the communica-
tion channel, the 1 DoF dynamics of the FaFa architecture is finally given by

0= fr — (Mpiim + bpiim + kntpm) + Iy
0= fo+ ge(xs)

0= fi— Fru -+ M + b

0= fo— fs +mis + by

(Human (2.24)
(2.25)
(2.26)
(2.27)
0= fon + Kpm(at, — 2,,) + K (32, — @) (2.28)
(2.29)
(2.30)
(2.31)

(Environment

(Master device

(Slave device

(Master position control

0=/s+ KpS(xg —Ts) + de(i’f — )
0= fh — fe + gadm(Xgmpa(t))
0= fa— fe + Gaam(X%, Pa(t))

(Slave position control

(Master admittance

)
)
)
)
)
)
)
)

(Slave admittance

where fh = G, fn and fe = G, f. are measured and filtered human and environment force,
see also Sec. 2.1. The unfiltered forces are denoted by f;, and f., respectively. The ad-
vantage of the FaFa architecture is the small number of parameters. The admittance
dynamics on master and slave site has to be the same in order to guarantee position track-
ing. Thus, apart from the underlying velocity/position controllers, only the parameters
of one admittance have to be tuned. Furthermore, the admittance is often characterized
by a mass-damper dynamics. This physically motivated model facilitates the parameter
tuning further.

2.3.2.2 Robust Controllers

Robust controllers, Hy, [90, 118, 177, 217] and/or p-synthesis [119, 183] approaches were
mainly developed to deal with time delay in the communication channel. Shadi & Sirous-
pour [181] combined adaptive controllers and an H,, approach to compensate nonlinear
master and slave dynamics and to achieve robustness in the presence of constant time delay.

2.3.2.3 Scattering Transformation and Wave Variable Approach

Two of the most prominent approaches for haptic teleoperation systems are the scattering
transformation introduced by Anderson & Spong [12] and the wave variable approach pro-
posed by Niemeyer & Slotine [149]. Both methods are especially suitable for systems with
deficiencies in the communication channel. A variety of extensions to these methods were
proposed in literature. They are summarized in the review article by Hokayem & Spong
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[86]. The idea of both approaches consists in passivating? the communication channel.
This is achieved by exchanging a linear combination of forces and velocities referred to as
incident /reflective wave (scattering transformation) or wave variables instead of exchang-
ing haptic signals. The other subsystems of a teleoperation system are assumed to be
passive. As all subsystems are concatenated in parallel or feedback connection, it can be
shown that the overall system is again passive and, thus, stable.

2.4 EOT-adapting Control Concepts

Besides the classical control approaches, a variety of controllers were developed, which
depend explicitly on online gained environment, operator, or task knowledge, see Fig. 2.7.
Through the incorporation of this additional knowledge in the controller, quality improve-
ments in terms of an increased degree of fidelity, feeling of presence, or improved task
performance can be achieved. As most of the state-of-the-art methods in advanced teleop-
eration are adaptive to online gained knowledge of either environment, operator, or task,
these controllers will be referred to as EOT-adapting controllers, see also [238]. The focus
on one component (operator, environment, task) is not surprising, as the dynamics and
methods for modeling human, environment, or task differ significantly from each other.
Considering a transportation task, for example, the important knowledge is the sequence
of subtasks to be performed. Subtasks in this case could be path-following, obstacle avoid-
ance, or positioning. For contact with objects in the remote environment, on the contrary,
a physically motivated model of the object yields important information.

As this thesis focuses on EOT-adapting controllers for an increased degree of fidelity and
performance, the state-of-the-art literature in this area is described in detail in this section
and discussed in terms of advantages and disadvantages. The approaches are classified
according to the design objective they focus on.

controller

Fig. 2.7: lllustration of an EOT-adapting controller, see also [238]. Online gained knowledge
about environment, operator, or task enters the control law.

2Passivity is sufficient for stability, see e.g. [104].
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2.4.1 Fidelity Augmentation

As mentioned above, EOT-adapting control concepts focus mainly on the incorporation
of either environment, operator, or task knowledge. Fidelity augmentation was achieved
for environment- and operator-adapting controllers as will be presented in this section.
The borders between environment, operator-, and task-adaptation are certainly subject to
discussion. According to the classification presented in this thesis, task knowledge was so
far not used in order to improve fidelity and may represent a future research direction.

2.4.1.1 Operator-adapting Approaches

Approaches for operator-adapting fidelity augmentation are not limited to telerobotics.
Some interesting approaches that can be transferred to telerobotics are also found in
the area of human-robot collaborative manipulation (HRCM). The difference between an
HRCM system and a shared-control teleoperation system is that the control is distributed
between an autonomously acting agent and the operator in teleoperation, while it is shared
between a human and an autonomous robot in an HRCM task. When human and robot
perform a task together, for example moving an object, one important goal is that the
human and robot adapt to each other as humans would do when performing the task to-
gether. The adaptation of the robot to the operator can either be realized in a passive or
active manner.

Regarding passive approaches for HRCM, one of the first variable impedance controllers
was proposed by Ikeura & Inooka [92] and further developed in [163]. A similar approach
for the lower extremities was presented by Tanaka et al. [194]. In [92], an offline identi-
fication of operator mass and damping was conducted for segmented position and force
trajectories of two persons performing a point-to-point movement. In [163], mass, spring
and damping coefficients of the human arm impedance were identified offline. As the vari-
ance in the mass parameter was low, this parameter was set to a constant value in both
cases. The damping parameter [92] or the damping and stiffness parameter [163] of the
impedance controller were varied according to the found heuristics to improve human-robot
collaboration. This variable impedance controller can equivalently be used as master con-
troller in a teleoperation system. It can be expected that the variable impedance controller
facilitates teleoperator motions. This method was further developed by various authors,
as presented in the following. The control parameters are made online adjustable and the
method exhibits superior performance and becomes suitable for a larger application area.
Again, instead of implementing the controller on an autonomous robot, it can be imple-
mented as an autonomously acting agent on the master site of a teleoperation system. The
result is a haptic shared-control teleoperation system.

Tsumugiwa et al. [199] adjusted the damping parameter in the robot’s admittance con-
troller according to the estimated stiffness of the human arm using an RLS algorithm. As
the damping parameter in the controller is chosen as low as possible for a particular arm
stiffness, this approach increases the degree of fidelity. Moreover, the precision of a drawing
task, collaboratively performed between human and robot, was improved. This concept
can also be implemented in a teleoperation system, although attention has to be paid, if
contact with remote objects is encountered. If the damping parameter is too small due to
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a low arm stiffness the system can become unstable. Consequently, in a teleoperation sys-
tem, this method would have to be switched off during contact. A user study to show the
improvements of this approach compared to non-adaptive approaches was not conducted.

The work of Botturi et al. [19] was inspired from findings in psychophysics. The ap-
proach is based on human capabilities of discriminating forces in different directions. In a
psychophysical experiment, the authors found a relationship between the just-noticeable
difference and force intensity from the environment. This finding was used to derive a
scaling function, applied to signals sent from slave to master, in order to improve the
haptic feedback. As a result, small force differences should be distinguishable at low force
intensities. The approach was therefore found to be most valuable in tasks requiring the
distinction of small forces. Although a user study is still missing, preliminary results
showed the desired effect.

Another possibility for improving fidelity taking operator knowledge into account was
proposed by Kuchenbecker & Niemeyer [112, 113]. The idea was to cancel induced high-
frequency motions of the operator. Unexpectedly high force feedback leads to oscillatory
operator motions. By canceling the type of motions induced by haptic feedback, the
operator’s trajectory is considerably smoothened, i.e. less oscillatory. Thus, instead of
sending the measured master position, motions based on the model-based estimation of
induced dynamics are subtracted from the master position before sending. Results show
improved robustness and a more realistic touch of the remote objects. For this approach, it
is, however, not clear whether the controllers can be designed such that the system becomes
transparent. Also, the approaches presented so far cannot compensate deficiencies in the
communication channel and are therefore limited in their applicability to systems with
large time delays (> 0.5 s).

Summarizing the passive, operator-related approaches [19, 92, 163, 199], an adaptation
of the control parameters is limited in the amount of fidelity augmentation, especially
compared to active support concepts as presented in the following paragraphs.

An active support of the operator’s intended movements is proposed by Jarrasse et al.
[97]. The idea is to combine the replay of recorded trajectories either on the position or
the actuator torque level with an online force feedback controller such that the opera-
tor can alter the replayed trajectory. By predicting human’s motion Jarrasse et al. [97]
showed an improved fidelity. Interaction forces were considerably reduced, if an equally
weighted combination of force feedback and trajectory tracking were used. This implies
an improvement in fidelity. As the trajectory tracking seems to be most efficient during
the accelerating and decelerating phase, it is proposed at this point to vary the weighting
between human and machine input. The experimental results in [97] were obtained for free
space motions and can be different for constrained motions. Moreover, a simple replay of
trajectories can only be used in a teleoperation system, if the task is repeated several times
such that the motion can be recorded. In tasks, where objects in the remote environment
are approached, which can be measured using an additional distance sensor, the end-point
of the movement can be inferred. A pre-recorded trajectory of the operator can then be
scaled to the expected movement and the approach is applicable. The approach is only as
good as the movement prediction. Many and sudden changes cannot be tracked well such
that this approach has limited applicability to unstructured and non-repetitive tasks.
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As one of the main objectives of this thesis is to present a realistic haptic impression of
the remote environment, i.e. of objects rather than free space, to the operator, operator-
related approaches for fidelity improvement are not further pursued.

2.4.1.2 Environment-adapting Approaches

As known from autonomous robotics, see e.g. [76, 84, 213], the contact with stiff objects can
destabilize the system. In autonomous robotic manipulation, compliant motion controllers
or a passive mechanical compliance are often used to reduce high interaction forces between
robot and environment. Also in haptic teleoperation, one solution to this problem is a
highly damped target dynamics on master or a highly compliant controller on slave site.
Both types of controllers damp high-frequency force components and avoid large position
changes. However, a high damping on master site reduces the degree of fidelity in free
space and a highly compliant controller on slave site distorts the haptic impression of
an object [76], and the object feels softer than it is. In order to improve the fidelity
of these control concepts, the control parameters should be adapted according to the
encountered environment.

Love & Book [125] proposed to adapt the damping on master site depending on the
estimated environment stiffness. A recursive least-squares (RLS) approach was used for
the estimation. Thus, only the minimum damping required for stabilizing the system was
applied in free space and the increase of the damping during contact was dependent on
the object rigidness. The result is an improvement in fidelity compared to a non-adaptive
approach without risking stability.

Taking time delay into account, Cho & Park [32] proposed the adaptation of the slave
damping according to the distance between slave and remote objects. The distance was
measured using an ultrasonic sensor. The aim of the approach is to obtain both, good
tracking performance and robust stability when moving from unconstrained to constrained
space. Llewellyn’s stability criterion [123] was used for the parameter selection such that
stability was guaranteed. The same architecture as in the approach by Love & Book was
used. The damping on slave site was smoothly faded between free space and contact
damping, starting at a prespecified distance from the object. With this approach, the
magnitude of impact forces and the tracking errors were reduced. However, the stability
analysis was conducted for a specific object. For different objects, the chosen damping
values are consequently not optimal anymore, and a considerable improvement in tracking
performance and impact stability cannot be expected.

Al-Jarrah & Zheng [10] proposed a human-inspired approach for choosing the damping
in order to minimize the interaction forces. Formulated as an optimization criterion and
combined with the finding that the stiffness of a human muscle grows exponentially with
the force, an optimal damping is found for the impedance controller. This method was
combined in a teleoperation setup by Cheung & Chung [30] with the variable impedance
controller by Love & Book [125]. In addition, a Lyapunov-based approach was used to
adapt the dynamics of the slave controller. Depending on the measured force from the
environment, the adapted slave dynamics were smoothly faded to the biology-inspired
impedance controller. The resulting system exhibits desired dynamics using the variable
admittance controller on master site and avoids high interaction forces using the human-
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inspired impedance controller on slave site.

To improve the fidelity especially for contact with stiff or rough objects, Kuchenbecker &
Niemeyer [114] proposed to combine low-frequency position feedback with high-frequency
acceleration feedback. The idea is to apply additional forces on the master device such
that high-pass filtered accelerations measured at slave site match with the accelerations
of the master device. The improvement is a more realistic haptic impression of remote
objects, especially in terms of stiffness and roughness. This approach requires to measure
the acceleration on slave site and is mainly suited for stiff or rough objects. Its applicability
to other types of objects and to systems with deficiencies in the communication channel is
an open research question so far.

The fidelity of the approaches presented so far is dependent on the dynamics of the
controlled teleoperator and the deficiencies in the communication channel and on the con-
trolled teleoperator. This implies that the control parameters have to be adapted especially
to the deficiencies in the communication channel. Thus, an increase in e.g. time delay or
packet loss will result in a system with higher damping and/or inertia and fidelity is con-
sequently deteriorated. The approach by Kuchenbecker & Niemeyer [114] is furthermore
limited to rough or stiff objects.

Both of these drawbacks can be avoided using “model-mediated teleoperation”. By ap-
plying this approach, the operator is haptically interacting with a local, estimated, haptic
map of the remote environment. After the estimation is converged, the fidelity is inde-
pendent of the dynamics of the communication channel and controlled slave device, and
the operator receives non-delayed feedback. This advantage leads to significant fidelity
improvements beyond those of classical and adaptive control approaches, that were pre-
sented so far. It is therefore a promising transparency-oriented control approach, that will
be further investigated in this thesis. As model-mediated teleoperation is a model-based
control approach, its effectiveness is certainly dependent on the accuracy of the model
and its estimation. The known literature on model-mediated teleoperation misses i) a
stability analysis especially for the phase, where the estimation is active, ii) a detailed
fidelity analysis in comparison with classical controllers, and iii) its applicability is limited
to translational DoF's and static objects only. This thesis extends model-mediated tele-
operation with respect to all these aspects in Chap. 3 and 4. State-of-the-art approaches
relating to model-mediated teleoperation are discussed in the corresponding chapter and
will not be elaborated further at this point.

2.4.2 Performance Augmentation

The use of technical means such as displays, headsets, and haptic devices for providing
multi-modal feedback to the operator of a teleoperation system offers the possibility to
augment human actions by computer-generated commands. The augmentations may be
presented on different modalities. Augmented reality [106, 117, 124, 138, 197], for exam-
ple, combines real-word video feedback with virtual, visual cues. For teleoperation, it is
shown in [167] that this augmentation can be efficiently used to display warnings such as
the entering of forbidden regions or the application of excessive forces. Especially in tele-
operation scenarios with time-delays, augmented reality in the form of predictive displays
(14, 23, 27, 33, 106] gives the operator an undelayed view of the commanded motions. On
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the auditory channel, alarm signals may warn the operator of critical situations or pro-
vide additional information [11, 136, 169]. Furthermore, a realistic audio feedback through
audio localization and synthesis [102] may facilitate the teleoperation for the human.

Also, a variety of performance-augmenting controllers referred to as haptic assistance
has been proposed in order to improve task performance through the haptic channel. As
presented in the introduction of this thesis, the resulting system is referred to as shared-
control system. Besides teleoperation scenarios [1, 205], applications for shared control
systems are also found in micro-surgery [15, 108], vehicle control [2-4, 59, 71, 143, 145],
aviation [58, 67, 182], walking support systems [36, 221], or powered wheelchairs [40, 208].
Another important application is learning or rehabilitation of motor skills [48, 109, 110,
120, 131, 207|, where the haptic assistance is used to continuously transfer a motor skill
to a human. This section presents performance-augmenting controllers that are based on
online gained operator- and task-knowledge. Environment-adapting control concepts for
performance augmentation were not found in the current state-of-the-art literature and
may represent a future research direction.

2.4.2.1 Operator-adapting Approaches

The variable admittance control approach of Duchaine & Gosselin [45] is based on an
intuitive relationship between haptic data and human intention. By looking at the time
derivative of the applied force and the sign of the velocity, desired accelerating actions
of the human can be distinguished from decelerating ones. With this knowledge, the
damping parameter in the robot’s admittance controller is decreased/increased during
accelerating/decelerating motions. Consequently, less effort is required for accelerating
motions due to reduced damping, and positioning or stopping motions are facilitated due
to increased damping. As shown in a small study [45], the proposed adaptation leads to
an improved task performance for a cooperative drawing task and a pick-and-place task.
The concept has been extended to three dimensional motions [46]. Furthermore, a stability
observer, based on the estimated human arm stiffness, has been introduced to guarantee
stability during adaptation of the damping parameter. This method is well applicable
in a teleoperation setup, where the damping is chosen to be dependent on the sum of
human and environmental force such that contact situations do not destabilize the system.
By applying variable impedance control, the reactive behavior of the system, especially
during free space motions, can be improved. An active support of the operator’s intended
movements is, however, not provided. It is consequently questionable whether significant
improvements especially in completion times are achievable.

Recent papers in the area of human-robot collaborative manipulation [41, 129] propose
motion estimation to improve the performance of the system. Based on an estimated
human motion profile according to Flash & Hogan’s mimimum-jerk criterion [56], the
desired position of an admittance controller 2% is adjusted according to

Corteville et al. [41]: 29 = /afc dt  Maeda et al. [129]: 2% = 7, (2.32)

where #, % represent the estimated motion and velocity, and « determines the level of

28



2.4 EOT-adapting Control Concepts

assistance. In [129], a nonlinear least-squares method was used to estimate the duration
and final position of the movement. With these parameters, the minimum-jerk model is
completely determined. In [41], an extended Kalman filter was used to estimate the du-
ration and, thus, the speed of the movement. Comparing an unassisted with an assisted
(v = 0.75) point-to-point movement, not only the speed profile converges to a bell-shaped
profile, but also the applied forces were found to be reduced considerably. In [41], al-
though not representative, the 10 participating operators confirmed an improvement when
applying this assistance. Through the active participation of the robot, the task could be
performed more easily, and the feeling of cooperating with the machine was found to be
improved. In [129], a decrease in unnecessary energy transfer was shown. Only slight adap-
tations are necessary to make the method applicable in a teleoperation setting. Certainly,
if the model of the movement does not fit, the assistance can degrade overall performance.
This is observed in [41], where instead of the minimum-jerk model also a triangular speed
profile was used.

If time delay is present in the communication channel, one possibility would be to use
predictive displays as mentioned at the beginning of this section. However, even in the
case of an augmented visual environment, the distinction between contact and non-contact
is difficult for the operator due to impaired or insufficient 3D visual feedback. Hence, it
is desired to not only predict the motions visually but also haptically. This idea was
proposed in [37, 187, 243]. If the prediction works well, the slave tracks the position or
velocity of the master without delay. A visual augmentation is consequently not necessary
anymore. The approaches [187, 243] are based on an online estimated minimum-jerk
trajectory. The operator positions are predicted over the horizon of the one-way time
delay. In [187], the prediction of operator trajectories are applied in a teleoperated ball-
catching experiment. Experimental results show significant improvements compared to
a Smith-predictor approach for time delays of up to 70 ms. In [243], the objective is
the minimization of impact forces. Especially in the final phase of the movement, large
position overshoots, which can lead to instability when contact is encountered, are reduced
and facilitate the positioning of the slave. Although only shown for small round-trip time
delays up to 20 ms, this idea is expected to be extensible to larger delays. In [37], a position
prediction algorithm based on double exponential smoothing is presented. Compared to
Kalman filter-based approaches, double exponential smoothing is faster without degrading
performance. The method is applicable in 6 DoF and was successfully applied for time
delays of up to 120 ms.

There are, however, two main restrictions of the motion estimation and prediction meth-
ods presented above. One restriction is the assumption that the goal position of the move-
ment has to be estimated. In the case of a reaching movement in a teleoperation setup,
this implies that positions of objects in the remote environment have to be given. This
again raises the need for an additional sensor. Another restriction is that human motions
are facilitated through estimation and prediction, but the capabilities of the machine like
precision are not fully exploited. With motion estimation and prediction, it can e.g. not
be expected that motions in undesired workspace regions are reduced or task completion
times are decreased through e.g. faster positioning.

Many tasks especially in minimally-invasive surgery require, however, a high precision.
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They become difficult and require a lot of concentration of the operating person due to the
physiological tremor that is inherent to all human motions. Due to the spatial decoupling of
the human from the environment, teleoperation systems offer the possibility to cancel these
involuntary movements on the way from master to slave. A weighted-frequency Fourier
linear combiner [171] and an optimal signal processing technique [65] are proposed to cancel
tremor. A reduction of tremor motions up to 67% is reported in [171] for physiological
tremor without phase lag and up to 97% in [65] for a person with Parkinson’s disease. The
consequences are improvements in the accuracy of teleoperated tasks. This approach is
effective if the tremor of human motions is the main source of performance degradation.
The performance-oriented control concept investigated in this thesis should, however, not
be restricted to those kind of tasks.

In summary, the presented operator-adapting control concepts for performance aug-
mentation do not fully exploit the capabilities of the machines of a teleoperation system
or are restricted to a specific class of tasks and will therefore not be further exploited in
this work.

2.4.2.2 Task-adapting Approaches

Potential fields as proposed in [9, 34, 105, 209] provide the operator with haptic cues to
avoid certain regions in the workspace of the slave. Either repulsive force fields, poten-
tial hills, are created around objects, which should be avoided, or attractive force fields,
potential wells, around target regions, where the operator should be directed to. In most
cases, these fields are of simple geometric shape, conical, quadratic, or elliptic, but can be
superimposed, as shown in [9]. Chong et al. [34] applied this method for collision avoidance
in a teleoperation system with multiple operators and robots and time delay in the com-
munication channel. A predictive simulator was introduced, which showed the predicted
positions of the other robots, virtually enlarged their thickness and applied a repulsive
force field around the other robots, if the distance between two robots became too small.
This approach is especially suited to reduce errors and to avoid damage. Significant im-
provements in task completion times can, however, not be expected as an active support
towards the goal is not provided.

Variable position or velocity mappings between master and slave devices as described
in [43, 49, 132, 205] represent another group of task-adapting approaches for performance
augmentation. Dubey et al. [43] presented a velocity mapping for an improved task ex-
ecution time in a pointing task as well as in a teleoperated docking task. Manocha et
al. [132] applied velocity scaling to pipe cutting such that large unwanted velocities along
the pipe axis were avoided. In [49], a variable position mapping is presented with which
a desired orientation was maintained more easily and the probability of hard impact was
reduced due to slower velocities near walls. In [205], a computer assistance concept for
reaching movements is proposed which increases task performance. The presented method
corrects the displacement between the teleoperator and a remotely located screw by ap-
plying a suitable velocity or force mapping between master and slave device. A position
dependent velocity mapping, where only motions perpendicular to the desired path are
damped, combined with a final position correction significantly increased positioning ac-
curacy. Furthermore, a high strength of assistance was desired. It is assumed in this
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approach that the target is known. In order to analyze the environmental situation and
present the correct assistance, the proposed approach was combined in [204] with a scene
recognition and intention estimation method. The main unknowns of this approach are
i) whether the operator gets used to the different scalings between local and remote site,
and ii) whether the capabilities of the machines are fully exploited with this method.

A third, very popular class of task-adapting approaches for performance augmentation
are guiding virtual fixtures [15], first proposed by Rosenberg [172]. They are used to
improve task performance in terms of execution time, precision and error rates by guiding
the human along a predefined path. Typical application areas can be found in training
scenarios [109, 110, 120] as well as in teleoperation [1] or in direct haptic human-robot
interaction tasks like microsurgery [15, 108]. Rosenberg describes virtual fixtures in [172]
as perceptual overlays to improve performance. The way of operation is similar to using
a ruler when drawing a straight line, as outlined in his paper. Hereby, speed, accuracy,
safety, and easiness are greatly enhanced. Virtual fixtures are applied to either guide the
operator’s motion along a certain trajectory or path [15] or to prevent penetration into
undesired parts of the workspace [6, 153, 172], as shown in Fig. 2.8. Furthermore, VFs
can be either of admittance-type, if forces are the input, and velocities or position are the
output of the virtual fixtures, or of impedance-type, where input and output are reversed.
The advantage of admittance-type VF's lies in their inherent passivity and high precision.
To keep the advantage, Pezzementi et al. [158] shows how admittance-type VFs can be
applied to impedance-type devices. A stability analysis for forbidden-region virtual fixtures
is conducted in [5].

(a) Guiding virtual fixture (b) Forbidden region virtual fixture

Fig. 2.8: Concept of virtual fixtures.

For guiding virtual fixtures, task-relevant motions are supported, while deviations from
the desired path are constrained [6], see Fig. 2.8. In a first step, the user’s motion is
decomposed into a tangential and a perpendicular direction to the desired path. These
components are then weighted with different gains, which determine the trade-off between
guidance and free motion. In [158], virtual fixtures are proposed, which correct deviations
from the desired path and guide the user towards the desired speed profile. For avoiding
penetration into critical regions, virtual walls can be implemented. They either attenuate
the slave’s motion in the undesired direction, or completely suppress it by restricting the
slave’s position to the uncritical workspace.
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For applying the appropriate fixture, the current subtask has to be known. In [1] and
[222], a Hidden Markov Model is used to classify the human intended type of task. After
training the model, the classifiable tasks can be arbitrarily combined, and a suitable virtual
fixture is applied. For guiding VF's, the trajectory that should be followed has to be given.
This requires knowledge about the task and the remote environment.

In summary, the main challenges for applying virtual fixtures are the choice of the right
fixture, the optimal trade-off between completely human-commanded and purely computer-
controlled operation, and the recognition of task primitives. The advantages are i) the
applicability to a variety of different tasks, ii) the combination of human- and computer-
generated commands, which allows to exploit human and machine capabilities and iii) a
large performance augmentation, if the correct assistance is applied with a suitable amount
of assistance for a certain task. Due to these advantages, virtual fixtures seem superior to
the other performance-oriented control approaches, and are therefore selected as the basic
performance-oriented control concept in this thesis.

As presented so far, virtual fixtures operate with a fixed amount of assistance. It was,
however, shown in [166] that the workload sharing between two humans is changing during
task execution and that they take over different roles. Thus, it can be expected that a
haptic assistance with adaptive user- and task-adapting assistance level leads to a similar
task performance at reduced effort and failure rates. This again can result in a higher
acceptance by the operator. This concept of dynamic role sharing is also investigated for
human-robot collaborative manipulation (HRCM), see e.g. [50, 51, 203, 211]. Although
these approaches are applied to HRCM tasks, they are directly applicable to teleoperation
systems. Role-based shared control over the master device takes hereby place between
autonomously acting agent and operator. Dynamic role sharing as e.g. presented in
[48, 150, 206, 221], is the main topic of Chapter 5. The state-of-the-art approaches in
this field will therefore not be presented at this point.

Concluding the overview of state-of-the-art approaches for fidelity and performance aug-
mentation, model-mediated teleoperation and adaptive, user- and task-adapting virtual
fixtures were identified as promising transparency- and performance-oriented control con-
cepts.

2.5 Summary

This chapter introduced the design objectives for haptic teleoperation systems, the system
components, and different architectures for connecting these system components via the
communication channel. Classical control concepts for haptic teleoperation systems con-
centrate on finding a trade-off between the degree of fidelity and stability without taking
online gained environment, operator, or task (EOT) knowledge into account. Prominent
examples are the four-channel architecture proposed by Lawrence and the wave variable ap-
proach. EOT-adapting control concepts, the focus of this thesis, incorporate online gained
EOT-knowledge in the control law. Current implementations were presented together with
a discussion of advantages and disadvantages.

The state-of-the-art approaches achieve improvements in fidelity by using online gained
environment knowledge or estimated operator behavior. This knowledge is used to adapt
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the controller parameters, to augment the haptic feedback by computer-generated forces or
motions, or to control the impact velocity when touching objects. This thesis focuses on a
environment-related model-mediated teleoperation approach where the operator interacts
with an online estimated virtual copy of the remote environment instead of receiving
direct haptic feedback. The advantage of this approach is the undelayed haptic feedback
that makes the approach suitable for systems with medium and large time delays in the
communication channel. However, the applicability of model-mediated teleoperation is
so far limited to translational degrees-of-freedom (DoFs) and tasks with static objects.
A rigorous stability and comprehensive fidelity analysis is missing. The following two
chapters are devoted to an intensive and detailed analysis of model-mediated teleoperation.
This includes stability and fidelity investigations and the extension of the approach to full
6 DoF manipulation tasks involving static and movable objects. Thus, model-mediated
teleoperation becomes applicable in a realistic teleoperation setup.

Besides transparency-oriented control concepts, a variety of methods aim at improving
task performance. The state-of-the-art shared-control approaches where the commands of
an autonomous, haptic assistance are combined with the operator’s input lack user- and
task-adaptation. Although human and machine capabilities are different, it is expected
that such a user- and task-oriented control design makes the human-machine interaction
more cooperative. This is expected to result in less required effort, improved usability, and
reduced failure rates. A systematic approach for investigating the design possibilities of
flexible, user- and task-adapted assistances is, however, missing in the known literature.
This thesis provides a first design tool for the assistance level of haptic assistances. The as-
sistance level strongly influences the workload distribution between human and assistance.
The introduced design tool allows to systematically explore and extend current imple-
mentations towards improved user- and task-adaptation. New performance measures and
control policies for selecting the assistance level are proposed. Based on an experimental
evaluation and a user study, the different design possibilities are compared.

Although some of the EOT-adapting controllers may improve fidelity and performance,
the simultaneous improvement of multiple design objectives has only been presented in
the context of robust controller design. Thus, it is interesting to investigate further multi-
objective controllers. In this thesis, it will be presented how fidelity- and performance-
oriented controllers can be suitably integrated into one system. One implementation pos-
sibility will furthermore be evaluated in a proof-of-concept study. It will be shown that
improvements in fidelity and task performance can be simultaneously achieved compared
to single-objective and classical controllers.
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Stability and Fidelity Analysis

The ideal teleoperation system allows to achieve a high task performance and is trans-
parent, immersive, comfortable, and easy to use. One possibility to approach the ideal
teleoperation system is to design single-objective controllers, that focus on optimizing one
objective (transparency, performance, feeling of presence, usability). These controllers
can then be combined into a multi-objective system in order to achieve improvements in
all design objectives. This thesis starts with the investigation of transparency-oriented
controllers. Transparency implies that the controllers cancel all dynamics resulting from
the technical components and the operator feels as directly interacting with the remote
environment [218]. For free space, transparency implies that the operator has to move
his/her arm only and does not have to apply any external force. In contact situations, the
dynamics presented to the operator exactly represents the dynamics of the remote objects.
Fidelity determines how far the system is from being transparent, i.e. maximum fidelity
corresponds to transparency. Technical deficiencies of e.g. the actuators, sensors, con-
trollers, or the communication channel limit the realization of a transparent teleoperation
system and require to find a trade-off between fidelity and stability.

The goal of a transparency-oriented controller is to find an optimal trade-off between the
two objectives. A variety of control concepts exist in telerobotics literature that tackle this
challenge. Classical controllers, as they are referred to in this thesis, do not take knowledge
of the environment, operator, or task (EOT), which is gained online, into account in
the control law. The 4- and 2-channel architectures as well as robust control methods
and partly also adaptive controllers belong to this class, see [86]. The classical control
concepts mainly exhibit a high robustness and are consequently applicable to a variety of
unstructured and changing environments. The fidelity of classical controllers is, however,
limited as actions and reactions are affected by deficiencies in the communication channel
and the dynamics of the controlled teleoperator. They are further mainly suitable for
small to medium (up to = 0.5 s) time delays. EOT-adapting controllers adapt the control
law depending on EOT-information gained online. Using transparency-oriented, EOT-
adapting controllers, information about the remote environment is gained online and the
control law is adapted such that improvements in fidelity are achieved without risking
stability. If, for example, the environment is a soft object, the controller compliance can
be reduced, while it has to be increased, if the environment is a stiff, rigid object. As
the controller is adapting to each environment specifically, the fidelity can be improved
compared to classical controllers.

Based on a state-of-the-art analysis of transparency-oriented, EOT-adapting controllers
presented in Sec. 2.4.1, model-mediated teleoperation !, first proposed by Hannaford in 1989

!This approach is also referred to as VR-based or impedance-reflecting teleoperation in literature.
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[75], was selected as a promising approach to increase the fidelity of a teleoperation system
with negligible, medium, and large time delays beyond the fidelity of classical controllers.
Model-mediated teleoperation adopts the idea of estimating a haptic map of the operator
and/or environment and rendering a virtual copy of this haptic map on the corresponding
other site. Thus, instead of exchanging haptic signals, model information is transmitted
between the local and the remote site. If the estimation works well, accurate information
of the operator and/or the environment is available locally such that the characteristics
and dynamics of the controlled master and/or slave and of the communication channel are
canceled out. This increases the fidelity without loss of stability.

The current implementations of model-mediated teleoperation focus either on mediating
models of the human operator or the remote environment, see also [55]. Thus, knowledge
about the type and dynamics of objects and the human behavior are required in order to
realize model-mediated teleoperation. The task and approximate knowledge about the type
of objects in the remote environment is known a priori in many teleoperation scenarios.
Detailed information about the object’s dynamics and the human behavior can furthermore
be obtained through online exploration and estimation.

As the objective of this work is to present an undisturbed haptic feedback of the remote
environment to the human operator, this thesis focuses on environment-related model-
mediated teleoperation, i.e. models of the environment are estimated, transmitted, and
recreated at the operator site, see Fig. 3.1.
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Fig. 3.1: Model-mediated control architecture. The parameters of an environment model,
0, are estimated, @, and transmitted to the operator site, where they are used to
reconstruct the remote environment using a local, virtual copy.

The known literature on model-mediated teleoperation misses a stability analysis and
a comprehensive fidelity analysis including a comparison with classical control concepts.
This chapter extends the state-of-the-art on model-mediated teleoperation with respect to
these aspects. It presents i) a detailed stability analysis for the transient phase, where the
estimation is active, and for the steady-state phase, where the estimation is converged,
and ii) a comprehensive fidelity analysis including the comparison with a classical control
concept.

More precisely, stability is investigated in a first step for the transient behavior of model-
mediated teleoperation. Static and movable objects are hereby taken into account. The
dynamics of the closed-loop system is time-varying and, for static objects, also switching.
In this work, the stability analysis is based on advanced analysis tools from adaptive con-
trol and the multiple Lyapunov function approach. Using these tools and simplified model
assumptions, it will be shown that the transient phase of model-mediated teleoperation is
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asymptotically stable for static and movable objects. The theoretical analyses of the tran-
sient phase are complemented by a steady-state robust stability analysis. The parameter
space approach is used to determine stable and unstable parameter regions. The results of
this analysis are the basis for the fidelity analysis.

Regarding the fidelity analysis performed in this chapter, parameters that optimize the
Z-error, a fidelity measure known from literature, are determined for the experimental
setups used in this thesis. However, some dynamics is always simplified in the stability
and fidelity analysis to keep the model complexity and the number of unknown parameters
manageable. Also, the discrete nature of the controller is often neglected. This results
in stability margins that may not stabilize the real teleoperation system. Consequently,
also the parameters optimizing fidelity may destabilize the real system. This is taken into
account in a novel fidelity measure, that is introduced in this chapter. It is derived based on
the consideration that larger stability regions and stability regions, which exhibit a small Z-
error, should result into a higher fidelity than smaller stability regions and stability regions
with a high Z-error. Model-mediated teleoperation is finally compared to a classical two-
channel teleoperation architecture based on the Z-error as known from literature and based
on the new fidelity measure. The results show significant improvements of model-mediated
teleoperation compared to the classical control approach.

First, a detailed discussion of state-of-the-art implementations of model-mediated tele-
operation is provided in Sec. 3.1. Modeling assumptions for each system component and
the closed-loop system are described in Sec. 3.2. Finally, stability and fidelity analyses are
provided in Sec. 3.3 and 3.4.

3.1 Overview of Fidelity and Stability Analyses for
Model-Mediated Teleoperation

As mentioned in the introduction, either the environment or the operator behavior can
be mediated to the respective other site. A classification and overview of model-mediated
approaches modelling the operator is provided in [55]. This section is dedicated to a
detailed discussion of environment-related model-mediated teleoperation.

If the delay in the communication channel becomes too large, transmitted signals are out
of phase compared to local signals. Thereby, the causality between action and reaction gets
lost and operators usually change their behavior to a move-and-wait strategy. Similarly, if
packet loss is high or transmission rates are low, important haptic information is missing
such that the human operator cannot naturally interact with the remote environment. In
a model-mediated teleoperation system as described in [37, 91, 139, 140, 200, 219, 243],
this limitation is overcome by estimating the geometric shape and the material properties
of the objects in the remote environment and rendering a corresponding virtual model
on operator site, see Fig. 3.1. Consequently, from the moment on when a first estimate is
available on local site, the operator is haptically interacting with a locally rendered, virtual
object. The model of the remote environment is essentially predicted over the time delay
in the communication channel, such that the operator receives non-delayed feedback. As
haptic information of the remote objects is continuously available and without delay, the
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approach is robust to deficiencies in the communication channel.

This robust stability property of model-mediated teleoperation was discussed for static
objects and time delay in the communication channel in [214]. A rigorous stability proof
especially for the switched dynamics that occurs when the system transits from free space
to contact is, however, missing. In Sec. 3.3 of this thesis, a first stability proof for model-
mediated teleoperation is provided using a simplified dynamic model taking into account
the switched and time-varying characteristics.

The application of model-mediated teleoperation leads to a considerable improvement in
fidelity as shown in [200] using a quantitative fidelity measure based on the error between
ideal and estimated environment model. A comparison with a classical control concept is,
however, not provided. Also from a qualitative point of view, a significantly stronger feeling
of perceived realism is reported in [243] when applying model-mediated teleoperation. In
Sec. 3.4, the so far missing comparison with a classical control concept and the fidelity
analysis for different types of objects is provided.

3.2 Modeling Model-Mediated Teleoperation

The stability and fidelity analyses presented in this chapter are performed for the ex-
perimental setups used throughout this thesis. These setups are characterized by their
admittance-type devices. In the following section, the modeling assumptions for these de-
vices are presented together with models for the human operator, the remote environment,
and the communication channel. Further, the dynamics of model-mediated teleoperation
is presented for the considered setups.

3.2.1 Modeling Assumptions for System Components

In this section, the modeling assumptions are introduced for each component of a haptic
teleoperation system. The model parameters are provided in Appendix A. It is assumed
without loss of generality that the Cartesian degrees of freedom (DoF) are decoupled, as
this can be achieved using a computed-torque controller. The result are single-DoF models
for each direction, which can be analyzed independently.

Human Operator. As mentioned in Sec. 2.1, the operator dynamics is often modeled
as a combination of an exogenous force f; and an arm impedance Z,(s). According to
[85], a mass-spring-damper model can be used for the human arm impedance leading to
the operator dynamics

F]f —Fh o thQ—f—th—f-kh
Ve S ’

= Zu(s) = (3.2)

where my;, € R, b, € Ry, k, € Ry represent the arm mass, damping, and stiffness param-
eters, respectively. It is assumed that the operator holds on to the master device, such
that x; = x,, holds. A second possibility for modeling the intention of the operator is to
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assume a desired trajectory z;,, velocity &, and acceleration &}, profile:
_fh = mh(xm - I:l) -+ bh(l’m — x;) -+ /{Zh(dim — $:n) (33)

In order to take variations in the rigidness of the operator’s grasp into account, the human
arm impedance is allowed to vary within a range Zj, = Zj min + 0(Zhmax — Zhmin) and
a € [0;1].

Master & Slave. The experimental setups used in this thesis are based on admittance-
type devices, but the approaches are also realizable using impedance-type devices. The
most important characteristic of admittance-type devices is their high output force ca-
pability and a large workspace [38]. Furthermore, the devices allow the manipulation
of considerably heavier and stiffer objects than impedance-type devices. As proposed in
[218], a simple mechanical model of master and slave device is a mass-damper system with
mass My, s € RT and damping b,, s € R relating master/slave velocities #,, s to actuator
forces fom.s
Vin,s B s

Yins(s) = = :
’ Foms — M52+ by ss

(3.4)

For a more realistic model of the devices, actuator and sensor dynamics is taken into
account. The considered admittance-type devices are equipped with DC or brushless DC
motors, incremental encoders used as position sensors, and force/torque sensors. The
bandwidth of the motors is limited. This bandwidth limitation is modeled as a low-pass
with time constant T,.. While the processing of the incremental encoder readings is
negligible (7}, < 0.1 ms, see [155]), the time constant of the force/torque sensor readings
Tiensor 18 taken into account in the modeling. Again, a low-pass filter is used to model the
sensor dynamics. Thus, the transfer functions from raw forces to filtered actuator/sensor
forces fa/s are given by

F 1 F 1
a —= —a = d s — —S - .
Gls) =g =T, ™ GO =g ST (3:5)

Communication Channel. This thesis focuses on an approach that circumvents
network-induced deficiencies and investigates shared-control paradigms for a teleoperation
system with latency-free communication and without packet losses. Only constant time
delays denoted as T, are considered such that a signal x,e.(t) received at time t was sent
at time t — Ty, i.e. Zgont(t — Ty) = Trec(t).

Remote Environment. The remote environment can be either unstructured, meaning
that a priori knowledge about the remote objects is not given, or structured, where some
knowledge is assumed. The environment dynamics is assumed to be time invariant and
if the teleoperator is in contact with objects, the position of the slave or teleoperator x
and the object x. are equal, i.e. 4, = x. holds. This enables us to express the force f.
resulting from the environment dynamics with teleoperator position x,, velocity &, and

acceleration Z, as:
0 in free space

fe(t) = { . (3.6)

ge(ws, Ts,T5) 1in contact.

38



3.2 Modeling Model-Mediated Teleoperation

3.2.2 Modeling Assumptions for Closed-Loop System

Based on the models for master and slave device, the control architecture for model-
mediated teleoperation is defined next. Please note that the Cartesian degrees of freedom
are assumed to be decoupled, such that the models and the subsequent stability analysis is
performed for a system with one translational DoF. The master device is controlled using
a position- or velocity-based admittance controller, see Fig. 3.2. The virtual admittance

fd . x;in _ velocity fa haptic T,
T— admittance control — device -
h
® f human <

Fig. 3.2: The input to the velocity-based admittance controller on the master site is the dif-
ference of desired and operator force. The admittance maps the resulting force to a
desired velocity, which is tracked using an underlying velocity controller.

Yam($) is characterized by a mass-damper system

v B 1
(Fd — Fp,) Mg S+ by

m

Yam(s) = (37)
with a virtual mass m, € R and damping b, € R. The slave device is controlled using a
proportional-derivative (PD) position or proportional-integral (PI) velocity controller. The
desired master position is sent to the remote site, and an estimated parameter vector 0 is
received. An estimated force fe is reconstructed based on the desired master velocity and
the received parameters. It is added to the operator force and enters the virtual admittance.

3.2.2.1 System Model A: Full System Dynamics

The full system dynamics is required for the stability analysis of the system in steady-state.
In this case, all parameters are time-invariant, such that the dynamics can be described in
Laplace domain, see Fig. 3.3. The full system dynamics includes the underlying velocity
controller, device, actuator, and sensor dynamics. The discrete nature of the controllers
and noisy measurements are, however, not taken into account.

The estimated environment impedance Z, relates the desired master velocity to the
reconstructed force in Laplace domain:

P
Z, = =, 3.8
- (33)

As shown in Fig. 3.3, the estimated environment impedance is connected in feedback with
the admittance of the master controller where Fj, is the input and V,,, the output:

Vi Y, 1 .
mo e o — = Y,.. (3.9)
Fn 14+2Y, Z,+7Z.
5,—/
Zae
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master site fn :|<_
Zn

slave site

Fig. 3.3: Control architecture of model-mediated teleoperation for the system in steady-state.
An admittance controller is used at the master site, a velocity controller at the slave
site. The desired velocity is sent from master to slave. The estimated parameters
are used at the master site to reconstruct an estimated force.

The control laws can then be written in Laplace domain as:

fzzm - ZPI,m(j:fn - xm) - ZPI,m(Yaefh - xm) (310)
fas = ZPI,S@'% - zs) = ZPI,S(Yaefh - i's)a (311)
where Zp; = K, + % is the transfer function of the underlying velocity controller

with proportional gain K, and integral gain K;. According to (2.18), the controllers
Ch, Cs, C4, . ..,Cq are given by

Cn = Zptm, Cs=Zprs, C3=0Cs= ZPI,mY/aw Ci=0C,=Cy=C;=0. (3.12)

with Z,, + Zprm = Zem and Zs + Zpr s = Zes. Using (2.21) the H-matrix can be derived:

ZcmZES O _ Zancm O
H o (1+ZPI,m}/ae)ch N _ ZLZE+ZPI,TYL (3 13)
— _ ZPI,mYancm 1+ZPI,mYae - - ZP]{meancm L : :
(1+ZPI,mYa€)ZCS (1+ZPI,mYae)ch (1+Zp],mYa5)ZCS Zes
The master and slave dynamics, Y, = ZL and Y, = ZL, is described in (3.4). Given
S

the H-matrix, the closed-loop transfer function for model-mediated teleoperation is found
according to (2.23)

. (S)_% B hooZe + 1
MMM pd ™ (hyyZe +1)Z), + det(H) Z, + hyy

Zo 4 Ze)(Zge + Zpim
_ (Z. + )( + Zpim) (3.14)

(Ze + ch)(Zae + ZPI,m)Zh + Zancm(Ze + ch) .
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3.2 Modeling Model-Mediated Teleoperation

3.2.2.2 System Model B: Simplified System Dynamics

The system model B focuses on the dynamics at the master site. In order to allow an
analytical stability analysis, the following simplifications are applied:

1. During the transient phase, where the estimated parameters of the remote environ-
ment are time-varying, it is assumed that the human arm dynamics is slowly varying
and can be neglected compared to the fast changing environment dynamics. This
assumption has to be applied, as, to the author’s knowledge, there exists no es-
tablished dynamic models in the current literature, that describe how the human
operator changes the parameters of his/her arm impedance in the presence of an
external force, that results from a controller with time-varying parameters.

2. The underlying velocity controller on master site is assumed to perfectly cancel the
master device dynamics, i.e. x,, = x‘fn, Ty = i:fn. Thus, the controller is reduced to
the admittance dynamics, see also Fig. 3.2.

3. The bandwidth limitation of the force filter and the actuator dynamics is neglected.

4. The operator force acting as an external disturbance on the device is assumed to be
compensated.

5. The communication is assumed to be latency-free and lossless. Proving stability for
model-mediated teleoperation with time delay in the communication channel remains
future work.

The intention of the human operator is modeled as a desired trajectory x;,, velocity @7 .
and acceleration #}, profile. The corresponding operator dynamics is given in (3.3).

The reconstructed environment based on the estimated parameters 2 6 € R" is de-
scribed as

7= ) (3.15)

¢ 0 in free space
Ge(0(t), Ty, Tpn, Zy)  In contact.

Stability will be analyzed for linear or linearized models of static and movable objects.
Proofs for nonlinear models are subject to future research. Linear or linearizable object
models can be assumed for most physical objects involved in maintenance scenarios in
dangerous environments, space or underwater. They may not be valid for surgery tasks,
as the dynamics of human tissue is highly nonlinear.

The resulting dynamic equations of the simplified system are given by

fo = fo = Mt + baiin, (3.16)
which can be simplified with (3.3) and (3.15) to

_mh(fim - x:%) - bh(ftm - x:n) (3'17)

k(X — 25) = §Ge(0, T, s - - ) = Maiim + Do (3.18)

2Please note that 6 depends on time which is neglected in the following for clarity of presentation.
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The state x is defined for model B as

System Model By..: Simplified System Dynamics for Free Space If the teleoperator
is not in contact with any object, i.e. f. = 0, the simplified system dynamics on master
site can be given in state-space notation by

zfree - Afreezfree (319)
0 1
= |: _kn _ b :| Zfree (320)
with m = my, + Mgy, b=b,+ ba, Zf =T — Tr=x+ Af_r;ebfreerfreea Tfree = mai';;b + bajj:n and
Biree — [0, ——L—|T.
free y mh+ma

System Model B,,: Simplified System Dynamics for Movable Objects Movable
objects can be described in terms of the estimated mass m, € R as

fo = fgiim (3.21)

such that 6 = .. The system dynamics is then derived in state-space notation:

T = Amov<é)m + bmov<é)rm0v (322)
0 1 0
= Ky, b :| T + |: 1 :| Tmov (323)
T mtme | mitihe T mtre

with the reference 7., given by

N en .
Tmov = (Mg + Me)E + by dr .

The system matrix is invertible, i.e. rank(Ampoy (6)) =

state transformation zpey =& —ax° = + AL ()b mov( )rmov can be apphed to (3 22).

With &° = 0 (x° represents the equilibrium of (3.22)), the system dynamics can finally be
written without reference dependency:

T = Z.'mov +a° = Amov(é)(zmov + ZU*) + bmov(é>rmov (324)

= Zmov = Amov(0) Zmoy- (3.25)

System Model B, .ii.: Simplified System Dynamics for Static Objects The dynam-
ics of static objects is assumed to be linear and the dynamics will be described in terms
of the estimated damping b, and stiffness k. as

fe = [;e:tm + l%e(xm - xe)’ (326)
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where z. is the first point of contact with the object. The reference is

~ ~

Tstatic = maiv.;kn + (ba + be)'r:n + ke(‘rrn - $e>
leading to the system dynamics in state-space notation:

T = 14stautic<é>5c + bstatic'rstatic (327>

0
xr + |: 1 :| T'static- (328)

m

0 1
| katke  btbe
m m

The parameter vector is defined as 6 = [b., k). The system matrix has again full
rank if % # 0. This is fulfilled if e.g. the operator holds on to the device or
if m, > 0 holds for the virtual admittance mass. Then, the state transformation
Zgtatic = L — T = @ + A;;tic(é)bstaticrstatic can be applied to the system. This leads to
a reference-free system description

~

zstatic = Astatic (0) Zstatic- (3 : 29)

3.3 Stability Analysis

Model-mediated teleoperation aims at increasing the degree of fidelity compared to classi-
cal control concepts without deteriorating the stability of the system. This control concept
belongs to the class of adaptive control. Thus, a stability analysis requires to analyze the
steady-state as well as the transient behavior of the system. For showing the expected im-
provement in fidelity, model-mediated teleoperation is compared to a classical two-channel
control architecture with force-force exchange. As the control of the classical control ar-
chitecture is time-invariant, a stability analysis for the transient phase is not required.

Whenever the remote environment changes, the parameters 6 of the environment model
are adapted. This phase is referred to as the transient phase. After the parameter estima-
tion has converged, the estimated parameters are slowly varying. This will be referred to
as the steady-state phase. This section investigates stability for both phases.

3.3.1 Stability Analysis Tools

In a teleoperation system, the operator, the remote environment, the communication chan-
nel, and the sensors introduce uncertainties in the system due to their noisy, varying up to
switching, unstructured, and potentially unknown behavior. Consequently, the controller
is required to be stable with respect to a pre-specified set of uncertainties introduced by
the different components.

Suitable stability and robustness analysis tools depend on the class of systems. The dy-
namics considered in this thesis are linear with partly switching right-hand side, and both,
time-invariant and time-varying. The analysis tools for proving stability and investigating
robustness that are employed in this thesis are presented for time-invariant systems in the
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3 Transparency-Oriented Control Concept: Stability and Fidelity Analysis

following subsection, followed by tools for time-varying systems in the subsequent subsec-
tion.

3.3.1.1 Linear Time-Invariant Systems

If a system is linear and time-invariant (LTT), stability and robustness can be analyzed
in state-space or frequency domain. This section starts with a presentation of a stability
and robustness analysis tool for the frequency domain and finishes with a short review
of the Lyapunov theory for LTI systems, which requires the system to be represented in
state-space notation.

Analysis Tools for Frequency Domain

Theorem 3.3.1 (Input/Output (I/O)-stability [126]) A completely observable and
controllable continuous, linear, time-invariant system described by a closed-loop transfer
function G(s)

Z;']:I(S - qj)
Zilzl(S —pi)

is I/O-stable, if the poles of G(s), p;, are shown to have strictly negative real parts [126]:

G(s) = (3.30)

Re{p;} <0 Vi=1,2,... 1. (3.31)

Variables with capital letters are Laplace-transformed and s stands for the Laplace op-
erator. Due to complete controllability and observability properties of the system, 1/0O-
stability corresponds to asymptotic stability. If the system is given in state-space repre-
sentation (again completely observable and controllable)

x=Ax+bu, x(t) =z (3.32)

with & € R” the state vector, u € R the scalar input, A € R™™" the system matrix
and b € R"™ the input vector, the system is asymptotically stable if the real parts of all
eigenvalues eig;(A) of the matrix A are negative [126]

Re{eig;(A)} <0 Vi=1,2,...,N. (3.33)

The closed-loop transfer function for a teleoperation system is given in Sec. 2.3.2.1. The
advantage of this stability method is its simplicity, the disadvantage is the required com-
putational effort for taking variations in operator and environment dynamics into account.
The above described stability analysis does not guarantee stability for two neighboring pa-
rameter sets. Thus, every variation in operator/environment dynamics has to be checked
for I/O-stability.

In order to gain information about the acceptable uncertainty, a robustness analysis
can be conducted for a specific architecture by testing a set of uncertainties for stabil-
ity [156]. A graphical tool for investigating I/O-stability for a bounded set of parameter
uncertainties is the parameter space approach [7]. By solving the conditions for marginal
stability denoted in the Laplace domain for the uncertain parameters, boundaries between
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stable and unstable regions are obtained in the parameter space. For continuous, linear
time-invariant systems, the boundary for I/O-stability in the Laplace domain is the imag-
inary axis. The poles of a characteristic polynomial ¢ as a function of a parameter vector
g € Dy C R" in an operating domain Dy

c(s,q) = ao(q) + ar(@)s + ... + an(q)s" (3.34)

can cross the imaginary axis either on the real axis (real root boundary RRB), the imagi-
nary axis (complex root boundary CRB) or at infinity (infinite root boundary IRB) leading
to the three conditions for marginal stability as a function of the parameters q and fre-
quency w

RRB: ap(q) =0
CRB: Re{c(jw)}=0 A Im{c(jw)}=0 (3.35)
IRB: an(q) = 0.

These conditions can be derived from the theorem for robust stability of a single-input
single-output system with uncertain parameters g € D, as proven in Frazer & Duncan

[60).

Theorem 3.3.2 (Boundary crossing [7]) The polynomial ¢(s,q) is robustly stable
with respect to the uncertain parameter vector g € D,

e if there exists a ¢ € D, such that ¢(s, q) is stable

e and if none of the boundaries (3.35) intersects the operating domain Dj,.

The advantage of this method is that a closed form of the stability boundaries is found. The
disadvantage is that this method is sensitive to the selected frequency range. Furthermore,
as the parameter space approach is a graphical analysis tools, uncertainties in more than
three variables are difficult to illustrate.

The two stability /robustness methods described so far are not suitable for investigating
stability of latency-afflicted teleoperation systems.
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Lyapunov Theory

Theorem 3.3.3 (Lyapunov theorem for LTI systems [104] ) : The equilibrium
x = 0 of an LTI system represented as

r=Ax, x(t) =z (3.36)

is globally asymptotically stable iff there exists a positive definite matrix R = R” for any
positive definite matrix @ = Q7 such that

RA+A"R=-Q (3.37)

is fulfilled. This equation (3.37) is also referred to as Lyapunov equation. The result-
ing continuously differentiable, globally positive definite Lyapunov function and globally
negative definite time derivative are given by

V=2'Rx V=-2"Qx (3.38)

Besides a Lyapunov-based stability analysis [104], further stability analysis tools that are
often used for teleoperation systems are the concept of passivity [149] or absolute stability
[8]. These methods are also applicable if the communication channel is characterized by
non-negligible time delay or packet loss.

3.3.1.2 Linear Time-Varying Systems

As a linear time-varying (LTV) system depends implicitly or explicitly on time, classical
frequency domain analysis tools are not applicable. In this thesis, a method from adap-
tive control as described in [146] is used in order to investigate stability of autonomous
LTV systems.

Theorem 3.3.4 (Stability for autonomous LTV system [146]) A time-varying sys-
tem

z=A0()x, x(t)) =z (3.39)
is asymptotically stable if B
tlggo 0(t)=26 (3.40)
holds and
= A(0)x (3.41)

is asymptotically stable for every constant parameter vector 8§ € S C R™ and S is a
compact set.

The disadvantage of this method is that a stability analysis is required for every possible pa-
rameter vector 8. Hence, a robust stability analysis such as the parameter space approach
has to be performed prior to applying the above described theorem for LTV systems.
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unstable switched system stable switched system asympt. stable switched system
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Fig. 3.4: lllustration of unstable, stable, and asymptotically stable behavior of a switched
system.

3.3.1.3 Systems with Switched Dynamics

Except for the Lyapunov theory, the classic stability methods presented in the previous
section cannot handle switched dynamics, which occurs in a teleoperation system when the
teleoperator is driven from free space to contact with an object. Thus, even if the system
is shown to be asymptotically stable or passive in free space and contact, the transition
between these subsystems is not necessarily stable and/or passive [122, 224].

The finding of instability during transition can also be explained from a physical point
of view. At the moment of impact, the teleoperator is suddenly decelerated to almost zero
velocity. This means, that the momentum of the teleoperator p = mis decreases. This
sudden change in momentum, however, leads to a large change in the interaction force. If
the controller of the teleoperator is not adequately damped, the large interaction forces
are passed to the controller resulting in a large position change out of the object. If the
position change is too large, contact is lost. A switching behavior between free space and
contact occurs. If the transition is stable, the interaction forces at the beginning of contact
are small enough after a finite number of switchings, such that the system stays in contact
with the object. Small interaction forces again imply a small momentum and, thus, a small
impact velocity.

One possibility to show stability /passivity of the switched system is to find a global
Lyapunov/storage function satisfying the conditions for Lyapunov stability /passivity. As
it is often difficult to find such a function, other methods for analyzing stability of switched
systems like the multiple Lyapunov /storage function approach have been developed [21,
224].

The stability analysis performed in this chapter is based on the multiple Lyapunov
function approach as introduced by Branicky [21].

Theorem 3.3.5 (Multiple Lyapunov Function Approach [21]) Let us denote the
end of a phase, where a subsystem was active, as t;. This time is also referred to as
exit time. Branicky showed in his work that a switched system with k different dynamics
is asymptotically stable if for each exit time and subsequent switching times #;,5,,n € N°
and for all dynamics p € {p1,p2, ..., Dk}

—AV( i+2, ) >0 (342)
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holds, where
AVy(tiva, ti) = Vp(tive) — Vo(ta). (3.43)

This implies, that the Lyapunov energy, i.e. the value of the Lyapunov function, at the
end of a phase, where the p-th subsystem is active, has to be smaller than at the end of
the previous phase, where the p-th subsystem was active. One example for two different
subsystems with Lyapunov functions Vi and V5 is illustrated in Fig. 3.5. From phase 1
to 3, there is a non-zero Lyapunov energy decrease, as Vi (t;) > Vi(t2), which is not the
case between phase 2 and 4, as Va(t2) < Va(ts4). In this case, transition stability cannot
be concluded.

A

system 1 system 2 system 1 system 2

Lyapunov energy

s s s —>
£ty fs ty !

Fig. 3.5: lllustration of multiple Lyapunov function approach as proposed in [22]. Lyapunov
energy of subsystem 1 (Vj(t)) is represented with solid lines and of subsystem 2
(Va(t)) with dashed lines. Asymptotic stability cannot be shown for this switched
system, as Va(ty4) > Va(ta).

The multiple Lyapunov function approach has been applied to teleoperation systems by
Ni & Wang [148]. They show that asymptotic stability of a teleoperation system switching
between unconstrained and constrained motions depends on the switching strategy be-
tween controllers. The multiple storage function approach has been used for investigating
passivity of haptic interaction with virtual environments [130]. The problem of applying
this approach is that the conditions at the switching points can only be analyzed for simpli-
fied model assumptions. Taking a detailed model into account would require a numerical
analysis or simulation of the multiple Lyapunov function conditions and the result would
guarantee stability only for the considered input signal.

Based on the introduced analyses tools and using the models A and B described in the
previous section, stability is analyzed in the following sections for the steady-state and the
transient phase.

3.3.2 Stability of the System in Steady-State

In a first step, a robustness analysis based on system model A, see Sec. 3.2.2, is performed
for the system in steady-state. Model A is based on the full system dynamics including
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the underlying velocity controllers as well as device, actuator, and sensor dynamics. In the
steady-state phase, the estimated parameters @ are slowly varying, such that the resulting
model-mediated teleoperation system can be considered to be time-invariant.

The parameter space approach as described in Sec. 3.3.1.1 is employed as stability
analysis tool. For model-mediated teleopertion, the characteristic polynomial ¢y (s, q)
is determined from the closed-loop transfer function given in (3.14). The characteristic
polynomial cpras(s, garar) is the denominator of the transfer function, expressed in terms
of impedances. For the following robustness analysis, the underlying velocity controllers are
assumed to be tuned. Thus, the only design parameters are the virtual mass and damping,
mg and b,, of the admittance Y,. Only non-negative mass and damping values are taken
into account in the analysis such that the uncertain parameter vector q is described as:

quy = {(ma,bs) | mqg € [0;00][, b, € [0;00[}. (3.44)

It is furthermore assumed that the estimated parameters are equal to the true parame-
ters of the environment, i.e. Z, = Z.. Robustness is analyzed for the translational degrees
of freedom in the horizontal plane of the 6 DoF experimental setup, see Appendix A.6 for a
description and a listing of the parameters for master/slave dynamics, velocity controllers,
force/actuator filters, and human arm impedance.

Model-mediated teleoperation is compared with a two-channel position-based admit-
tance controller with force-force exchange (FaFa) as described in Sec. 2.3.2.1. The H-
matrix is listed in Appendix A.2 from which the closed-loop transfer function Gg,r, and
with it the characteristic polynomial ¢gqpq (S, @rar,) can be derived. The admissible set of
uncertain parameters is the same as for model-mediated teleoperation, qr,re = Q-

It was shown in [155] for the same admittance-type devices investigated in this thesis,
that an increase in the human arm impedance reduces the stability region. The maximum
human arm impedance can consequently be regarded as most critical for the stability of
the considered admittance-type devices. Thus, the maximum of the human arm dynam-
ics Zpmax 1s selected for the robustness analysis. The stability regions in the parameter
space qyy and qrqr, are determined for different environment dynamics. The remote
environment can be either free space or it is assumed to consist of static objects, movable
objects, or objects with a mass-spring-damper (MSD) characteristics. The environment
can be represented as on object with MSD characteristics if e.g. a movable object is pushed
against a static object like in alignment or insertion tasks. In summary, the robustness
analysis is performed for the following environment dynamics:

Movable: Ze = M.S, me € Me,mov
Static: Ze — be + ks_e7 be S Be,static, ke S ’Ce,static
Mass-Spring-Damper:  Z. = mes + be + £, m. € Mcusp, be € Benisp, ke € Kenisp,

(3.45)

where M., B., and K, represent discretized parameter sets. The parameter sets were
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selected as

Me mov={0;4;12;20} kg
Be static={0;50;100;150;200} Ns/m, Ko static={5;10;15;20;25} kN/m (3.46)
M. msp={0;4;12;20} kg, Be msp={0;100;200} Ns/m, Ke msp={0;25;50;75;100} kN/m.

The sets for movable objects and objects with a MSD characteristics also contain the
environment dynamics for free space, i.e. m, = b. = k. = 0. The frequency is sampled
in the interval w € [107%;10%] - 27 rad/s. The stable and unstable regions in terms of
the admittance parameters m, and b, are shown for the considered sets of environment
dynamics for both control concepts in Fig. 3.6. By testing one parameter set in either of
the regions, it was found that m, = 0 kg and the gray colored areas represent unstable
parameter sets, while all white areas represent the stable parameter regions. Please note
that plots are not provided if the whole parameter space m, > 0, b, > 0 is stable. This is
the case for static objects with b, = 200 Ns/m for the MM architecture.

150 b =0+ 150 s _o 150 Zo—0
—_ be = 50 * —
5100 increasing k. |™ be = 100 * E100 5100
é =y, — 150 * Z i
350/\ =, =200 " ~§50 _§50
* ke € Ke static
% 0.05 0.1 0.15 0.05 0.1 0.15 0.05 0.15
mq [kg] mq [kg] Ma kg
(a) MM architecture: (b) MM architecture: (¢) MM architecture: Ob-
Static object Movable object ject with MSD dynamics

150 be =0 2000 me =0 2000
— be = 50 me = 4 ﬁ
%100 = b, = 100 g - = 12 \

. =), =150 21000 = om, =20 21000
"5 50 = b, = 200
< * ke € Ke static S

Y 005 01 o015 15
ma [kg] ma kg ma [ke]
(d) FaFa  architecture: (e) FaFa  architecture: (f) FaFa architecture: Ob-
Static object Movable object ject with MSD dynamics

Fig. 3.6: Stability regions in parameter space (m,, b,) for model-mediated teleoperation and
the FaFa architecture. All parameters are provided in Sl-units. The gray colored
areas represent unstable parameter sets.

As the MM and FaFa architecture are equal for the free space condition, Z, = 0, the
stability regions are the same. Otherwise, the results reveal significant differences between
the two architectures. For all environments and for both architectures, the infinite root
boundary (IRB) condition is fulfilled for m, = 0. This axis is consequently unstable
reducing the parameter set to m, > 0,b, > 0. For static objects, the instability region of
the MM architecture is significantly reduced with an increase in the environment damping
b, while the instability region of the FaFa architecture increases with increasing damping.
For static objects, the instability regions of the FaFa architecture are always larger than
those of the MM architecture.
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Considering movable objects, the MM architecture contains an unstable region only
for m, = 0. For all other tested environment masses, the whole parameter space except
for m, = 0 is stable. For the FaFa architecture, on the contrary, the unstable region
increases with increasing mass. The results are similar for an environment represented
as a mass-spring-damper dynamics. Only for free space, where m, = b, = k. = 0, an
unstable parameter region is found for the MM architecture. For any other dynamics, the
admittance parameters can be arbitrarily selected given that m, > 0,b, > 0 is fulfilled.
The instability regions of the FaFa architecture increase for increasing environment masses
and damping. In these cases, the parameters for the MM architecture can be selected from
a larger range than for the FaFa architecture.

In summary, a robustness analysis was conducted for the system in steady-state. In a
next step, stability is analyzed for model-mediated teleoperation system in the transient
phase, where the parameters are time-varying.

3.3.3 Stability during the Transient Phase: Movable Objects

During the transient phase, the controller on master site exhibits time-varying behavior.
A transient phase occurs when the initial parameters do not correspond to the converged
estimated parameters. This is the case, if e.g. one touches an unknown object or if the
object changes.

On slave site, a velocity controller with time-invariant control parameters is used to track
the desired operator trajectory. Thus, the environment dynamics influences the stability
of the closed-loop system on slave site only if the environment force acting as an external
disturbance is not compensated. As this force can be measured, it can be compensated and
the stability of the system on slave site is consequently independent of the environment
dynamics. This implies also that transient stability does not have to be analyzed for the
slave site.

The analysis of the system in steady-state was conducted for system model A. In order to
determine stability boundaries analytically, which is especially important for the stability
analysis based on the multiple Lyapunov theory, the system dynamics has to be reduced.
This is achieved by neglecting the underlying velocity controllers as well as device, actuator,
and sensor dynamics. The resulting system model is referred to as system model B, see
Sec. 3.2.2. As the parameters are time-varying in the transient phase, Theorem 3.3.4 is
used for proving stability. It is assumed that all estimation algorithms are stable, such that
tlggo 0(t) = tlgono me(t) = m, holds. This implies that the parameter 7, remains bounded
and belongs consequently to a compact set. The stability analysis requires further to prove
asymptotic stability for all constant parameters m, € S. The eigenvalues of the system are

b= V0?2 — dkym

2m

eig(Amov(0)) = (3.47)

The system is asymptotically stable if the real parts of all eigenvalues are negative, see
Theorem 3.3.1. Please note that m;, > 0, b, > 0 and k, > 0. Restricting further the
estimated parameter 7, to non-negative values m,. > 0, the real parts of the eigenvalues
(3.47) are negative for all m, > 0 and b, > 0. Assuming that the parameter estimation
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3 Transparency-Oriented Control Concept: Stability and Fidelity Analysis

is stable, the dynamics described by model B, is asymptotically stable according to the
stability theorem 3.3.4. Consequently, the manipulation of movable objects using model-
mediated teleoperation is asymptotically stable.

It should be noted here that this result holds only for model B,,,,. The robustness
analysis for system model A and maximum human arm impedance presented in Sec. 3.3.2
revealed that except for free space, all parameters m, > 0 and b, > 0 are stable. For
maximum human arm impedance, the real parts of the eigenvalues (3.47) are negative for
all mq > 0 and b, > 0. Thus, the stability regions for system model A and B are identical
for movable objects and maximum human arm dynamics.

In summary, it was shown for system model B,,,, that the system is asymptotically
stable when interacting with movable objects using model-mediated teleoperation. More-
over, the simplification of the system dynamics did not lead to different stability regions
for maximum human arm dynamics.

3.3.4 Stability during the Transient Phase: Static Objects

Regarding contact with static objects, two situations have to be distinguished: i) the op-
erator establishes and remains in contact with the object or ii) several transitions between
contact and free space occur before the teleoperator remains in contact with the object.
While stability can be proven with classical stability analysis tools for the first situation,
the second situation requires analysis tools for switched systems, a subclass of hybrid
systems. Both situations are investigated in this section.

3.3.4.1 Stability during Contact

If the teleoperator remains in contact with a static object, the stability proof can be
performed analogously to the one for movable objects, i.e. based on Theorem 3.3.4. Model
Bagtatic 18 used in order to derive analytical stability boundaries. If the estimation is stable,
the parameters remain bounded and belong consequently to a compact set. The eigenvalues

of the system are
' . b+4/b — 4km
eig( Astatic(0)) = — : (3.48)

2m

If the estimated parameters b, and k, are constrained to non-negative values b, > 0, ke >0
and knowing that the parameters of the human arm impedance are non-negative, the real
parts of the eigenvalues (3.48) are negative for all m, > 0 and b, > 0. This is essentially
the same result as for movable objects. Summarizing, model-mediated teleoperation is
asymptotically stable for system model Bg.tic as long as the teleoperator remains in contact
with a static object.

This stability proof holds again only for system model Bgiatic, Where significant simplifi-
cations were introduced. A comparison with the results from the robust stability analysis
reveals that the simplification of the system dynamics does not lead to the same stability
regions as for system model A, if the environment damping d. is small. It is therefore
an important future step to extend the stability proofs for the transient phase to sys-
tem model A. Yet, it seems that numerical simulations will be required. In contrast, an
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3.3 Stability Analysis

analytical stability proof is possible for system model B as derived in the following section.

3.3.4.2 Stability when Establishing Contact

As mentioned above, the proof holds only if the teleoperator remains in contact with
the object. This is, however, not necessarily given when establishing contact. If con-
tact is lost during the transient phase, the dynamics switches between fs = 0 and
fe = lseft'm + l%e(:cm — ). In this case, the stability proof as described above is not valid,
see also Sec. 3.3.1.3. The analysis for showing stability of the switched dynamics is based on
the Lyapunov theory. A global Lyapunov function for the switched dynamics is not found
such that the multiple Lyapunov function approach described in Sec. 3.3.1.3 is employed.

Step 1: Stability Proof for Each Phase. The two phases to be distinguished are free
space and contact. The first step in the multiple Lyapunov analysis consists in proving
stability for free space and contact separately using the Lyapunov theory.

Step la: Stability for Free Space. The eigenvalues of the matrix Agee, see (3.19),

are given by !
. - b+ /b — 4kym
eig(Apee(0)) = — o n

Their real parts are negative if m, > 0 and b, > 0. For these admittance parameters, the
system is asymptotically stable and there consequently exists a positive definite matrix
Ry.. = R]_. for some positive definite matrix Qge. = QI ., see also [104], such that

(3.49)

RfreeAfree + Ag;eeRfree = _eree' (350)

The corresponding Lyapunov function and its time derivative for free space denoted by
Viee and Viee, Tespectively, is given by

T T Tfree1l Tfreel2 y T
‘/free = Zfree Rfree Zfree = Zfree Zfree varee - - Zfreleree Zfree < 0. (3 ) ]-)
Tfree12 Tfree22

Step 1b: Stability for Contact. In order to derive a Lyapunov function for system
model Bgiatic, @ method from adaptive control theory is used. More precisely, the stability
proof for contact is performed analogously to the one for an indirect continuous-time model-
reference adaptive control (MRAC) problem, see [95]. The system dynamics (3.27) is first
rewritten such that the time-varying dynamics of the remote environment is removed from
the system matrix Age and an additional control input v € R is added, which includes
the removed time-varying parts:

T = Afreew + bfreerfree + bcontactu

0 1 0
- |: _kn  _bntba :| T + |:_i:| Tfree + bcontactu- (352)

m m
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3 Transparency-Oriented Control Concept: Stability and Fidelity Analysis

The objective is to adapt the dynamics (3.52) such that the reference model

deIAd wd—l—bd d

contact contact Tcontact
0 1 0
_ d d
= kptke  butbatbe | Z°H | 1| Teontact (3.53)
m m m

is tracked, where b. and k. are the true environment damping and stiffness and
rd et = Mads + (by + be)a?, + ke(zf, — x.). It is assumed that the admittance param-
eters m, and b, are selected such that the reference dynamics is asymptotically stable. In
a next step, the control law u is selected as

u=—-0"w+ (Tgontact — Tfree)- (3.54)

As it is known from the analysis for permanent contact, that the estimated parameters
appear only in the second row of the system matrix, beontact 1S selected as beontact = Diree-
This leads to

T = (Afree — bfreeOT)w + bfreergontact. (355)
It is assumed in the following that 87 can be selected such that
Ad

contact

= Afree - bfreeaT (356)

can be fulfilled. Defining the tracking error e = © — ? and rewriting the system dynam-
ics as

& = (Afree — bfreeeT) T+ bfreergontact + bpree (u + 0"z — (r(a:lontact — Tfree)), (3.57)

(.

g

Ad

contact

the error dynamics can be computed using (3.53) and (3.57)

e=1x— djd = Agontacte + bfr%(u + 6" x — (Tgontact - rfree))' (358)

Now, the parameter vector 6 is assumed to be unknown, and has to be substi-
tuted by its estimate 6. This leads to u = —0Tx + (7¢ 0) — riee) with

contact (

Pl (0) = mait, + (by + be)ik, + ko(a?, — x.). Inserting it in (3.58) leads to

contact

e= Ad e+ bfree((eT - éT)w + (fjgontact(é) - Tgontact)‘ (359)

contact

By further substituting 6 = 6 — 0, the error dynamics can be written as:

ée= Al b0’ (z — [m m } ). (3.60)

contact€

N J/
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3.3 Stability Analysis

The next step consists in determining a Lyapunov function candidate, see also [95]:
‘/contact(ea é) = eTRcontacte + éTI‘contacte~ (361>

where I'contact = I‘z:mtact is positive definite. Taking the time derivative of the Lyapunov
function candidate and using (3.50) leads to

‘Z}ontact(ev é) = _eTQcontacte - 2(eT-Rcontactbfree)éT5 + 2éT]-_‘contacté' (362)
In order for Vcontact to be negative definite, the last two terms should cancel:
(eTRcontactbfree)éT_ = éTFcontacté- (363)

Equation (3.63) is fulfilled if the control law for the estimation error 6 is selected as

é - (eTRcontactbfree) c_olntactf‘ (364)
Applying the control law, the time derivative of the Lyapunov function is negative definite:

“/contact(ea é) = _eTQcontacte (365)

with the consequence that tlim e = 0. As the reference dynamics is selected such that
— 00

tlim x? = 0, also the adaptive state  approaches zero asymptotically. This result shows,
—00

that for the selected estimation law the system dynamics (3.52) will track the desired
dynamics during contact. As the simplified system model B is used for this stability anal-
ysis, master and slave position and velocity are assumed to be equal and the estimation
law could be based on the master position and velocity. In the final implementation of
model-mediated teleoperation, the slave position and velocity are used for the estimation.
It therefore remains future work to analyze transition stability for system model A, where
the slave dynamics, actuator and sensor dynamics, deficiencies in the communication chan-
nel, and possibly time-varying human arm dynamics are considered.

Step 2: Transition Stability. The second step in the multiple Lyapunov function analysis
is to prove transition stability. It is assumed that asymptotic stability according to Lya-
punov is proven for each subsystem. Here, the two subsystems are free space and contact
and asymptotic stability according to Lyapunov was shown for each subsystem separately
in the previous section. The transition stability proof performed in the following is based
on the multiple Lyapunov function approach proposed by Branicky [22] and on the work
by Ni & Wang [148], see Sec. 3.3.1.3.

The proof for transition stability for model-mediated teleoperation and static objects is
decomposed into three steps: first, condition (3.42) is shown to be fulfilled for the contact
phase. Second, it is assumed that the environment estimation during contact is converged,
such that the system tracks the desired system dynamics (3.53). Based on this assumption,
condition (3.42) is shown to be fulfilled for the free space phase. In the final third step,
transition stability is proven by investigating the convergence phase.
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3 Transparency-Oriented Control Concept: Stability and Fidelity Analysis

Let us denote switching times where the teleoperator leaves contact and enters free space
as tiyon, n € N, The teleoperator enters contact and leaves free space at switching times
tiviton, n € NO. For all switching times, the teleoperator position is equal to the position
of the wall z,, = x.. It is assumed, that the human intention is to reach the constant
position x;, = const. such that @), = &, = 0 can be assumed. This implies 7y = 0 and
Zfreel = Te — T, Where Zgee = [Zfreel, Ziec2]” , for all switching times.

Step 2a: Transition Stability for Contact. The proof for transition stability starts

with the subsystem “contact”. The estimation process is stopped in a free space phase,
such that 72" = @i*172"  The state = of the adaptive dynamics

T = (Afree - bfreeéT)m + bfreergontact<é) (366)

is reset to the state of the real reference system (3.53) whenever the reference system enters
the contact phase, i.e.

(tit1pon) = 2 (tit110n). (3.67)

As a consequence of this reset, e(tiy119,) = T(tit1420) — T(tiy112,) = 0. A diagonal
matrix is selected for I'. with positive diagonal elements Yeontactii > 0, Yeontact2z > 0.
Evaluating the Lyapunov function for contact (3.61) at switching times t;,2, and t;1242,
leads to

_A‘/contact (ti+2n7 ti+2+2n) = ‘/contact (ti+2n) - ‘/;ontact(ti+1+2n)
+‘/;0ntact (ti+1+2n) - V::ontact (ti+2+2n)
- (ei+2n)TRcontactei+2n - \(ei+1+2n)TRcontactei+1+27i
-0
+ (éi+2n)TFcontactéi+2n - (éi+1+2n)TFcontactéi+1+2nj

'

=0

+‘/contact (ti+1+2n) - ‘/Contact (ti+2+2n)
— (ei+2n)TRcontactei+2n

'

>0
+ Veontact (tit142n) — Veontact (Fit2+2n) - (3.68)

J/

~
>0 using (3.65)

As (3.68) is positive, the Lyapunov energy decreases from one contact phase to the next one.

Step 2b: Transition Stability for Free Space: Estimation is Converged. Con-
sider again the system during contact. If the estimation is converged during contact, the
adaptive system (3.66) tracks the desired system (3.53), i.e. & — x? As the reference
system (3.53) is asymptotically stable, there exists a positive definite matrix Ry and a

positive definite matrix Q4 = Q% such that
RA;+ AIR, = —Q,. (3.69)

This leads to the following positive definite Lyapunov function and its negative definite
time derivative

V:i = aznga:d V:i = —CBZ;QdCBd. (370)
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3.3 Stability Analysis

Let us select Q4 as unity matrix. Then, for two subsequent switching times ¢;,1.9, and

ti+2n>

Vi(tiviren) = Valtivaran) = — (g ") = (a7™)?) (3.71)

(.

~~
=0

+ (2 ) = (2" T)?) <0, (3.72)

which implies |2/3'™"| > [255272"]. As the adaptive system tracks the desired system,
|23 = 2L > | phERE| = | 22820 holds. Using (3.51) with Qe as unity matrix,
2652527 > |25352 | This condition is now used to prove (3.42) for free space, given that
the estimation is converged. Evaluating (3.42) using the Lyapunov function for free space

(351) for ti+1+2n and ti+3+2n leads to

~AViee(titsson, tivitan) = Viee(tit112n) — Viree(tits+2n)
= Tfreell S(Zértgrzny — ( E;QST%)Q)
~
=0
+ etz (Zhber  Fwer T el Phreos )
T Three22 ((Zfr_'égzn)Q - (ZE;QSJQ")Q)
= tee12 Zoot - (oes  ~ hoes )
T Tiree22 \((Zfi:g;;my - (Zfi;gg;zn)2) :
~
>0

Selecting Qfree as the unity matrix, the Rf. element ryceiz = 57 > 0 and rireezn = k;TZI >0
as all parameters are restricted to positive values. For the second term to be pos-
itive, zfflF2n(xitlfn _ 445420y~ (0 has to hold. This inequality is satisfied as
sign(zM11?") = sign(x, — x7,) = sign(z4 L — 211352) - Consequently, the condition for

multiple Lyapunov stability (3.42) is fulfilled for free space, if the estimation is converged.

Step 2c: Transition Stability for Free Space during Estimation Phase. Finally,
transition stability has to be investigated for the estimation phase, where the adaptive sys-
tem does not track the desired system yet. This proof uses the definition of asymptotic
convergence together with the multiple Lyapunov function theory by Branicky [22]. It
was shown above that the adaptive system tracks the reference system asymptotically,
i.e. lim e = 0 implying that tliglo x = x4. Furthermore, the reference system is asymptot-

t—o0
ically stable such that 1tlim xy; = 0. These two asymptotic convergence properties imply
—00

that for every exit time ¢; 119, from free space, there exists another exit time ¢;, ;1 9, from
free space, where |z5F72"| < |z551727| As this holds for every exit time, the system will
converge to % — 0. This concludes the proof for transition stability.

Summarizing, it was shown in this section for the simplified system model B, that
model-mediated teleoperation is asymptotically stable for static objects, where transitions
between free space and contact can occur. In other words, the teleoperator will remain
in contact after a finite number of switches between free space and contact. As it was
also shown that the adaptive system for contact tracks the reference system, the system
will converge to = x; = 0 asymptotically. This holds for the transient and steady-state
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3 Transparency-Oriented Control Concept: Stability and Fidelity Analysis

phase as long as m, > 0 and b, > 0 and the estimated parameters are constrained to
non-negative values.

The comparison with the stability results for system model A in steady-state showed
differences for several environment dynamics. The stability regions of system model A are
smaller than for system model B. It is therefore an important future step to extend the
transition stability proof provided in this section to system model A.

So far, an adaptive identification method and a linear model were assumed for describ-
ing and estimating the dynamics of static objects. It would be interesting to investigate
stability for other environment models and estimation techniques in future work.

3.4 Fidelity Analysis

The degree of fidelity gives insights into how realistically the remote environment is pre-
sented to the operator. In this section, fidelity is analyzed for model-mediated teleoperation
and compared to the fidelity that can be achieved when using the classical two-channel
FaFa architecture. The degree of fidelity is determined for the parameters that lead to
the highest degree of fidelity while guaranteeing asymptotic stability of the system. These
parameters are selected based on the results of the robust stability analysis presented in
the previous section. As the system models do often not represent exactly the real sys-
tem, the theoretically derived stability boundaries are often not conservative enough. In
order to assess the fidelity of a system more realistically, a new robust fidelity measure is
introduced. It takes, to some extent, the realizability of the parameters that optimize the
degree of fidelity into account.

3.4.1 Fidelity Analysis for Perfect Environment Reconstruction

Fidelity is investigated for model-mediated teleoperation as well as for the FaFa archi-
tecture. Regarding model-mediated teleoperation, it is assumed in this section that the
estimation works perfectly such that the reconstructed environment impedance Z, is iden-
tical to the real environment impedance Z,. The transmitted impedances presented in
(2.4) can generally be described in terms of the elements of the H-matrix as

F,  hi+detH Z,
sX,, 14+ hepZ

Z, = (3.73)

The fidelity analysis is based on system model A, i.e. taking the full system dynamics into
account. For model-mediated teleoperation, the transmitted impedance is then given by

Z o h, _ Zancm
MM = M1,MM = =

_faefem (3.74)
Zae + ZPI,m
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while it is given for the FaFa architecture by

hn + det H Ze
= 3.75
1+ hosZ, ( )
o ZcmZa)ch(Za + ZPI,m) + ZcmZaZaPIZe (3 76)
B (Za + ZPI,S)(Za + ZPI,m)ch + ZaPI(Za + ZPI,S)Ze '

Zt,FaFa

where Z,pr = Zo + Zpr,s + Zpr,m- Transparency is achieved if Z;, = Z,. It is obvious that
this condition is fulfilled for free space, i.e. where Z, = Z, = 0 if

A A
VA . = __Temem 7y FaFalz.—0 = ——m—— 3.77
MM | 7,0 Zat Zotm wraralz=0 = 7= T (3.77)
which is guaranteed if
Ze=0=m, =0, =0. (3.78)

This holds for both architectures equivalently. The fidelity is consequently the same for
the FaFa and MM architecture in free space.

In a next step, the effect of contact with objects, i.e. Z, # 0, is investigated. The
system is assumed to be in steady-state, such that the control parameters are constant.
The following section is dedicated to a new robust fidelity measure, while the subsequent
section focuses on the fidelity analysis based on the Z3% measure as introduced in (2.9).

3.4.1.1 Fidelity Analysis based on Robust Fidelity Measure .}t

Although several effects like sensor and actuator dynamics are taken into account in the
full system dynamics described by model A, the true characteristic of the teleoperation
system is still not fully captured. Nonlinearities in e.g. actuators, mechanics, or electronics,
the discrete nature of the controllers as well as noisy measurements are not incorporated
in model A. As a consequence, the control parameters that will stabilize the real system
will be different (in this case higher virtual mass and damping) than the theoretical ones.
This implies, that taking only the control parameters closest to the optimal ones into
account may not be a suitable choice as the real system may not be stable for these control
parameters. Thus, the fidelity measure should incorporate the practical realizability in
some sense, i.e. it should become more robust to model errors or simplifications. The (in-
)stability regions in the parameter space are a good indication of the practical realizability
of different control parameters. Consider the comparison of two architectures and assume
that the stability region is closed on the admissible parameter domain: first, a larger
stability region facilitates to find practically suitable parameters. Thus, a larger stability
region should result in a higher degree of robust fidelity. Second, if the stable areas in the
parameter space of two architectures are about the same size, a higher degree of fidelity is
achieved if the integral of the Z.,,, over the stable region is smaller. Summarizing these
considerations, two factors are important for a robust fidelity measure:

i) the stable region should be as large as possible,

ii) the smaller the Zg., in the stable region, the better.
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3 Transparency-Oriented Control Concept: Stability and Fidelity Analysis

This leads to the following definition of robust fidelity:

Definition 3.4.1 (Robust Fidelity F,opust) Given a teleoperation architecture with
q € D, design parameters where g° € Dj represent parameters that lead to a stable
system. The set Dy CR"is assumed to be compact. A robust fidelity criterion Fiopust 1S
then defined as: |
Frobust = argmax/ . / —dgq, --- dgj. (3.79)
Zerr0r<qs) !
qi a

a°eD}

In contrast to the Z-error measure known from literature, it is not sufficient for the robust
fidelity measure that there is a single parameter pair where fidelity is minimal, while it is
arbitrarily large for all other parameter pairs. On the contrary, as mentioned above, the
fidelity should be as small as possible for the whole stability region.

The stability regions change with the environment dynamics. Thus, the fidelity criterion

Frobust 18 evaluated for different environment dynamics, once for the MM architecture and
once for the FaFa architecture. Upper bounds on the admittance parameters were set to
Mamax = 15 kg and by max = 200 Ns/m. The stable parameter region is discretized and
the multiple integral is replaced with a multiple sum. The parameters of the environment
dynamics are selected from the sets described in (3.46). The results are presented in Ta-
bles 3.1, 3.2, and 3.3 for the MM and FaFa architecture. For the free space condition,
Frbust 18 found as Fr, = 0.153 - 1072 for both architectures.
The Fropust values for the MM architecture are significantly larger than for the FaFa archi-
tecture for all tested objects. These results therefore show that robust fidelity as introduced
in this section is superior with model-mediated teleoperation compared to a classical two-
channel architecture.

Tab. 3.1: The optimal Z-error, Z* .., and the introduced robust fidelity measure F,,pys: for

the MM and FaFa architecture for movable objects.

Z. Zearror Frobust

Me MM FaFa MM FaFa

[kg] [107°]  [107] [-10°] [-10%]
4 5.010 7.092 1.028 0.086
12 1.869 8.266 6.872 0.832
20 0.192  1000.503 34.347 1.503

3.4.1.2 Fidelity Analysis Based on Original Z-error Measure

The analysis based on the robust fidelity measure showed clearly that model-mediated
teleoperation is able to present a more realistic haptic impression of the remote environment
to the operator than the classical FaFa architecture. In order to verify these results, fidelity
is further investigated based on the well-known Z-error measure presented in Sec. 2.2.1.1.
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Tab. 3.2: The optimal Z-error, Z} ..., and the introduced robust fidelity measure F, s for

the MM and FaFa architecture for static objects.

Z, Lo Frobst
be ke MM FaFa MM FaFa
[Ns/m| [kN/m]  [107°]  [1077] [-10] [-10%]
0 5 12.948 25.354 527.593  115.225
50 5 0.027 3.124 231.734  154.800
100 5 40.521 127.321 22.121 15.188
150 5 218.409 388.759 9.352 6.494
200 5 570.293 729.036 4.244 3.319
0 15 76.077 188.379 42.656 16.070
50 15 38.657 135.842 110.165 25.883
100 15 12.517 98.781 751.138 37.032
150 15 2.532 86.290 687.848 42.655
200 15 14.854 99.259 122.992 31.723
0 25 156.496 337.921 21.894 9.144
50 25 123.434 308.778 25.924 11.221
100 25 93.580 285.008 35.891 12.219
150 25 57.185 268.834 58.705 11.432
200 25 41.732 261.184 80.772 11.824
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Tab. 3.3: The optimal Z-error, Z7 .., and the introduced robust fidelity measure F,,pys: for

the MM and FaFa architecture for an object characterized by a mass-spring-damper

dynamics.
Ze Zieror Frobust
M be ke MM FaFa MM FaFa
kg] [Ns/m] [kN/m] [107] [107%] [-10°] [-10°]
4 0 5 5.276  1000.503 0.001 < 0.001
12 0 5 2.046  1000.503 0.001 < 0.001
20 0 5 0.255 41095.136 0.052 < 0.001
4 100 5 1.372 0.554 2.867 0.647
12 100 5 0.909 5.106 9.634 1.981
20 100 5 0.126 20.037 29.607 2.739
4 200 5 0.567 3.854 7.478 1.575
12 200 5 0.662 3.788 16.453 3.267
20 200 5 0.113 17.159 43.546 4.176
4 0 15 5.868  1000.503 0.001 < 0.001
12 15 2.446  1000.503 0.002 < 0.001
20 15 0.435  1000.503 0.001 < 0.001
4 100 15 1.791 1.012 2.332 0.589
12 100 15 1.310 4.083 7.241 1.565
20 100 15 0.253 17.503 19.381 2.098
4 200 15 0.709 0.195 7.056 1.826
12 200 15 0.887 2.848 14.500 3.004
20 200 15 0.198 14.829 34.566 3.727
4 0 25 6.519  1000.503 0.001 < 0.001
12 0 25 2.907  1000.503 0.002 < 0.001
20 0 25 0.677  1000.503 0.004 < 0.001
4 100 25 2.088 0.583 2.132 0.595
12 100 25 1.724 3.366 5.978 1.369
20 100 25 0.443 15.338 14.396 1.728
4 200 25 0.843 0.402 7.336 2.209
12 200 25 1.178 2.210 12.944 2.869
20 200 25 0.344 12.790 28.078 3.397
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More precisely, the Z-error measure based on Z3%(jw,q, Z.), see (2.9), will be used in
the following analysis. The smaller the Z-error, the higher the degree of fidelity. In other
words, the optimum degree of fidelity is found from a set of stable control parameters
q° € Dy as the minimum Zey,o, evaluated for a specific environment Z,

Zerror,opt = arg min Zerror(q7 Ze)

g°eD}
Wmax
: 1 .
= argmin ——— 73 (jw, q, Z.) dw. (3.80)
g*eD; Wmax — Wmin
"—/wmln
Aw

Analytic Fidelity Analysis. In a first step, analytical conditions are derived for solving the
optimization problem (3.80). This allows to determine the optimal parameters analytically.
This analysis can only be performed for system model B, where several simplifications are
assumed. The necessary conditions for the multi-variate static optimization problem (3.80)
are given by

0

0 = —(Zerror 3.81
g, Zertaz) (381)
0

0 = —(Zorror . 3.82
g Zowrta ) (352)

9 . . ) )
If Zervor(q,z.+) and a—inerror(q,Ze*) are continuous over a region [¢; min; ¢imax| X [Wmin; Wmax)

the differentiation and integral are commutable according to the Leibniz integral rule [174]:

) 1 o
0= —Zerror(gz.5)) = — — 7% (jw, q, Z.) dw. 3.83
an( (q,Z¢ )) Aw / an le(]w q ) W ( )

Using (2.9), (3.83) can be written as

0 1 ZiGw, ¢, Z.))?
0 = - dw, 3.84
EPRRVATRIE (3.84)

which can be simplified with 8%|Ze(jw)\2 =0 to

Wmax

8qi t .]("’7q726

Wmin
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Consequently, the necessary conditions are given by

Wmax

i|th(jwaq ZC)P
0 — /8‘11 z dw 3.86
Z.Gw)P (3:86)

Wmin

Wmax

8(177, .]:"‘7q728
= > d . . ‘

Wmin

Solving these equations leads to the extremum points of Zg..,, with respect to the parame-
ter vector q. The next step requires to determine whether the extremum points represent
minima or maxima. From functional analysis, it is well known, that an extremum point
a* of a function f(a),a = [a1,...,a,] is a local minimum/maximum of f(a) if all sub-
determinants of the Hessian matrix with elements aa?;aj f(a) are positive/negative, see
e.g. [174]. These conditions can now be solved for different environment dynamics Z, # 0.
The admittance parameters minimizing Z., are found for two types of linear environ-

ment dynamics:

ke
Static: Z static = be + —, Movable: Z, oy = Me s (3.88)
s

with me,b., ke € R{. For an object characterized by a mass-spring-damper dynamics
Ze = MeS + be + ks—e, the optimality conditions for model-mediated teleoperation cannot
be solved analytically. Also, for the FaFa architecture the complexity of the necessary
conditions is too high to be solved analytically. Even for the MM architecture, the necessary
conditions for the optimal parameters could only be found for simplified dynamics, where
the underlying position/velocity controller is assumed to cancel the master dynamics such
that the admittance controller can be represented by the admittance only. For these
simplified dynamics and Z, gatic, the parameters that fulfill the necessary conditions are

3b.2 k. <ke arctan(%) + b, Aw)
_ Gl (3.89)
3k> arctan<M> + be? (Winin® — Wimax®) + 3be ke Aw

kg +bgwminwmax

—b,. (3.90)

*

mg,

Ze,static

b

Ze,static

Negative or zero mass and damping values result in marginal stability or instability. These
can consequently not be selected as parameters optimizing fidelity. Generally, small ad-
mittance parameters are preferable as the transmitted impedance gets closer to the envi-
ronment impedance. Consequently, b} |z, ..... = 0 is found as the stable, optimum damping
parameter. The optimal mass parameter is found as

lim lim m,
Wmin—0 Wmax—>00

= 0. (3.91)

Ze,static
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For movable objects represented by Z. o the optimal admittance parameters are

*

my,

b

—Me
= 0.

Ze,mov

Ze,mov

Negative or zero mass and damping values result in marginal stability or instability. With
these constraints the optimal admittance parameters for the system model B are

*

my,

>0 and 0o Zemow = 0. (3.92)

Ze,mov

For analytically determining the parameters optimizing fidelity for the FaFa architecture,
the dynamics had also to be reduced leading to system model B. The MM and FaFa
architectures are then identical, such that also the optimal parameters are the same for
both architectures, and, at this level of abstraction, both architectures exhibit the same
degree of fidelity. A more fair comparison is obtained in the following numerical fidelity
analysis where the full system dynamics described by system model A is considered.

Numerical Fidelity Analysis. The Z-error is additionally derived numerically for the full
dynamics described by system model A. An optimization algorithm 2 is used to find the
optimum with the constraints m, €]0;10] kg and b, € [0;200] Ns/m. Larger mass and
damping values are excluded as they would strongly degrade the fidelity for free space and
make the system uncomfortable for the operator. The parameters were restricted to the
stable regions in the parameter space. The analysis is conducted for static and movable
objects, and for objects with a mass-spring-damper characteristic. The parameters of the
environment dynamics are selected from the sets described in (3.46). The results are listed
for both architectures in Tables 3.1, 3.2, and 3.3.

In free space, the MM and FaFa architecture are equivalent. Consequently, the optimal
and stable admittance parameters referred to as p! and the resulting Zg.. are the same:
m;, < 1 pg, bt =0.633 Ns/m, 27 . = 0.141.

In contrast to the results for the robust fidelity measure, the Z-error is smaller for the
FaFa architecture for several objects with MSD characteristics (m. = 4 kg, b, = 100 Ns/m,
k. = 5000 N/m, m, = 4 kg, b, = 100 Ns/m, k. = 15000 N/m, m. = 4 kg, b, = 200 Ns/m,
k. = 15000 N/m, m, = 4 kg, b. = 100 Ns/m, k. = 25000 N/m). This would imply that the
FaFa architecture is superior in fidelity for these cases compared to the MM architecture.
It should be noted at this point that numerical inaccuracies weigh much higher for the
Zerror Measure than for the robust fidelity measure: the robust fidelity measure is based on
the integration of the Z.,. over a whole parameter region, the minimum Z., is found
as a result from a numerical optimization routine, where the inequality constraints are
based on an approximation of the instability regions. Thus and as the majority of tested
environments did not reveal discrepancies, the numerical inaccuracies may have led to
these differences. Another important aspect is to take the optimal parameters presented in
Table C.3 into account. The optimum mass is very small and also the optimum damping
is small for the considered experimental setup. In experiments, see e.g. 4.6.2, similar

3The Matlab function fmincon is used, which is based on sequential quadratic programming and can
handle constrained optimization problems.
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parameters did not stabilize the real experimental setup. For finally concluding which of
the two architectures is superior for the objects with MSD characteristics described above,
the minimum mass and damping that results in a stable system should be determined for
the real system for both architectures. The Z.,, can then be determined for these values
and it can be finally concluded which architecture is superior.

Summarizing this section, a new fidelity measure was introduced that takes the realizability
of the parameters that optimize fidelity into account. The main difference compared to the
Zerror measure is that the characteristic of the stable parameter space (area and correspond-
ing Zewor) affect the introduced robust fidelity measure. The measure is more robust to
numerical inaccuracies than the optimum Z-error. The evaluation of robust fidelity showed
the superiority of model-mediated teleoperation over the classical two-channel FaFa archi-
tecture for all tested environments. The evaluation of the Z.., revealed discrepancies
for a small set of objects with MSD characteristics, while for the majority of tested envi-
ronments, the Z..,,, was smaller for the MM architecture. This implies a higher fidelity
for the MM architecture compared to the classical architecture. Yet, in order to finally
conclude which architecture is superior for the cases with discrepancies in the measures,
experimental tests should be performed. The fidelity measure is only defined for a system
in steady-state. Statements about the fidelity during the transient phase are not possible
with this criterion. An extension of the fidelity criterion to time-varying systems remains
therefore future work.

3.4.2 Influence of Stationary Estimation Error on Fidelity

The environment estimation that is used for model-mediated teleoperation can exhibit an
offset between estimated and true parameters. This section investigates the influence of
such an estimation error on the fidelity of the system. In the previous section, it was
shown that model-mediated teleoperation is superior to the classical control architecture
FaFa. The assumption was that Z. = Z.. If this assumption does not hold anymore,
the question arises how strongly the fidelity and, thus, the quality of model-mediated
teleoperation is deteriorated. One possibility to answer this question is to determine the
difference in Zgor and Fropust that results from the deterioration of Ze. This is achieved by
calculating the fidelity for the deteriorated environment impedance according to (3.80) or
(3.79) and by comparing it with the fidelity of the classical control architecture. If model-
mediated teleoperation is not superior over a classical control architecture in terms of
fidelity anymore, it does not make sense to further focus on model-mediated teleoperation,
especially due the high implementation effort compared to a classical control architecture.

Another possibility for answering the question of fidelity deterioration due to a station-
ary estimation error consists in taking the perceptual limitations of the human operator
into account. If the operator does not feel the alteration in the reconstructed environ-
ment, the perceived fidelity as introduced in Sec. 2.2.1.2 is not influenced at all. As a
consequence, the maximum allowed stationary parameter estimation error is found as the
parameter vector where the alteration of the environment reconstruction becomes perceiv-
able by the operator. Instead of evaluating the alteration in the reconstructed environment
impedance, the alteration in resulting reconstructed forces and torques, f and T, is con-
sidered in this thesis, see also Sec. 2.2.1.2. Based on the JNDs, which lie between 7% [99]

66



3.5 Summary

and 15% [98, 173] for force, and around 13% for torque according to [96, 210, 216], the
maximum stationary parameter estimation error @,,,, is defined for forces and torques as
f(0) — f = +IND;} (3.93)
f(0) — 7 = £IND, },

émax,f - {é
émax,T = {é

where 0 is the stationary estimated parameter vector. This method is used in the following
chapter in order to evaluate the fidelity of model-mediated teleoperation.

As the title of this section says, statements are only possible for the system in steady-
state. It would be interesting to investigate the fidelity of model-mediated teleoperation
during the transient phase. If the perceived fidelity is highly deteriorated during the
estimation, one possibility would be to feed the estimated parameters back to the master
site after the estimation is converged.

3.5 Summary

Stability and fidelity stay in conflict with each other and require an optimal trade-off be-
tween them. This chapter focused on environment-related, model-mediated teleoperation,
a transparency-oriented, EOT-adapting controller, that provides significant improvements
in fidelity compared to a classical, bilateral controller. Based on an estimation of the remote
environment dynamics, a haptic map is constructed and the operator is connected to an
undelayed, reconstructed copy of this haptic map. Whenever the estimation has converged,
the dynamics of the controlled teleoperator and the characteristics of the communication
channel do not influence the stability and fidelity of the system. Thus, model-mediated
teleoperation is especially beneficial for systems with medium to large (> 1 s) time de-
lays and other deficiencies in the communication channel such as packet loss. Most other
approaches are applicable up to 0.5 s time delay only.

The known literature on model-mediated teleoperation does not provide a stability proof
especially for the transient phase, where the haptic map is estimated. A fidelity analysis
based on established fidelity measures is missing, including a comparison with classical
control concepts.

This chapter tackled all these aspects. Static and movable objects were considered in
the stability and fidelity analyses. The stability analysis was two-folded: first, robust sta-
bility was investigated for a detailed system model using the parameter space approach.
This analysis is only possible for a time-invariant system, which can be assumed if the
estimation is converged. The robustness analysis was performed for model-mediated tele-
operation and a classical teleoperation approach. The results revealed stable and unstable
parameter regions for static and movable objects as well as for objects with mass-spring-
damper characteristics.

Second, the transient phase, where the estimation is active, was investigated. Here,
control architecture and remote environment exhibit a time-varying and partly switching
character. As long as the dynamics is not switched, the stability of the time-varying
system was shown using a stability theorem from adaptive control. Whenever the dynamics
becomes switching like for static objects, classical stability analysis tools are not applicable
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3 Transparency-Oriented Control Concept: Stability and Fidelity Analysis

anymore. Instead, the multiple Lyapunov function approach was employed. In order to
derive analytical stability boundaries, the stability analysis for the transient phase was
based on a simplified system model.

Based on the results of the robustness analysis, a comprehensive fidelity analysis was
conducted in the second part of this chapter. Due to unmodeled dynamics and the ne-
glected discrete nature of the controllers, the numerical stability regions do often not
match with real stability regions. Consequently, also the parameters optimizing fidelity
may destabilize the real system. Thus, a novel robust fidelity measure was introduced. It
takes the realizability of the numerical results into account by accounting for the area of
the stable regions and the Z-error integrated over the stable area. The fidelity was de-
termined for different remote objects based on the introduced robust fidelity measure and
based on the Z-error measure, known from literature. The results prove the superiority
in the introduced robust fidelity of model-mediated teleoperation compared to a classical
two-channel architecture.

Concluding this chapter, it was shown that a system based on model-mediated teleoper-
ation is stable and exhibits fidelity improvements compared to a classical control concept.
The stability analysis for the transient phase was based on simplified model assumptions.
To relax these assumptions and prove transition stability for the full system dynamics is an
interesting step for further investigations. As model-mediated teleoperation is especially
suited for teleoperation systems with large time delay or packet loss in the communication
channel, another important step would be to extend the stability proof to systems with
non-negligible deficiencies in the communication channel. Also, the human arm dynamics
is assumed to be time-invariant. Whenever models for describing variations of the human
arm impedance parameters are available, the stability analysis presented in literature so
far should be revised. Finally, the introduced fidelity measure should be applied to other
control approaches and validated with experimental results.

The results of this chapter build the foundation of the following chapter where the
different implementation possibilities for model-mediated teleoperation are presented and
evaluated in simulations and experiments.
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Among the transparency-oriented, EOT-adapting controllers proposed in literature, model-
mediated teleoperation is identified as a promising approach to improve the fidelity of the
system. Fidelity is a measure for transparency, that describes how close the system is to
absolute transparency. The idea of model-mediated teleoperation is to estimate a haptic
map of the remote environment and to reconstruct this map on operator site using local
haptic signals. After the estimation has converged, the control loop between the local and
remote site is opened. In contrast to most classical approaches, the dynamics of the con-
trolled teleoperator and the deficiencies in the communication channel do not influence the
fidelity of the system. Consequently, a significant improvement in fidelity can be expected
compared to most classical control concepts for systems with negligible, medium, and large
time delays. The key challenges for successfully applying model-mediated teleoperation are
i) the determination of appropriate environment (and operator) models, ii) an accurate and
fast online parameter identification without impairment of the operator and task execution,
iii) a stable reconstruction of the mediated models, and iv) the applicability to a variety
of different tasks. Many different modeling, estimation, and reconstruction methods were
investigated in the known literature. A clear selection process based on a comprehensive
comparison of the different possibilities for modeling, estimating, and reconstructing the
haptic map of operator/environment has not been presented so far. Also, teleoperation
tasks in full 6 DoF using model-mediated teleoperation have not been realized yet and only
static objects were considered. This chapter is dedicated to an intensive investigation and
comparison of different design possibilities for model-mediated teleoperation and to the
extension of model-mediated teleoperation to a larger class of tasks. This is an important
step towards a systematic design process for model-mediated teleoperation.

In the first part of this chapter, environment models and suitable estimation techniques
are presented in Sec. 4.2 and 4.3, followed by reconstruction methods in Sec. 4.4. These
are especially important for teleoperation systems with time delay. The environment mod-
eling and estimation techniques are based on the work by A. Achhammer [227], and the
reconstruction methods were investigated by M. Axenbeck [230].

The second part of this chapter is dedicated to the evaluation of different design pos-
sibilities for model-mediated teleoperation. In a first step, suitable modeling approaches
are selected for static and movable objects in Sec. 4.5 based on theoretical considerations
and simulation results. Using these results, a novel hybrid modeling approach for static
objects will be derived. In a next step, a detailed simulation analysis of the estimation
techniques allows to select the most suitable one, see Sec. 4.5. It will be shown that a
recursive least-squares estimation method with self-perturbation outperforms three other
recursive least-squares methods as well as an adaptive identification approach in terms of
tracking performance, convergence time, and noise rejection. In a third step, experimental
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results using model-mediated teleoperation for full 6 DoF teleoperation tasks prove the
effectiveness of the approach. Systems with and without deficiencies in the communication
channel as well as the manipulation of static or movable objects in 6 DoF are considered
in the experiments, see Sec. 4.6. Based on experimental results provided in Sec. 4.6.3,
it will further be shown that a trade-off between safety and fidelity has to be found for
systems with time delay in the communication channel. The improvement in fidelity is
finally shown in Sec. 4.7.2 based on a comparison with experimental results obtained with
a classical control concept, which is presented in Sec. 4.7.

4.1 Overview of Model-mediated Teleoperation
Approaches

The main differences between the model-mediated teleoperation approaches presented in
literature consist in the algorithm for estimating the parameters of the environment model
as well as in the updating or reconstruction procedure of the virtual model. All approaches
except for [219] where a mass-spring-damper model is used are based on the linear Kelvin-
Voigt model. This model is mainly suited to describe stiff objects. Thus, other modeling
techniques for static objects and a variety of parameter estimation techniques are presented
and compared with each other in Sec. 4.2 and Sec. 4.3.

The reconstruction procedure becomes an important issue, if non-negligible time delay is
present in the communication channel. One reconstruction method consists in generating
the virtual model after the first impact between slave and object [37, 139, 200]. First
estimation steps to adapt the parameters of the environment model can be performed and
the position of the object does not need to be known. However, when the slave touches
the object for the first time, the master already passed this point without noticing it due
to missing feedback. This can lead to safety problems, i.e. possible damage to remote
environment or slave device. One possibility to avoid safety-critical situations is to track
the object’s position. Then, the virtual model can be shifted to account for the difference
in slave and master position [139]. At the second time of contact, the learned contact point
is used to present undelayed feedback to the operator. In [140], a distance sensor is used
to make this approach applicable in unknown remote environments. In this case, haptic
feedback from the virtual model can be provided to the operator at the same moment
when contact between slave and object occurs. This feedback may, however, be unrealistic
as information of the object’s haptic properties is not available yet. These reconstruction
methods are presented in detail and compared with each other in terms of advantages
and disadvantages in this chapter together with an experimental comparison especially for
systems with significant time delay.

The state-of-the-art literature for model-mediated teleoperation does not allow full
6 DoF interaction with remote objects and is focused on the manipulation of static ob-
jects. This chapter extends the applicability of model-mediated teloperation to 6 DoF
manipulation tasks involving static and movable objects.
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4.2 Design: Environment Modeling

Teleoperation is usually performed in unknown and changing environments. Yet, the ap-
plication area restricts the range of objects and tasks considerably. In addition, different
possibilities exist to obtain specific information about objects and/or tasks, either a priori
or online. A priori knowledge is e.g. available after a first visual exploration of the remote
environment. The operator can then detail the types of objects and main subtasks to
be performed. This holds especially for maintenance work. Detailed information about
object and task is also available after a first task execution. This knowledge can be used
if the same task is performed repeatedly. Even though the first task execution has to
be performed without fidelity augmentation, the subsequent trials are facilitated reducing
required effort and, consequently, operator fatigue.

Besides a priori knowledge, the required knowledge can also be gained online. One
possibility is to use additional contact-free sensors such as cameras, lasers as in [140], or
ultrasonic devices in order to detect objects especially in the direction of the teleoperator
movement. Another possibility is to obtain this information directly from the operator.
A speech recognition system could be used to determine different object properties. This
information can facilitate the initialization process of the estimation and thereby improve
the first impression of the object. Speech recognition was e.g. used in [52] to trigger different
functions in a manipulation task like closing/opening grippers or changing the camera view.
The mental workload required for additionally naming and categorizing the manipulated
objects is expected to be reasonably small. Another approach would be that the operator
selects the best fitting object and task from a menu. This requires, however, a complete
interruption of the teleoperation and is therefore a rather time-consuming approach.

In this thesis, it is assumed that the type of object is identifiable a priori, and the focus
is on static and movable objects. Interaction with static objects allows to perform peg-in-
hole tasks, e.g. replacing a screw, or repairing tasks like screw tightening or palpation tasks,
e.g. in minimally invasive surgery. Transportation tasks like removing a broken item and
fetching a new one or positioning tasks like aligning an item with an opening requires the
manipulation of movable objects. The model assumptions for these two classes of objects
are introduced next together with 6 DoF dynamic object models.

4.2.1 Static Objects

The choice of a suitable environment model for static objects is based on the following
assumptions about teleoperator and environment:

e The end-effector tool is rigid with a small contact area. Grasping does not occur.

e The objects are static and their surface is smooth. Motions tangential to the surface
are not considered, i.e. the geometry of the object is not estimated.

e The dynamics of the remote object is not coupled in different directions of penetra-
tion.

e Damping can only occur when pushing into the object. Otherwise, it would be
assumed that the robot’s tool sticks together with the object.
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The Kelvin-Voigt model (KVM), the Hunt-Crossley model (HCM), and the Hammerstein
model (HM) fulfill these assumptions and are therefore investigated in this work. Their
characteristics are summarized in Table 4.1.

4.2.1.1 Kelvin-Voigt Model

Due to its linearity, the Kelvin-Voigt model is the simplest model. In order to account for
the unilateral damping, enforced by the last assumption, the damping term of the original
KVM is slightly modified. The mechanical equivalent of this model is the parallel of a
spring and a unilateral damper. The object dynamics is described in one translational

direction as

0, else

where f is the measured contact force in one direction and dz > 0, % > 0 are penetration
depth and velocity into the object, i.e. 0x = x5 — x, and 0% = &4 (§& < 0 results in motion
out of the object). No penetration occurs for dz < 0. The parameters kg, and by, represent
the object’s stiffness and damping.

In the original version of the KVM without unilateral damping, the stiffness term van-
ishes at the beginning and end of contact, as the penetration depth is zero, and the
environment is only represented by the damping term. Since the velocity is not necessarily
zero at these moments, a non-zero force jump can occur, when contact is established and
lost, see Fig. 4.1. This behavior is contradictory to physical observations and becomes evi-
dent if the damping is high. In the modified KVM with a unilateral damping as presented
above, negative forces at the end of the restitution phase caused by a negative velocity do
not occur, see Fig. 4.1. This property avoids a sticky feeling when releasing contact with
the object.

force

penetration depth

Fig. 4.1: Hysteresis curve of original Kelvin-Voigt model (dashed) and modified Kelvin-Voigt
model (solid). The unilateral damping removes the physical inconsistency when
releasing contact.
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4.2.1.2 Hunt-Crossley Model

The Hunt-Crossley model (HCM) is a nonlinear model. The term that depends on the
penetration velocity is a function of the penetration depth such that physical inconsistencies
when establishing and releasing contact are avoided, see Fig. 4.2. Also, the nonlinear
behavior of soft objects is captured more precisely. Similar to the modification for the
Kelvin-Voigt model, a unilateral damping is introduced. The dynamics of the HCM is
described in one translational direction as

kpe (02)™e + bpe (0x)"e0x, if dx > 0AIE >0
f =21 kp(6x)ne if bx >0AN02 <0 (4.2)
0 else.

The exponent ny,. reflects contact geometry and material by altering the stiffness depending
on the size of the contact area. The parameters kj. and by, can be regarded as a nonlinear
stiffness and damping. Thus, the model can be considered as a nonlinear version of the
Kelvin-Voigt model. However, the nonlinear damping and stiffness terms do not represent
typical material properties which makes an interpretation of the parameter values difficult.

force

penetration depth

Fig. 4.2: Hysteresis curve of Hunt-Crossley model with unilateral damping. This model does
not exhibit any physical inconsistency.

4.2.1.3 Hammerstein Model

Another popular model for describing nonlinear plants is the Hammerstein model, a con-
catenation of a static nonlinearity and a linear digital filter G(z71), see Fig. 4.3. Regarding

>
P>

5—:6’ hHS() fl > G(Z_l) _ bz 4bya " f2

ap+ar1z—1+.. Fanz—"

Fig. 4.3: Block diagram of the Hammerstein model
the modeling of static objects, the nonlinearity describes the elastic response force due to

a penetration and, given a suitable digital filter, can accurately model static objects. For
each translational direction, the input is the corresponding penetration depth dz and the
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force

penetration depth

Fig. 4.4: Hysteresis curve of Hammerstein model. This model shows physically inconsistent,
negative forces during the restitution phase.

output is the resulting force f. As outlined in [17], two static nonlinearities for elastic
objects are mainly used:

. kps 0x™s if dx >0

hHS(él’, 51’) { Oh clse (43)
. kps €=0% if §x > 0

hHs(él’,él’) = { Oh olse - (44)

where kj, and ny, are parameters that depend on material and geometry properties of the
object. The first nonlinearity (4.3) represents the nonlinear stiffness term of the Hunt-
Crossley model. As described in [227], the model accuracy improves with the filter order.
Consequently, for an accurate model a large amount of parameters which are not physically
interpretable have to be determined. The model shows physical inconsistencies (negative
forces) during the restitution phase, see Fig. 4.4.

Tab. 4.1: Summary of characteristics of the three investigated models for static objects.

Properties Kelvin-Voigt Hunt-Crossley Hammerstein

Physical correspondence  Linear Nonlinear Filtered nonlinear
spring-damper spring-damper damper

Damping Unilateral Unilateral Bidirectional

Physical consistency Inconsistent for Consistent Inconsistent for
soft objects soft objects

# of parameters 2 3 >3

Parameter Material Difficult Not possible

interpretability properties
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4.2.2 Movable Objects

The modeling of the dynamics of a movable object is based on the following assumptions,
see also Fig. 4.5:

e The teleoperator rigidly grasps the movable object such that it cannot drop.

e The object is rigid, i.e. the relative positions & and orientation represented as Euler
angles ¢ between the teleoperator and the object are constant 3 — x, = const. and
ps — ¢, = const. This implies that the velocities and accelerations of teleoperator
and object are equal.

e The object is lifted, not pushed over the ground such that friction can be neglected.

e The end-effector inertia parameters of the slave are known.

F/T-sensor lg

R, & %
Ype :
4 VRJE
Object with mass m
with inertia matrix I

Fig. 4.5: lllustration of rigid object attached to force/torque sensor, see also [111].

The dynamics of a rigid body moved in translational and rotational directions is de-
scribed in the reference sensor coordinate system R, see Fig. 4.5. The dynamics depends
on the inertial parameters of the object: mass m, coordinates of the center of mass (CoM)
¢ = [¢z, ¢y, ¢;], and the inertia matrix I:

[xz ]zy ]xz
I= Iwy Iyy ]yz
I:cz Iyz Izz

as well as on the linear acceleration ®a of the reference frame, the angular velocity Bw
and acceleration o and the gravity vector Bg. The forces and torques measured in the
reference frame, £ f and 7, are described by the Newton-Euler equations:

Bf = mPa-g)+mFaxBct+fwx (Fwxfe) (4.5)

Rr = BrRa 48w x (BIRw) +mfe x (Fa —B g).

4.3 Design: Environment Estimation

The realization of model-mediated teleoperation requires to estimate the parameters of
the selected environment model online. A variety of parameter estimation methods were
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presented in the literature leading to the question which one is most suitable for the
estimation of static and movable objects in the context of haptic teleoperation. Different
recursive least-squares as well as an adaptive estimation technique are investigated and
compared with each other for this purpose.

4.3.1 Recursive Least Squares (RLS)

Recursive least square schemes allow for a fast convergence and stable parameter estima-
tion. The model has to be given in the linear-in-parameter form

with y, € R the system output at a time step k, ¢, € R™ the input regressor, and 8, € R”
the parameter vector at a time step k. By minimizing the cost function V

1 2
Vi = 5 Z e (4.8)

depending on the estimation error ex = Yy, — yr between measured and estimated system
output!, the estimate of the parameter vector @ minimizing the cost function is found.
The solution is a recursive set of equations:

0, = 0,1+ Ky (yk — (75;5@1@71) (4.9)
ki = Pty OE+ ¢LP 1) (4.10)
P, = X' (E-rp)) Py (4.11)

where kK, € R"™ is referred to as adaptation gain vector and P, € R™ ™ as covariance
matrix. The parameter A € [0;1] is known as forgetting factor. It can be used to weight
recent measurements differently to older measurements. If it is set to 1, the RLS algorithm
is also referred to as growing window RLS. The algorithm requires initial values for 8, and
P,. A stability proof for the RLS method can be found in [95].

4.3.1.1 Recursive Least Squares with Adaptive Forgetting Factor (RLS-A)

While the growing window RLS allows a good disturbance rejection, it exhibits limited
tracking capabilities if the parameters change. With a small forgetting factor parameter
changes can be tracked well, but the estimation becomes sensitive to noise. For a better
trade-off between tracking performance and disturbance and noise rejection an adaptive
forgetting factor as e.g. proposed in [211] can be used. The time-varying forgetting factor
is herein defined for a time step k as:

_ B _ i 1l >
A\ = { 1 — 2 arctan (|pr — 1) if [pr — 1| > 5o (4.12)

i+ +(1 = Br)arctan (1 — [py — 1]) else,

LAn estimated variable p will be denoted as p.
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with

Orli] 7 6, y[i]
00 else.

6r1[i] _Oxli] : . . f 1.0 1
N :{ max( ) iV i€ [0,1,.m] : Opyld] - Ouli] #0 (413

The parameters [ € N, % < B <1, 3 >0and 0 < B3 < 2 have to be adapted to
the specific scenario. A stability proof for the RLS method with time-varying forgetting
factor was not provided in [211]. The proof for the RLS with constant forgetting factor is
provided in [95]. The requirement is that the input regressor ¢ is sufficiently exciting, see

also Sec. 4.3.4.

4.3.1.2 Recursive Least Squares with Self-Perturbation (RLS-SP)

In the original RLS, the covariance matrix P, becomes small, if the estimation error e;, gets
small. This in turn leads to a decline of the adaptation gain k; and the algorithm cannot
react on parameter changes anymore. The recursive least squares algorithm with self-
perturbation as proposed by Park [152] mitigates this problem by perturbing the covariance
matrix whenever a parameter change occurs:

P, = (E-kyp;) Po1+ B NINT(ye;_,)E (4.14)

where E is the identity matrix, § > 0 is a design constant and v > 0 is the sensitivity
gain. These parameters have to be adjusted with respect to the measurement noise of
and ¢y. The function NINT(-) is defined as a component-wise round-off operator:

vyer |, ifyer | >05

0 else. (4.15)

NINT(re ) = {

The algorithm acts like the general RLS algorithm as long as ej_; is within the maximum
error bound defined by . Otherwise, the self perturbation is activated and kj increases
automatically. A stability proof of this algorithm was not provided. It would be interest-
ing to investigate whether the method can be represented as a special case of covariance
resetting where the stability proof is provided in [94].

4.3.2 Adaptive ldentification (Al)

One step in the design of an adaptive controller is to derive an estimation of the sys-
tem model. This step is called adaptive identification and was proposed in [186]. Like
many adaptive control theories, it is derived using the Lyapunov theory. The derivation
is performed in continuous time space. Similar to the recursive least squares approach the
system is described as

y(t) = (1) 6(t) (4.16)
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with y(¢) € R the system output at time ¢, ¢(t) € R" the input vector and 8(t) € R" the
parameter vector at time ¢. The estimated system model is given as:

j(t) = " (£)6(1) (4.17)

where ¢(t) € R is the estimated system output at time ¢, and é(t) € R" the estimated
parameter vector at time ¢. In a first step, a positive definite function V' (¢) is defined as:

V(t) = =67(1)To(1), (4.18)

where T is a positive definite matrix and @ = 6 — @. Taking the time derivative of (4.18)
leads to . .
V(t)=—-6"()ro(t). (4.19)

Assuming constant or slowly varying parameters such that 8 = 0, (4.19) can be simplified to
V(t) = —6"(t)TO(t). (4.20)

The objective is to guarantee asymptotic stability of the estimation, i.e. to guarantee
tlim 0(t) = 0 — 0 = 0. With the update rule
—00

o(t) = ~T " (1)(3(1) — y(t) (4.21)
equation (4.20) becomes ' i
V(t) =-8"(t)p" (1)y(t) (4.22)

which simplifies with (4.17) to
V(t) = -5 ()g(t) < 0. (4.23)

Thus, V(t) is shown to be negative definite which proves that the estimation error will
asymptotically converge to zero. The estimated parameter vector is obtained by integrating
(4.21). An initial guess for 6, has therefore to be given. The positive definite matrix I" is
a design parameter and has to be selected a priori.

4.3.3 Adaptation to Environment Models

All estimation methods require the model to be given in the linear-in-parameter form
y = ¢10. This paragraph is dedicated to the derivation of the linear-in-parameter form
for each of the static and movable object models described in Sec. 4.2.

4.3.3.1 Static Models

Three models are distinguished: the Kelvin-Voigt model, the Hunt-Crossley model and
the Hammerstein model. Please note that a model is estimated for each translational
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direction separately. Due to its linearity in the parameters, the Kelvin-Voigt model can be
transformed into the linear-in-parameter form without further modifications:

y=1/f 0=k br], ¢=I[0x 6] (4.24)

The nonlinearity of the Hunt-Crossley model requires to linearize the model by taking the
natural logarithm of (4.2), see also [74]:

In(f) = In(kpn.) + npe In(57) + In(1 + & by07). (4.25)
By assuming that In(1 4+ «) = « for |a| < 1 equation (4.25) can be rewritten as:

In(f) = In(kne) + npe In(52) + kj, Lbpedi. (4.26)

Equation (4.26) only holds if the term k; ;.04 is small compared to one. Since, for most
robotic applications, the velocity is small during contact with the environment, and the
stiffness kj. is commonly larger than the damping by, this condition can be assumed to
be met. The formerly nonlinear system is now expressed by a linear equation and can be
rewritten as:

y=1In(f), 0=[n(kn) nun kp,bn)’, @=[1 In(6z) di]". (4.27)

The structure of the Hammerstein model requires two separate, interconnected estimation
steps as shown in Fig. 4.6. The nonlinear system as described in (4.3) is selected. The

f —> 6
> Estimator 1 |——~1
> ]
D) Estimator 2 | 2

Fig. 4.6: Recursive estimation scheme for the Hammerstein model consisting of two intercon-
nected estimators. Figure modified from [227].

output f; of the static nonlinearity is not measurable. It is found by taking the natural
logarithm of the difference equation of the linear filter, solved for f; ;4

fie—1= fir— ¢§,k92,k- (4.28)

Equivalently to the Hunt-Crossley model, the linear-in-parameter form of the static non-
linearity is given by

yi=In(fir 1), 61 =[n(kn) nns)’, &1 =1[1 In(s2)]". (4.29)
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The linear filter of order n is described in linear-in-parameter form at a time step k as

Yo=f2, Oy=lar...an bi...b)", &= 1[for1- forn frhi---firea)'. (4.30)

4.3.3.2 Movable Objects

The dynamics of a movable object as described in (4.5) and (4.6) is linear in its parameters.
Rewriting it in terms of the system output y, the parameter vector @, and the input
regressor matrix ¢ leads to

a, — g, O;p O3y

Y= [f T]a 0 = [m mc ]mx Ixy [xz Iyy Iyz Izz]a ¢ = 0 O 0O (431)
~ — / 3x1 1T 27
I,
with
22 _
Wy —W;  Wely — Wl + ay
O; = |wwy+a, —w2—w? ww, —a, (4.32)
2 2
| e, — Qy Wy, + Qi —Ww, — wy
0 Az — 9= Gy — Gy
017' = g — a 0 Gy — gz (433)
| Ay — Gy Gz — Qg 0
- 2 2
Qo Qy — We, @ +Wely —Wyw, W, — W Wy Wy
0,, = Wy Oy wyw,  w?—w? Qo —wewy —wews |, (4.34)
| —ww, w2 — ws Qp — Wy,  Wyly Oy + W, o,

where all variables are given in the reference coordinate system R.

4.3.4 Persistent Excitation

According to Yokokohji [218], a teleoperation system is transparent, if the forces on master
and slave site as well as the velocities on master and slave site are equal. If master and
slave velocities coincide due to e.g. a high-gain position controller and the estimation
works perfectly, the reconstructed forces on master and measured forces on slave site will
be equal for model-mediated teleoperation. If the position controller is, however, not stiff
or if time delay is present in the communication channel, differences between master and
slave positions and, thus, velocities may occur. In this case, a high fidelity can only be
achieved, if the estimated parameter vector is equal to the true parameter vector. This
can be guaranteed, if the input regressor ¢ is persistently exciting (PE). This means that
the input signal contains enough different frequency components to excite all parameters
of the model. According to [95], for a single-input single-output (SISO) system, which is
decoupled in the different Cartesian directions, an input signal with [n/2] distinct non-zero
frequencies is sufficiently rich of order n, where n is the number of parameters.

Trajectory design for static objects Regarding static objects, the environment models
are of order one. Hence, one non-zero frequency should be contained in the input signal. In

80



4.3 Design: Environment Estimation

teleoperation, due to the natural tremor of human arm movements, see [65], the operator
unconsciously provides input signals with at least one non-zero frequency component and,
thus, persistent excitation is guaranteed for these models.

Trajectory design for movable objects The model for movable objects is a multi-input
multi-output (MIMO) system, which is coupled in the different Cartesian directions such
that the design process for exciting trajectories becomes much more intense. A method
for designing ideal input trajectories such that the input regressor matrix excites all 10
parameters of the model is presented in [111]. The measure to be optimized is dependent on
the correlation matrix C' consisting of N different, concatenated matrices ¢y determined
at a time step k

C = ¢ o (4.35)

¢ = [o1...on]"

In [63, 159], it was shown that the condition number ¢((C) of the correlation matrix C
should be minimized: _ ©)
sing
C)=—"2=22 4.37
L< ) Singmin<c) ( )
where sing, .. (C), sing, ., (C) are the maximum and minimum singular values of the matrix
C. The minimum is consequently ¢ = 1.

A sine function with amplitude A and frequency f as design parameters is selected for
each angular movement o, 3,2 v given in the reference frame R:

Rgogc = A,, sin(27 f,, 1) Rgoy = A, sin(27rf<pyt) Rgpz = A, sin(2rf, t). (4.38)

The linear acceleration is set to zero. The optimal amplitudes and frequencies are found
by minimizing the condition number ((C) using the fmincon function from the Matlab
Optimization Toolbox.

The optimal excitation is determined for the 6 DoF experimental setup described in
Appendix A.6. The frequencies were restricted to a range of 0 to 10 Hz and the amplitudes
were allowed to vary between —7m/2 and 7 /2. The optimum values are found as

A, =0.0124 A, = —0.0084 A, =0.0112

fo = 84662 f, =T5898  f, =6.7899 (4.39)

and o, = 7.95. It would certainly be desirable to run the estimation process simultane-
ously to the telemanipulation of the object. Due to the complexity of the design process
and the resulting input trajectories, it can, however, not be expected that the operator
would excite the model in an optimal way. Furthermore, the complex input trajectories
cannot be added to the operator commands, as they would significantly change the desired
actions of the operator. Consequently, the estimation and reconstruction phase for movable
objects have to be separated and the estimation is performed in autonomous mode.
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4.4 Design: Environment Reconstruction

Given an environment model and suitable estimation algorithm, the estimated object has
to be reconstructed on master site. The reconstruction consequently aims at providing the
operator with a virtual model of the remotely manipulated objects. It is described for static
and movable objects in this section. The estimated model is transmitted to the operator site
where it is reconstructed using local haptic signals, see Sec. 4.4.1. If time delay is present in
the communication channel, the first model estimate is received with delay on operator site.
This is the most critical aspect for applying model-mediated teleoperation and requires a
method how to deal with the delayed model response during first contact. Two approaches
differing in the assumptions about a priori available knowledge are presented in Sec. 4.4.2
and advantages and disadvantages are discussed.

4.4.1 Reconstruction for Static and Movable Objects

In order to realize model-mediated teleoperation during contact, the environment param-
eters have to be estimated on slave site, sent back to the master site, and local external
forces and torques have to be generated.

For contact with static objects, it is assumed that only point contacts occur between
the teleoperator and the remote objects. Thus, only forces and no torques are measured
at the tip of the tool, i.e. in the tool-tip frame (TT), see Fig. 4.7. Using these forces
and corresponding positions and velocities as input to the estimation, an estimate of the
environment parameters 0, is obtained for the three translational directions. The recon-
structed forces fe,r are generated on master site based on the received parameter vector
6, and the input regressor @,,:

fer = 0cprm, (4.40)

where ¢,, is calculated using master velocities and positions. The penetration depths are
set to zero, if a first estimate is received. It is furthermore assumed that the operator
should feel as holding a tool, like a screwdriver for example. Consequently, also torques
have to be computed at the grasping point of the tool, i.e. in the wrist frame (WR), see
Fig. 4.7. The geometry of the tool mounted on the teleoperator’s end-effector and with it

Fig. 4.7: Wrist frame and tool-tip frame. Figure modified from [227].

the distance vector WRdpp from wrist frame to tool-tip frame, is assumed to be known.
Thus, the cross product between WRdrp and the force vector f. is calculated in order to

determine the torque 7. ,:
+e,r =Wk dTT X ,fe,r- (441)
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On master site, it is assumed for a natural feeling of the haptic feedback that the human
intuitively grasps the handle at the tool center point, where all axes of rotation intersect.
The reconstructed forces and torques fe,r and 7., then provide the operator with haptic
feedback about the interaction between teleoperator and remote object.

Movable objects are reconstructed on master site by simply evaluating the dynamic
model (4.5) and (4.6) with the received parameter vector and local haptic signals sum-
marized in the input regressor ¢,,. As the controller is based on world coordinates, the
resulting forces and torques given in the reference frame R have to be transformed accord-
ingly, see Appendix A.6.0.4.

The reconstruction allows together with a suitably estimated environment model to
realize model-mediated teleoperation. As a consequence, the feedback loop from the remote
to the local site is closed locally, such that the dynamics on the remote site do not alter
the haptic feedback.

4.4.2 Reconstruction for Systems with Non-ldeal Communication

If the time delay in the communication channel cannot be neglected, the first estimation
results are received with delay on master site. The estimation and reconstruction phase
for movable objects have to be temporally separated, see Sec. 4.3.4, as the operator cannot
sufficiently excite the model. Thus, time delay does not influence the reconstruction for
these kind of objects. For stiff, fixed objects, on the contrary, estimation and reconstruction
are performed simultaneously such that the reconstruction method is important here. It
depends essentially on the a priori knowledge of the object’s location. This section presents
two methods with varying level of a priori knowledge.

4.4.2.1 Reconstruction without Knowledge of the Object Location

If contact-free sensors measuring the distance to the object are not available, the location
of the object cannot be determined before first contact. As a consequence, the virtual
object is not presented at the location of the true object, see Fig. 4.8. The idea of the first
reconstruction method is to shift the object location to the true object location during the
release phase of the first contact, see Fig. 4.8 and [139]. This increases the safety for the
second contact without deteriorating the fidelity.

The first contact is, however, performed with delayed haptic feedback. If a stiff con-
troller is used on slave site, this can lead to high environment forces especially if the impact
velocity is high. Consequently, the slave device and/or remote objects can get damaged.
A classic method to deal with this problem is to use a compliant controller on slave site.
A virtual mass-spring-damper impedance reduces the forces from the environment by re-
ducing the penetration depth. If the time delay increases, the stiffness/damping on slave
site has to be reduced/increased. The disadvantage is a deterioration of fidelity.

4.4.2.2 Reconstruction with Approximate Knowledge of the Object Location

Depending on the application, a distance sensor like a laser range finder as presented in
[140] can be used on the remote site. Thus, approximate knowledge about the object’s
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after during
1. contact 1. contact

@) master position

i |:| i |D| virtual object

location
master site

[ ) slave position

I true object
location
slave site

Fig. 4.8: The location of the virtual object is shifted towards the true object location during
first contact, see also [230].

location can be obtained a priori. Although the dynamics of the object are unknown
during first contact, a haptic resistance can be displayed to the operator at the moment
when the object is touched on remote site. This approach can therefore guarantee a
safe interaction from the first contact on. Due to noisy measurements, however, only a
Gaussian distribution with mean g and standard deviation o of the object location is
given, see Fig. 4.9. In order to guarantee safety for slave device and environment, high
environment forces have to be avoided. This is achieved if the probability that the virtual
object is touched before the true one is small. By selecting the object location 3¢ in front
of the expected object location pu, the probability of penetrating into the true object at
first contact is reduced to 0.27%.

@©  master position

I:I |D| virtual object
location

Q
master site
@ slave position
—_
I true object

location
slave site

Fig. 4.9: A distance sensor is used to obtain approximate a priori knowledge about the object
location. The sensor noise is modeled as a normal distribution with mean p and
standard deviation ¢ around the true object location.

In addition to the object location, the dynamics of the virtual object has to be selected.
If a priori information about the object’s mechanical properties is not given, a stiff object
prevents penetration and, thus, high environment forces. It is therefore best suited if safety
has to be guaranteed. The problem that occurs when presenting stiff objects is that also a
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penetration into the object is prohibited, such that the parameters of the true object may
not be estimated well. If the operator can provide approximate information characterizing
e.g. the stiffness of the object, the dynamics can be adapted correspondingly. In summary,
the safety of this reconstruction method is high, but the fidelity depends on the discrepancy
between the virtual object dynamics if no estimation is available.

Summarizing this section, the presented reconstruction methods aim at finding a trade-
off between fidelity and safety during first contact. As the object location and dynamics of
the static object is known after first contact, a high fidelity is provided during the second
contact without safety risks.

This section concludes the presentation of design aspects for model-mediated teleoper-
ation. The following part of this chapter is dedicated to the evaluation and comparison of
the different implementation possibilities for model-mediated teleoperation.

4.5 Evaluation: Environment Modeling and Estimation

In the first evaluation step, suitable environment models and estimation methods have
to be selected out of the three models for static objects and four different adaptation
schemes presented in Sec. 4.3. For movable objects, only one model was presented, such
that a selection process is not necessary here. The following questions are addressed in
this section:

e Which model is suitable for which type of static object and how can the corresponding
model be selected online?

e Which of the four adaptation schemes provides the best trade-off between conver-
gence time, noise rejection, and parameter tracking for a) static objects and b) mov-
able objects?

In order to answer these questions, different, virtual 1D static and 6D movable objects were
simulated and estimated using the different adaptation schemes. The adaptation schemes
were tuned to provide the best trade-off between convergence time, tracking accuracy,
and noise rejection possible. For the simulations to be realistic, band-limited white noise
was added to the resulting forces and torques. The estimated parameters were initialized
with zero, i.e. 6o = 0 and the diagonal elements of the covariance matrix P were set to
1-10%. The result of the estimation are the estimated parameters and the estimated forces
and torques.

4.5.1 Static Objects

Two different, virtual 1D-objects were simulated with each of the three static object mod-
els, Kelvin-Voigt model (KVM), Hunt-Crossley model (HCM), and Hammerstein model
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(HSM), see also Sec. 4.2:

KVM? Object I: kg, = 4000 N/m by, = 200 Ns/m
Object 11 : kg, = 10000 N/m by, = 500 Ns/m

HCM  Object I:  kp. =40 N/m bre =10 Ns/m  ny. = 1.5
Object 1T kp. = 80 N/m bhe =15 Ns/m  np. = 1.1

HSM  Object T: kpo—20 N/m  nps — 1.6 G(z™Y) = e
Object 111 kps = 10 N/m Nps = 2.5 G(z') = m‘

Band-limited white noise with amplitudes of 3 N (KV), £0.1 N (HC), +0.2 N (HS)
was added to the resulting forces and torques. In order to investigate how the differ-
ent estimation approaches can track parameter changes, a switch from object I to II was
triggered at ¢ = 2 s. The parameters of the objects modeled with KVM and HCM were es-
timated with the four estimation methods: classic growing-window (A = 1) recursive least
squares (RLS), RLS with adaptive forgetting factor (RLS-A), RLS with self-perturbation
(RLS-SP), and adaptive identification (AI). Due to the recursive structure of the Ham-
merstein model, the simulated objects were only estimated with the recursive least squares
approaches. The parameters of the estimation methods are summarized in the following
table, where HSM-E1 and HSM-E2 represent estimator 1 and 2 of the Hammerstein model,
see also Sec. 4.3.3.1.

Model RLS-A RLS-SP Al
aq (o) Q3 [ Y 6 r
. 3 . 3
KVM 099 1 05 5 0.0l  10-10 500.10° 500-100
HCM 098 10 0.9 0.9 5 500 200 100’ 1000
100 100 600
HSM-E1 099 9 05 5 5 50 ;

HSM-E2 0.990 500 0.7 5 1-1074 500 -

The simulation results are shown in Fig. 4.10, 4.11, and 4.12. The left column shows
the simulated (solid and noisy) and estimated (dashed) forces and the estimation error
e = f — f. The right column shows the estimated (solid) and true parameters (dotted).

For the evaluation, the normalized root mean square error between the measured and
estimated environment force, f and f, (NRMSE;) was determined over the whole estima-
tion horizon, see Appendix B.1. Furthermore, the convergence time for the first object
(CTo1) is determined, see Appendix B.3. Table 4.2 summarizes these measures for the
different models and estimation methods. These results are used in the following in order
to select a suitable estimation method and environment modeling approach.

Selection of Estimation Method for Static Objects: As shown in Table 4.2, all esti-
mation results with the classic RLS show a fast convergence to the true parameter values
for the first object. Due to the growing-window character of the approach, a change of the

2Please note that the stiffness and damping corresponding to the KVM have a different physical meaning
than those of the HCM or HSM.

86



4.5 Evaluation: Environment Modeling and Estimation

Tab. 4.2: Normalized root mean square error (NRMSE  [%]) between simulated and estimated
force and convergence time (CTp; [s]) for the different models and estimation meth-
ods. E1 stands for estimator 1, E2 for Estimator 2, see also Fig. 4.6. The numbers
in bold mark the best, i.e. smallest, NRMSE; and CTo1 values for each model.

Model RLS RLS-A RLS-SP Al
NRMSE; CTo, NRMSE; CTo; NRMSE; CTo, NRMSE; CTo
KVM 2.4 0.399 58  1.963 23  0.399 39 00
HCM 336  0.875 28 00 0.6  0.875 1.3 00
HSM-E1 6.3  0.028 24 0 2.3 0.04 - -
HSM-E2 - 0.283 - 0.285 - 0.283 - .

object can, however, not be tracked well, see Fig. 4.10(b), 4.11(b) and 4.12(b). Reducing
the forgetting factor would result in improved tracking capabilities, but worse noise rejec-
tion. An example for a reduced forgetting factor of A = 0.95 is shown in Fig. 4.13. The
forgetting factor is the only parameter to be tuned.

The RLS method with adaptive forgetting factor shows good tracking properties for both
objects. It is, however, sensitive to noise which deteriorates the convergence time. Reduc-
ing the sensitivity to noise would result in diminished tracking capabilities, see Fig. 4.14.
The tuning effort is high: four parameters have to be determined which, on top, influence
each other. Furthermore, not only the convergence time but also the noise rejection and
tracking capabilities are influenced by the excitation for this estimation method. Conse-
quently, the parameters of the RLS-A approach should be tuned according to the excitation.

The self-perturbing RLS approach shows fast convergence, good tracking, and good
noise rejection. The two parameters can be tuned in an intuitive manner according to the
noise characteristics of the force measurement.

The adaptive identification approach reveals the slowest convergence time of all methods.
Furthermore, the estimated parameters show noisy behavior. The stability and accuracy of
the estimation is very sensitive to the adaptation matrix, which increases with the number
of parameters, and therefore requires a very high tuning effort.

In summary, the self-perturbing RLS algorithm shows superior performance for all three
object models and a small tuning effort compared to the other approaches and will therefore
be used for estimating static objects. Regarding movable objects, a high disturbance
rejection is important. Furthermore, the estimation for movable objects ran prior to the
reconstruction and was therefore triggered externally. Thus, the tracking capabilities of the
estimation approach are less important. Due to the good disturbance rejection capabilities,
the growing-window RLS and the self-perturbing RLS can therefore be used likewise.

Selection of Environment Models for Static Objects: Regarding stiff objects, the
Kelvin-Voigt model may be superior to the Hunt-Crossley or Hammerstein model, as it
captures by construction the linearity between f and da, which is characteristic for stiff
objects. Furthermore, the damping term becomes negligible compared to the stiffness term
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Fig. 4.10: Estimation results for 2 static objects, switched at ¢ = 2 s and modeled with the
KVM. Left: Simulated (solid) and estimated (dashed) forces. Right: Estimated
(solid/dashed) and true (dotted) parameters.
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Fig. 4.11: Estimation results for 2 static objects, switched at ¢t = 2 s and modeled with the
HCM. Left: Simulated (solid) and estimated (dashed) forces. Right: Estimated

(solid) and true (dotted) parameters.
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Fig. 4.12: Estimation results for 2 static objects, switched at ¢ = 2 s and modeled with the
HSM. Left: Simulated (solid) and estimated (dashed) forces. Right: Estimated
(solid) and true (dotted) parameters.
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t[s]

Fig. 4.13: Estimated ky, [kN/m] and b, [kNs/m] with RLS and a forgetting factor A = 0.95.
The solid lines show the estimated parameters, the dotted lines the true parameters.

for these materials, reducing considerably the magnitude of the hysteresis discontinuity at
the beginning of contact. The Kelvin-Voigt model is therefore selected when an interaction
with a stiff object occurs.

For soft objects, on the contrary, the discontinuity in the hysteresis curve of the Kelvin-
Voigt model is not negligible for soft objects and limits its applicability here. Comparing
the Hunt-Crossley and Hammerstein model with each other, the simulation results show
that the Hunt-Crossley model exhibits superior tracking capabilities compared to the Ham-
merstein model except for the RLS approach. The concatenation of a digital filter and a
static nonlinearity of the Hammerstein model requires two completely different excitation
signals. While the estimation converges for the digital filter only, if the excitation is white
noise with zero mean, the parameters of the static nonlinearity can be estimated best using
a signal with a single frequency and sufficiently large amplitude. As a remedy to this issue,
the parameters of the Hammerstein model were estimated in simulations in two phases,
one with an excitation for the nonlinearity and one with an excitation for the digital filter.
This process is, however, time-consuming and a change in the parameters has to be cor-
rectly determined in order to reset the estimation process. Thus, the Hunt-Crossley model
is selected for modeling soft objects and the Hammerstein model will not be used further.

As outlined above, the choice of the model depends on the encountered object type.
A hybrid object modeling approach is therefore proposed, where the Kelvin-Voigt model
is selected for stiff objects and the Hunt-Crossley model for soft objects. The estimation
runs for both models during contact with an object. As a stiff object is more critical for
the system stability, the Kelvin-Voigt model is initially assumed. After a time of 50 ms
to check the convergence of both models, a switching between both models occurs if the
estimated stiffness of the Kelvin-Voigt model ky, falls below a prespecified threshold £y, in
one direction. This hybrid switching strategy between the Kelvin-Voigt model (kv), and
Hunt-Crossley model (he) can be described by a switching operator £(ky,) in any direction:

kv, it kg, > Ry
§ o) = { he, else. (4.42)
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As the estimation error is small for both models when switching, force discontinuities
are not perceivable. As both models are furthermore estimated continuously, a simple
switching operator is sufficient here. If the switches were perceivable or the estimation of
the models was stopped, a hysteresis could be used instead.

60 | R —

Fig. 4.14: Estimated ky, [N/m] (blue, solid) and by, [Ns/m] (green, dashed) with an RLS-A
implementation with a small sensitivity to noise. The solid/dashed lines show the
estimated parameters, the dotted lines the true parameters.

Based on the theoretical and simulation results, it can be summarized that the Kelvin-
Voigt model is best suited to model stiff objects, while the Hunt-Crossley model is superior
over the other models for soft objects. The model is selected online using a hybrid switching
strategy. The parameters are estimated using the RLS with self-perturbation due to its
superior tracking and convergence capabilities as well as a small tuning effort.

4.5.2 Movable Objects

Two virtual, movable objects were simulated, see also (4.5) and (4.6):

Object 1 m =2 kg
=[-169 0 — 135] mm
I,=[52 00 1.8 0 3.6]-1073 kg m?
Object II m =4 kg
=[11.86 12.16 —77] mm
I,=03.92 0.26 —0.68 3.32 —0.68 0.636] 107 kg m?

The parameters were estimated with RLS-SP as this method showed superior perfor-
mance compared to the other approaches. In order to apply this method to multi-input
multi-output (MIMO) systems, the NINT function that is required for the self-perturbation
was modified to

else.

el 9 lf 67,27 Z 05,
NINT( vze,k . { Y2 G 1 2 Gk (4.43)
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where n is the order of the output vector y. The design constants § and v were set to
B = 500 ~=0.01.

The excitation trajectories were selected as described in Sec. 4.3.4. A change from object I
to Il occurred again at t = 2 s. The simulation results are shown in Fig. 4.15. The left plots
show the simulated (solid and noisy) and estimated (dashed) forces and torques, and the
right plots show the estimated (solid) and true parameters (dotted). The simulation results
presented in Fig. 4.15 and a mean NRMSE over all forces and torques of 2.16 % show good
tracking performance and noise rejection. However, only if no process noise is added to
the simulated forces and torques, all inertia parameters converge within 128 ms. With
band-limited white noise with an amplitude of £1 N for forces and £0.15 Nm for torques,
respectively, I, does not converge within the 2 s estimation time, but the remaining
parameters converge within 0.94 s for the first object. The remaining relative estimation
error of I, REE;,, is found according to Appendix B.2 as 11.5 %. The results show that
even though the input trajectories were selected in an optimal way, the estimation of the
moments of inertia are difficult. This problem arose as the moments of inertia were so small
such that even small process noise deteriorated the signal-to-noise ratio considerably. As
a consequence, the convergence time of the estimation increases, especially if convergence
is defined with a tracking accuracy of higher or equal than 95%. This result also confirms
the expectation that human-generated, task-specific trajectories can be assumed to not
provide sufficient excitation for all inertia parameters. It should furthermore be noted
here, that joint angle, velocity and acceleration limits of the slave device were not taken
into account in this simulation. They further restrict the permissible range of excitation
amplitudes and frequencies.

4.6 Evaluation: Model-Mediated Teleoperation

Combining the selected modeling techniques for static and movable objects with a self-
perturbing recursive least squares approach, remote objects can be identified online and
reconstructed on operator site as described in Sec. 4.4. This section presents experimental
results for model-mediated teleoperation using 1 DoF and 6 DoF teleoperation systems
together with implementation issues regarding the identifiable range of static object and
the estimation excitation for movable objects and limitations of the approach. Besides
results for an ideal communication channel shown in Sec. 4.6.2, difficulties arising from a
non-ideal communication channel are illustrated with experimental results in Sec. 4.6.3.

4.6.1 Practical Issues

The most critical implementation issues are the identifiable range of parameters for static
objects and the excitation for movable objects.

93



4 Transparency-Oriented Control Concept: Design and Evaluation

4
— 0¥ / : : = 2 X
=3 =
= —20 e
qﬁ'\ .facyflx - —z,
—40 7fyvf:y t—2 Ty, Ty
‘—fz“fz —Tz, Tz
—4
0 1 2 3 4 0 1 2 3 4
t [s] t [s]
2 1

0 1 2 3 4 0 1 2 3 4

ts] ts]
(a) Estimated forces and torques with RLS-SP.

4 0(
To' [—
= 5 £ X
€ © 0.1 .
0 N
—-0.2
0 1
— _ 0o
€ 001 =
o0 0
<}\§ <D\1§j O
“\cg <|\:§
9 S
<>\£f <'\§
—0.01 —0.01
0 1 2 3 0 1
t[s] t [s]

(b) Estimated parameters with RLS-SP.

Fig. 4.15: Estimation results for 2 movable objects, switched at ¢ = 2 s. Left: Simulated
(solid) and estimated (dashed) forces and torques. Right: Estimated (solid) and

true (dotted) parameters.
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4.6.1.1 Identifiable Parameter Range for Static Objects.

Regarding the online identification of static object models, an important aspect is the
identifiable range of parameters. On the one hand, the force and encoder sensor resolutions
and the actuator bandwidths limit the identifiable parameter range. It can, however, be
assumed that these components can be selected for a specific application such that the
manipulated objects are identifiable regarding sensor and actuator technology. On the
other hand, the identifiable parameter range depends on the slave device, that is used
for identification, as it is connected in serial with the object. Assuming an admittance-
type robot its mechanical structure can be simplified to a spring-damper system denoted
by ks, bs, interacting with another spring-damper-like object, denoted by kopj, bop;. The
maximum identifiable stiffness is then the serial connection of ks and kg, i.e.

kskobj
ks + kobj .

kmax -

In the case of an infinitely stiff wall, the identifiable stiffness is consequently limited by
the robot’s mechanical stiffness. Given persistent excitation, the obtained parameters
are therefore not the true values of the object’s model alone, but the true values of the
interacting robot-object system. These limits have to be considered in the interpretation
of the obtained parameter values. For control, this estimation limitation becomes critical
only, if the stiffness of the device, where the parameters are applied to, is higher than the
stiffness of the device, with which the parameters have been obtained. This is not the case
for the experimental setups used in this thesis.

4.6.1.2 Estimation Excitation for Movable Objects.

The parameter estimation for movable objects is limited by the maximum joint angles,
velocities, and accelerations of the slave device on the one hand. The sensor bandwidth
is assumed to be large enough in order to estimate the desired class of objects. On the
other hand, the signal-to-noise ratio for the parameters plays an important role. Often, the
moments of inertia are so small compared to the process noise that an accurate estimation
is not realizable in an acceptable amount of time even if an optimized regressor matrix is
used. This limitation is acceptable as long as the estimation error between reconstructed
and measured torques is smaller than the JND for torques.

4.6.2 Model-Mediated Teleoperation with Ideal Communication

This section presents experimental results for model-mediated teleoperation using the
6 DoF experimental setup shown in Fig. 4.16. Further details regarding the experimental
setup can be found in Appendix A.6.

The teleoperator is position controlled in joint space using a high-gain PD controller.
The desired position and orientation in task space are commanded from the operator. On
operator site, a position-based admittance control approach, as described in Sec. 2.3.1, is
selected for the given setup. Using a virtual mass-damper system, the difference of forces
and torques applied by the operator, f;, and 73, and reconstructed forces and torques, fw
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(a) Redundant 7 DoF haptic interface (b) Redundant 7 DoF teleoperator
ViSHard7

Fig. 4.16: 6 DoF experimental setup consisting of a redundant 7 DoF haptic interface and
teleoperator. Pictures are taken from [227] and were slightly modified.

and T, are transformed into desired position and orientation, respectively:

frn—fer = M@, + B, (4.44)
Th — Ter = M@y + By wp, (4.45)

where M™ and B are diagonal mass and damping matrices for translations, and
M and B! are diagonal mass and damping matrices for rotations. The desired po-
sitions and orientation are controlled using a high-gain PD-controller in joint space. In
order to avoid the dynamics of the underlying position controller, the desired position
and orientation are sent to the teleoperator site. As the connection between local and
remote site is realized with a local area network (LAN), time delay and packet loss are
negligible. For the estimation of static and movable objects, an aluminium bar is used as
handle for the operator. For static objects, a steel pin is mounted on the teleoperator’s
end-effector simulating a rigid tool. Thus, the operator should feel as holding some kind
of tool like a screwdriver. For movable objects, a two finger robotic gripper was attached
to the teleoperator’s end-effector. A potentiometer on operator site allowed to control the
gripper’s opening and, thus, to grasp an object. The operator had a direct view on the
teleoperator site.

Static Objects: The virtual inertia and damping matrices are chosen as M = 5 E kg
and B =1F Ns/m for translations (E represents the identity matrix) and
M = 0.1 E kgm? and B™" = 0.05 E Nms/rad for rotations. The operator remotely es-
tablished and kept contact with two objects of different material using the model-mediated
control approach. In order to show the applicability of the approach to a wide range of
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materials, a steel plate and a soft silicone cube were used as objects, see Appendix A.3,
and mounted on a solid surface. The true model parameters of these two materials are
not known. In the following, estimation results, fidelity, and stability during teleoperation
are discussed.

20
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Fig. 4.17: Estimated parameters of Kelvin-Voigt model for contact with the steel plate in the
direction of penetration.

For estimation, the parameters were initialized with 6y, = [10 - 103, 200] and
6. = [log(3000), 1/30, 1.3] and for the self-perturbation the parameters were chosen as
Yo = 1, Bry, = 50 and 5. = 19000, By, = 1. The stiffness threshold for the hybrid estima-
tion approach was set to ky, = 2500 N/m. The important aspects for the estimation are
speed, accuracy, and a correct switching between Kelvin-Voigt and Hunt-Crossley model.
In Fig. 4.17 and Fig. 4.18, the estimated model parameters for the steel plate and the soft
silicone cube are shown in the direction of penetration.
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Fig. 4.18: Estimated parameters of Hunt-Crossley model for contact with the silicone cube in
the direction of penetration.

The parameters converge in less than 1s, which enables a good rendering of contact
forces and torques on master site. For a realistic impression of the object, the time of
contact has to be longer than the convergence time of the estimation. Otherwise, a realistic
haptic impression of the object cannot be provided to the operator. Furthermore, the
NRMSE between measured and estimated forces on slave site is calculated in the direction
of penetration according to (B.1). It is 1.16% for the steel plate and 1.67% for the silicone
cube, which proves a sufficient accuracy of the estimation. As described in Sec. 4.3.4,
the stiffness of the Kelvin-Voigt model is the maximum identifiable stiffness of the robot-
object interaction. It is consequently limited to the robot’s stiffness when touching a rigid
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wall. Thus, the estimated value of ky, ~ 17 kN/m seems plausible. The initial peak in
the damping value occurs due to the combination of a very small penetration depth and
large measured forces. As the parameters of the Hunt-Crossley model are not physically
interpretable, a statement about the accuracy can hardly be provided. Finally, the hybrid
switching technique chose the correct models for the right material, i.e. Kelvin-Voigt for
the steel plate and Hunt-Crossley for the silicone cube.
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Fig. 4.19: Left plot: Measured force on slave site (solid) and reconstructed force on master
site (dashed) for the steel plate, right plot: force error.

For teleoperation, the most important aspects are robustness and fidelity. The observed
behavior was always asymptotically stable, i.e. moving in free space and establishing and
keeping contact did not lead to oscillations or instabilities. For fidelity evaluation, the
force measured at the wrist of the teleoperator’s end-effector and the reconstructed force
generated in the wrist frame on master site were recorded and are shown in Fig. 4.19
for the steel plate and in Fig. 4.20 for the silicone cube in the direction of penetration.
The reconstructed forces generated by both models fit well with the measurements. In
steady-state, the force error for the steel plate and the silicone cube is always smaller
except for a few peaks than the just noticeable difference for force (JND; ~ 10% for the
arm/forearm, see [189]). This means that the estimated forces cannot be distinguished
from the measured ones by the operator. Besides force tracking, a high degree of fidelity
requires a good position tracking. As the desired master position ¢ and orientation
represented for example as Euler angles ¢? is tracked on master and slave site using a
high-gain PD-controller, the tracking errors between desired and measured position and
orientation are small on both site. As a consequence, also the tracking errors between
master and slave position and orientation, ||@,, — x|| and ||¢,, — ||, are small. Together
with a force and torque error below the JNDy, the system in steady-state is perceived
transparent according to the definition in Sec. 2.2.1.2. For the transient phase, further
investigations based on a dynamic JND should be performed in future.

Movable Objects: The virtual inertia and damping matrices are chosen as
M =12 E kg and B = 70 E Ns/m for translations and M!* = 0.2 E kgm? and
B** =1 E Nms/rad for rotations. After grasping a movable object, the inertia parameters
were estimated while the slave was running in autonomous mode. The input trajectories
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Fig. 4.20: Left plot: Measured force on slave site (solid) and reconstructed force on master
site (dashed) for the silicone cube, right plot: force error.

were manually selected to meet the joint limitations, velocities, and accelerations of the de-
vice:

Ap,=—m/2rad A, =-01rad A, =-0.1rad

feo= 05Hz f, = 1Hz fo.= 0.6 rad. (4.46)

As described in Sec. 4.6.1.2, the excitation of movable objects together with the signal-
to-noise ratio of the moments of inertia are critical factors for the online estimation. The
6 DoF experimental setup exhibits strong limitations in terms of joint angles, velocities,
and accelerations. If a joint limit is reached, the estimation is stopped as high jerks occur
resulting in large force and torque peaks. As a stop in the estimation process retards
the convergence and stresses the device, joint limits were avoided as far as possible. A
hard drive was selected as movable object, see also [239] for a detailed description of the
scenario. The hard drive can be represented as a rectangular box with the parameters

Hard drive m = 0.62 kg
c = [00 —0.324] m
I, = [1.6 0 0 055 0 1.1]-107® kg m?.

The estimated inertia parameters are shown in Fig. 4.21. During the first 30 s, the slave
was running autonomously in order to estimate the object’s parameters. During the time
interval from 30 s to roughly 50 s, the operation mode was switched from autonomous
mode to teleoperation. Differences between estimated and measured forces/torques were
consequently not applied to the system and can be disregarded for the evaluation. From
roughly 50 s on, the operator telemanipulated the object. The mass and CoM coordinates
show a fast and accurate convergence (within 80 ms) to the true value. The moments of
inertia I, and I,, did, however, not converge. Only /.. converged within 6.6 s. The reason
is the small signal-to-noise ratio noise for the moments of inertia. When no measurement
noise was added, all parameters converged to the true values.

For the estimation phase, where the slave was running autonomously, the mean NRMSE
values between measured and estimated forces as well as torques on slave site are deter-
mined. All forces and torques are given in the reference frame R. The mean NRMSE is
4.81% for forces and 8.57% for torques.
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Fig. 4.21: Estimated inertia parameters. During the first 30 s, the inertia parameters were
estimated. The excitation was provided by the autonomously running slave. During
the reconstruction phase marked in gray, the estimated parameters were used to
generate reconstructed forces and torques on master site.

Regarding force and torque tracking during the reconstruction phase, where the slave
was teleoperated, the simulated forces/torques on slave site and the virtual, reconstructed
forces/torques on master site are compared with each other, see the gray part in Fig. 4.22.
The NRMSE between measured and reconstructed force is 8.89% for forces and 19.45 %
for torques. If the simulated forces and torques were first filtered with a low-pass filter
with a cut-off frequency of 10 Hz in order to reduce the influence of the noise, the NRMSE
during the reconstruction phase improves to 4.46 % for forces and 8.03 % for torques. The
NRMSE values for force and the filtered NRMSE for torques lie below the corresponding
just noticeable differences (JND) (10% for force for the arm/forearm, see [189], 12.7% for
torques for the forearm, see [96]). Thus, it can be concluded that the estimation is accurate
enough such that the operator cannot perceive a difference between true and reconstructed
object. A good position tracking is also given as the desired master position and orientation
are sent to the slave site and tracked using a high-gain PD-controller. Thus, this system
is perceived transparent.

The experimental results presented in this section show that 6 DoF model-mediated
teleoperation is realizable for static and movable objects and an experimental setup with
an ideal communication channel.
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Fig. 4.22: Simulated forces and torques on slave site (solid) and estimated and reconstructed
forces and torques on master site (dashed). During the first 30 s, the slave was
running autonomously in order to estimate the object’s parameters. During the time
interval from 30 s to ca. 50 s, the operation mode was switched from autonomous
to teleoperation. From ca. 50 s on, the operator telemanipulated the object.

4.6.3 Model-Mediated Teleoperation with Time Delay

Model-mediated teleoperation is expected to have a main advantage compared to classic
control concepts if the communication channel exhibits deficiencies. In this case, it is im-
portant to select a suitable reconstruction method for static objects. For movable objects,
the choice of the reconstruction method is independent of the deficiencies in the commu-
nication channel as the estimation and reconstruction phase are running sequentially, not
in parallel. This section therefore presents experimental results for static objects only.

6 DoF Model-Mediated Teleoperation with Small Time Delay: FExperimental results
were obtained for the connection of the 6 DoF slave device from the Technische Universitat
Miinchen, which was positioned in Munich, Germany, and the 6 DoF light-weight robotic
arm from KUKA in Augsburg, Germany.

The experimental setup is shown in Fig. 4.23. Both devices were controlled using
position-based admittance controllers. A small time delay of ~ 30 ms was measured
between local and remote site, the packet loss was negligible. As the delay was small
enough such that stability and safety were not affected, prior knowledge about the object’s
location was not required nor any compliant behavior for establishing the first contact.
Thus, a priori knowledge about the object location was not assumed corresponding to
the first reconstruction method presented in Sec. 4.4.2. The experiments were part of the
diploma thesis of A. Achhammer [227]. Please refer to this thesis for detailed illustration
of measured and reconstructed forces and torques. Three objects were tested: a steel and
two silicone cubes. The NRMSE; for the steel cube (10.53 %, see [227]) was found almost
equal to the JND; for force, the NRMSE/ for the soft silicon cube (4.11 %, see [227])
was found below and the NRMSE; for the hard silicone cube slightly above the JND. It
should, however, be noted that a large range of JNDs is presented in literature ranging
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(a) 6 DoF light-weight robotic arm from KUKA (b) Redundant 7 DoF tele-
operator

Fig. 4.23: 6 DoF experimental setup consisting of a 6 DoF light-weight robotic arm from
KUKA and a redundant 7 DoF teleoperator from the TU Munich. Pictures are
taken from [227] and were slightly modified.

from 7 % [99] up to 15 % [98, 173] for force. It can therefore not be concluded that the
operator perceives a difference between real and reconstructed object for the hard silicone
cube. The results show that 6 DoF model-mediated teleoperation is realizable over a defi-
cient communication channel with high force and position tracking accuracy and without
deteriorating stability:.

1 DoF Model-Mediated Teleoperation with Large Time Delay If the time delay be-
comes large, i.e. above 50 ms, the reconstruction method has to be selected carefully.
This section presents experimental results for a 1 DoF experimental setup as shown in
Fig 4.24 and compares the two reconstruction methods presented in Sec. 4.4.2. The tele-
operator is again position controlled using a high-gain PD controller. The desired position
is commanded from the operator. On operator site, a position-based admittance con-
trol approach, as described in Sec. 2.3.1, is chosen for the given setup. Using a virtual
mass-damper characteristic for the admittance, the difference of the force applied by the
operator, f, and the reconstructed force, fe,r, are transformed into a desired position:

fo=for = Maim + baip. (4.47)

The virtual inertia and damping were chosen as m, = 2.3 kg and b, = 0 Ns/m. An
aluminium bar was used as handle for the operator, and a steel pin was mounted on the
teleoperator’s end-effector simulating a rigid tool. The operator had a direct view on the
teleoperator site. The task was to establish contact twice with a silicone cube as shown in
Appendix A.3. A constant time delay was simulated, packet loss was neglected.

Reconstruction without Knowledge about Object Location: As the object location

is assumed to be unknown, the first contact with the object is risky for the safety of
slave device and environment, especially as a stiff position controller is used on slave site.
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The approach is therefore applied for a system with a small time delay of 50 ms in the

Fig. 4.24: 1DoF experimental setup consisting of two identical linear direct drive actuators,
Thrusttube modules ME2504 from Copley Controls Corp..

forward and backward channel. The object location is determined during first contact and
the virtual object is shifted correspondingly such that the virtual object on master site
coincides with the remote object from the second contact on. Fig. 4.25(a) shows position
and force tracking. While the position tracking is quite accurate, differences in measured
and reconstructed environment forces are observable. A small position error of ~ 5 mm
exists, see Fig. 4.25(b), which leads to different penetration depths into the virtual object
on master site and the real object on slave site. As the stiffness is large, see Fig. 4.26,
these small differences in the penetration depth lead to differences in the measured and
reconstructed forces. It can consequently be concluded that the accuracy of force and
position tracking for model-mediated teleoperation with static objects is dependent on the
accuracy of the object’s location. The perceived impedance on master site is, however,
not impaired.

In order to increase safety for the first contact, a compliant behavior can be realized
on slave site. A mass-spring-damper system with a mass of 2 kg, a stiffness of 8 kN/m
and a damping of 400 Ns/m was used. The compliance reduces the penetration depth of
the slave device and, consequently, the environment force. The NRMSE of the impedance
shows that the realism of the reconstructed object on master site is not impaired, but
the master and slave position diverge, see Table 4.3. These experimental results already
show that there is a trade-off between fidelity and safety when applying model-mediated
teleoperation to systems with time delay.

The experiment is furthermore repeated with time delays of up to 0.5 s, see [230].
Without a compliant behavior during first contact, even small impact velocities lead to
large environment forces as the increased delay results in a larger penetration into the
object. This issue becomes more severe with increasing stiffness of the objects. For safety
reasons, a compliant behavior should therefore be realized on slave site for the first contact.
From the moment on when the object location is determined correctly, the interaction with
remote objects is safe and a realistic impedance of the remote object is provided to the
operator, independent of the time delay and impact velocity. Yet, a small position error
is observed which deteriorates force tracking, but is independent of the time delay. For
large time delays, a parameter update can further lead to oscillations in the reconstructed
forces. It was, however, always possible to establish contact.

Reconstruction with Knowledge about Object Location: If an approximate object lo-
cation in the form of a Gaussian distribution is given, a safe first contact can be guaranteed
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Fig. 4.25: Experimental results for reconstruction method without knowledge of the object
location. Master position and force (blue, solid), slave position and force (green,
dashed), and reconstructed force (red, dash-dot) for 7, = 0.05 s. The tracking
error is determined between delayed master position z,,, 4 = x,,(t — T,) and slave
position.
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Fig. 4.26: Estimated stiffness of Kelvin-Voigt model for reconstruction method without knowl-
edge of the object location.
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Fig. 4.27: Experimental results for reconstruction method based on approximate knowledge
about the object location with T;; = 50 ms time delay. Master position and force
(blue, solid), slave position and force (green, dashed), and reconstructed force
(red, dash-dot). The tracking error is determined between delayed master position
Tm.d = Tm(t — Ty) and slave position.
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Fig. 4.28: Experimental results for reconstruction method based on approximate knowledge
about the object location with 7;; = 500 ms time delay. Master position and
force (blue, solid), slave position and force (green, dashed), and reconstructed force
(red, dash-dot). The tracking error is determined between delayed master position
Tm.d = Tm(t — Ty) and slave position.
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with a pre-specified probability, in this case 99.73 %. If contact is not detected at the as-
sumed object location, it is iteratively shifted until contact is established. Fig. 4.27 and
4.28 show position and force tracking for T; = 0.05 s and T; = 0.5 s. A safe interaction
is guaranteed with a probability of 99.73% for any time delay and impact velocity. In the
bachelor thesis by M. Axenbeck [230], experiments were conducted up to 5 s.

The results show a position error between master and slave site, which is independent
of the time delay. The accuracy of the object’s location is again the critical factor for the
position tracking between master and slave. As the first guess of the object’s location was
not perfectly corrected, the location of virtual and real object differ also for the second
contact. This leads to the position error, which again results in a force error between
measured and reconstructed force. As the object location is in most cases presented before
first contact is established on slave site and the object dynamics is primarily unknown, the
environment force is not tracked well at the beginning of the first contact. This becomes
evident for Ty = 0.5 s, see Fig. 4.28.

In summary, if time delay is present in the communication channel, the remote objects
cannot be presented realistically during the first contact. For the second contact, on the
contrary, both reconstruction approaches present the remote object with a high degree of
fidelity, as defined by Lawrence [116], to the operator. If the object location cannot be
determined a priori, a compliant behavior on slave site and a mis-placed virtual object
on master site deteriorate the fidelity. Even though the object location can be measured
prior to touching the object, the object dynamics can only be guessed. Regarding safety,
the second approach incorporating a priori knowledge about the object is superior to the
first one.

(a) Position and force tracking (b) Tracking and force error

Fig. 4.29: Classical FaFa architecture with 7;; = 50 ms and b, = 100 Ns/m: Position and
force tracking between local (solid) and remote site (dashed). The tracking error is
determined between delayed master position x,,, 4 = x,,(t — 1) and slave position.
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Fig. 4.30: Classical FaFa architecture with 7;; = 500 ms and b, = 1000 Ns/m: Position and
force tracking between local (solid) and remote site (dashed). The tracking error is
determined between delayed master position z,,, 4 = x,,(t — 1) and slave position.

4.7 Comparison with Classical Control Concept

In order to allow for a fair and comprehensive conclusion about model-mediated tele-
operation, it is compared with a classical, two-channel control concept as presented in
Sec. 2.3. The parameters were tuned such that they provide the highest degree of fidelity
according to the transparency definition by Lawrence [116] while providing asymptotic
stability. First, the experimental results of a classical two-channel architecture with force-
force exchange are presented. Subsequently, the results are compared in terms of fidelity
with the results for model-mediated teleoperation, see Sec. 4.6. For evaluation, position,
force, and impedance tracking properties are determined based on the normalized root
mean square error between (artificially) delayed position/force/impedance and slave posi-
tion/force/impedance, NRMSEz, NRMSE; NRMSE,,, see also Appendix B.1. The results
are furthermore averaged over three trials and summarized for the different approaches
in Table 4.3.

4.7.1 Evaluation of Classical Control Concept

One suitable approach for controlling the admittance-type experimental devices is a
position-based admittance control as described in Sec. 2.3.2.1. The measured operator
and environment forces are sent from master to slave and slave to master, respectively,
see Fig. 2.6. For the 6 DoF experimental setup with negligible communication deficien-
cies as presented in Appendix A.6, the virtual mass and damping matrices of the admit-
tance, which have to be equal on master and slave site, were chosen as M = 10 E kg,
B! = 10 E Ns/m for translations and M™' = 0.2 E kgm? B*' = (.5 E Nms/rad for
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rotations. While the contact with the silicone cube was stable, stable contact with the steel
plate was only partly achieved. Comparing the admittance parameters with those of the
model-mediated teleoperation, see Sec. 4.6, the virtual mass of the FaFa architecture had
to be doubled and the virtual damping had to be increased 10 times in order to establish
stable contact. As a consequence of the increase in the admittance parameters, higher
forces had to be applied in free space compared to model-mediated teleoperation.

Experimental results were also obtained for the 1 DoF experimental setup with time
delay in the communication channel. The admittances on both sites exhibit a mass-damper
characteristic with an inertia of m, = 2.3 kg and zero damping. These parameters were
also used on master site for model-mediated teleoperation. However, even for a small time
delay of T; = 0.05 s, a stable contact could not be established. To achieve a stable contact,
the virtual damping had to be increased to b, = 100 Ns/m. Position and force tracking for
this architecture are shown in Fig. 4.29. While force tracking is very accurate, a position
error between master and slave position is observed during contact. This position error
can slightly be reduced through an accurate compensation of the end-effector masses. Due
to the high virtual damping, this correction will, however, not reduce the position error
significantly. Due to a force error at the beginning of contact, see Fig. 4.29(b), and the
large virtual damping of b, = 100 Ns/m, the desired master position would result in a large
penetration of the remote object. This desired master position can be tracked on master
site, while it cannot be tracked on slave site as the device is mechanically constrained by
the object. This leads to the position error between master and slave site and leads to a
deterioration of the perception of the remote object. An increase in the time delay of up
to T; = 0.5 s while being able to establish a stable contact is only possible by increasing
the damping to b, = 1000 Ns/m, see Fig. 4.30. Besides the position error during contact,
the free space fidelity is highly deteriorated. For this specific setting, a force over 40 N had
to be applied in order to accelerate the object.

In summary, stability and fidelity are conflicting objectives regarding the classical con-
trol approach, while a trade-off between safety and fidelity has to be found for model-
mediated teleoperation. Moreover, the classical approach has a limited applicability for
systems with large time delays.

Tab. 4.3: Average root mean square error over several trials between master and slave position
NRMSE, [%], master and slave forces NRMSE; [%] as well as between environ-
ment and transmitted impedance NRMSEz [%] for the different reconstruction
approaches and the classical control approach.

Control concept NRMSE,, NRMSE¢ NRMSE 2
T,=0.05/05s Ty=005/05s Ty=0.05/0.5s
MM without prior knowledge 30 /17 15 /13 15 /11
MM with prior knowledge 36 / 51 26 /27 23 / 24
FaFa 870 / 562 2 /11 39 / 45
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4.7.2 Discussion

This section presented experimental results for model-mediated teleoperation and for a
classical control concept. The results show the applicability of model-mediated teleopera-
tion to static and movable objects in 6 DoF as well as to teleoperation systems with large
time delay in the communication channel. While stability is not a limiting factor here, the
first contact with a static remote object can result in safety problems for the slave device
and the object due to large forces. As a remedy to this issue, knowledge about the object
location can be obtained before first contact using a distance sensor or vision-based object
recognition. In this thesis, the object’s location was determined based on the measured
force on remote site. As this signal is noisy, the object location cannot be determined
exactly. As a result, the approach with knowledge of the object’s location is not superior
to the approach without prior knowledge of the object’s location. The accuracy and su-
periority of the reconstruction method based on prior knowledge of the object’s location
depends strongly on how accurately the object’s location is determined. Especially for stiff
objects, small discrepancies between measured and real object location lead to differences
in the master and slave position and, as a consequence, also to force errors.

The comparison between model-mediated teleoperation and the classical control con-
cept is based on the NRMSE for positions, forces, and impedances, see Table 4.3. The
results show a significantly better position tracking performance for MM teleoperation,
but a worse force tracking performance. Thus, the fidelity as defined by Yokokohji [218§]
cannot be shown to be considerably improved. According to the NRMSE between environ-
ment and transmitted impedance, model-mediated teleoperation provides a more realistic
representation of the environment than the classical approach. Thus, fidelity as defined by
Lawrence [116] is shown to be significantly improved with model-mediated teleoperation.
Model-mediated teleoperation is furthermore applicable to systems with time delays of up
to several seconds, see also [230].

In summary, the experimental results confirm the theoretically found superiority of
model-mediated teleoperation regarding a realistic haptic impression of the remote envi-
ronment as defined by Lawrence [116] for a large range of time delays.

4.8 Summary

Teleoperation systems are supposed to be stable and to exhibit a high degree of fidelity.
However, stability and fidelity, are conflicting objectives. Classical control approaches focus
on guaranteeing stability for a wide range of operator behaviors and remote environment
dynamics. As a consequence, the degree of fidelity is limited. Considering environment-
related model-mediated teleoperation, the focus is shifted from the concern of realizing
a stable system to the question of how to improve fidelity without risking oscillations or
unstable behavior. The idea of model-mediated teleoperation is to generate a haptic map
of the remote environment and to locally connect the operator to a virtual reconstruction
of this map. This allows to achieve considerable improvements in fidelity and makes the
approach applicable to systems with medium to large (> 1 s) time delays. In order to
apply model-mediated teleoperation, adequate environment models, fast and accurate es-

109



4 Transparency-Oriented Control Concept: Design and Evaluation

timation techniques, and suitable reconstruction methods have to be selected. The known
implementations i) lack a comparison and investigation of different implementation possi-
bilities regarding environment modeling, estimation, and reconstruction, and ii) are limited
in their applicability to translational DoF's and static objects only.

This chapter addressed these aspects in simulations and experiments. Model-mediated
teleoperation is now applicable to 6 DoF manipulation tasks involving static and movable
objects. Suitable environment models and estimation technique were identified. Espe-
cially for static objects, the classical linear Kelvin-Voigt model was found to be suitable
for describing stiff objects, while the nonlinear Hunt-Crossley model can accurately model
soft objects. Thus, a hybrid modeling technique was selected for describing static objects.
Experimental results confirmed the theoretical finding. Four modifications of recursive
least-squares (RLS) and an adaptive identification method were compared with each other
for estimating the environment dynamics. It was shown that an RLS approach with self-
perturbation outperforms the other estimation techniques in terms of convergence time,
tracking performance, and noise rejection. Differences regarding the reconstruction meth-
ods were discussed based on an experimental evaluation for systems with medium to large
time delays. Depending on the reconstruction method, the system was found to be either
completely safe with a small risk of high environment forces, but missing a high degree of
fidelity or it was found to be unsafe, but providing a high fidelity. Finally, experiments
were performed to show the applicability of model-mediated teleoperation to 6 DoF ma-
nipulation tasks involving static and movable objects. The comparison with a classical
controller based on experimental results finally proved the superiority of model-mediated
teleoperation with respect to fidelity as defined by Lawrence [116]. This result is depen-
dent on how accurately the remote environment can be measured and estimated. Strong
discrepancies in the object’s location can e.g. lead to position and force errors between
master and slave site.

In summary, it was shown that model-mediated teleoperation is a transparency-oriented
control concept, that is applicable and superior to classical controllers in terms of fidelity
as defined by Lawrence [116]. The approach was shown to be beneficial for systems with
negligible, medium, and large time delays up to several seconds. For negligible or small time
delays, the classical control approaches have the advantage of a small implementation effort.

Yet, model-mediated teleoperation is only as good as the model is. Also, due to the
limited number of presented models only certain classes of manipulation tasks can be
performed with the approach so far. One future direction should therefore be directed to
further extend the class of objects as well as the online identification of the type of object.
This knowledge can be obtained online: i) using additional sensors such as cameras,
laser range finders, or ultrasonic devices, ii) employing an intention recognition algorithm
with the currently executed task as output, see e.g. [191, 192, 242], or iii) through direct
feedback from the operator in the form of e.g. an object selection from a menu or via
speech. Another interesting aspect would be to combine classical control approaches with
model-mediated teleoperation. When selecting a classical control concept whenever a suit-
able object model cannot be found, any teleoperation task can be realized. The degree of
fidelity will certainly be reduced if an unknown object /task is manipulated /performed, but
it will be high for known objects/tasks. The limiting factor for applying classical control
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concepts is the time delay: stabilizing control parameters could not be found for large time
delays. Especially for stiff objects, the object was penetrated strongly as long as the oper-
ator did not receive haptic feedback due to time delay, such that large force peaks occurred.

The first part of this thesis was dedicated to transparency-oriented control concepts.
Besides transparency, performance is an important design objective for haptic teleopera-
tion systems. The following chapter presents an advanced performance-oriented control
concept. The integration of transparency- and performance-oriented controllers into one
multi-criteria control concept will be presented subsequently.
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The connection of the operator with a local, remote, or virtual environment via a haptic de-
vice offers the possibility to continuously combine human actions with computer-generated
haptic commands. The extrema of the resulting shared control system are manual con-
trol, where the human influences solely the actions of the system, and autonomous control,
where the machine has complete authority over the system [182]. Between these extrema,
there is a continuum of haptic shared control between human and machine, see Fig. 5.1. In
aviation and automation, the term H-metaphor and its implementation, H-mode, is often
used in order to describe the possibilities for sharing the control between a human and
a fully automated system, see [58, 67]. The H-metaphor refers to the example of horse
riding. If a horse is given a direction where to go, it will autonomously find its path to
follow this direction without running into trees, people, or other obstacles. Simultaneously,
it continuously perceives changes in the human behavior and can react to them. The rider,
on the other hand, can concentrate on choosing the optimal direction while being aware
of the horse’s actions. It can let the horse go or take over control.

0 assistance level « 1

shared control

<

manual autonomous
control control

Fig. 5.1: Haptic shared control system: human and assistance share the authority over the
system's actions, see also [57].

Haptic assistance is the most prominent approach for a performance-oriented controller
design for teleoperation systems. The objective of haptic assistance is to improve perfor-
mance beyond performance of manual control, i.e. to facilitate manipulation tasks in terms
of e.g. reduced task completion time, control effort, or mental workload or to teach a human
how to perform a certain task. Typical shared control systems can be found e.g. in directly
operated microsurgery [15, 108] or in teleoperated applications like minimally invasive
surgery [1] or maintenance [205]. All tasks are quite demanding for the user. Another im-
portant application is training or rehabilitation of motor skills [48, 109, 110, 120, 131, 207],
where haptic assistance can be used to continuously transfer a motor skill to a human. Fur-
ther application areas can be found in vehicle control, see also [3, 4]. Haptic assistance has
been added e.g. to mobility aids for elderly people like walking support systems [36, 221]
or powered wheelchairs [40, 208] and recently was also introduced for aircrafts [58, 67, 182]
and automobiles [59, 71, 145].

This chapter introduces a design space for adaptive, user- and task-adapted haptic as-
sistances, which is unique in the known literature. Special focus lies on the authority
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distribution between human and machine. When analyzing current design possibilities for
the authority policy of a haptic assistance, two main research directions can be distin-
guished:

1. Approaches, where the assistance is supposed to behave human-like. The system
should be experienced as a human partner and task performance should be similar
to one observable in human-human collaboration, see e.g. [54]

2. Approaches, where the superior technical capabilities of machines, high speed, preci-
sion, payload, and a constant performance are combined with the superior cognitive
capabilities of humans in handling unknown situations in varying or unstructured
environments. The capabilities of the haptic device are exploited in order to achieve
a task performance beyond manual control or human-human collaboration.

This thesis focuses on the latter approach and aims at developing haptic assistances for con-
siderably facilitating manipulation tasks from a quantitative and qualitative point of view.
As a first step towards a systematic formulation and exploration of haptic assistances,
a general framework is introduced, see Fig. 5.2. It shows the identified functional units
and their interdependencies of a haptic assistance. According to this framework, a haptic
assistance can be represented as a concatenation of a path planning, a control, and an
interaction design unit. The interaction design unit is responsible for analyzing the actual
scene as well as for estimating human intentions, cognitive, and mental states and to
finally decide on the activated assistance. The selected assistance is then realized by the
path planning and control unit. Having a closer look into the control unit two units are
again distinguished: assistance control and assistance policy. The assistance controller
processes the desired path and calculates a tentative assisting force or motion. As shown
in Fig. 5.1, the assistance policy unit decides on the assistance level «, and, thus, on the
authority distribution between human and machine. The assistance level is then passed
to the assistance control unit where it modifies the control parameters or the assisting
force/motion and, thus, decides how the assistance influences the operator’s commands.

interaction design

selected / selected A selected/
planner policy control
A
ath olannin desired path = o
P P & H “| assistance assisting
measured path coyitrol force/motion
EE' /
reference performance criteria | | . /
Pr,.... " assistance T
measured performance criteria| _| Policy C level a
PU Pu L ]
Loreodn control

Fig. 5.2: Haptic assistance consisting of interaction design, path planning, and control unit.

A variety of concepts for designing the path planning and control unit of a haptic
assistance have already been proposed, see Sec. 2.4.2.2 and [162, 238] for an overview. In
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these cases, a constant assistance level is selected and the constant output of the assistance
policy unit is multiplied with the output of the assistance controller. With these assistance
concepts, the performance can be significantly improved. In [172] it was e.g. shown that
performance improvements of up to 70 % can be achieved for the selected performance
criteria. Yet, the assistance level has to be selected carefully: a too small assistance does
not facilitate the task for the user, and a too large assistance does not keep the user in
control such that his/her cognitive attentiveness may drop during task execution, see also
[207]. So far, the assistance levels are mostly designed heuristically and with respect to
one performance criterion only. Thus, one performance criterion may be improved while
another probably equally important criterion may be deteriorated. Another disadvantage
of a constant assistance is that it cannot react to unknown situations. Moreover, it is known
from human-human collaborative manipulation, that the workload sharing between two
humans is changing during task execution and that they take over different roles, see [166].
Current research focuses therefore on the development of time-varying assistance policies
that adapt to the task and/or user [48, 120, 121, 150, 206, 221]. Employing adaptive
assistance policies, it can be expected that a similar task performance as with constant
assistance is achieved while effort and failure rates are reduced. If designed correctly,
it can furthermore be hypothesized that an adaptive haptic assistance can result in a
higher acceptance by the human operator. In summary, there exist constant and adaptive
assistance policies in the known literature. A systematic design tool and a systematic
extension of known assistance policies does, however, not exist.

This chapter introduces a design space for systematically analyzing and exploring the as-
sistance policy unit. The proposed design space not only allows to classify state-of-the-art
implementations, but also to systematically expand them. The introduced design space
proposes three orthogonal design criteria. This allows to systematically select constant
and adaptive assistance policies for a specific application. The second contribution is the
implementation, evaluation, and comparison of so far unexplored areas in the introduced
design space. Special emphasis is given to implementations that optimize more than a
single performance criterion and/or dynamically changing assistances. So far, only one
approach by Urdiales et al. [206] investigated a multi-criteria assistance policy for powered
wheelchairs. This chapter presents a similar approach as in [206] together with two new
multi-criteria assistance policies. In contrast to [206], the assistance policies are applied to
haptic manipulation tasks. Some of the proposed approaches for designing the assistance
policy unit are tuned according to a user study with constant assistance levels. The results
from this user study are important for analyzing the effect of the assistance level on differ-
ent performance measures. Based on these results, a multi-criteria performance measure is
developed. Furthermore, a measure for determining whether human and assistance agree
or disagree in their task is introduced. As will be shown in experiments, this measure is
especially useful for making haptic assistances adaptive and flexible in situations that are
unknown to the system. The extensions of the design space were tested in a haptic shared
control system, where a user interacts with a virtual haptic assistance to manipulate an
object in a virtual environment. It is analyzed a) which assistance policy leads to the
best performance as well as highest user comfort and acceptance, b) which role plays the
selection of the reference in this context, and ¢) whether approaches evaluating multiple
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performance criteria can outperform approaches based on a single criterion. These re-
search questions are addressed by means of a case study for qualitatively comparing the
different implementations and by means of a user study that statistically evaluates the
implementations of the design space from a quantitative and qualitative point of view.

The remainder of this chapter is organized as follows: Sec. 5.1 is devoted to the intro-
duction of the design space and the analysis of the identified design criteria. In order to
classify current implementations into the proposed framework, related work is presented
and discussed in Sec. 5.2. The resulting classification of current implementations allows to
identify so far unexplored areas in the design space. These are exploited in a user study.
The research questions are formulated in Sec. 5.3 and the scenario is presented in Sec. 5.4.
The chapter finishes with a detailed evaluation of the experimental findings in Sec. 5.6.4
and a summary in Sec. 5.7.

5.1 Design Space for Assistance Policy Module

As shown in Fig. 5.2, the output of the assistance policy module is the assistance level a.
The assistance level strongly influences the authority distribution between human operator
and assistance. In order to design the authority of the assistance in a suitable manner, this
section presents a design space for the assistance policy module. The design tool allows to
exploit different designs for adaptive, user- and task-adapted assistances and to determine
the most promising approach.

The assistance policy module can be regarded as a controller. The controller output
is the assistance level a. The assistance should take over control if the performance gets
worse and vice versa. The performance is consequently the reference for the controller. As
reference performance, either a single performance criterion or a combination of multiple
performance criteria can be selected. Moreover, the reference can be external relating to
e.g. the performance of a trainer. Or, it can be internal, if only the user performance is
used for determining the assistance level. For all types of references, the controller type
can finally be selected. It can range from constant over switching to continuously-adapting
linear and nonlinear control strategies or assistance policies. These three aspects for the
design of the assistance policy module, the performance criteria, the reference, and the
assistance policy represent the three axes of the design space, see Fig. 5.3.

Technically speaking, the assistance policy module of a haptic assistance determines a

proper assistance level a out of the actual user performance P* = f(P},..., P¥) that is
related to a certain reference performance P = f"(P;,..., P’). The design process for the
assistance level « involves i) to select the performance criteria P, ..., P, and to decide on

their combination into a single measure P ii) to select the reference performance P" and
iii) to decide on the actual assistance policy C'. This problem can be formulated as follows:

a(t)y=C(P",P)=C(f"(P[,....,P), f(P!,...,PY)). (5.1)

The three axes i) performance criteria, ii) reference performance and iii) assistance
policy are independent from each other, such that any combination in this design space
can be realized. In the following sections each of the three axes will be discussed in detail.
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assistance policy C'

continuous C'°*
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Fig. 5.3: Design space of assistance policy module. The performance criteria, the reference
performance, and the control policy span the three orthogonal axes of the design
space.

5.1.1 Performance Criteria

A series of qualitative and quantitative performance measures can be considered when
designing haptic assistances. In the following section some of the most important per-
formance measures P; that can be considered in this context are listed. A discussion on
differences between a single- and a multi-criteria performance measure follows.

5.1.1.1 Performance Measures

A) Task Performance: One of the main objectives for the design of a haptic assistance
is high task performance. A variety of task performance measure are listed in [147].
High task performance can be achieved by shifting control to the haptic assistance if the
action plans of human and assistance are consistent and the haptic assistance is provided
with all required information to perform the task. This, however, can lead to a strong
dependence of the human on the assistance as shown in [131]. Consequently, the user will
have difficulties in performing the task without assistance and may be poorly prepared for
unexpected situations. It is therefore desired to keep the human in the loop and provide
only as much assistance as needed. This point is especially important for training and
rehabilitation scenarios.

B) Effort: Effort represents the physical workload that is required for performing the
task. Mostly, measures based on the evaluation of forces or energy are used. In order to
avoid fast fatigue of the operator, it is desired to keep the effort applied by the operator
low. This can be achieved by increasing the authority of the assistance.

C) Agreement: Human and assistance can disagree on their action plan, e.g. i) if events
that are unknown to the system take place and no suitable haptic assistance is available,
ii) if human intentions are not or wrongly recognized and an unsuitable assistance is
selected, iii) if obstacles are not correctly detected by the assistance, or iv) if the user
induces unexpected changes in his/her action plan. In all these cases, the system should
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be able to recognize these situations and to react with a reduced assistance level «, such
that the user is not hindered by the haptic assistance, but rather has the freedom to
modify the action plan. Otherwise, a considerable degradation in task performance or
even task failure can occur.

D) Smoothness: Smoothness is a further criterion to be considered for the design of
haptic assistances as jerky movements induced by the assistance may affect task perfor-
mance negatively. Smoothness and assistance level a can stay in different relationships to
each other depending on the context of the task to be considered: At the beginning of a
rehabilitation or motor learning task for example, users can be imcapable of performing
smooth movements and, thus, strong support by the machine is beneficial. As the user’s
movements become smoother, the assistance level can be reduced. On the other hand,
a high level of assistance in manipulation or vehicle driving tasks can result in very
jerky movements if the human changes his action plan unexpectedly due to e.g. suddenly
appearing obstacles. In such a case, the assistance level should be reduced if non-smooth
movements are detected.

E) Perceived Workload: Perceived workload plays an important role when designing
haptic assistances. Depending on the human cognitive and mental state a reduction of the
workload can be desirable. This can be achieved by increasing the assistance level of the
haptic assistance and, thus, shifting the control towards the machine. Physiological signals
can be used to give online indications of the user’s perceived workload. Alternatively,
the user can be asked while executing the task about the perceived workload and
using speech recognition (instead of using intention recognition) his/her answer can be
mapped to a suitable assistance level. An offline way of determining perceived workload
are questionnaires.

F) Efficiency: Efficiency relates performance to effort or perceived workload, see e.g. [25].
Either a quantitative effort measure such as mechanical work or a qualitative measure such
as the perceived workload described above can be used. A small effort /workload and a high
performance result in a high efficiency. As the haptic assistance is supposed to facilitate
the task for the user, i.e. to reduce the effort /workload and increase the performance, a low
efficiency can be improved by shifting the control and consequently also the workload /effort
to the haptic assistance.

5.1.1.2 Single- vs. Multi-criteria Performance Measures

Sometimes a single performance criterion is of utmost importance and should consequently
be selected as the only performance criterion when designing the assistance policy. If,
however, no performance criterion has an outstanding priority, the main goal is to achieve
a good trade-off between the most important criteria. As only one parameter, the assistance
level, is influenced, the single measures have to be incorporated into one quantity P that
can be used to adjust the assistance level:

P=f(P,...,P) (5.2)
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where Py, ..., P, and the resulting performance P can be constant or time-varying. Time-
varying performance measures will be denoted by P;(t) while performances measures that
remain constant over the whole task are referred to as P;.

5.1.2 Performance Reference

The reference performance P" to the assistance policy module is another design parameter.
An external and internal reference performance denoted as P¢ and P!, respectively, are

distinguished in this work. Thus, the set from which the reference performance can be
selected is given by P" € {P¢, P'}.

5.1.2.1 External Reference Performance

If the haptic assistance is used for training or learning purposes, an external reference
performance in the form of e.g. an expert behavior, the behavior of a user group or an
artificially designed reference such as minimum-jerk movements is often used for the assis-
tance policy module. Whenever the user gets close to the external reference performance
P¢, the assistance level is reduced and vice versa.

5.1.2.2 Internal Performance Reference

When assisting everyday activities like walking with mobility aids, performing a task at
distance using teleoperation technology or steering a vehicle, such an external reference
performance is often not available. Moreover, the environment may change such that the
reference performance becomes unsuitable. In this case, the user performance over time
is the only available reference. It will be referred to as internal reference performance P°
and corresponds to the user performance P%: P = P*.

External as well as internal references can be either determined offline and repre-
sent the mean performance over the whole trial. Or, they are evaluated online: an
external reference performance is represented by a recorded performance curve over
time, the internal reference performance is calculated for each time step online. Offline
references are denoted as P, online references are referred to as P’ (t).

5.1.3 Assistance Policies

The third axis in the proposed design space is the assistance policy. It can be selected arbi-
trarily ranging from a constant over linear to nonlinear, and switching assistance policies.
The class of assistance policies considered in this work are a constant assistance denoted as
C°, a switching assistance referred to as C'* and continuously adapting assistances denoted
as C'°.

5.1.3.1 Constant Assistance Policy

The constant assistance policy sets the assistance level a to a constant. The constant
value is selected depending on the offline reference performance P", and can be based on
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an average mean performance from a user group (external reference performance) or from
one or several training trials of the user him-/herself (internal reference performance):

@ = C°(P") = const. (5.3)

5.1.3.2 Switching Assistance Policy

A switching assistance policy selects the assistance level from a discrete set of con-
stant assistance levels a € {@jy,...,@,}. The switching between the different conditions
S e {S,...,5,} depends on the performance criteria P*(t) and P". While P*(¢) is tracked
over time, P" can be either calculated offline or online. This leads to the assistance policy

a, if &(PU(t), P or P'(t)) = true
ot) = { (5.4)
@, if & (PU(t), P or P'(t)) = true.

5.1.3.3 Continuously-Adapting Assistance Policy

A third possibility is to continuously modify the assistance level depending on the refer-
ence performance P"(t), and the user performance P*(t) over time. Linear and nonlinear
adaptation laws can be realized to achieve adaptive and proactive assistance behavior:

a(t) = C(P(t), PU(t)). (5.5)

5.2 Categorization of Related Work

In this section state-of-the-art implementations of the assistance policy module are reported
and classified according to the introduced design space, see Fig. 5.4.

Marayong & Okamura [133] proposed a constant assistance level based on an external
reference performance. Mean performance of a user group served as the reference. For
selecting the constant assistance level, they investigated the relationship between assistance
level and task performance of a user group for a path following task as well as for off-
path targeting and an obstacle avoidance task. The assistance was designed for the path
following task and was not aware of other targets or obstacles. As expected, if user and
assistance did not agree, i.e. in the investigated off-path targeting task and the obstacle
avoidance task, task performance of the user group was found to be worse with increasing
assistance level. For the path following task, this relationship was inverted. As a solution,
Marayong & Okamura [133] proposed a constant assistance level yielding an optimal trade-
off between the performance curves for tasks performed in agreement and tasks performed
in disagreement with the haptic assistance.

As shown in [131], the user easily gets dependent on a constant assistance level. Thus,
Esen [48] proposed a proportional-type controller with an external reference performance
in the area of motor skill learning. A virtual trainer performance was used as reference
and guidance was applied proportional to the difference between the user and trainer
performance. The guidance was applied to force tasks and the user felt if the applied force

119



5 Performance-Oriented Control Concept

was diverging from the trainer’s force. Information about how to correct the applied force
was not given. Only the best performance (of the trainer) was taken into account, while a
worst reference performance was not used.

For improving a mobility aid for elderly people Yu et al. [221] employed an ezternal
reference performance as well and combined it with a nonlinear assistance policy. An ideal
system behavior, more specifically an ideal path, an ideal velocity, and an acceleration
profile were used as reference. The assistance level was selected as a nonlinear function
of the performance difference between user and ideal system behavior. A forgetting factor
determined the responsiveness of the system to the user. As in [48], a worst case system
behavior was not taken into account.

Another interesting shared-control approach for powered wheelchairs was presented re-
cently by Urdiales et al. [206]. The authority between human and machine was decided
online by evaluating the efficiency of human and machine on a continuous scale. Efficiency
was determined as a combination of three criteria: smoothness, directness, and safety.
Each criterion was weighted equally. The criteria for adaptation were dependent on the
current direction, on (partial) goals and obstacles, and, thus, represent an external ref-
erence performance. The main objective of their continuous control sharing strategy was
to keep the human in the loop and, thus, to preserve the "residual capabilities” of the
operator as named in [206]. A large user study was conducted in order to evaluate the
proposed approach. A statistical analysis was, however, not provided. The performance of
the proposed shared-control approach was improved compared to manual and autonomous
control. The main conclusion was that the performance became similar between partici-
pants with different disabilities.

single-criterion multi-criteria
O
> ) .
2 continuous C¢® [48, 221] LAA! . [206]
2
§ switching C*® [150] AbS? AbSe©
@
@ constant C¢ | [120, 121]* [133] OCA! OCA®
internal ¢ external e internal ¢ external e
performance reference performance reference

*:adaptation between trials

Fig. 5.4: Classification according to introduced design space: State-of-the-art and case study
implementations of the assistance policy module. OCA stands for optimal constant
assistance, AbS for agreement-based switching, and LAA for linear-adapting assis-
tance. A detailed description of the case study implementations are provided in
Sec. 5.4.3.

The question how to design the behavior of an adaptive haptic assistance is also relevant
in the area of physical human-robot interaction, aviation, and automation of vehicles.
In the area of physical human-robot interaction, Oguz et al. [150] proposed a switching
controller in the form of a finite state machine with three assistance behaviors: a non-
dominant behavior corresponding to a small assistance level, a role-blending behavior and
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a dominant behavior corresponding to a high assistance level. Roles of the machine were
designed in a discrete way. The user force was used to trigger the transitions between the
behaviors. The user force was hereby compared with a threshold that was online adapted
to the user as we know from discussions with the authors. This represents an internal
reference performance. A justification for the selection of the human force measure or the
thresholds was not given. Compared to discrete switches between assistance levels, a linear
continuous role blending between a passively following robot and an actively guiding robot
was proposed in [51]. However, a suitable performance metric for adapting the role of the
system has not been proposed so far. Goodrich et al. [66] presented a switching control
policy employing a binary user-triggered logic for aviation. As stated in [66], firm inputs by
the pilot triggers the transition to a low-authority mode, i.e. the pilot is mainly in control
of the system, while loose inputs make the system take over most of the control.

For motor skill learning, Li et al. [120, 121] proposed adapting the assistance level with
a proportional-type controller based on user performance changes: if task performance
became better over trials, the assistance level was decreased. The adaptation process was
performed offline, between training trials. The results showed that performance-dependent
assistance was more effective than a constant assistance for the considered motor skill
learning task.

Few approaches (Esen [48], Yu et al. [221], and Urdiales et al. [206]) adapt the assistance
level on a continuous scale and within trials. The approach by Urdiales et al. [206] is
the only approach so far where a multi-criteria measure was proposed for adapting the
authority between human and machine. This shows that the design space for haptic
assistances is not fully exploited yet. Thus, the following section will investigate so far
unexplored fields in the proposed design space by employing multiple performance measures
and combining them with different assistance policies and references, see the abbreviations
in Fig. 5.4 (right).

5.3 Research Questions

Having identified the design space for the assistance policy unit, the remaining part of the
chapter will investigate so far unexplored fields in the proposed design space by moving
from single to multiple criteria performance measures and combining them with different
assistance policies as well as external and internal reference performance. The objective
of the assistance policy unit is to suitably combine human and machine capabilities. This
implies that a high performance is achieved without impairing the user’s comfort and
acceptance when working with the system. This is especially important if situations occur
that are unknown to the assistance. These aspects are addressed for the different design
possibilities based on the following research questions:

RQ I: Which assistance policy leads to the highest performance, user comfort, and
acceptance? More precisely:

(a) Do assistances with online adaptive assistance level (adaptation taking place within
trials and not between trials) outperform assistances with constant assistance level?
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(b) Do switching or continuously adapting assistance policies lead to higher performance,
user comfort, and acceptance?

RQ II: Which role plays the selection of the reference performance? Does an approach
with internal or external reference performance better suit a task where unexpected events
are likely to occur? Such tasks resemble a very important class that can be found e.g. when-
ever the human intention is detected wrongly and an unsuitable assistance mechanism is
selected, or the user induces intentional changes in his/her action plan that are unforesee-
able for the assistance.

RQ III: Can approaches evaluating multiple performance criteria outperform ap-
proaches based on a single criterion? Does a potential benefit come without cost?

These research questions are discussed for a maze scenario, presented in the follow-
ing section.

5.4 Exploring the Design Space for a Maze Scenario

The categorization of related work clearly showed that especially assistance policies based
on a multi-criteria performance measure are rarely investigated. Furthermore, a compari-
son between the different design aspects is missing in the current literature. This section
is therefore dedicated to explore the area of the design space, where multiple performance
measures are used. More precisely, the colored design possibilities in Fig. 5.4 are im-
plemented for a specific scenario and compared with each other in terms of quantitative
and qualitative performance. The effect on performance, user comfort, and acceptance is
investigated together with the effect of the type of reference performance (internal vs. ex-
ternal) and whether approaches evaluating multiple performance criteria can outperform
approaches based on a single criterion. These research questions are targeted qualita-
tively based on the results of a case study and by means of a user study that allows for a
statistical evaluation.

This section starts with the scenario and experimental setup in Sec. 5.4.1. The design
of the path planning and assistance control unit is presented in Sec. 5.4.2. Finally, the
design space for the selected scenario is spanned in Sec. 5.4.3 followed by the different
implementations of the assistance policy module in Sec. 5.4.3.

5.4.1 Scenario and Experimental Setup

Haptic assistances are designed task-dependent and the parameter selection of the assis-
tance controller is dependent on the underlying control architecture. This section intro-
duces the scenario, the control, and the experimental setup.

5.4.1.1 Scenario

The scenarios used for the evaluation were selected to represent abstract versions of tasks
found in everyday life. More precisely, a transportation task was selected as standard
scenario. A two-dimensional maze (width: 38.2 cm, length: 19.1 cm) was designed, where
a virtual object (width: 1 cm, length: 0.7 cm) had to be moved through, see Fig. 5.5 (left).
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The virtual object, a square box, was simulated as a mass pushed over the ground. The
objective was to move the object as quickly as possible from the start to the end position
without touching walls. The haptic assistance is programmed for this standard scenario
denoted by SCygree. Restrictions of free space areas due to suddenly appearing walls exist
in almost any real environment. Compared to often considered path-following tasks, the
scenarios selected for this work leave the user some freedom to move and do not restrict
him /her to one specific path to be followed.

In order to evaluate the flexibility of haptic assistances, they were furthermore tested in
a second scenario, the assistance is not programmed for. In this second scenario denoted
by SClisagree; Obstacles in the form of additional rectangular boxes on the path of the
haptic assistance were introduced, see Fig. 5.5 (right). The task was not only to avoid
touching the virtual walls, but also the obstacles while moving as fast as possible. Since
the assistance is not informed about the location of obstacles, it is expected that the user
disagrees with the assistance around these obstacles. Unexpected events are likely to occur
in real-life situations as the perception system may fail or the human may intentionally
change his/her action plan.

| obstacle

start 1 I

virtual__ * _— _end u - .

proxy

Fig. 5.5: Scenario 1 SCgrce (left): maze without obstacles, scenario 2 SCligagree (right): maze with
obstacles. The task was to move as quickly as possible from start to end without touching
the walls or obstacles.

5.4.1.2 Control, Haptic Rendering and Apparatus

A position-based admittance controller as proposed in [157] was used to render a mass-
damper dynamics simulating a box pushed over the ground. Spring-damper models were
implemented to haptically render the walls of the maze. In order to achieve a stiff haptic
rendering, desired position and velocity %, ¢ of the haptic interface were used instead of
the measured position/velocity. If a penetration into an object or wall occurs, the resulting
force from the virtual environment was calculated as f. = k.(z¢ — x.) + d.x? where x, is
the position vector where contact with the wall occurs and k. = 7000 N/m, d. = 500 Ns/m
for each direction.
The sum of the forces from the haptic assistance fassist, see (5.14), from the haptic rendering
of the virtual walls f., and the forces applied by the human f; are the input for the
admittance filter:

o — o+ Fo = ma@® + d g (5.6)
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where m,, d, are virtual mass and damping, respectively, and ¢ is the desired acceleration
of the haptic interface. The desired position was tracked using a high-gain PD-controller.
A virtual mass of 5 kg and a virtual damping of 20 Ns/m were chosen for both directions.

The apparatus, a 2 DoF admittance-type haptic device is presented in Appendix A.5.
It allows translational motions in the horizontal plane only. The virtual environment was
displayed to the user via a monitor.

5.4.2 Implementation of Path Planning and Assistance Control

Guiding virtual fixtures with a computer-generated reference path as shown in Fig. 2.8(a)
are a promising haptic assistance regarding quantitative and qualitative performance for
the considered scenario. This assistance tries to compensate human-induced errors when
performing a task by leading the user towards an error-free path. Rosenberg described vir-
tual fixtures in [172] as perceptual overlays to improve performance. The way of operation
is similar to using a ruler when drawing a straight line, as outlined in his paper.

In the path planning module of this assistance, the desired path is designed. For the
given scenario, the centerline of the maze was used as the desired path for straight move-
ments, while a circular movement was chosen for the curves. In real-world environments,
additional sensors such as cameras or laser scanners together with path planning algorithms
would be required to define desired paths towards a goal.

The assistance control module is responsible for tracking the desired path of the assis-
tance. Task-relevant motions are supported, while deviations from the desired path are
constrained. Guiding virtual fixtures are generally realizable on the position and force level.

Remark (Force and Position Decomposition) Figure 5.6 illustrates the following
derivations. The reference path is represented by a discrete number of R points:

Fig. 5.6: Illustration of position and force decomposition into components tangential and per-
pendicular to the reference path 7.

re{rl,... rf}. Assume that the reference point with minimal distance to the posi-
tion of the remote device is r*. Then, the vector pointing from the current to the next
point on the reference path is given by Ar = vt — i and the difference between the
current device position and reference point is Az = r* — . With the normalized vector

tangential to the reference path
trans __ AT

" T A (5.7)
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the difference vector to the reference path can be decomposed into a tangential and a
perpendicular component:

Az = (nﬁranS)T Az nj™® Az, = Ax — Axy. (5.8)

The normalized vector perpendicular to the reference path can consequently be written as

- ACDJ_
Az, ||

ny (5.9)

Similarly, the operator forces can be decomposed into a tangential and a perpendicular
component:

f” — (n“c‘rans)T f n“clrans fj_ _ f o fH (510)

The same considerations hold for torques and a respective reference path given in Euler co-
ordinates.

For each of the two directions (tangential /perpendicular), two types of virtual fixtures
can be distinguished: active and passive ones. This leads to four different types of virtual
fixtures: active or passive in both directions referred to as active virtual fixture and passive
virtual fixture, respectively, as well as active in tangential and passive in perpendicular
direction or vice versa, which is referred to as activej-passive; or active, -passive| virtual
fixture. A passive virtual fixture scales the applied operator force in order to drive the
human back to the desired path [6]. Thus, if the operator does not apply any force, the
device does not move either. It is assumed that the reference path has to be followed in
a specific direction. Forces in this direction are therefore amplified, while forces in the
opposite direction are diminished:

U fy i ()T £ >0 (UL f i) >0
Jorl _{ Dy f else ” Fors _{ D, f, else (5-11)

where U, U, are diagonal matrices with positive elements > 1 for amplification, if
n’f >0, and D, D, are diagonal matrices with positive elements < 1 for diminish-
ing.

Active virtual fixtures, on the other hand, apply additional forces directed towards and
along the desired path [158]. Thus, even if the operator does not apply any force, the
assistance would accomplish the task. Often, a spring or spring-damper is fixed between
the position of the remote device and the reference path:

ffo — KﬁransA.’B + BﬁransA:t

5.12
fva — KJt_ransAw _i_ijansAa': ( )

where K|, K, B, and B, are diagonal matrices with positive elements. In order to
avoid excessive forces, the assistance is only activated if the difference is within a pre-
defined distance dp,., to the reference path

— fo||+foJ- if HA"BH < diax
For = { 0 else. (5.13)
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Another possibility would be to use a nonlinear stiffness, see e.g. [144]. It is important to
note at this point that for virtual fixtures applied in translational and rotational directions,
the position and orientation of the remote device are coupled. To each reference position,
there exist a corresponding orientation. This implies that the selection of the current
reference position and orientation have to match. This aspect is, however, only relevant
for active virtual fixtures as a passive virtual fixture is independent of the distance to the
reference path.

For the considered scenario, only an active virtual fixture perpendicular to the path
allows to track the desired path well enough. In order to give the operator the freedom
to select the speed tangential to the path, a passive virtual fixture was used for motions
along the path, such that the device does not move if no forces are applied on the device.
The motion towards the goal was facilitated through force up-scaling, while motions away
from the goal were impeded through down-scaling of the applied user force. The force
up-scaling reduces the mass-damper dynamics which facilitates to drive with high speed
and, thus, decreases the task completion time. In summary, an active, -passive; virtual
fixture was used. As active component of the virtual fixture, a virtual spring with stiffness
ky,y = 1500 N/m was fixed between virtual object and path, see (5.12). The scaling pa-
rameters of the passive component tangential to the path were set to U = U;rans = 0.5,
Dy = D™ = —0.9, see also (5.11). The concept of the resulting haptic assistance is
illustrated in Fig. 5.7.

fu  Ja

In
desired kvf f N
a

directi
rection e SN

Fig. 5.7: Concept of active -passive|, guiding virtual fixture. Motions perpendicular to the
reference path are actively constrained while motions tangential to the reference
path are facilitated or impeded through force up- or down-scaling.

The control actions of the haptic assistance were fused with the assistance level from
the assistance policy module by independently scaling the force components f,y, fur1
with assistance levels o) and «y, respectively. The components were scaled independently,
as the performance criteria for tangential adaptation are different from the performance
criteria for perpendicular adaptation, see Sec. 5.4.3.1. The assistance levels were allowed
to vary between 0 and 1. The sum of the scaled force components leads to the applied
assistance forces

Jo = fjps +arfior (5.14)

If both assistance levels were 0, the user had complete freedom over the actions of the
system, while maximum haptic support is provided for oy = oy = 1.
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5.4.3 Spanning the Design Space

In this section, the three design axes, performance measures, reference performance, and
control policy are specified for the considered scenario. Important performance measures
are task performance, effort, agreement, smoothness, perceived workload, or efficiency.
These can be either combined into a multi-criteria performance measure or a single crite-
rion can be selected. The reference performance can be either external from e.g. a trainer
or internal if the user performance only is used. Finally, three classes of control poli-
cies are distinguished in the design space: constant, switching, and continuously-adapting.
For the selection of a multi-criteria performance measure and for tuning the parame-
ters of some of the proposed approaches the effects of the assistance level on the perfor-
mance measures are important. A user study with five distinct, constant assistance levels
aj=a, =o€ A ={0,0.25,0.5,0.75,1} was conducted in order to determine these ef-
fects. An opportunity sample of 13 participants conducted the experiment. Details on
the experimental design, the method of this user study, and the statistical results are pro-
vided in Appendix D.1. The results are used for the design of the assistance policies in
this section.

5.4.3.1 Performance Measures

In this section, performance criteria, that were identified for the given scenario and assis-
tance, are introduced. They are then combined into a multi-criteria performance measure.
As the design of the assistance policy module is based on the selected performance cri-
teria, their selection and combination into a multi-criteria performance measure is one of
the most critical steps. If they are not designed properly, the assistance may adapt in
a non-intuitive or obstructive way. This can make the task more difficult and irritating
for the user and can also lead to performance degradation. For the considered scenario,
task performance and human-assistance agreement were identified as important and on-
line quantifiable objectives for the design of the assistance policy module. The goal is to
facilitate the manipulation tasks for the operator whenever the operator agrees with the
assistance. Otherwise, the operator should take over control. Consequently, both criteria
are equally important for the considered task and a multi-criteria performance measure
will be used. Offline and online versions for both measures are discussed in the follow-
ing subsections.

In order to combine measures with different scales (time-, force-based) into a single
measure, they are normalized denoted by N(z). The resulting metric does consequently
not have a unit. For offline evaluation, all measures are normalized with the maxima
found in the dataset with constant assistance levels, as the results from the user study
with constant assistance levels are used for tuning some of the approaches. Please note
that the maximum value was derived from all V' participants, all constant assistance levels
a. € A., and both scenarios summarized in the set €).:

Qe={ve{l,...V}ia.€ A; SC € {SC,gree; SClisagree } }- (5.15)

For online evaluation, there are two possibilities for determining the maximum value.
Either a worst case estimate is known or assumed or the maximum value is tracked over
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time. A worst case estimate requires prior knowledge about the task. As this knowledge
was not assumed to be given, the maximum value was tracked online. Offline calculated
measures are averaged over the whole trial, while online calculated measures are averaged
over an observation window in order to reduce noise. The length L of the observation
window was set to 200 samples for the given setup.

Task Performance: There exist a variety of task performance measures, see [147] for an
overview. The objective of the task considered in this work is to complete the task as fast
as possible and without wall/obstacle contacts.

The time to complete the task was measured offline and determined as the task comple-
tion time TCT [s], see also Table 2.1. For online adaptation, relative performance changes
during task execution were needed. A suitable measure is the speed tangential to the path
@ of the assistance as a fast movement in this direction results in a low task completion
time. The speed was averaged over an observation window of L samples. For one out
of V participants the normalized offline task completion time measure N(TCT) and the
normalized online speed measure N () are given by

TCT - meany,
marxy (TCT) N(z) = (5.16)

maxy (meany, &)

N(TCT) =

The second objective is to minimize contact with the walls of the maze. The normalized
collision time with walls or obstacles N(ET) [s] was used as offline measure, see also
Table 2.1. For online evaluation, the number of time samples of wall/obstacle contacts Cg
within an observation window of L samples was tracked and normalized:

ET Cg

NET) = prm V(O = T

(5.17)

The normalized task performance N(P) which is to be minimized was selected as the
weighted sum of normalized task completion time and normalized error time

N(P) = a; N(TCT) + ay N(ET). (5.18)

In accordance with the task considered in this work speed and error were equally
weighted, i.e. a1 = as = 0.5.

Agreement: The agreement measure is based on interactive forces fi; between human
and assistance, see also Sec. 2.2.2 for a detailed explanation. Continuous agreement A
and disagreement D as introduced in Sec. 2.2.4.2 is calculated separately for the tangen-
tial and the perpendicular component. Both, offline and online versions, are denoted by
D =N(f,,) and A = 1 — N(f,.). The offline interactive forces are averaged over the

whole trial with K samples, while the online interactive forces are averaged over a window

128



5.4 Exploring the Design Space for a Maze Scenario

of L samples. Disagreement is defined for any direction by

mean g/, (| fint)|)
maxy (meang,z (| fin|))
D, = N(?intL) = mean (| fine 1 |) (5.20)

maxv(meanK/LﬂfinuD) ‘

(5.19)

Dy = N(fim))

Multi-criteria Performance Measure: We use task completion time, error time, and
agreement as criteria for the multi-criteria performance measure, ie. P, = N(TCT),
P2 = N(ET), P3 = D. Optionally, smoothness, workload, efficiency, and assistance level
could be taken into account as well. The objectives differ for the two force components of
the haptic assistance (tangential and perpendicular). Objectives to be considered for o
are a short task completion time and a low disagreement. These objectives are summarized
in an offline and online multi-criteria performance measure. For o, contacts with walls
should be avoided resulting in a low error time. As for «y, also disagreement should be
minimized. If human-assistance agreement is high, the objective of a is furthermore to
decrease task completion time. With a large « , the risk to make errors, i.e. touching the
walls, is low and, thus, the user can increase speed. If human-assistance agreement is low,
this objective is negligible compared to the other objectives. Consequently, the objective
task completion time was weighted with agreement.

These considerations can be summarized in the following, offline multi-criteria perfor-
mance measures:

Py = aj N(TCT) + a2 N(Dy) (5.21)
P, = ay(1—=N(Dy))-N(TCT) +as N(DL)+ a3 N(ET). (5.22)

If the measure is calculated online, it has furthermore to be distinguished whether the
performance metrics are tracked from the beginning of the trial and integrated up to the
current time, Pr, or whether they are calculated over an observation window referred to
as P(t). Integrating the multi-criteria performance over time (P) is used whenever an
external reference performance is available, as this allows to use the global task knowledge
coded in the external reference performance. If an internal reference performance is used,
where only changes in the user behavior are evaluated, the multi-criteria performance av-
eraged over an observation window P(t) is used. The multi-criteria performance measures
were determined online by

Pw(t) = ap N(t) + a2 N(DM) (5.23)
P (t) = ai(1—N(Dy ) N(t)+asN(D, )+ a3 N(Cg) (5.24)
Pi(t) = apN(z)+apN(D)) (5.25)
P () = a1 (1-N(Dy)) -N(2)+as N(Dy)+ai3N(Cg), (5.26)
where
N = N(pp =020 ey =
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and Thax,; CEmax, and Dp,ay are the a priori determined normalization constants for task
completion time, wall/obstacle contacts, and disagreement.

0.6 % 0.6
04 },{}% ______
[ 0
O 2 M' J~SC’disagree
1 1 _O
! : P $Cgree
0, 02505 0.75 1 "9 0:2505 075 1
ClfHSCdisagreeO[ a||SC’augree aLSc’disagéree aJ~SOagree

Fig. 5.8: Third-order polynomials ! fitted to multi-criteria performance data, separately for the
two scenarios: SCgree (solid) and SClisagree (dashed). Mean and standard deviation
from user study with constant assistance levels. Constant assistance levels @” and

. - o
corresponding performance values P~ minimizing multi-criteria performance.

The weighting of the different components can be decided as desired. In this work, it
is proposed to use the normalized standard deviations of the performance components as
weights to reflect the importance given by the user or alternatively also a group, such that
a weight a; out of I weights is given by:

Zi:l Ok

The required standard deviations can be derived from training trials or a reference user
group. Alternatively, all criteria can be weighted equally or they can be designed according
to their importance for the task.

The results for multi-criteria performance are shown for the user study with constant
assistance levels in Fig. 5.8 for the two scenarios separately and in Fig. 5.9 for both scenarios
combined. They allow to determine assistance levels for best and worst performance. There
are two possibilities for their selection: i) on a continuous scale (denoted by subscript ¢) as
the minima/maxima of the third-order polynomials shown in Fig. 5.8 and 5.9, or ii) out of
the five discrete assistance levels (see subscript d) that lead to the best/worst performance
averaged over the V' participants, m?/an(lf’), ie.

(5.27)

Qa;

@’ = argmin(7 (P, a)) @Y = arg min mean(P(a)) (5.28)
a€0;1] acA. 4

¥ = argmax(7(P,a)) a¥ = arg maxmean(P(a)). (5.29)
a€(0;1] acA. v

The best and worst, continuous and discrete, assistance levels, that are determined from
the third-order polynomials, are summarized in Table 5.1.
The results show, that if task performance and agreement are equally important, the

!The root-mean squared fitting errors are: e|sc
eJ-SCdisagree = 0.073.

= 0092, BHSCdisagree = 0082, €1 Sc = 0024, and

agree agree
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Fig. 5.9: Third-order polynomials fitted to multi-criteria performance data with a = 0.5 for
both scenarios combined. Mean and standard deviation from user study with con-
stant assistance levels. Constant assistance levels @® and corresponding performance

=0 .. .. o
values P~ minimizing multi-criteria performance.

Tab. 5.1: Assistance levels leading to best and worst multi-criteria performance. They are
determined on a continuous and discrete scale and listed for each scenario separately
and for both scenarios combined.

SCagree SClisagree SCagree + SClisagree
Best Worst Best Worst Best Worst
Cont. aﬁ =0.8 ai =0 aﬁ =0.11 al =1 aﬁ =0.35 al =1
a) =1 a¥ =0 al =0.26 av =1 a) =0.3 av =1
Discrete aﬁ =0.75 al =0 aﬁ =0.25 af =1 aﬁ =0.25 ajf =1
ab =1 at =0 a% =0.25 af =1 a% =0.25 al =1
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assistance levels should be set to @ = 0.8 and @; = 1 for SCyge and to o) = 0.11
and @; = 0.26 for SCqisagree. The assistance levels that lead to an optimal trade-off in
multi-criteria performance for both scenarios are o = 0.35 and a; = 0.3.

5.4.3.2 Reference Performance

The second axis in the design space for the assistance policy module of a haptic assistance
is concerned with the type of reference performance.

An internal reference performance corresponds to the user performance either deter-
mined offline as the performance mean over a trial P = P* or tracked online over time
Pi(t) = P(t)". In case of an external reference performance more considerations have to
be taken into account. In the following paragraphs the procedure is explained that was
adopted to determine an offline and an online external reference performance.

Offline External Performance Reference P°: External reference behaviors can be ob-
tained in different ways. In this work, the results from a user study were used, where the
participants performed the task in SCygree and SClisagree S€Veral times with five distinct,
constant assistance levels oy = a; € A.. The performance measure was the multi-criteria
performance P defined in (5.21) and (5.22) for both assistance components. For the offline
reference performance, the mean multi-criteria performance was determined over the whole
dataset. The mean and standard deviations of the offline reference performance FH@ and

P_j are shown together with the third-order polynomials in Fig. 5.8 for the two scenarios
separately and averaged over the two scenarios in Fig. 5.9.

Online External Performance Reference Pfe(t): For the online external reference per-
formance, the multi-criteria performance was integrated over time as defined in (5.23) and
(5.24). To model the whole user group, it was decided to extract the performance data of
best and worst user as all the other user performances lie between these two extrema. The
assistance level « is scaled within these two bounds: if the user is close to the best user
performance, the control is switched or shifted to the human, while the assistance has to
take over the control if the user performance is close to the worst user performance.

The participant (out of V' participants), who achieved best offline performance P’ with-
out being assisted, was selected as the best or expert user B. The worst user W was selected
as the user who achieved worst offline performance P° corresponding to @', where @' is
the discrete assistance level that resulted in the worst mean performance averaged over all
participants from the pre-study, i.e.

B = argmin P (@, = 0) W = argmax P (@"). (5.30)
N N

The online best/worst performance data, Pfe’B(t) and Pj’w(t), were determined at 30 dis-
tinct positions in the maze. Thus, for each time step the position of the recorded best /worst
performance samples with minimal Euclidean distance to the current user position was

determined first. Then, the performance values that corresponded to this position were
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selected as the current best/worst performance. By using a spatial measure (the Euclidean
distance), the reference does not change if the operator does not move.

5.4.3.3 Assistance Policies

All approaches presented in the following can be used with an external or internal perfor-
mance reference, such that it will be referred to the performance reference with P" only.
It is assumed that the performance is to be minimized. The assistance level a can take
values in the interval [0; 1] and is assumed to facilitate the task for the user.

Optimal Constant Assistance (OCA): The first approach denoted as optimal constant
assistance (OCA) is based on the approach by Marayong & Okamura [133]. As presented
in Sec. 5.2, they found inverted relationships between assistance level and task performance
in scenarios where human and assistant agree and one where they disagree. Disagreement
can occur due to unexpected or unknown events, due to a false intention recognition,
or due to unexpected changes in the user’s action plan. In order to achieve an optimal
trade-off in task performance for scenarios of agreement and disagreement, Marayong &
Okamura proposed to use the assistance level, that corresponds to the intersection of the
performance curves for both types of scenarios. This point corresponds to the best overall
task performance for both scenarios.

In this work, a generalized version of the method by Marayong & Okamura [133] is
introduced that i) holds also for non-intersecting performance curves, see Fig. 5.10, and
ii) incorporates multiple performance measures. An optimal performance for a scenario
of agreement SCygree and disagreement SClgisagree 15 Obtained by selecting the assistance
level as

0 — arg[mi]n(w Pyopn@) + (1= w) Pog, (). (5.31)
a€c|0;1

The importance between the two scenarios can be regulated with the weight w € [0;1]. As
mentioned earlier, an internal reference performance can be obtained from several trials of
one user. Using an external reference performance, different sources can be used: i) it can
be an average performance over several trials of one expert user, ii) it can be represented
by the mean performance of a user group, or iii) it can be determined based on an ideal
system behavior. In this thesis, option (ii) was selected as already detailed in Sec. 5.4.3.2.

Agreement-based Switching (AbS) Assistance: A switching assistance policy as in-
troduced in Sec. 5.1.3 represents a possibility for avoiding human-assistance disagreement
without task performance degradation. Here, a performance-optimal constant assistance
level asc, .. 18 selected for SCygree and one denoted as @y, e 10T SClisagree. The switch-
ing is triggered depending on the currently measured disagreement D(t) and a pre-defined
constant reference threshold D'. For agreement, the role of the the assistance is one of
an active leader while it changes to a role of a passive follower for human-assistance dis-
agreement. The main objective of this approach is to avoid human-assistance disagreement
while keeping task performance as high as possible by applying a high assistance level in

133



5 Performance-Oriented Control Concept

performance P

- Pagree
-~ I"disagree

assistance level a
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-~ Idisagree

assistance level o

Fig. 5.10: Determination of a© for intersecting (left) and non-intersecting (right) multi-criteria
performance curves. a© represents the assistance level that allows for an optimal
trade-off between the performance curves (equal weighting of task performance and
agreement (w = 0.5)) for a scenario of agreement (blue solid) and disagreement
(green dashed).

case of human-assistance agreement.

Given a constant reference threshold D' for separating agreement from disagreement,
an online update rule for the assistance level can be established, see Fig. 5.11. A hysteresis
with switch-on point D' and switch-off point 0 is applied to D. The switch-off point of
the hysteresis is set to 0, as this indicates that user and assistance operate in the same
direction. The resulting assistance level is furthermore filtered with G(s). The filter G(s)
is required, as the user cannot damp the jump between two different assistance levels
arbitrarily fast.

achdisagree
! G(s)

ascagree

Fig. 5.11: Structure of agreement-based switching: Disagreement is the measured perfor-
mance, and D" is the constant reference representing the threshold for the hystere-
sis.

Consequently, the switching condition (D", D(t)) as introduced in (5.4) corresponds to
a hysteresis operator Hgr(.) with switch-on point D" and switch-off point 0. The assistance
level is determined by

a(t) _ { G(S)ascagree if Hpr (D(t))

~ | G(5)0sCuge 1 Hpr (D(1) (5.32)

I
—_ o

The agreement-based switching has the advantage that high human-assistance agree-
ment is achieved. The performance is not expected to be impaired. One disadvantage may
be the discrete switching between two considerably different assistance levels. Although
the transition is smooth due to a strong filter applied to the jump of the assistance level,
the user still has to adapt to these different assistance levels which may lead to a rather
high mental workload.
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Linear-Adapting Assistance (LAA): Also, a linear-adapting assistance policy is pro-
posed where the assistance level changes continuously in dependence of the performance
P. As described earlier, various types of controllers are possible. The focus in this work is
on an adaptation method similar to the gradient search method. Classic gradient-search
is applicable, but does not lead to the desired behavior as sketched in Appendix D.2. The
main problem is, that the adaptation fluctuates around a constant a whenever the costs
increase. In order to avoid this behavior, a proportional-type controller is used:

a(t) = a. + K,(t)(P"(t) — P“(t)) (5.33)

where a, € [0;1] is a constant assistance level offset, and K,(t) > 0 is the proportional,
possibly time-varying gain. With this approach, a 1:1 mapping between assistance level
and performance is obtained and the desired behavior is achieved: the user is supported
whenever the performance degrades, while giving him/her as much freedom as possible
whenever the performance improves. As a combination of arbitrary measures can be in-
tegrated into the measure P, a trade-off between all criteria is achieved for every time
instant. It should be noted, that due to the restriction of « to the interval [0; 1], upper
and lower bounds for P are needed to guarantee a linear mapping between assistance level
and performance. In [48], on the contrary, the assistance level was not assumed to be
upper bounded.

It is expected that the linear adapting assistance policy will lead to different results
depending on the selected reference performance.

If an external reference performance is used, the user behavior is evaluated with respect
to a desired /undesired behavior, and, thus, gives a clear feedback about the current per-
formance to the user. The disadvantage is that an approach based on an external reference
performance cannot deal with unexpected changes in the environment. This disadvantage
can be reduced if scenarios of agreement can be distinguished from scenarios of disagree-
ment and reference knowledge is available for both scenarios (agreement/disagreement).
The references and parameters can then be selected for each scenario separately. This
should lead to an overall better performance compared to selecting one parameter set
optimal for both scenarios (agreement /disagreement).

Using an internal reference performance, the progress of the user performance is evalu-
ated. This can be an advantage if e.g. the environment changes unexpectedly. As the user
performance changes, a controller with internal reference performance would adapt the
assistance level. The disadvantage of the missing external reference performance is mainly
observable in training scenarios. If the user performance does not change anymore, the
assistance level is not adapted independent of whether the absolute difference to a trainer
performance is small or large.

5.4.4 Extracting Examples from the Design Space: Conditions

Combining all possible assistance policies with either internal or external reference perfor-
mance would lead to a total of six conditions. In order to reduce the time a subject needed
to perform the whole experiment, the number of tested conditions was reduced to four out
of these six conditions. Each type of assistance policy was combined with an external ref-
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erence. Additionally one condition with internal reference performance was added leading

to the final four conditions: OCA®, AbS¢, LAA®, and LAA®.

5.4.4.1 1. Optimal Constant Assistance Policy with External Reference (OCA°):

The optimal constant assistance level was determined according to (5.31). To equally
weigh situations of agreement and disagreement the gain was set to w = 0.5. The multi-
criteria performance measure P presented in Sec. 5.4.3.1 was used as performance criterion
and was evaluated for the reference user group. The assistance levels for an overall best
performance were extracted from Fig. 5.9 as Eﬁ = (.35 in tangential direction and a¢ = 0.3

in perpendicular direction.

5.4.4.2 2. Agreement-based Switching Assistance Policy with External Reference
(AbS¢):

Following (5.32) the assistance level was switched between two different a-values depending
on the actual measure for disagreement D(t). Interactive forces as introduced in [72] were
employed as agreement measure. For @sc,,.. the optimal assistance level for SCjgec and
for Qlgisagree the optimal assistance level for SCqyisagree Were chosen. Both parameters were
extracted from the performance curves of the reference user group shown in Fig. 5.8 and

are given by @ 5¢,,.ec = 0.79, Qjjdisagree = 0.25 as well as a1 s¢ = 1 and @ gisagree = 0.25.

agree

The external reference threshold D° was furthermore chosen to optimally separate the
two distributions of agreement and disagreement. The two thresholds for the tangential
and perpendicular assistance were calculated to be Eﬁ = 2.31 N and 51 = 4.73 N. The

procedure for determining these thresholds is explained step-by-step in Appendix D.3.

5.4.4.3 3. Linearly-Adapting Assistance Policy with External Reference
performance (LAA°):

Following (5.33) a linear adaptation policy to online adapt the assistance level was im-
plemented. The parameters for the user study were optimally tuned for both scenarios
combined. A time-varying adaptation gain K, (¢) was selected as

0 50
Ky(t) = — -
PeE() — PE(0)
where a® was extracted from Fig. 5.9 and is given by aﬁ = 0.3, @ = 0.35. These

assistance levels guarantee that if the user is performing worse than the worst user, the

assistance level is selected that leads to the best performance for both scenarios combined.

For the qualitative design space evaluation, @” was extracted from Fig. 5.8 and is given
=0 _ =0 _ o) _ o) _ B

by s, = 08, @050, = 1 and O SCiangree = 0.26, @7 gc; e = 0-11. Pfe (t) and

P;’W(t) represent online tracked best and worst performances of the reference user group
that was determined for each time step as detailed in Sec. 5.4.3.2.
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5.4.4.4 4. Linearly-Adapting Assistance Policy with Internal Reference (LAAY):

The linear-adapting assistance policy was furthermore combined with an internal ref-
erence performance, where the assistance level was adapted according to (5.33) with
Pr(t) = P*(t — 1). Initial values for the assistance levels ajo and oo were set to 1 as
this corresponds to the assumption of worst user performance. The parameter K; was set
to —1.

5.4.4.5 Filter

For the agreement-based switching approach, it became evident, that the user cannot react
within 1 ms (controller sampling time) to large changes in the assistance level, as a smooth
transition in the behavior, typical for humans, is not possible anymore. As a remedy
to this problem, the changes in the assistance level are filtered with G(s). As even the
slope of a strong 1st order low-pass filter was found to be too large to sufficiently damp
the overshoots a 2nd order critically damped low-pass with a natural frequency of 5 Hz
G(s) = o1 +1)2 was used. The rising time of this filter is 0.48 s, which is at the upper end
of human response times according to [26]. For better comparison, this filter was applied
to all tested assistances.

5.5 Qualitative Evaluation

To give the reader an impression how the different introduced implementations of the
assistance policy module affect the assistance level o and how results change when moving
along the axes of the defined design space, a single user was asked to perform the task under
different conditions. These experiments only allow a qualitative comparison of the different
implementations. The systematic statistical evaluation and comparison is presented in the
subsequent sections.

5.5.1 Internal vs. External Reference

First, the differences resulting from using an external versus an internal reference per-
formance are investigated. As the differences are most evident for the linear-adapting
assistance policy, this control policy was implemented with both types of reference perfor-
mance. Details about the parametrization of the two implementations were presented in
the previous section 5.4.4. Fig. 5.12 shows the evolution of the performance (left) and the
corresponding assistance level o (right) over time for SC,ge.. The user was instructed
and trained to behave similarly in the following experiments: he/she was asked to perform
well at the beginning of the trial, to strongly degrade in performance between the third and
fiftth curve, and to improve again considerably towards the end. With external reference
performance, ¢ is around 0 at the beginning of the trial as the user performance is su-
perior to the best reference performance. Then, the difference between user and reference
performance and consequently also the assistance level increases up to the maximum of
a" =08as P > P6 . Although the user improves towards the end (Pﬁ3 <P <P/ vy,
the best performance cannot be reached anymore, such that o) does not totally decrease to
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zero. With internal reference performance, see Fig. 5.12(b), the assistance level is adapted
according to changes in the user performance. It can be observed that « increases strongly
in the middle of the trial as the user performance became worse, but it is reduced imme-
diately as the user performance improves again. The absolute difference to a best/worst
performance does not play a role for this approach.
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Q| .
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= 0.2} |
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|
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0
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(a) External reference performance
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0.8 | -
0.6
3=
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0
0 5 10 15 performance degradation

t[s]

(b) Internal reference performance

Fig. 5.12: Comparison between external and internal reference performance: Time-series of
representative P (left) and oy (right) using LAA for SCgree-

Fig. 5.13 shows the evolution of o, for SCqisagree. As the multi-criteria performance
measure incorporates a measure for agreement and additionally an internal reference per-
formance was used that reacts to changes in the user behavior, a;; is reduced around the
obstacles, where the user behavior changes (speed decreases and disagreement increases).
If an external reference performance is used, such a behavior cannot be observed: Only if
the user performance is considerably worse than the best performance, the assistance level
is increased independently of the environment.

If an external reference performance is used for adaptation, the absolute skill level of
the user is evaluated. On the contrary, if the adaptation is based on an internal reference
performance, the progress of the user is used for adaptation. Summarizing, it can be
concluded that an external reference performance is beneficial for training scenarios, where
haptic support should be provided if the user performance decreases with respect to the
reference performance, while an internal reference performance is especially suited for
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scenarios where unexpected events are likely to occur.

performance degradation performance degradation
(a) External reference perfor- (b) Internal reference perfor-
mance mance

Fig. 5.13: Assistance o) for SCyisagree Using LAA with external and internal reference perfor-
mance.

5.5.2 Single- vs. Multi-Criteria Performance

Finally, the last axis in the design space is devoted to performance measures. For the
considered case study, the most important ones were considered to be task performance
and agreement. Fig. 5.14 shows how these two measures are influenced by different constant

1 — 1
0.75 — ] 0.75
S 05 S 05
0.25 ] 0.25
0 0

0 02 04 06 08 0 01 02 03 04

N(P) =05(N(TCT) + N(ET)) N(P)=05(N(TCT) + N(ET))
(a) Normalized task performance (b) Disagreement

Fig. 5.14: Mean and standard deviation of normalized task performance and disagreement
depending on the assistance level.

assistance levels 2. The axes were flipped to better illustrate which assistance level would be
selected if task performance or agreement were the only performance measures. A good task

2The results were obtained from the user study with constant assistance levels, see also Sec. 5.4.3.1
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performance (small N(P)) can be achieved with the highest assistance level, while a low
disagreement would call for no assistance at all. As a consequence, if the assistances were
tuned according to a single criterion (task performance or disagreement), the respective
other criterion would be seriously deteriorated. Only a multi-criteria measure as introduced
in this work allows to achieve a compromise between the two conflicting measures.

5.5.3 Switching vs. Continuously-Adapting Assistance

The next investigation is concerned with differences due to the assistance policy. As the
behavior is obvious for the optimal constant assistance, the agreement-based switching and
the linear-adapting assistance policies are compared with each other. The implementations
with external reference performance were selected for a better comparison.

5.5.3.1 Agreement-based Switching (AbS°):

The objective of the switching controller is to achieve a high human-assistance agreement
without degrading task performance. The controller switches online between two con-
siderably different assistance levels depending on the switching condition. The resulting
behavior is presented for SCgisagree s the switching condition (disagreement) is triggered
mainly around the obstacles of this scenario. A curve of both « components (tangen-
tial /perpendicular to the path) is shown in Fig. 5.15. As expected, o, is switched to
the lower assistance level around the obstacles resulting in smaller interactive forces and,
thus, a high degree of human-assistance agreement. In all other situations, the assistance
level ) is set to the higher assistance level around 0.75. Deviations from the higher as-
sistance levels are very short in time such that no negative influence on task performance
is expected.

0 1

performance degradation performance degradation

Fig. 5.15: Assistance levels for SCgisagree Using AbS®.

5.5.3.2 Linear-adapting Assistance (LAA®):

Results for the linear-adapting assistance are shown in Fig. 5.16 for the tangential and per-
pendicular direction. As can be observed the user pays a lot more attention to maximizing
speed than minimizing errors. The user performance is close to the best performance in the
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tangential direction indicating a high speed, which leads again to small assistance levels
«y for this direction, while in perpendicular direction it approaches and even undershoots
the worst performance leading to a high assistance level a;. This effect is pronounced to-
wards the end of the trial. As expected, both assistance levels change continuously during
task execution and proportional to the difference between user performance and external
upper/lower reference performance.
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Fig. 5.16: Time-series of performance data and assistance levels for SCgisagree Using LAA®,

5.5.4 Discussion

The three independent axes of the design space reveal a variety of different concepts for
designing the assistance policy module of a haptic assistance. However, not all possibilities
are suitable for every scenario and application. Also, different advantages and disadvan-
tages may be experienced. The expectations which can be derived from the qualitative
results are summarized for each of the three axes in Table 5.2. This table is a first point
of orientation when designing the assistance policy module for a specific haptic assistance,
application, and task.
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Tab. 5.2: Summary of differences regarding the three design axes of the assistance policy module of a haptic assistance.

Advantages(+)/Disadvantages(—) Best suited

Performance
Single-criterion 4 Clear feedback to user if priority(P;)>>priority(Px), ¥V k # i
Multi-criteria + Trade-off between several if importance(P; )~ importance(P,)
objectives ~ ... ~ importance(P,)
Reference
External — Prior knowledge required for Training/Learning
Internal — Independent of difference to reference  for Mobility Aids/Vehicles/
Teleoperation
Control Policy
Constant + Predictability for Mobility Aids/Vehicles/
+ Small tuning effort for Teleoperation
— User dependence on assistance [131]
Switching + Two-criteria optimization for Mobility Aids/Vehicles/
o Medium tuning effort for Teleoperation
— Strong assistance changes
Continuous + Reference tracking for each time step  for Training/Learning (external reference)

+ Small tuning effort (internal reference) for Mobility Aids/Vehicles/
— High tuning effort (external reference) for Teleoperation (internal reference)
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5.6 Statistical Evaluation

5.6 Statistical Evaluation

In order to allow for a statistical comparison, the specific implementations of the design
space introduced in Sec. 5.4.3 are evaluated in a user study. This section presents the
method, evaluation criteria, results, and a discussion, where the research question described
in Sec. 5.3 are answered.

5.6.1 Method

This section presents the experimental design, the method, and the experimental results
of the user study. The different implementations detailed in Sec. 5.4.4 were compared with
each other in this study.

5.6.1.1 Experimental design

The experiment featured a 4 (assistance) x 2 (scenario) repeated-measures within-subjects
experimental design.

5.6.1.2 Procedure

The participants were first given the opportunity to familiarize themselves with the exper-
imental setup and the task requirements prior to the experimental trials. Thus, they were
allowed to practice both scenarios with o = a; = 0 as well as o) = o, = 1. It was empha-
sized to avoid contact with walls and obstacles while moving as quickly as possible. After
the test trials, the four different assistances, see Sec. 5.4.4, were presented in randomized
order as blocks consisting of three consecutive trials with SCygree and SClaisagree, respec-
tively. The sequence of scenarios per type of assistance was again randomized. Hence, each
block consisted of six trials with one type of assistance and both scenarios. As the first
two trials of SCygree and SClisagree Tepresented training trials for the particular condition,
only the third trial was used for the analysis. After completing a scenario using a certain
type of assistance, subjects had to fill in a questionnaire to assess the perceived workload.

5.6.1.3 Participants

An opportunity sample of 16 subjects (12 men and 4 women, all right-handed) with a
mean age of 24.5 years (std. deviation: 3.3 years) and sparse experience in the handling
of haptic devices (mean(experience) = 1.50, scale ranging from 1 = no experience to 5 =
much experience) took part in the experiment.

5.6.2 Performance Criteria

Quantitative and qualitative performance criteria were evaluated in the user study. Task
performance and agreement as described in Sec. 5.4.3.1 build the quantitative measures
together with smoothness. From a qualitative point of view, mental workload was deter-
mined. Finally, efficiency correlating task performance and perceived workload, was eval-
uated. The measures for smoothness, mental workload, and efficiency are introduced next.
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5.6.2.1 Smoothness

In order to quantify the smoothness S of the movements through the maze, the spectral
metric proposed in [13] was used. It is based on the frequency spectrum of the velocity
signal and independent of the time scaling of movements. Compared to [13], in this work,
the frequency spectrum was not normalized in order to make the metric independent of the
amplitude, as the amplitude should have an influence on the smoothness measure. Given
a velocity signal @ the frequency spectrum X (w) was determined using the Fast Fourier
transformation fft:

X (w) = fit(x) (5.35)

where @ is the zero-padded version of &. In order to reduce noise in the measure, a cutoff
frequency w,. was determined above which all amplitudes are below a threshold Ty, i.e.

we= min |[X(w)|<Ts Vw>uw,. (5.36)

we)0; 2
with w, the sampling frequency and Tyg is selected as Ts = 0.01. The smoothness was
finally determined from the remaining frequency spectrum X (w), w € [—w,; w.] as

S=-) max(X). (5.37)

The spectral method has the main advantage that the position signal has to be differenti-
ated only once compared to e.g. classical smoothness measures like jerk where the fourth
derivative of the position has to be determined.

5.6.2.2 Qualitative Measure

From a qualitative point of view, the perceived workload was investigated, which was
assessed using the NASA TLX questionnaire [93]. Further details regarding this question-
naire are provided in Sec. 2.2.4.2.

5.6.2.3 Efficiency

Besides purely quantitative and qualitative measures both measures should also be cor-
related. This can be assessed with an efficiency measure E between a task performance
measure P and an effort /workload measure W as introduced in Sec. 2.2.4.1.

As performance is used in the efficiency measure, it has to be maximized. Thus, the
inverse of the normalized task performance was used inv(N(P)) = 1—(N(TCT)+ N(ET)),
such that low TCT and ET resulted in a high performance inv(N(P)). The perceived
workload from the NASA TLX questionnaire as introduced in Sec. 2.2.4.2 functioned as
effort measure.

5.6.3 Results

Except for collision time, values of qualitative and quantitative measures were found to
be normally distributed according to the results of Kolmogorov-Smirnov tests. Hence,
statistical analyses were performed parametrically for these measures, while the analyses
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for collision time were based on the non-parametric Friedman ANOVA. In line with the
experimental design, variables were evaluated with two-factorial repeated measurement
analyses of variance (ANOVA) to investigate the influence of the assistance and type of
scenario. All statistical tests were conducted on a 5% significance level. Outliers with more
than three standard deviations away from the mean were replaced with the mean value.

5.6.3.1 Task Completion Time

Concerning TCT, the factors assistance (Fgreenhouse—Geisser:1.71,.25.71 = 5.461, p = .014,
771% = .267), scenario (Fereenhouse—Geisser:115 = 067.71, p < .001, 77]2) = .819), and their in-
teraction (Fs45 = 3.752, p < .017, 772 = .2) reach significance, see Fig. 5.18. Derived
from the distribution of means, task completion time for SCgisagree is Worse than for
SChygree. Investigating the found interaction a significant simple effect was found for SCjgree
(FGreenhouse—Geisser:1.82,27.31 = 16.067, p < .001, 7712, = .517). Paired, Bonferroni-corrected
comparisons reveal significant differences between LAA® and AbS® (p < .001) and LAA’
(p <.001).

5.6.3.2 Collision Time

The factor scenario reaches significance (Z = —5.892, p < .001). Friedman’s ANOVA
found a significant assistance main effect on collision time for SChgee (X*(3) = 8.589,
p =.035), but fails significance for SClyisagree. Wilcoxon post-hoc comparisons with Bon-
ferroni corrections for multiple comparisons (accepted a-level of p < .008) do not reveal
significant differences.

D Scagree . SCdisagree D Scagree . SCdisagree
- * -
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OCA*© AbS¢ LAA® LAA® OCA*“ AbS¢ LAA® LAA’

Fig. 5.17: Mean and standard deviation of task completion time and error time depending on
assistance and scenario. * marks significant differences.

5.6.3.3 Task Performance

Concerning normalized task performance N (P), see Fig. 5.18, the factor assistance does not
reach significance, while scenario (Fareenhouse—Geisser:1,15 = 243.826, p < .001, 7712) =.942)
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and their interaction (Fereenhouse—Geisser:1.75,26.22 = 3.539, p = .049, 773 = .191) reach signif-
icance. Derived from the distribution of means, task performance with obstacles is worse
than without. Investigating the found interaction a significant simple effect was found for
SCagree ONNY (FGreenhouse—Geisser:1.87,28 = 23.244, p < .001, 7]12, = .608). Paired, Bonferroni-
corrected comparisons reveal significant differences between LAA€ and all other approaches
(OCA®: p=.010, AbS® and LAA": p < .001).

l:, Scagree . SCdisagree . SCagree + SCdisagree

OCA* AbS® LAA® LAA? OCA¢ AbS® LAA® LAA?

Fig. 5.18: Mean and standard deviation of normalized task performance depending on assis-
tance and scenario (left) and independent of scenario (right). * marks significant
differences.

5.6.3.4 Disagreement

By evaluating the norm of the internal forces, significant effects with very
large effect sizes of assistance (F545 = 180.342, p < .001, 771% =.923), scenario
(Fareenhouse—Geisser1.15 = 1221.438,  p < .001, 7712, = .988), and their interaction
(F545 = 150.167, p < .001, 7]12) =.909) are found. Investigating the found interaction
significant simple effects were found for SCygree (F345 = 52.041, p < .001, 77]2, = .776) and
SClisagree (F3u5 = 217.924, p < .001, n; = .936). For SC,see paired, Bonferroni-corrected
comparisons reveal significant differences between all approaches except AbS¢ vs. LAA®
(OCA® vs. AbS®: p = .005, OCA® vs. LAA": p = .004, p < .001 else). For SClisagree all
comparisons were found to be significant (p < .001) except OCA® vs. AbS®. For both
scenarios combined, a significant main effect was found as well (F3 45 = 180.342, p < .001,
7712) =.923), where Bonferroni-corrected comparisons reveal significant differences between
all approaches (p < .002).

5.6.3.5 Smoothness

The smoothness of the movements S,, is significantly affected by the assistance
(Fy0533.72 = 12.397, p < .001, 7712) = .452), the scenario (Fy 15 = 29.694, p < .001 7712, = .664),
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Fig. 5.19: Mean and standard deviation of disagreement depending on assistance and scenario
(left) and independent of scenario (right). * marks significant differences.

and their interaction (F345 = 18.387, p < .001, 7712, = .551). Investigating the found inter-
action a significant simple effect was found for SCagree (Freenhouse—Geisser:1.91,28.62 = 3.685,
P = 04, 772 = 197) and Scdisagree (F3’45 :20440, p < 001, ?71% = 577) For SCagree,
paired, Bonferroni-corrected comparisons reveal significant differences between OCA® vs.
AbS¢ (p = .039) and OCA® and LAA" (p = .011). For SClisagree; Paired, Bonferroni-
corrected comparisons reveal significant differences between all approaches except AbS®
and LAA" (LAA°® vs. OCA®: p = .006, OCA® vs. AbS®: p = .035, p < .001
else). A significant main effect was furthermore found for both scenarios combined
(FGreenhouse—Geisser2.26.33.80 = 10.764, p < .001, 77}% = .418). Bonferroni-corrected compar-
isons reveal significant differences between all approaches except LAA® vs. OCA€ and AbS¢
and LAA? (LAA® vs. AbS¢: p = .007, LAA® vs. LAA% p = .01, OCA® vs. AbS®: p = .041,
OCA® vs. LAA" p < .001).

5.6.3.6 Perceived Workload

The perceived workload in this experiment strongly depends on the type of scenario
(EFGreenhouse—Geisser:1,15 = 38.249, p < .001, 772 = .718), but not assistance. The ordinal in-
teraction of these factors reaches significance (Fj45 = 6.283, p = .001, 7]12, =.295) as well,
indicating generally higher workload in SClajsagree. Investigating the found interaction a
significant simple effect was found for SCugee 0Ny (Fireennouse—Geisser:2.11,31.62 = 6.359,
p = .004, 77,3 = .298). Paired, Bonferroni-corrected comparisons reveal significant differ-
ences between LAA® and LAA? (p = .007). Descriptively, AbS® and LAA result in least
workload within SCygree, While LAA® produces most. In contrast, the least workload in
SClisagree 1s found for LAA®.
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Fig. 5.20: Mean and standard deviation of movement smoothness depending on assistance and
scenario (left) and independent of scenario (right). * marks significant differences.
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Fig. 5.21: Mean and standard deviation of perceived workload depending on assistance and
scenario (left) and independent of scenario (right). * marks significant differences.
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5.6.3.7 Efficiency

Efficiency is not significantly affected by the assistance, but the scenario
(FGreenhouse—Geisser:1,15 = 93.413, p < .001, 775 = .862), with higher efficiency values within
SChgree Overall. Also, the interaction between assistance and scenario (Fj45 = 5.871,
p = .002, 773 = .281) reaches significance. Investigating the found interaction a signifi-
cant simple effect was found for SCpgree only (F345 = 10.864, p < .001, 773 = .420). Paired,
Bonferroni-corrected comparisons reveal significant differences between AbS® and LAA®
(p = .005) and between LAA" and LAA® (p < .001) for SCagree. In this scenario, AbS® and
LAA? also descriptively outperform OCA®.

|:| SC’agree I:I Scdisagree . SCagree + Scdisagrcc
* *
{ I \

ERA AL kol

OCA*® AbS© LAA® LAA? OCA¢  AbS® LAA®  LAA?

Fig. 5.22: Mean and standard deviation of efficiency depending on assistance (left) and assis-
tance and scenario (right). * marks significant differences.

5.6.3.8 Assistance Level

To determine the typical amount of applied assistance per approach, the mean
a = mean(ay, o) ) value is evaluated. In a first evaluation step, the inequality of the mean o
values against 0 and 1 is tested with one sample ¢-tests, where significance is reached over-
all (p values < .001). The two-factorial repeated measures ANOVA for the «, values shows
the assistance (FGreenhouse—Geisser:1.98,.20.71 = 1909.526, p < .001, 7712) =.992), and the interac-
tion (Fy7392588 = 147.311, p < .001, 77]3 = .908) to be significant. Investigating the found
interaction a significant simple effect was found for SChgree (F1.8427.52 = 1858.528, p < .001,
7]3, =.992). Also for SCyisagree @ significant simple effect was found (F7j.g92883 = 678.153,
p < .001, 7712) = .978). Paired, Bonferroni-corrected comparisons reveal significant differ-
ences between all approaches (p < .001) for both scenarios. The factor scenario does not
reach significance. The mean values are shown in Fig. 5.23.

5.6.4 Discussion

In Sec. 5.1.1 the following objectives, that can be used to compare different implementations
of haptic assistances, were identified: a) task performance, b) human-assistance agreement,
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Fig. 5.23: Mean and standard deviation of adaptive assistance levels depending on scenario.
* marks significant differences.

¢) perceived workload, d) efficiency, e) and smoothness of movements. In this section, the
different implementations will be compared with respect to these measures with the final
aim of finding answers for the research questions formulated in Sec. 5.3. Furthermore, the
tuning effort of the single implementations and the generalizability of obtained results will
be discussed.

5.6.4.1 RQ la: Adaptive vs. Constant Assistance

Although a haptic assistance with optimally selected constant assistance level provides a
trade-off between different, conflicting performance criteria, this paragraph investigates
whether haptic assistances implementing an online adaptive assistance level have the po-
tential to outperform such an assistance.

Looking at the results reported in Sec. 5.6.3 a trend of AbS® and LAA® to outperform
OCAS® in terms of task performance, workload, and efficiency for SCjygee is found. For the
same pairs and SCgisagree; 1O differences in terms of task completion time, workload, and
efficiency were observed, but due to reduced collision times a slightly better normalized
task performance was observed for OCA®¢. OCA® significantly outperforms LAA? in terms
of agreement for both scenarios and AbS® for SCygree-

LAA®¢ was found to be significantly superior over OCA® in terms of agreement. Yet,
normalized task performance, collision time, perceived workload for SC,gree, and efficiency,
tended to be better with OCA®, which can be explained by the small assistance levels
realized by LAA®.

All approaches with adaptive assistance level were found to be less smooth than OCA®.
It should be noted, however, that even though movements were found to be less smooth,
approaches with adaptive assistance level did not lead to a significantly higher mental
workload, which indicates that the changes in the assistance level can be well interpreted
by the user and do not harm the collaboration.

Summarizing, it can be concluded that the approaches AbS® and LAA? with adaptive
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assistance levels show a trend to be superior to an optimal constant assistance in all
evaluation criteria except agreement and task performance for SCyisagree- For the considered
type of task, it is consequently proposed to favor them especially if a efficiency and low
perceived workload and, for scenarios without unexpected events, a high task performance
are of concern. In terms of agreement and for SCyisagree, AbS® performs only slightly
worse than OCA€, while the effect is more pronounced for LAA?. Thus, AbS® represents
an interesting alternative to OCA®. LAA® should only be preferred if human-assistance
agreement is the most important design factor.

5.6.4.2 RQ Ib: Switching vs. Continuously-Adapting Assistance

Knowing that assistances with adaptive assistance levels have the potential to outperform
assistances with optimal constant assistance levels, it is now interesting to investigate
whether assistances with switching or continuously adapting assistance levels should be
preferred. To answer this research question each of the quantitative and qualitative per-
formance criteria is analyzed separately.

The AbS¢ approach tries to improve the trade-off between task performance and human-
assistance agreement by switching between two different assistance levels that have been
optimally selected for the two scenarios SCugree and SClisagree- Compared to LAA? this
enables high human-assistance agreement in both scenarios without degradation in task
performance. Yet, the low disagreement levels of the LAA® approach which lead to a
slightly worse task performance cannot be reached. Thus, if human-assistance agreement
is the main design criterion, LAA® should be preferred. In case task performance is of equal
importance, then AbS® should be selected as it achieves a slightly better task performance
than LAA® at a still lower disagreement than LAA®.

AbS® and LAA? tend to outperform LAA€ in terms of mental workload, especially for
SClagree- The assistance levels for SCygree, see Fig. 5.23, were found to be small such that
control over the actions of the system was shifted to the user. A consequence of the low
mental workload for AbS® and LAA?® is a superior efficiency. The two approaches AbS¢ and
LAA® perform similarly in terms of perceived workload and efficiency and should thus, be
again favored over LAA®.

Due to the strong assistance levels and the high speeds resulting in high task perfor-
mance, movements were more jerky with AbS® and LAA® compared to LAA®. Thus, a high
task performance is achieved at the cost of reduced smoothness. As this did, however, not
significantly deteriorate the perceived workload and efficiency, AbS® and LAA® should be
nevertheless preferred over LAA®.

The results indicate that the assistance with switching assistance levels can be superior
to assistances with continuously adapting assistance in achieving an overall good trade-off
between task performance and agreement without deteriorating perceived workload and
efficiency. Moreover, the disagreement measure was used in a discrete way differentiating
only agreement and disagreement, while it was used in a continuous way for the contin-
uously adapting assistances. Considering agreement as a continuous measure may not be
appropriate in all situations, since humans might also apply passive resistance in form of
inertia. On the other hand, assistances with continuously adapting assistance levels can
be tuned to achieve various performance criteria with different importance, while there are
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few possibilities to tune the AbS® approach.

5.6.4.3 RQ IlI: Internal vs. External Reference

Further, the difference between assistances with external and internal reference is ana-
lyzed. While assistances with external reference evaluate the difference between the user
and the reference performance, approaches with internal reference react on changes in user
performance only. Consequently, approaches with internal reference performance provide
assistance, whenever the user performance changes, which can be due to the task in general
(e.g. the need for slowing down in curves or speeding up on straight paths) or due to unex-
pected events. On the other hand, approaches with external reference provide assistance if
the user behavior significantly degrades from the reference independently from the desired
behavior changes introduced by the task. Thus, a generally low assistance will be provided
if the user performs similar to the reference. Unexpected events, on the other hand, can
lead to a drastic increase of the error between user and reference behavior and thus, to an
increase in the assistance level. This might be undesired as the assistance does not know
about potential, unexpected obstacles and consequently would drag the user towards them.
Based on these considerations approaches with internal reference should be preferred over
approaches with external reference if unexpected events are likely to occur.

In this specific evaluation, it was found that the user group performed very close to the
reference and, thus, experienced very low assistance levels in LAA€® throughout the whole
task. Even around obstacles, the assistance increased only moderately so that the expected
negative effect of of an external reference when combined with unexpected events was not
very pronounced. The general low assistance levels explain also the unexpectedly higher
agreement found for LAA® compared to LAA?. In order to realize a higher general support
by this assistance, maximum assistance levels would need to be revised, which however
would come along with the negative effects introduced above. Beside the unexpected
findings for agreement, LAA® clearly outperformed LAA® in terms of task performance,
perceived workload, and efficiency for SCgisagree and should consequently be preferred when
unexpected events for the assistance are likely to occur.

5.6.4.4 RQ Ill: Single- vs. Multi-Criteria Performance

The last research question focuses on performance differences observed for implementa-
tions based on single or multi-criteria performance measures. As conditions with single
performance measures were not included in this evaluation study, only the results achieved
in the pre-study with constant assistance levels are considered. There, we found that task
completion time improved with increasing assistance level, while agreement was signifi-
cantly deteriorated for SCgisagree- Collision time again increased significantly at low and
high assistance levels. If the assistance levels were tuned according to a single criterion
(task performance, collision time, or disagreement), the respective other criterion would be
seriously deteriorated. A multi-criteria performance measure, on the contrary, can provide
a trade-off between multiple measures by still preserving their relative importance through
weighting. Consequently, one criterion should only be taken into account if it is of superior
priority over all others. Such scenarios can be found for example in rehabilitation or when
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learning motor skills, where smoothness of movements or the accuracy are more important
than speed, disagreement, or mental workload. This user study focused on a manipula-
tion task without learning or training background. For the selected maze scenario, the
criteria task performance and disagreement are equally important. Thus, realizing a good
trade-off between them is of utmost importance, and can be realized using a multi-criteria
performance measure.

The benefit of providing a trade-off between multiple performance measures comes at
the cost of a potentially unclear haptic feedback as it is not coded into the feedback signal
which of the multiple measures requires improvement. This is illustrated in Fig. 5.24
for a continuously adapting assistance policy. In situation a, the assistance level changes
due to a change in the user’s speed, while it changes in situation b due to an increase
in disagreement. Disagreement and speed increase together in situation c leading also
to a decrease in the assistance level. The reason for the change in the assistance level
may, however, not be evident to the user. If the user starts to explore the reason for the
increased assistance level, this can again induce disagreement. This can also explain the
higher disagreement observed for LAA? compared to OCA® where the assistance level is
fixed druing the whole trial (for LAA® smaller disagreement is found due to the rather small
assistance levels in consequence of the user group performing very close to the reference).
Perceived workload and performance and consequently also efficiency of LAA®, however,
were not found to be negatively affected.

Thus, it is concluded that if the multi-criteria performance measure and weightings are
selected with respect to the task and the haptic assistance, no negative effects are expected
from using a multi-criteria performance measure. A slight mistake in the design phase of
the multi-criteria performance measure can, however, significantly worsen the situation as
the behavior of the assistance might not seem logical to the user. The selection of the
performance criteria for AbS€ is more straight-forward such that AbS¢ clearly outperforms
LAAY¢ in this respect. AbS€ still optimizes multiple performance measures, but provides a
much more clear feedback to the user as it switches between two assistance levels triggered
by disagreement only.

5.6.4.5 Tuning Effort and Required Knowledge

A final criterion for the selection of the haptic assistance is the tuning effort. LAA? re-
quires the least tuning effort. The initial values are the only parameters that have to be
tuned, which can be easily achieved based on the results of a few training trials. Required
knowledge for the application of LAA® are the task objectives like speed, accuracy, and
agreement and their importance with respect to each other, if a multi-criteria performance
measure was used. Moderate tuning effort is required for the assistance implementing an
optimal constant assistance level and agreement-based switching. While OCA® requires
knowledge about the optimum assistance levels for the two different scenarios, AbS® re-
quires the threshold separating agreement from disagreement. Both can be determined
from a series of training trials or alternatively can be calculated and updated online dur-
ing task execution. Precise task knowledge in the form of best/worst reference curves and
best/worst assistance levels is required for the linear-adapting assistance with external
reference performance. Consequently, this last approach requires the most tuning effort.
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Fig. 5.24: Time-series of normalized disagreement, normalized tangential speed, and unfiltered
assistance levels 3 for SCiygee using LAA'.

5.6.4.6 Generalizability

Finally, generalizability of found results to different scenarios and setups is important.
Although the idea behind LAA? and LAA€ is very general and consequently has huge
potential for generalization, these approaches strongly rely on a proper selection of the
multi-criteria performance measure according to the specific task and objectives. In this
context special attention has to be paid to causal dependencies of measures and assis-
tance levels. Not taking into account causal dependencies can easily lead to non-intended
behavior of the assistance. Having defined the multi-criteria performance measure prop-
erly, LAA® can be expected to outperform OCA® due to the continuous and multi-criteria
adaptation. Causal dependencies can be easily extracted from a few test trials performed
under constant assistance levels. The performance of LAA€ strongly relies on the selection
of the best/worst references and the behavior of the specific user group. Finally, AbS® is
supposed to outperform OCAF® if scenarios of agreement and disagreement can be clearly
distinguished and the assistance levels for the two scenarios are significantly different.

Table 5.3 summarizes the results of this discussion and highlights the favorite ap-
proach(es) for each measure and scenario.

5.7 Summary

Haptic assistances allow to augment the performance beyond manual control performance
by combining the capabilities of machines with those of humans. Haptic assistances belong
consequently to the class of performance-oriented control concepts for teleoperation sys-
tems. In this chapter, a general framework for designing haptic assistances was introduced
and functional units and their interdependencies were derived. In this thesis, a haptic
assistance is described as a combination of an interaction design unit, a path planning

3Please note that these measures are evaluated online, see Sec. 5.4.3.1.
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Tab. 5.3: Recommended approaches depending on performance criterion.

SCagree SClisagree S Clisagree-+agree
Task performance AbS®, LAA® AbS¢, LAA® AbS¢, LAA®
Agreement, OCA*®, AbSe, LAA® LAA®, AbS¢, OCA®
LAA¢ LAA’
Smoothness OCA*“ LAA® LAA*®
Workload LAA? LAA¢ AbS¢, LAA!
Efficiency AbS¢, LAA?  AbS¢, LAA® AbS¢, LAA!

unit, and a control unit. The interaction design unit analyzes the current scene and the
cognitive and mental state of the operator. Machine learning approaches are often used in
this context. The focus of this chapter was, however, on the control unit. The control unit
is again decomposed into an assistance controller and an assistance policy unit. Regard-
ing the path planning and assistance control unit, a lot of research exists while only few
approaches propose concepts for the assistance policy unit taking into account more than
one performance criterion.

The main contribution is the introduction of a design space for the assistance pol-
icy unit that decides on the applied assistance level. The assistance level influences the
authority distribution between assistance and human operator. A three-dimensional de-
sign space spanned by the three independent axes i) performance measures, ii) reference
performance, and iii) assistance policy was defined. Categorizing state-of-the-art imple-
mentations into this design space clearly showed a series of so far unexplored areas that
can be systematically explored by designing new haptic assistances. Especially implemen-
tations that optimize multiple performance measures and realize dynamically changing
assistances have rarely been investigated. A discussion of the introduced design space
shows that a multi-criteria performance measure can be advantageous when a compromise
between multiple, contradictory measures should be achieved. This benefit comes at the
cost of a potentially unclear haptic feedback, since it is not coded in the feedback signal
which of the multiple measures requires improvement. Comparing implementations with
internal and external reference performance, it is expected that external references are well
suited for training scenarios, while internal references better perform for scenarios where
unexpected events are likely to occur. These expectations were investigated in detail in a
qualitative and statistical evaluation.

More precisely, a variety of so far unexplored possibilities in the design space were
developed and implemented for a specific virtual environment scenario. As the scenario
considered in this thesis is designed such that task performance is the main objective, vir-
tual fixtures were selected as haptic assistance scheme. For improving several performance
measures simultaneously, a weighted sum of multiple performance measures was introduced
as multi-criteria performance measure. The three different axes of the design space were
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then experimentally explored. External and internal references were considered and tested
assistance policies ranged from constant over switching to linear-adapting implementations.
First, qualitative results showed significant differences in the behavior of the implemented
assistance control policies. From the results, it could be hypothesized that constant as-
sistances are highly predictable, but may lead to user dependence. The switching policy
introduces fast changes in the assistance behavior and, thus, it remained unclear after the
qualitative investigation whether such changes will deteriorate user acceptance and com-
fort. Finally, the qualitative evaluation showed that the linear-adapting approach provides
continuous and performance-adapted assistance, but did not allow conclusion with respect
to task performance, user comfort, and acceptance.

In order to answer these open questions, a user study was conducted in a second step.
Several quantitative performance metrics like performance, agreement, and smoothness as
well as qualitative performance metrics like perceived workload were analyzed along with
an efficiency measure that correlates them. Due to the introduced multi-criteria perfor-
mance measure, a trade-off between multiple, also contradicting performance measures was
achieved. It was found that a single-criterion performance measure should only be applied
if one performance criterion has superior priority over all others.

Assistances with an adaptive assistance level were found to have the potential to out-
perform assistances with constant assistance policy in terms of multiple performance mea-
sures. The same conclusion was drawn by Li et. al [120, 121] for a motor skill learning
task. Switching assistance policies were found advantageous over continuously adapting
assistance policies. This is because switching assistance policies are able to achieve an over-
all good trade-off between task performance and agreement, while continuously-adapting
assistance policies provide more flexibility in prioritizing different measures. In contrary to
the proposed switching assistance policy that only evaluates the agreement measure online
and otherwise switches between fixed assistance levels, the proposed continuously-adapting
assistance policy evaluates all performance measures online. Although this can be consid-
ered an advantage of the latter over the former, it does not come without cost. The feedback
provided to the user can be unclear as it is not coded into the feedback signal which of
the multiple measures requires improvement. This problem was found to be overcome by
the agreement-based switching assistance policy as it still optimizes multiple performance
measures, but provides a much clearer feedback to the user: it switches between the two as-
sistance levels triggered by disagreement only, while a high task performance is guaranteed
by the respective assistance levels selected for agreement and disagreement.

The analysis of internal versus external reference performance showed that an external
reference performance is best suited for training or learning scenarios where the task is
well defined, while in real-world scenarios an internal reference performance allows for a
suitable adaptation of the assistance level also in case of unexpected events.

For future work, it would be interesting to evaluate different control policies for sce-
narios where single-criteria performance measures are best suited such as rehabilitation
or training. Moreover, training effects and user dependency on the different proposed
implementations should be evaluated.

Another interesting research aspect is to analyze physical and cognitive dominance
as proposed in [73]. One of two haptically interacting partners is physically dominant
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if he/she determines to a higher degree how to follow a desired trajectory, see [73]. A
partner is cognitively dominant if he/she decides on the desired trajectory. As outlined in
[73], physical dominance is a force-based measure, cognitive dominance a position-based
measure. Thus, the cognitive dominance of the assistant is regulated within the trajectory
planning unit of the haptic assistant, while the physical dominance of the assistant is
determined within the assistance policy unit. In the current implementations, physical
and cognitive dominance were tightly coupled. For future work, it would be interesting to
design separate assistance policies and path planning strategies for physical and cognitive
dominance of haptic assistants.

Although this thesis focuses on haptic teleoperation systems, it is worth mentioning
that the proposed performance-oriented control concepts can be directly transferred to
physical human-robot interaction where a human and a robot perform a joint manip-
ulation task, e.g. transporting a heavy or bulky object. The two often implemented
extreme behaviors are to passively follow the human or to take over control and lead the
performed actions. As introduced in [51], also a continuous blending between these two
behaviors or roles of a passive follower and an active leader is thinkable. The changing
of the robot dominance corresponds directly to the regulation of a discussed here in
form of different implementations of the assistance policy unit. Recent work on designing
roles for an autonomous robot interacting with a human are given in [115, 142]. The
transfer of the proposed design space and the investigated implementations to physi-
cal human-robot interaction is interesting and important to be investigated in future work.

This thesis presented so far a transparency- and a performance-oriented control concept.

The idea of the following chapter is to combine transparency- and performance-oriented
controller into a novel multi-criteria control concept.
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In order to allow a human operator to successfully and efficiently perform manipulations
in a remote place, haptic teleoperation systems should be designed such that a high degree
of fidelity close to transparency, a high task performance, a strong feeling of presence, and
a high usability are achieved. Technical deficiencies of e.g. the devices, the communication
channel, or the controllers limit, however, the realizability of these objectives. Moreover,
some of the objectives like transparency stay in conflict with robust stability, a requirement
that has to be fulfilled for any teleoperation system. In order to mitigate these conflicts and
to get closer to the ideal teleoperation system, a variety of control concepts were presented
in the telerobotics literature. In order to improve fidelity, a transparency-oriented control
concept can be employed. It aims at minimizing the error between the dynamics of the
remote environment transmitted and presented to the operator and the real dynamics of
the environment. The objective of a performance-oriented control concept is that a high
task performance in terms of e.g. high speed, high accuracy, or small required energy is
realizable. Control concepts that online evaluate the feeling of presence or usability in order
to improve these objectives are not found in the current telerobotics literature, mainly as
quantitative and online evaluable measures for feeling of presence and usability are only
partly available.

So far, this thesis investigated transparency- and performance-oriented control concepts
separately with significant improvements found for fidelity or task performance. In the
first part of this thesis, model-mediated teleoperation was investigated as a transparency-
oriented control concept that can significantly improve fidelity as defined by Lawrence [116]
for systems with negligible, medium, and large time delays (> 0.5 s). The second part of
this thesis was dedicated to the design of flexible, user- and task-adapted haptic assistances
that improve task performance beyond manual control performance by augmenting the
operator commands through computer-generated commands. New, user- and task-adapted
assistances were proposed, that find a trade-off between multiple performance criteria.

Ideally, controllers of a teleoperation system would optimize all objectives at the same
time. Or, if this is not realizable, it is desired to find an optimal trade-off between the
objectives. This chapter is dedicated to multi-criteria control concepts for haptic teleoper-
ation systems. Two main control concepts are distinguished: 1) control concepts derived
from multi-criteria optimization and 2) concepts that are based on a suitable integration
of controllers that improve a single objective (single-objective controller). While the first
class of control concepts is well-known in telerobotics literature, the second class has not
been fully exploited yet and will be the focus of this chapter.

More precisely, one concept for integrating single-objective controllers is presented as
a novel type of multi-criteria control concept for haptic teleoperation systems. Related
work was only found in the field of autonomous robotics by Ganesh et al. [62]. The
novel multi-criteria control concept is expected to achieve a superior multi-criteria per-
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formance compared to multi-criteria optimization approaches especially as the parameters
are adapted at each time step to improve the single criteria and the performance-oriented
controllers can be designed in an active or proactive way. This chapter presents one design
concept and the resulting control architectures for the integration of a selected class of
adaptive, single-objective controllers into one system. Possibilities for keeping the system
stable during task execution are presented and discussed. Furthermore, a first adaptive,
multi-criteria controller with similar properties to [62] is designed and evaluated in a proof-
of-concept study. The result is a novel, adaptive, multi-criteria system. The effectiveness
of the multi-criteria controller is shown in experiments. Experimental results and compar-
isons with single-objective controllers are presented to confirm the expected improvement
in the two investigated objectives, fidelity (transparency) and task performance.

As the design of multi-criteria controllers for haptic teleoperation systems has not been
fully exploited yet, the chapter concludes with numerous open research questions, that
have been identified and that are supposed to motivate further research in this direction.

The chapter introduces first the state-of-the-art control concepts derived from multi-
criteria optimization and sketches the extension to multi-criteria control for haptic teleop-
eration. In Sec. 6.2, the integration of existing single-objective controllers into one system
is presented and discussed. The proof-of-concept study of a selected multi-criteria con-
troller is presented in Sec. 6.3. The chapter further provides a discussion of future research
aspects in Sec. 6.4 and finishes with a summary and conclusion in Sec. 6.5.

6.1 Related Work

The state-of-the-art in multi-criteria control for haptic teleoperation systems focused so far
on control approaches, that are based on multi-criteria optimization. One prominent ap-
proach for deriving a controller that optimizes several performance criteria is H,, control,
see e.g. [69]. The resulting controller is guaranteed to be robustly stable with time-invariant
parameters. H,, control has been also researched for teleoperation systems in order to find
an optimal trade-off between fidelity and robust stability, see [39, 89, 90, 101, 119, 195, 217].
The performance criteria for the H,, optimization routine were related to transparency,
e.g. based on force or position errors between master and slave. By extending the H., ap-
proach and taking additionally task performance measures like the operator speed, forces,
or energy as criteria for the optimization routine into account, the resulting controller is
expected to provide an optimal trade-off between transparency and task performance while
guaranteeing robust stability.

The advantages of H,, control are that the resulting controllers are guaranteed to be
stable with respect to the considered perturbations in operator behavior, remote environ-
ment, and task, and that an optimal trade-off between different criteria is found. The
resulting system is, however, only optimal for the considered scenario. If the operator,
environment, or task changes in an unexpected way during teleoperation, optimality is
not guaranteed anymore. As a consequence, the expected improvement in the different
objectives may not be reached. Also, it is often difficult to interpret the resulting control
parameters especially if the controller is of high order. This can lead to a high tuning
effort. For performance improvements, it may be desired to actively guide the operator
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by means of active or pro-active haptic assistance. With an (pro-)active haptic assistance,
the operator can follow paths easier, i.e. faster and without collisions, or he/she can be
warned against entering forbidden regions in the workspace. An H., controller cannot
provide (pro-)active haptic assistance. These drawbacks inspired to some extent the idea
of integrating single-objective controllers into one system.

As mentioned above, the work by Ganesh et al. [62] in the field of autonomous robotics
presents an approach where multiple single-objective controllers are combined into one
system. Ganesh et al. [62] proposed a human-inspired adaptation strategy. This work
showed that humans adapt their feedforward and feedback control strategy when learning
new motor tasks in order to achieve multiple objectives: successful task execution and high
performance with minimal control effort and movement error. Based on a minimization
problem, an adaptation law was derived which was shown to reduce the costs as desired.
This approach will be the baseline for the multi-criteria controller that will be presented
in the proof-of-concept study.

6.2 Multi-Criteria Control Concept

The problem statement for a multi-criteria control concept can be described as the mini-
mization of multi-criteria system costs J over all stabilizing control parameters C' € C. The
minimization of the costs J is given as the weighted sum of the costs for each optimization
criterion, in this case transparency J;, and performance J,

rcr}elg J = rcgleig(wt Jy +w, Jp), (6.1)
where w, and w, represent weights for transparency and performance. All concepts are
certainly expendable to incorporate further objectives as long as they are quantifiable. At
the moment, quantifiable measures are mostly available for transparency and task perfor-
mance, see Sec. 2.2. Although transparency is dependent on the environment dynamics,
the measure, e.g. the transparency error, remains the same. The performance measures, on
the contrary, may change depending on the tasks that are performed during teleoperation.
Path-following or transportation tasks, for example, require high motion accuracy and/or
speed, tasks involving contact with objects often require an accurate force tracking. If the
task consists of subtasks with different performance objectives, i) either the system costs
are determined for each subtask separately or ii) the different performance criteria are
incorporated into a single cost function. Given the cost function and the system dynamics,
the desired control concept and corresponding implementation have to be selected.

Generally, two classes of multi-criteria control concepts are identified: i) one controller,
that provides an optimal trade-off between the different objectives, is derived based on
the cost function (6.1) or ii) specific, compatible control concepts are selected for each
criterion and combined into one system. This chapter focuses on the second class of
control concepts, which has been rarely investigated in telerobotics literature so far. More
precisely, one integration concept and the resulting control architectures are introduced
in this section. The proposed multi-criteria control architecture is especially suitable if
promising single-objective controllers were identified and their effectiveness was shown.
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The proposed control architecture is designed for the admittance-type experimental se-
tups considered in this thesis. The local controllers on master and slave site are therefore
restricted to force or admittance/impedance controllers. The communication channel is
assumed to be lossless and latency-free. An extension to other controller classes remains
future work. The integration strategy will vary with the selected single-objective con-
trollers. In this thesis, it is introduced based on the following classes of transparency- and
performance-oriented controller: In the overview of state-of-the-art transparency-oriented
controllers for fidelity augmentation, see Sec. 2.4.1.2, it was found that most approaches
adapt the control parameters according to estimated characteristics of the remote envi-
ronment. This class of controllers is selected as the basic transparency-oriented control
concept for the multi-criteria controller. Regarding performance augmentation, virtual
fixtures were identified as one class of popular and promising performance-oriented ap-
proaches, see Sec. 2.4.2.2. They belong to the class of haptic assistances and will be used
in the multi-criteria control concept for improving performance.

The objective of virtual fixtures is to modify the operator commands either on the force
or position level such that the resulting actions improve performance. They rather act
as a trajectory planning unit than as a control unit. As integration concept, it is there-
fore proposed to combine the single-objective controllers by cascading them, see Fig. 6.1.
Alternatives like combining the controllers in a parallel connection or switching between
them may be suitable for other classes of controllers. They are not subject of research
in this work. If the virtual fixtures act on the force level, they run in the outer cascade
and provide (together with the operator command) the desired force for the transparency-
oriented controller, running in the inner cascade. If the virtual fixtures act on the posi-
tion level, the cascade structure is inverted, i.e. a desired trajectory is generated by the
transparency-oriented controller and fed into the virtual fixtures. In order for the operator
to get continuous haptic feedback from the virtual fixtures, it is more suitable to use them
on the master site only. The transparency-oriented controller, that is adaptive to changes
in the remote environment, can be implemented on master site, slave site, or on both sites.
The architecture connecting local and remote site can be implemented as known from the
classical four- and two-channel architectures.

Both single-objective control concepts are well understood. Thus, it can be analyzed
how they will influence each other and when critical situations especially for the stability
of the system may occur. A short discussion aims at illustrating the interactions between
the controllers. If the virtual fixture runs in the outer cascade, see Integration I in Fig. 6.1,
it essentially acts as an impedance and provides assisting forces depending on the distance
between measured master position z,, and reference position 7} ;. The advantage of this
architecture is that the operator will directly feel the actions of the virtual fixture. The
most critical aspect is to guarantee stability. Stability-critical situations can occur, if large
forces from the virtual fixture are fed into a stiff transparency-oriented force controller
or a transparency-oriented admittance controller with small target dynamics. As long
as the parameters of the controllers are adapted in these situations, both controllers can
run simultaneously. As a consequence, the fidelity-augmenting control parameters and
the assisting forces of the virtual fixture are perceived by the operator and lead to an
improvement in both objectives.
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Integration | §_ .
QC) . _ f€7 xs7 'TS
=
t .
assistl irtual assist > fidelity .| master & < ° slave and/or slave & >
fixtures control human g fidelity control environment
r fh7 Lim s i’m 8
Integration Il
§ E §‘ Jes Ts, Ts
rr &
: : assist g
fidelity |fassist | virtual .| master & < ° slave ,| slave & >
control fixtures human E control environment
’_' Jry Ty T S

Fig. 6.1: Multi-objective control concept: adaptive transparency-oriented controllers referred
to as fidelity control is cascaded with virtual fixtures, the considered performance-
oriented controller. Regarding integration |, virtual fixtures run in the outer loop,
while the fidelity controller runs in the inner loop. This structure is inverted for inte-
gration Il. Force or admittance/impedance controllers are assumed as local controllers
and as basis for the fidelity controller.

If the virtual fixture runs in the inner cascade, it will modify the desired trajectory. This
has, however, no consequence for the transparency-oriented controller as will be shown in
the proof of concept study. This type of cascade structure referred to as Integration II
in Fig. 6.1 is therefore less critical for instabilities. The disadvantage is that the operator
does not directly feel the commands from the virtual fixture. He/she will only see the
modified trajectory.

In the above discussion, it became evident that stability is a critical aspect for multi-
criteria control. Two ways for adapting the parameters and keeping the system stable are
identified: i) the parameters of each controller are determined a priori such that the overall
system is stable or ii) a stability observer is introduced that adapts the control parameters
online if an undesired, oscillating behavior is detected.

The first method for guaranteeing stability is to select the control parameters such
that the closed-loop integrated system is (robustly) stable. This is achieved by analyzing
the safety-critical situations. Considering the proposed multi-criteria control architecture,
stability-critical situations can occur if e.g. the virtual fixture provides strong assisting
forces in free space and the transparency-oriented controller increases the stiffness (force
control) or reduces the target dynamics (admittance control) in order to improve fidelity.
Thus, the parameters of the single-objective controllers have to be adapted accordingly.
Yet, the resulting stability regions may be more conservative than those of the single-
objective controllers. In consequence, a trade-off is typically accepted between the different
objectives. This implies that improvements in all objectives are achieved but they may
not be as large as for the single-objective controllers individually. It is important to note
that the classical stability analysis tools are not applicable as the transparency-oriented
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controller class is time-varying. In this case, advanced stability analysis tools like Lyapunov
theory, see e.g. [95, 146] for their application in adaptive control, or methods as presented in
[44, 193] for second-order linear time-varying (LTV) systems can be used if the assumptions
are met. As these stability proofs are difficult and often only possible for simplified model
dynamics, a second possibility for guaranteeing stability is presented in the following.

Instead of determining the control parameters off-line such that the resulting system
is guaranteed to be stable, the control parameters can be adapted online if undesired,
oscillatory behavior is observed. This reduces the tuning effort. One possibility for a
fast suppression of undesired, oscillatory behavior during teleoperation is to augment the
integrated system with a stability observer and controller as proposed in [175]. The idea is
not to prevent the system from oscillations, but to detect and suppress them by adapting
the control parameters accordingly. The approach proposed by Ryu et al. [175] is based on
the frequency spectrum of the master and/or slave motions. If master and slave positions
are tightly coupled, the analysis of one of these positions is sufficient in order to detect
oscillations in the system. Thus, only the master position x,, is analyzed in the remainder of
this section. The discrete Fourier transformation with a window length of N samples is used
to online calculate the frequency spectrum of x,,. The sampling time is denoted by T,,. The
selection of the window length and sampling frequency is of utmost importance for a fast
and reliable detection of oscillations. A detailed analysis of these parameters is provided
in [175]. By defining a frequency f,, above which the motions are considered as oscillatory,
a stability index R can be calculated according to [175] by summing the amplitudes of the
frequency spectrum H above f, and dividing it by the sum of all amplitudes

R= M (6.2)

o H()

The stability measure R is continuous and restricted to the interval [0; 1]. It is assumed that
the effect of the single-objective controllers on stability is known. Thus, using this stability
index, the control parameters of the transparency- and performance-oriented controllers
can be adapted accordingly. Taking an admittance controller with mass-damper dynamics
as example, an increase in R corresponding to an increase of oscillations in the system
can be diminished by increasing the two admittance parameters (either one of the two
or both depending on the implementation). This approach is especially suitable if the
controllers influence each other or if an a priori stability analysis can only be performed
for strong assumptions regarding the system dynamics such that the resulting parameters
do not guarantee to stabilize the real system. As the stability observer only reacts if some
oscillatory behavior occurs, these oscillations can be perceived by the human operator.

The approach based on a stability observer and controller only diminishes the fidelity-
and performance-augmenting actions if undesired, oscillatory behavior is observed. As
long as oscillations occur only rarely and are of small amplitude, this approach may lead
to high multi-criteria performance. The tuning effort is smaller than for the H,, control
and the performance-oriented controller can be of active or proactive nature.

Concluding this section, a novel multi-criteria control concept was presented for a se-
lected class of single-objective controllers. It is proposed to cascade the single-objective
controllers such that either the performance- or transparency-oriented controller runs in
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the inner loop, while the respective other runs in the outer loop. The idea of combin-
ing single-objective controllers into one system has only been investigated in the field of
autonomous robotics. The advantages compared to classical multi-criteria optimization-
based approaches like H,, are i) a high flexibility of the system to unexpected events as the
controllers can be selected in an adaptive way taking online gained knowledge about envi-
ronment, operator, and task into account, ii) significant improvements in task performance
as an active or pro-active performance-oriented control concept can be implemented, and
iii) high multi-criteria improvement as the parameters are adapted at each time step to im-
prove fidelity and performance. One drawback of the introduced control approach is that
rigorous stability proofs for interconnected and adaptive controllers are difficult especially
compared to an H,, approach, where robust stability is guaranteed for the resulting con-
troller.

6.3 Proof of Concept

The following study provides a first evidence that the proposed multi-criteria controller
concept is applicable to haptic teleoperation systems and leads to an improvement in all
considered objectives compared to single-objective controllers.

The proof-of-concept study is based on a bachelor thesis by A. Spenninger, see [241].
A multi-criteria cost function as in (6.1) is used to evaluate the integrated system. As
presented in the previous section, an adaptive transparency-oriented controller and virtual
fixtures are selected as single-objective controllers. The adaptation strategy is similar to
the one in [62]. The transparency-oriented controller does not only adapt the control
parameters in order to improve fidelity but it also keeps the integrated system stable.
Thus, it essentially incorporates a stability observer and controller. The basic control
architecture for this study is the FaFa architecture, which will be shortly reviewed in
the following section. For evaluating the effectiveness of the integrated system, the costs
are determined for the multi-criteria and for the classical FaFa control architecture. As
the fidelity improves with smaller admittance parameters, see Chap. 3, the admittance
parameters for the classical control architecture were tuned manually as small as possible
without risking instabilities for the selected task. The task consisted of free space and
contact phases with a stiff object. Thus, a good trade-off between stability and fidelity /task
performance was achieved for the classical controller.

This section starts with the description of the basic control architecture, followed by
the control concepts for transparency and performance. Experimental results are then pre-
sented for the integrated as well as the classical control concept. The subsequent evaluation
and discussion finishes the section.

6.3.1 Basic Control Architecture

The master and slave devices used in this thesis are of admittance-type. A suitable control
architecture for these setups is the FaFa architecture, where position-based admittance
controllers on master and slave site are connected with each other over the communi-
cation channel through a bilateral force exchange, see also Sec. 2.3.1. The dynamics of

164



6.3 Proof of Concept

the FaFa architecture is given by (2.24). This dynamics can be modified to incorporate
transparency- and performance-oriented controllers, which is illustrated in the following
for one translational direction.

The main idea regarding environment-related transparency-oriented controllers is to
increase the fidelity of the system by adapting the control parameters according to the
estimated environment dynamics Z,. In the following, only the admittance parameters
are adapted: . . A

0= ]ih - ]ie + gam(Xgupami Ze)
0= fh - fe + gas(X;i?pasa Ze)a

where f, and f. represent measured forces including sensor dynamics, and
Jam (X, Dam, Ze) and gas(ngpam,ZAe) represent time-varying admittance mappings on
master and slave site, respectively. The admittance parameters are summarized in the
parameter vectors pg,, and p,s, while the vectors X;ﬁ and X;l are composed of the desired
master /slave position, velocity, and acceleration. The adaptation of the admittance is de-
pendent on the estimated environment impedance Z,. Stability can e.g. be investigated

using analysis tools from adaptive control, which are mostly based on Lyapunov theory.

(6.3)

A haptic assistance represents a performance-oriented control concept for haptic teleop-
eration systems. It acts either on the force or position level. The assistance force/position,
Sassist OF Tassist, can depend on the human input force, the environment force, the state
of master and slave, and on a state-independent position/force reference trajectory ri ...
When acting on a force level, an additional assistance force is added to the input force

from operator and environment on master and slave site:

0= fh - f~e + fassist(fh7 f67 Xma r;ssist) + gam(ngpam)

! ! 6.4
0= fh_fe+fassist(fhafestarzssist)_'_gas(ngpas)- ( )

If the assistance is provided on the position level, the desired master and slave positions
are the sum of assisted and desired, operator-commanded position, which are then tracked
using PD-controllers:

0= fm+ Kpm(2%, — 2p) + Ko (22, — @) (6.5)

0= fs+ Kps(aly — 5) + Kas (3, — &) ‘
with l"gm = IEZ@ + xassist(fha fea Xm7 r;ssist) and Qfgs = lg + :Bassist(fha fea XS> T;ssist) and $Zm
and @9, the corresponding time derivatives. Integrating the transparency-oriented control
concept (6.3) and the force-based haptic assistance (6.4) into a multi-criteria system leads
to a time-varying and nonlinear dynamics:

0= fh - fNe + fassist,m(fha f€7 Xm7TZ) + gam(ngpamv Ze)

! ! . 6.6
O:fh_fe+fassist,s(fhafe>Xsa7nZ)+gas(Xg7pas>Ze)' ( )

As the performance-oriented control runs in the outer cascade, this multi-criteria control
architecture corresponds to integration type II in Fig. 6.1. It can be seen from the last
two equations that the assistance force f.s i enters the adaptive admittance together with
the forces from the operator and the environment. The adaptive admittance controller
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(transparency-oriented control) and the haptic assistance (performance-oriented control)
influence each other and the stability regions will not remain the same as for each con-
troller separately.

Similarly to (6.6), the adaptive admittance controller (6.3) can be combined with a
haptic assistance acting on the position level, see (6.5), to form a multi-criteria system.
This corresponds to the second multi-criteria control architecture shown in Fig. 6.1. As
will be illustrated in an example in the subsequent section, these two single-objective con-
trollers do not influence each other as one is acting on the signal level and one on the
parameter level. These single-objective controllers can consequently be combined without
further modifications. It can therefore be concluded, that it depends on the implementa-
tion whether single-objective controllers influence each other when being integrated into
one system.

6.3.2 Transparency-oriented Controller

In a first step, a transparency-oriented controller known from literature is selected. In
order to improve the fidelity of the system and to keep the system stable, an adaptive
admittance controller is chosen. An overview of state-of-the-art adaptive controllers can
be found in [238] and Sec. 2.4. A linear time-varying mass-damper dynamics is selected
for the master and slave admittance where pu, (t) = Pas(t) = [Mma(t), ba(t)]:

Gam = Ma(O)FE + b8 gus = ma ()i + by (t) 22 (6.7)

As proposed in [62], the minimization of the admittance parameters corresponds to a
minimization of human effort and an improvement of fidelity. A significant reduction of
the admittance parameters may, however, result in oscillations especially if the human
behavior or environment dynamics change. The idea for adapting the admittance parame-
ters is based on the following human behavior: the human adapts his/her arm impedance
according to the amplitude (P) and to the changes of the amplitude (D) of an error signal
€, see [62, 196]. In other words, a human adapts his/her arm impedance depending on
a feedback error e. This feedback error is generated from a proportional-derivative (PD)
controller with gains K, v and K;7 and a control error e as input:

€ = Kp7T6 + Kd,Té- (68)

This idea is used to adapt the admittance parameters. The feedback error € is designed
to detect changes in human/environment dynamics incorporated in the control error e.
Prominent examples for the selection of e are the difference between master and slave
position or force or the environment force only.
Given the feedback error e, the admittance parameters p,,, and p,s are selected to
improve fidelity:
Dam = Bm’€m| - Tm Das = Bs|€s| — Vs (69)

where [ and v are design parameters. Whenever € is small, the parameter v reduces the ad-
mittance parameters and thereby improves fidelity. Whenever a significant feedback error
is detected, the admittance parameters are increased. Thus, oscillations are suppressed.
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The benefit of this controller is an increased degree of fidelity while avoiding oscillatory
or unstable behavior. Yet, the changes in the admittance parameters may be perceivable
for the operator. Especially when releasing contact, the fast but maybe not fast enough
decrease of the parameters can lead to a sticky feeling. Also, as for any adaptive controller,
the benefit is dependent on the parameter tuning. Especially the derivative gain K, has
to be selected carefully in order to avoid a too high sensitivity to changes, that may result in
permanent parameter changes or even instability. If it is selected too small, the adaptation
may be too slow.

6.3.3 Performance-Oriented Controller

The second step for a multi-criteria controller for haptic teleoperation systems is to select
a performance-oriented controller, in this case a haptic assistance. The most prominent
approach are virtual fixtures as presented in Sec. 2.4.2.2. They are used to reduce human
effort, and to increase speed and accuracy. Virtual fixtures drive the human operator to a
reference path .. by either applying an assisting force or modifying the desired position.
In this study, the desired master and slave position z¢,
is followed, see also (6.5). In order to allow a cooperative interaction between the haptic
assistance and the operator and to guarantee a successful and safe task execution, the
reference path should be adaptable to the human behavior. If it were not, the human
operator cannot change the task as desired and sudden changes in the environment would
lead to collisions. Thus, an adaptive law for the reference path is to be developed. It is
selected similar to the adaptation approach of the admittance parameters described in the
previous subsection and, thus, is related closely to the feed-forward adaptation proposed
by Ganesh et al. [62]. The reference path is followed as long as the human operator does
not intervene. If the path is left, but the operator is moving towards the reference path, a
relaxation process can be started which drives the system back to the reference path. The
resulting reference path velocity 7., is determined according to the adaptation law

is modified such that the reference

77”* _ ap (1 + :u) f;ssist if Sign(y.’;ssist) = Sign(r;ssist - l’m) and ”T;ssist - .Z‘mH > dT‘assist
assist ap f;ssist else
(6.10)
with
O.ép:Bp|€p’—’}/p (611)
and
ep = Kppfn+ Kapfn. (6.12)

The adaptation parameter ap is restricted to the interval [0;1]. It reduces the reference
velocity whenever the human operator intervenes. In this case, the virtual fixture becomes
inactive and the operator can perform the change in the task as desired without having to
counteract the haptic assistance. Whenever he/she reduces the force, the haptic assistance
will be activated again such that the original reference path would then be followed at
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the new location. The relaxation process is triggered if the device is moved towards the
reference path and the distance between reference and device position exceeds a pre-defined
distance d A movement towards the reference path is interpreted as the operator’s
intention to continue with the original task. Returning to the original task is facilitated

Tassist *

through amplification of the reference velocity by the factor . The parameter i determines
the convergence time to the original path. It has to be selected in order to meet the
bandwidth limitations of the device.

The benefit of the introduced virtual fixture is a significant reduction of the human
effort. However, this is only achieved if the operator does not deviate from the learned
task. Shifting the operating point of the task to another area in the workspace requires the
same effort as without virtual fixture. As the task modification cannot be anticipated by
the haptic assistance, a support is not possible here. In order to increase the applicability
of the haptic assistance, an intention recognition unit would be required such that the
reference path can be reset or another haptic assistance can be selected. Thus, it can be
concluded, that the haptic assistance is mainly beneficial if a task is performed repeatedly.

6.3.4 Experimental Results

For evaluating the transparency- and performance-oriented controllers, the 1 DoF experi-
mental setup described in Appendix A.4 is used.

6.3.4.1 Transparency-oriented Controller

In order to provide stability during free space as well as contact with stiff static objects,
the admittance parameters are restricted to the intervals m, € [1;4] kg, b, € [5;10] Ns/m.
These parameter intervals were determined experimentally to guarantee stability for con-
tact with the investigated objects. The objective of the adaptive admittance controller is
to improve the fidelity of the system as long as changes in the human operator or environ-
ment dynamics do not lead to oscillations. Thus, the feedback signal e is selected as the
difference between filtered operator and environment force e = f), — f.. In order to track
changes in the feedback signal and its derivative fast enough, but without oscillations, K, r
and Ky were experimentally set to

Kpmr =K&r=1  Kgpr=015-10"° K =3-107". (6.13)

p
The parameters of the adaptation laws (6.9) were experimentally tuned to provide fast
adaptation to errors as well as a fast decay whenever the error gets small:

Bn=>5 Bs=4 ~vm=1s=10. (6.14)

The results shown in Fig. 6.2(a) and Fig. 6.2(b) illustrate that the admittance parame-
ters are increased whenever oscillations induced by the operator or high interaction forces
from contact with a stiff object occur. Whenever contact is released, the parameters re-
turn fast to small values. The adaptive admittance controller allows to reduce the virtual
mass by 80 % and the damping by 50 % (if e is small) compared to a non-adaptive FaFa
architecture. Thus, the fidelity of the system is improved considerably, especially in free
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(a) Operator-induced high-frequent oscillations. (b) Contact with a stiff wall.

Fig. 6.2: Experimental results for adaptive admittance controller. Pictures are taken from
[241] and were slightly modified.

space. The adaptation of the admittance parameters was perceived if the admittance pa-
rameters were not reduced fast enough when relasing contact. A sticky feeling may occur
in this case. This effect can, however, be diminished when detecting movements out of the
object and reducing the admittance parameters accordingly. The strong increase in the
admittance parameters when establishing contact was not felt.

6.3.4.2 Performance-oriented Controller

For the performance-oriented controller, it is assumed that the task is performed repeatedly
and not known a priori. Consequently, a reference path can only be learned after a first
task execution. A limited number of master positions were recorded and transformed into
a smooth trajectory through a nonlinear interpolation, see [241] for details. As the path
corresponds to a human-performed path, it is safe to apply it to the system and will not
introduce any oscillations or instabilities. The admittance parameters were set to constant
values, m, = 3 kg, b, = 10 Ns/m. It was found in experiments, that changes in the
operator force can be detected fast enough without evoking oscillations in € with

K,p=1 Kyp=00L (6.15)

The parameters for the adaptation of o and p were experimentally set to realize a fast
increase in « in case of an increasing feedback error and a fast decay of o whenever the
feedback error decreases:

Bp=-39 ~p=-35 u=03. (6.16)

The initial value for ap = apy + f&p dt is set to apg = 1. Fig. 6.3(a) shows that the
operator can arbitrarily modify the operating point of the task. The haptic assistance
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is essentially deactivated such that the operator does not have to apply extra forces for
leaving the reference path. As mentioned above, also a relaxation process can be started

0 10 20 30 40 0 10 20 30 40 50

¢ [s] t[s]
(a) Modification of operating point (b) Relaxation to the original operating
point

Fig. 6.3: The solid line represents the realized master position, while the dashed line shows the
reference trajectory of the haptic assistance. a) The operator changes the operating
point of the task without additional effort. b) If desired, the assistance drives the
system back to the original operating point.

for driving the system back to the original operating point. The position of the master
device is shown together with the reference position in Fig. 6.3(b). The operator leaves
the reference path at ¢t = 17.5 s and releases the device when reaching the desired new
position. Thus, the haptic assistance is again activated and would perform the original
task at the new position. As the relaxation process was activated, the master device
is, however, accelerated towards the original reference path and reaches it after several
task repetitions. The number of repetitions depends on the distance between original
and modified operating point as well as on the parameter p. This parameter has to be
selected such that the bandwidth limitations of the device are not exceeded. Comparing
the costs Jp of the performance-oriented controller with those of the FaFa architecture, see
Table 6.1, a considerable reduction in the required effort is observable. The augmentation
of the operator commands through computer-generated commands from a haptic assistance
is consequently effective for this scenario.

6.3.5 Integrated System

The transparency- and performance-oriented controllers presented in the previous section
can now be integrated into one system. In a first step, it is investigated whether the
performance- and transparency-oriented controllers can run simultaneously without coun-
teracting each other.

Two versions of virtual fixtures are analyzed: i) the reference path 7}, is added to the
desired master position or ii) a virtual spring is attached between desired master position
and reference path leading to an assistance force. Only the master site is analyzed and
actuator dynamics and the bandwidth limitation of the force sensor are neglected. The

state is defined as x = |24, ¢

o A8 T, Tm]. The integrated system dynamics is then given for
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the assistance on position level by

T =Ax (6.17)
I 1 A L0
= 0" [ " T z + e ] (6.18)
;Lffﬁ_% m'ﬁﬁdr;abm_% Ko g _Kdm;n”zm,_% i I e P Da
with 75, = Kyt + Karte, and g = mg(ke), by = ba(ke). If the assistance acts on
the force level, the element a4y of the system matrix A changes to Ky kh+k . Without

amm
any further investigations, it can be seen that due to the differences in element a4 the

stability regions will be different for the two systems. A virtual fixture acting on the
position level does not alter the system matrix and consequently has no influence on the
stability of the system. On the contrary, the virtual spring k, added to the admittance
leads to a change in the system matrix. In this case, the two controllers influence each
other such that the corresponding parameters cannot be selected independently. As the
haptic assistance is designed to act on the position level, the single-objective controllers
do not interfere with each other. Thus, the same control parameters as presented in the
previous subsections 6.3.2 and 6.3.3 can be used. The system dynamics is given by:

0= _fm+Kpm( xm)+Kdm( _xm)
O—fh_fe+ma(fh>fe)x + ba (fhafe) "

i (6.19)
O_fh_fe+ma(fhafe)x +b (fhafe) g@

with 28 = 28 + o (fr, for Xoms The) and 2¢, the corresponding time derivative.

The FaFa architecture without any augmenting controller is investigated as basic ar-
chitecture for a 1 DoF haptic teleoperation system with admittance-type devices. The
admittance parameters mass and damping were set to m&*® = 5 kg and bF'*F'* = 10 Ns/m.

6.3.6 Evaluation

The multi-criteria control concept and the classical FaFa architecture were tested in three
different scenarios. The results are compared in terms of overall costs as well as costs for
fidelity and performance separately. All costs should be minimized. The overall costs J
are the sum of the costs for fidelity, Jr, and for performance, Jp:

J=Jr+Jp= Jf RMSth_fe +Jj: RMSE; .. +jp W. (620)

where j¢, jz, and jp represent weights.

The procedure was the same in all scenarios: the slave device was brought into contact
with the steel cube, see Appendix A.3, and moved back to the initial position. This task
was repeated several times. Fig. 6.4 shows one evaluation trial with the integrated system.
The same procedure was performed for the FaFa architecture.
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0 10 20 30 40 20

0 10 20 30 40 50

Fig. 6.4: Master (solid) and slave (dashed) position and force for one evaluation trial with the
integrated system. The task consisted in repeatedly establishing contact with a steel
cube and returning to the initial position.

6.3.6.1 Scenario 1: Transparency-oriented Controller

The costs of this controller are determined according to the transparency definition by
Yokokohji [218], see Sec. 2.2.1, as the weighted sum of force and velocity tracking perfor-
mance between master and slave site:

The parameters j; and j; were selected as jr =1 1/N and j; = 500 s/m to balance dif-
ferent scales of the two components and RMSE is the root mean square error without
normalization as presented in Appendix B.1.

In this scenario, only the adaptive admittance controller was active. The resulting costs
are provided in Table 6.1 for the transparency-oriented controller and for the FaFa archi-
tecture. The reduction in the costs for fidelity compared to those of the FaFa architecture
are mainly due to the reduction of the admittance parameters in free space. The admit-
tance parameters only increased if high interaction forces were measured. Although no
statistical comparison could be performed as only one operator performed the task, the
results provide a first evidence that the transparency-oriented controller is effective.

6.3.6.2 Scenario 2: Performance-oriented Controller

The main objective of the virtual fixture is to reduce the physical workload W for the
human operator, which is given for one trial by

W = RMSE,, ;... (6.22)
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The costs of this controller are determined as:
Jp =jp | W |, (6.23)

where jp was selected as jp = 20s/Nm to balance different scales when combining these
costs with those of the transparency-oriented controller.

For this scenario, only the virtual fixture provided assistance to the operator. The
costs Jp for the performance-oriented controller and the FaFa architecture in Table 6.1
indicate, that the virtual fixture can considerably reduce the physical workload for the
human operator when moving in free space.

6.3.6.3 Scenario 3: Integrated System without Relaxation

Finally, both controllers were activated resulting in a multi-criteria controller. The re-
laxation process was deactivated. Comparing the costs, see Table 6.1, with those of the
non-adaptive FaFa architecture, the costs for fidelity and for performance are considerably
reduced with the multi-criteria control concept. The result also shows that the single con-
trollers are integrated in a suitable manner, as each cost component and, thus, also the
overall costs are improved. Again, a user study would be required to statistically prove
this result.

Tab. 6.1: Costs for transparency Jr, for performance Jp, and overall costs J averaged over
several trials. The task was performed by one operator.

Jr  Jp J
Classic FaFa 9.99 6.17 16.16
Integrated System Transparency-oriented Control 3.51 - 3.51
Performance-oriented Control - 2.80 2.80

Transp.- and Perf.-oriented Control 4.59 2.54 7.13

Summarizing this section, a haptic teleoperation system combining a transparency- and
performance-oriented controller into an integrated system was developed. The adaptation
approach of force, trajectory, and impedance by Ganesh et al. [62] was used as baseline
for the control concepts. The transparency-oriented controller was designed such that not
only the degree of fidelity was improved, but that also oscillatory behavior was avoided
such that the system remained stable. As the performance-oriented controller does not in-
terfere with the transparency-oriented controller regarding stability, both controllers could
be activated at the same time. For evaluation, suitable cost functions were defined. Pre-
liminary experimental results for each of the single-objective controllers as well as for the
integrated system reveal smaller costs than for a classical two-channel architecture. This
is a strong indication that an integrated system can improve several design objectives for
haptic teleoperation systems simultaneously. A user study for statistically proving the
found results remains future work.
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6.4

Open Research Questions

Besides the implementation of specific single-objective controllers, several research ques-

tions
open:

174

for the design of multi-criteria controllers for haptic teleoperation systems are still

. The interaction between the single controllers should be further investigated. Usu-

ally, an intention recognition unit decides about the type of virtual fixture. Thus,
the performance-oriented controller may change during task execution. It is therefore
important to investigate stability of the switching between different controllers and
of the interaction between the different performance- and transparency-oriented con-
trollers.

Similar to the design space introduced for haptic assistances in the previous chapter,
it is important to derive general guidelines and independent design criteria for the
selection of single-objective controllers such that they can be integrated into a multi-
criteria control architecture.

The proof-of-concept reveals a considerable decrease in the costs of the integrated
system compared to a classical control architecture. For a general statement about
this multi-criteria control concept, a user study would be necessary. Further, the
integrated control concept employing a stability observer and controller was only
sketched and the described advantages and disadvantages are not proven. Devel-
oping, evaluating, and comparing this control concept with classical control archi-
tectures is necessary and important in order to show the potential of the proposed
multi-criteria controller.

. It is not clear how an adaptive multi-criteria system is perceived by the operator

and whether it is accepted and preferred over a classical or single-objective control
concept. Due to the various, often simultaneous adaptation processes, the intention
of the machine may not become evident to the operator. If irritations are observed,
new strategies for improving the man-machine interaction should be developed.

. The examples and the proof-of-concept was performed for admittance-type haptic

devices only. An extension to impedance-type devices is of high interest as they are
often used in teleoperation. Furthermore, deficiencies in the communication channel
were neglected. It is an open research question, whether a multi-criteria control
concept is superior over a classical control architecture in the presence of packet loss
or time delay.

Besides transparency and performance, feeling of presence and usability are impor-
tant design criteria for haptic teleoperation systems. Whenever quantifiable and
online evaluable measures for these objectives are available, it is of great interest to
also incorporate those in the design of multi-criteria controllers.



6.5 Summary

6.5 Summary

Transparency and performance are two important and quantifiable design objectives for
haptic teleoperation systems. Control concepts such as model-mediated teleoperation and
adaptive haptic assistances as presented in this thesis were shown to drive the system
closer to one of the two design objectives compared to classical control concepts. Similarly,
current single-objective control concepts, see e.g. [238] for an overview, can be used to
improve one of these objectives. Concepts for combining transparency- and performance-
oriented controllers into one integrated system and thereby improving multiple objectives
simultaneously have, however, not yet been considered in telerobotics. Only multi-criteria
optimization approaches such as H,, control were proposed to derive an optimal trade-off
between transparency and stability. In this thesis, stability is considered as optimization
constraint rather than as design objective. Thus, also optimization-based approaches have
to be extended to incorporate multiple design objectives.

This chapter was dedicated to control concepts improving multiple objectives. Multi-
objective controllers represent an interesting future research field for haptic teleoperation
systems. Two classes of concepts for designing multi-criteria controllers were identified:
1) a controller design based on multi-criteria optimization or 2) the suitable integration of
existing single-objective controllers into one system. The H,, method is one possibility for
designing controllers based on multi-criteria optimization. This approach can be extended
to incorporate performance-related criteria like operator speed, force, or workload as fur-
ther costs in the optimization, such that an optimal trade-off between these objectives can
be achieved.

As controllers based on multi-criteria optimization are well-known in telerobotics liter-
ature, a novel design concept for multi-criteria controllers was proposed in this chapter.
The concept was introduced for popular classes of transparency- and performance-oriented
controllers. It is furthermore restricted to teleoperation architectures based on force or
admittance/impedance controllers. For this class of systems, it is proposed to cascade the
single-objective controllers, such that either the transparency- or performance-oriented
controller is running in the outer control loop, while the respective other controller runs in
an inner control loop. The main challenge is to guarantee stability of the integrated system.
This is achieved by either determining the control parameters based on an a priori stability
analysis or by adapting the parameters online if undesired oscillations are observed, see
e.g. the stability observer and controller approach by Ryu et al. [175]. The multi-criteria
control concept proposed in this thesis is expected to achieve a superior multi-criteria
performance compared to e.g. an H,, approach as i) the parameters can be tuned in an
intuitive way, ii) the controller is able to react to unexpected situations, iii) assistance can
be provided in an active or proactive manner, and iv) a high multi-criteria improvement
can be achieved as the parameters are adapted at each time step to improve the single crite-
ria. The main drawback of the introduced concept is that a systematic synthesis approach
for other classes of single-objective controllers is missing so far. An important aspect for
future work is therefore to derive general guidelines for the selection of the single-objective
controllers and for the integration into a multi-criteria teleoperation system.

One possibility for integrating single-objective control concepts into one multi-criteria
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system is to combine an adaptive admittance controller improving fidelity with a virtual
fixture improving performance. This integrated system was experimentally evaluated in a
proof-of-concept study. The parameters were tuned a priori such that the resulting system
remained stable during teleoperation. The results of the case study are a first evidence
that a multi-criteria control concept is realizable for haptic teleoperation systems and that
the costs of the multi-criteria controller can be considerably reduced compared to those of
single-objective controllers and those of a classical teleoperation architecture.

While the proof-of-concept study gives a clear indication, that multi-criteria control con-
cepts are beneficial for teleoperation systems, a variety of aspects regarding the generaliz-
ability to different tasks and environments, the usability of the system, and the comparison
with other multi- and single-objective control concepts are missing. Further experimen-
tal results and user studies are required to confirm the advantages and disadvantages of
the different multi-criteria control concepts. Another important aspect is the selection of
suitable single-objective controllers, which do not negatively influence each other. Other-
wise, improvements in multiple objectives cannot be realized simultaneously. A systematic
design tool for the introduced control concept is therefore an important future step.

Besides the improvements in multiple objectives, this research area can also bring dif-
ferent research fields closer together: while the design of transparency-oriented controllers
is mainly concerned with control-theoretic aspects, performance-oriented control concepts
focus mainly on the human-machine interaction aspects. The ideal teleoperation system
can, however, only be approached by considering aspects of both fields.
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This thesis focused on the synthesis, evaluation, and integration of transparency- and
performance-oriented control concepts for haptic teleoperation systems. Transparency
means an undisturbed haptic feedback to the operator, i.e. the operator feels as directly in-
teracting with the remote environment. Fidelity is a measure for determining how close the
system is from being transparent. The objective of a transparency-oriented control concept
is to increase the fidelity of the system, while performance-oriented control concepts aim at
achieving a superior task performance compared to concepts without performance augmen-
tation. Adaptive control concepts were used throughout this thesis to realize improvements
in fidelity and task performance. Besides transparency and performance, feeling of pres-
ence and usability are two further design objectives for haptic teleoperation systems. As
quantifiable and online evaluable measures are only partly available so far, purely presence-
and usability-oriented control concepts were not considered. This chapter summarizes the
results and contributions of this thesis and addresses future research directions.

7.1 Conclusions

The research directions of this thesis were selected based on a classification and overview of
current state-of-the-art control concepts for haptic teleoperation systems. EOT-adapting
control concepts were defined in this thesis to incorporate online gained knowledge from
the human operator, the remote environment, and the task, while classical controllers
were defined to not be adaptive to this online gained knowledge. The literature review
showed that EOT-adapting controllers can considerably improve fidelity and performance
compared to classical control concepts. This thesis therefore focused on EOT-adapting
controllers. The literature research showed furthermore that most control concepts focus
on one design objective (transparency or performance) only. One interesting research
aspect considered in this thesis was therefore the integration of single-objective controllers
into one multi-criteria system.

The first part of this thesis was dedicated to single-objective controllers. The first objec-
tive was to realize improvements in fidelity without loss of stability. The control approach
model-mediated teleoperation achieves this by coupling the operator to a local, estimated,
haptic map of the remote environment. This thesis extended the state-of-the-art on model-
mediated teleoperation with respect to the following aspects: i) a comprehensive stability
analysis including the steady-state and estimation phase, ii) a theoretical, numerical, and
experimental fidelity analysis including the proposition of a novel fidelity measure and the
comparison with a classical controller, iii) an extensive summary and comparison of mod-
eling, estimation, and reconstruction methods for static and movable objects, and iv) the
extension of model-mediated teleoperation to 6 DoF manipulation tasks.

177



7 Conclusions and Future Work

The second considered objective was to achieve significant improvements in task perfor-
mance through haptic assistance. An important design aspect for fully exploiting human
and machine capabilities is the selection of the assistance level of a haptic assistance. The
assistance level strongly influences the authority and workload distribution between hu-
man and machine. This thesis presented a design space for the assistance policy module,
which determines the assistance level. The design space allows not only to classify current
implementations but also to explore novel design possibilities. In this thesis, several of
the unexplored approaches were implemented and evaluated for a specific scenario. It was
found that most assistances that are adaptive to the user and the task should be preferred
over non-adaptive assistances, where the authority distribution remains unchanged during
task execution.

Finally, the development of an integrated multi-criteria teleoperation system, which
achieves improvements in fidelity and performance simultaneously, was explored. Two
classes of control concepts for multi-criteria controllers were distinguished in this context.
The first class of multi-criteria control concepts is well-known in telerobotics literature
and has only to be extended to incorporate performance criteria. The second class of
multi-criteria controllers is based on the idea of integrating single-objective controllers
into one system, such that the resulting system benefits from each controller. Different
implementation possibilities were proposed and illustrated with examples. In a proof-of-
concept study, it was shown that the novel multi-criteria control concept is superior to
single-objective controllers and to a classical control approach.

The remainder of this section presents a detailed summary and conclusion for each part
of the thesis.

Transparency-Oriented Control

Model-mediated teleoperation was investigated as a promising transparency-oriented con-
trol approach. The operator interacts with a local, estimated, haptic map of the environ-
ment. Whenever the online estimation of this map is converged, the control loop between
local and remote site is opened. Thus, the dynamics of the communication channel and the
controlled slave device do not influence the fidelity of the system. This leads to significant
fidelity improvements for systems with negligible, medium, and large time delays compared
to classical control approaches. Model-mediated teleoperation is known in literature but
missed so far a rigorous and comprehensive stability and fidelity analysis, a comparison
with other architectures and was limited in its applicability to translational DoFs and
static objects.

This thesis contributed to the state-of-the-art by proving stability using model-mediated
teleoperation for systems with negligible communication deficiencies. Both, the the steady-
state and estimation (transient) phase were analyzed for movable and static objects. A
robust stability analysis based on the parameter space approach illustrated stable and
unstable parameter regions. These results were the basis for the fidelity analysis. For
the transient phase, methods and theorems from adaptive control as well as the multi-
ple Lyapunov function approach were used to prove stability for the time-varying and
switched dynamics.
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The known literature was furthermore extended by a detailed fidelity analysis, where
aspects regarding human perception limitations and realizability of theoretical stability
boundaries were taken into account. The analysis investigated how realistically the remote
environment is presented to the operator using model-mediated teleoperation and using
a classical control concept. Due to modeling and hardware-related uncertainties, the nu-
merically determined stable parameters are not necessarily stable when applied to the real
system and the expected degree of fidelity is found to be unrealizable. This deteriorates
also the comparison of different architectures with respect to fidelity. A robust fidelity
measure was introduced in order to take the practical realizability into account. Numeri-
cal and experimental results showed the superiority of model-mediated teleoperation with
respect to the introduced fidelity measure compared to a classical control concept.

A comprehensive comparison and selection of suitable modeling, estimation, and recon-
struction techniques addressed important design aspects for model-mediated teleoperation.
The applicability of model-mediated teleoperation was limited as it was only applied to
estimate and reconstruct static objects in translational DoF's so far. The control con-
cept was extended to tasks comprising the manipulation of static and movable objects
in 6 DoF. Profound experimental evaluations confirmed the applicability and effectiveness
of model-mediated teleoperation to systems with negligible, medium, and large time-delays
in the communication channel and to 6 DoF manipulations of static and movable objects.
Summarizing, the potential of model-mediated teleoperation for improving the fidelity of
haptic teleoperation systems was shown and the applicability was significantly extended
compared to current implementations.

Performance-Oriented Control

Besides transparency, a high task performance should be achieved with a teleoperation
system. One possibility for considerably facilitating teleoperated manipulation tasks for
the operator is to continuously combine operator-generated with computer-generated com-
mands from a haptic assistance. This mode of operation is referred to as shared control.
If the authority over the actions of the system is distributed in a suitable, user- and
task-adapted manner between man and machine, the capabilities of human and machine
are most beneficially exploited. As a result, the performance of teleoperated manipulation
tasks can be improved beyond purely manual control. The authority distribution can be in-
fluenced by the assistance level, which is controlled by the assistance policy module. So far,
the authority distribution and, consequently, the physical and cognitive workload between
human and machine was fixed. Different situations require, however, different authority
distributions. Thus, it is important to carefully design the assistance policy module.

This thesis introduced a design tool for the assistance policy module of a haptic assis-
tance. Based on a classification of current implementations, novel assistance policies were
developed and evaluated for a specific scenario. The application of this design tool is not
restricted to teleoperation systems, but to any system where human and machine share the
control over the actions of a system, like in human-robot interaction, aviation, or automa-
tion of vehicles. The design tool consists of a three-dimensional design space for selecting
the assistance level. Performance measures, the type of performance reference, and the as-
sistance policy were identified as the three axes of the design space. The proposed design
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space allows 1) to investigate the main components when designing a flexible, user- and
task-adapting haptic assistance, ii) to classify the current implementations, iii) to identify
unexplored areas and iv) to compare different assistance policies.

Based on a detailed analysis and classification of current implementations of haptic as-
sistances, new performance measures and control policies for selecting the assistance level
of a haptic assistance were proposed. These comprise the combination of multiple perfor-
mance criteria into one multi-criteria performance measure as well as constant, switching,
and linearly adapting assistance policies.

These novel assistance concepts were implemented in a typical scenario encountered in
real-environment teleoperation tasks and evaluated based on the results of a user study.
The experimental results showed that all assistances improved task performance and agree-
ment between human and assistance. Furthermore, most haptic assistances that varied the
authority distribution during task execution should be preferred over assistances with a
fixed authority distribution. It was also found that a multi-criteria performance measure
allows to achieve a trade-off between the different criteria, in this case task performance
and agreement between human and assistance. Finally, it was concluded that the reference
performance should be selected according to the application area: external knowledge from
e.g. an expert is preferable for learning or training scenarios, as the patient/student can be
assisted according to the distance between the performance of the trainer/expert and the
patient /student. Adapting the assistance level without external knowledge is beneficial for
real-world scenarios. As the assistance level is selected depending on changes in the opera-
tor performance, the assistance is more flexible to react to unexpected events or changes in
the operator intention. In summary, the introduced design space builds a first systematic
tool for developing and comparing flexible, user- and task-adapted haptic assistances.

Multi-criteria Control

In order to achieve improvements in several design objectives such as fidelity and task
performance, multi-criteria control concepts were investigated in this thesis. Contrary to
classical or single-objective control concepts, multi-criteria controllers aim at simultane-
ously improving several objectives like fidelity and performance. This topic represents an
important and interesting research aspect for the controller design of haptic teleoperation
systems. A state-of-the-art analysis revealed that multi-criteria control design has not been
fully investigated for haptic teleoperation systems yet.

This thesis distinguished two classes of multi-criteria control concepts. These include
i) controllers based on multi-criteria optimization and ii) the integration of single-objective
controllers such that improvements in all criteria are achieved. H,, control belongs to the
former class of approaches and can be easily extended to incorporate further performance
criteria. The latter class of multi-criteria control concepts represents a novel approach for
a multi-criteria control design.

The novel multi-criteria control concept was studied in detail and an integration ap-
proach for well-known classes of transparency- and performance-oriented controllers was
proposed leading to two different control architectures. As guaranteeing stability is an im-
portant aspect, two possibilities for a stable implementation were proposed and illustrated
by examples. A qualitative discussion of advantages and disadvantages of the proposed
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7.2 Future Research Directions

multi-criteria controller was provided. It showed that the integration of single-objective
controllers has several advantages compared to an H,, control design: i) the parameters
can be tuned in an intuitive way, ii) the controller is able to react to unexpected situa-
tions, iii) active or proactive assistances can be integrated, and iv) a high multi-criteria
improvement can be achieved due to online adaptation of the parameters. The intro-
duced multi-criteria controller can only be effective, if the single-objective controllers do
not compete each other. In order to generalize the introduced integration concept, it is
an important future step to introduce a systematic synthesis approach, which guarantees
compatibility between the controllers and, thus, improvements in all desired objectives.
The applicability and effectiveness of the novel multi-criteria control concept was
shown in a proof-of-concept study. The multi-criteria controller achieved considerably
lower costs with respect to fidelity and task performance compared to the single-objective
controllers and a classical control approach. As multi-criteria control design has not
been fully exploited for haptic teleoperation systems yet, several open research aspects
were identified. These include a profound experimental evaluation of the proposed
concept also in terms of usability, a stability proof for the novel multi-criteria con-
trol concept, and the investigation of further integration concepts like connecting the
single-objective controllers in parallel or switching between them. Summarizing, the
applicability and effectiveness of a novel multi-criteria control concept showed the
potential of this research aspect and provides therefore a basis for further investigations
towards a transparent, high-performant, immersive, and comfortable teleoperation system.

In summary, novel concepts and contributions regarding transparency- and performance-
oriented control concepts as well as an integrated multi-criteria controller advance the
state-of-the-art for haptic teleoperation systems considerably. The results of this thesis
are expected to build a good basis for further research not only for teleoperation but also
for other applications involving physical human-robot interaction.

7.2 Future Research Directions

Several future research directions ranging from further exploiting the concepts presented
in this thesis to completely new research areas emerge from this work:

e Fatension and Transfer of Model-Mediated Teleoperation to Novel Teleoperation Se-
tups: As model-mediated teleoperation was shown to be a promising transparency-
oriented control concept, its extension to further classes of objects and manipulation
tasks is an interesting research aspect. Furthermore, encounter-type haptic devices
were proposed as novel master devices for teleoperation systems for the interaction
in real and virtual remote environments, see e.g. [61, 87, 128, 137]. These systems
allow the human operator to freely move around the local site, while providing hap-
tic feedback if contact with an object and/or another human in the remote place
occurs. Thus, motions in free space are transparent. The model-mediated teleopera-
tion approach with the idea of gathering and replicating a haptic map of the remote
environment on the local site is a promising approach for this setup.
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7 Conclusions and Future Work

e Transfer of Design Space to Further Shared-Control Applications: The introduced

design tool for haptic assistances is not limited to teleoperation systems but is appli-
cable to all haptic shared-control systems. Applications range therefore from vehicle
control, mobility aids, powered wheelchairs over rehabilitation and training scenarios
to the interaction of humans with autonomous robots. All these areas can benefit
from the introduced design space for haptic assistances. A further interesting aspect
is to develop concepts for separately adapting the physical and cognitive dominance
[73] of haptic assistances.

Investigation of Multi-Criteria Control Concepts: The integration of single-objective
controllers and the development of multi-criteria control concepts was proposed as an
innovative research field in this thesis. Significant advances are expected when fur-
ther exploring this topic. This concerns especially the integration of single-objective
controllers into a multi-criteria teleoperation system. An important future step is
hereby the introduction of a design tool for the selection and integration of the single
controllers. This design tool would allow to generalize the approach to a variety of
different teleoperation tasks.

Incorporation of Advances in Autonomous Robotics: The advances of the last years in
the fields of perception, planning, reasoning, and learning for autonomous robots have
not been fully integrated in haptic teleoperation setups yet. Incorporating the state-
of-the-art technologies can have a significant impact for transparency-oriented control
concepts, that are based on online gained knowledge from the remote environment,
for shared control, and for semi-autonomous teleoperation.

The individual concepts as well as the main idea of this thesis are expected to motivate
further developments towards user-oriented, high-performant, immersive, and transpar-

ent haptic teleoperation systems, and to inspire the development of approaches for novel

teleoperation setups and shared-control systems.
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A Modeling and Experimental Setups

A.1 Human Operator Model

The human operator is modeled as a force or position source and an arm impedance
Zp = i—z = w In order to guarantee robust stability, the impedance parameters
are selected in a conservative way. They are selected as large as possible, as large impedance
parameters increase the instability regions for admittance-type haptic devices, see [155].
In [198], the hand impedance parameters were estimated for subjects grasping a haptic
interface. This is an important aspect as it was shown in [198] that stiffness and viscosity
increase when grasping a handle. The maximum estimated impedance was extracted from
the experimental results and the corresponding standard deviations were added to each

parameter.

mass/inertia my, [kg] damping b, [Ns/m] stiffness k; [N/m)]

6 DoF 1.260 + 0.107 26.030 + 0.790 340.480 + 8.277

A.2 Dynamic Model of Position-based Admittance
Control with Force-Force Exchange (FaFa)

The control laws for position-based admittance control with force-force exchange denoted
as FaFa is given in Laplace domain as:

fcm = Zme(.Z"gn - 37m> = ZPI,m(Ya<fh - fe) - ij) <A1)
fcs = ZP],S(?I'ng - is) = ZPI,s(Ya(fh - fe) - jZS) (A‘2)

such that according to (2.18)

Cn = Zpim, Cs=2Zprs, C1 =0Cs=0 (A.3)
Cy = Cs=2p1sYe, C3=0Cs5=ZprmYa. (A.4)

With Z,, + Zprm = Zem and Zg + Zp; s = Z.s the elements of the H-matrix are found as

ZemZa Zp1,s
_ Za+ZPp1.s Zo+Zpr,s
H = __ Zpi,mZem Za+ZPI,s+ZPI,m (A5)
(Za+ZPI,m)ch (Za"l‘ZPI,m)Z(:s

Substituting the elements of the H-matrix into (2.23) leads to the closed-loop transfer
function for the FaFa architecture Gpgpq.
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A Modeling and Experimental Setups

A.3 Objects

Figure A.1 shows a steel and a silicone cube that were used for experimental evaluation of
model-mediated teleoperation.

(a) Steel cube (b) Silicone cube

Fig. A.1: Stiff and soft remote objects.

A.4 1 DoF Teleoperation System: Linear Devices
Thrusttubes

The teleoperation system with one degree of freedom consists of two identical linear direct
drive actuators, Thrusttube modules ME2504 from Copley Controls Corp., see Fig. A.2.
The continuous and peak forces of the motors are 43.3 N and 312 N, respectively. Each
of the devices is equipped with an optic position encoder (resolution 1 ym) and a 1 DoF
force sensor from Burster, Model 8245. The slave device is furthermore equipped with
a 1 DoF acceleration sensor (BG 2166, Mikrotechnik + Sensorik GmbH). The workspace
size is 1612 mm. In order to realize free space movements as well as contact situations,
a steel plate was mounted on slave site. Different kind of objects can be attached to it
via a permanent magnet. A multichannel analog and digital 1/O card (Sensoray S626)
connects the software with an electronic box. This box contains the power supply, the
motor amplifier, the measurement amplifier for force signals, and a safety system. The
latter includes a watchdog timer monitoring the PC, a velocity limit based on the position
signal, and an emergency button for immediate shutdown of the motor current.

The controllers for both devices as well as the simulation of the communication channel
were implemented in MATLAB/SIMULINK. Standalone real-time capable code was generated
from the SIMULINK model on a standard Linux PC with Real Time Application Interface
(RTAI). The control ran at a sampling frequency of 1 kHz.

A.5 2 DoF Teleoperation System: Linear Devices
Thrusttubes

A 2 DoF haptic interface as shown in Fig. A.3 consisting of two linear actuators, where a
Thrusttube module ME2504 from Copley Controls Corp. is mounted at a right angle on
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A.5 2 DoF Teleoperation System: Linear Devices Thrusttubes

,,,,,,,,,,, L
Linux, RTAI
Matlab/Simulink
Realtime Workshop
multi 1/O card
| ___electronic box | | __electronic box
amplifier amplifier
safety system safety system
actuator interaction actuator interaction
force position  force force  position  force

} 4

y 44

linear axis

-

emergency stop ——j]

linear axis

e

parameter value
Mo s 2.498 kg
bin.s 20 Ns/m
K, 70 kN/m
Ky 500 Ns/m
T, 0.65 ms
Ty 1/(2m - 500) s

emergency stop

Fig. A.2: Experimental 1 DoF teleoperation

setup.

Tab. A.1: Parameters of 1 DoF teleoperation setup.
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A Modeling and Experimental Setups

top of a second Thrusttube module ME2510 was used for the evaluation of performance-
oriented control concepts. Each of the actuators is equipped with an optical position
encoder (resolution 1 pm). A 6 DoF JR3 force sensor and a handle were mounted on the
upper actuator. The control ran at a sampling frequency of 1 kHz. Experimental data
(positions, human /assistance forces, task completion time, collision time with walls) were
recorded at the same frequency.

Fig. A.3: Apparatus: A 2 DoF haptic interface.

A.6 6 DoF multi-modal Teleoperation System: Haptic
Interface ViSHaRD7 and Mobile Teleoperator MTO

For the demonstration of the methods on multi-DoF systems, two haptic interfaces, two
redundant 7 DoF robotic arms referred to as ViSHaRD7 [156], see Fig. A.4(a), were avail-
able. The arms have a large, singularity-free workspace and a high force output capability,
see the respective references for a detailed analysis of design and performance. Two an-
thropomorphic 7 DOF robotic arms [188] were used as teleoperator. All devices are of the
admittance-type, and are, thus, characterized by a relatively large, human-like workspace,
and a high force output capability. The redundancy on operator site is used to decou-
ple translational from rotational movements, while on teleoperator site it is used to avoid
singular configurations. 6 DoF JR3 force/torque sensors are mounted at the end-effector
of the devices. The end-effector pose consisting of positions and orientation was obtained
by applying the forward kinematics to the measured joint angles. Gravity forces of the
end-effectors were compensated in the force measurements.

The controllers for both devices were implemented in MATLAB/SIMULINK, compiled into
real-time capable code and ran on standard Linux PCs with Real Time Application Inter-
face (RTAI). The sampling frequency was 1 kHz. A local area network (LAN) was used to
establish the communication between the haptic interface and the teleoperator, such that
time delay and packet loss were negligible.

An aluminum bar mounted at the end-effector of the haptic interface was used as handle
for the operator. On the teleoperator’s end-effector, different tools can be mounted: A two
finger robotic gripper is available to grasp objects. The gripper opening was controlled
by opening and closing a potentiometer on master site. Or, for exploring the remote
environment, a steel pin was mounted on the teleoperator’s end-effector.

186



A.6 6 DoF multi-modal Teleoperation System: Haptic Interface ViSHaRD?7 and Mobile
Teleoperator MTO

(a) Redundant 7 DoF haptic interface (b) Redundant 7 DoF teleoperator
ViSHard7

Fig. A.4: 6 DoF experimental setup consisting of a redundant 7 DoF haptic interface and
teleoperator. Pictures are taken from [227] and slightly modified.

For stability analysis and simulations, the parameters as described in Table A.2 were
used, see also [155].

Tab. A.2: Parameters of 6 DoF teleoperation setup.

parameter value
M 23.334 kg
b, 20 Ns/m
Mg 15.4 kg

bs 20 Ns/m
K, 3250 kN/m
K, 13 kNs/m
Toct 0.0003 s
Tomsor 1/(27 - 500) s

A.6.0.4 Rotation Matrix from Force-Torque Sensor to World Coordinates

The rotation matrix from the force-torque sensor coordinate system R to the world coor-
dinate system W is given for the teleoperator, see Appendix A.6, by

11 Ti2 T13

wo_
TR = [T21 T22 T23 (A-6)
31 T32 T33
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A Modeling and Experimental Setups

where
11 = Ce(515384 + C4c182 + C1CaC384) + S586(S3C1C0 — S1¢3) — 586(S183C4 + C1CaC3¢4 — S4C182)
12 = (818384 + €4C189 + €1C20354)S6S7 + (S3¢1C2 — S1C3)(C5¢7 — S755C6)

+(8183¢4 + €1CaC3¢s — $4€152)(S5¢7 + S7C5C6)
13 = (818384 + €4C189 + €102384)S6Cr + (83160 — S103)(—C587 — €785C6)

+(8183¢4 + C1Co03¢4 — $4¢152)(CrC5¢6 — S5S7)

ro1 = cg(CaS182 + S$1C2C384 — €18354) + S5S6(C103 + S351C2) — C5S6(S1CaC3Cs — €183C4 — $48182)
Too = (€48182 + S1C2¢384 — €18384) 8657 + (c1C3 + $351¢2)(C507 — $785C6)
+(81020304 — €183C4 — $48182)(S5¢7 + S7C5C6)
ro3 = (48182 + S102¢384 — ¢18384)S6C7 + (103 + S351C2)(—C587 — C€785¢6)
+(81Co03¢s — €183C4 — S48182)(C7C5C6 — S557)
T30 = C6(52C384 — CaCs) + 55565253 — C586(S2C3C4 + C254)
T2 = (820384 — CaCy)SeSt + S283(C507 — $785¢6) + (82034 + C284) (8507 + S7C5¢6)
T3z = (820384 — C2C4)SeC7 + S283(—C587 — C785C6) + (Sac3¢4 + C284)(Cres506 — S5).
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B Model Evaluation Tools

B.1 Normalized Root Mean Square Error (NRMSE)

The normalized root mean square error between a time series of estimated param-

eters/variables @ = |ag,...,ax] and a time series of measured parameters/variables
a = [ao, .. .,ay] determines the accuracy of the estimation:
1 a—a
NRMSE, = | | -100% (B.1)

Amax — Amin V N

where G = max(a) and Gy, = min(a).

B.2 Relative Estimation Error (REE)

In order to evaluate the accuracy of an estimated parameter p, the relative estimation error
with respect to the true parameter p (REE,) can be calculated:

- 100%. (B.2)

Please note that this measure is determined for the last estimated parameter value, i.e. at
a single time step.

B.3 Convergence Time (CT)

Given the true parameter p € R and the vector p € RY containing the time series of the
estimated parameter vector. The convergence time of an estimation is determined as the
time instance from which on the parameter errors e = p — p remain within a 5 % bound.
For a sample time T'A, the convergence time is determined as

CT = {n-TA| |e(i)] <0.05 Yi>n}. (B.3)
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C Fidelity Analysis: Stable Parameters
Optimizing Fidelity
o ¢, are determined for

different movable and static objects as well as for different objects with mass-spring-damper
characteristics. The results are presented in Tables C.1, C.2, and C.3.

The stable admittance parameters optimizing fidelity, m}* and b0**

Tab. C.1: Stable optimal parameters m;* € D; [kg].b;* € D; [Ns/m] for MM and FaFa
architecture for movable objects.

Le Stable Optimum MM Stable Optimum FaFa
me [kg] g [pg]  0f [Ns/m]  mg [mg] b7 [Ns/m]

a

4 >0 0 0.861 3.472
12 >0 0 < 0.001 9.066
20 >0 0 < 0.001 84.608
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Tab. C.2: Stable optimal parameters m;* € Dg,b;* € D for MM and FaFa architecture for
static objects.

Le Stable Optimum MM  Stable Optimum FaFa
be [Ns/m] ke [kN/m] —mg [g] b7 [Ns/m] — mg[g] b [Ns/m]

0 5 699.287 200.000 < 0.001  200.000
50 5 145.756 < 0.001 < 0.001 0.635
100 5 < 0.001 < 0.001 0.001 3.196
150 5 < 0.001 89.505 < 0.061 1.585
200 5 < 0.001  200.000 0.001 6.506

0 15 696.599 200.000 13.588 200.000
50 15 419.169 200.000 40.968 200.000
100 15 169.567 200.000 687.667 200.000
150 15 988.631 < 0.001  648.725 200.000
200 15 < 0.001 < 0.001  659.651 94.287

0 25 694.152 200.000 < 1.648  200.000
50 25 420.766 200.000 13.340 200.000
100 25 170.914 200.000 687.389 200.000
150 25 10000.000 200.000 648.157 200.000
200 25 10000.000 200.000 676.863 200.000
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C Fidelity Analysis: Stable Parameters Optimizing Fidelity

Tab. C.3: Stable optimal parameters m;* € D; kg, b;* € D; Ns/m for MM and FaFa archi-
tecture for an object characterized by a mass-spring-damper dynamics.

Ze Stable Optimum MM  Stable Optimum FaFa
me  be ke mg [g] i [Ns/m]  mg [mg] b} [Ns/m]
[kg] [Ns/m] [kN/m]

4 0 5 0.229 0.0 < 0.001  73.383
12 0 5 0.271 0.0 < 0.001  81.071
20 0 5 1.440 0.0 < 0.001  14.708
4 100 5 153.416 0.035 < 0.001 3.440
12 100 5 204.670 0.0 < 0.001 9.066
20 100 5 122.377 0.0 < 0.001  14.709
4 200 5) 240.134 0.516 236.465 12.411
12 200 5 271.755 0.0 < 0.001 9.066
20 200 5 161.421 0.0 < 0.001  14.708
4 0 15 0.150 0.0 < 0.001  71.091
12 0 15 0.520 0.0 < 0.001  79.235
20 0 15 0.206 0.0 0.001 34.534
4 100 15 112.147 3.419 <49.471 5.313
12 100 15 168.567 0.602 < 0.001 9.066
20 100 15 115.988 0.512 0.001 14.708
4 200 15 188.311 6.320 5.088 3.633
12 200 15 253.908 0.938 < 0.001 9.066
20 200 15 170.828 0.781 < 0.001  14.708
4 0 25 < 0.001 0.0 < 0.001 27.574
12 0 25 0.482 0.0 < 0.001 9.081
20 0 25 0.534 0.0 < 0.001  46.118
4 100 25 77.057 6.447 < 0.001 3.440
12 100 25 144.806 1.836 < 0.001 9.066
20 100 25 110.203 1.200 < 0.001  14.708
4 200 25 132.154 11.580 54.129 5.493
12 200 25  231.137 3.261 < 0.001 9.067
20 200 25 172.062 2.083 < 0.001  14.708
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D Aspects concerning the Design Space of
Haptic Assistances

D.1 User Study with Constant Assistance Levels

D.1.1 Experimental design

The assistance level «a. in the pre-test was varied on five discrete levels:
e = o = ae; €{0,0.25,0.5,0.75,1}. The experiment featured consequently a 5 (assis-
tance) x 2 (scenario) repeated-measures within-subjects experimental design.

D.1.2 Procedure

The participants were first given the opportunity to familiarize themselves with the exper-
imental setup and the task requirements prior to the experimental trials. Thus, they were
allowed to practice both scenarios with o, = 0 as well as a. = 1. It was emphasized to
avoid contact with walls and obstacles while moving as quickly as possible. After the test
trials, the different assistance levels were presented in randomized order as blocks consist-
ing of three consecutive trials with SCygree and SCuisagree, respectively. The sequence of
scenarios per type of assistance was again randomized. Hence, each block consisted of six
trials with one assistance level and both scenarios. Only the third trial was used for the
analysis. After completing a scenario using a certain type of assistance, subjects had to
fill in a questionnaire to assess the perceived workload.

D.1.3 Participants

An opportunity sample of 13 subjects (8 men and 5 women, all right-handed) with a mean
age of 23.6 years (std. deviation: 2.2 years) and little experience in the handling of haptic
devices (mean(experience) = 1.00, scale ranging from 1 = no experience to 5 = much
experience) took part in the study.

D.1.4 Evaluation Results

Values of qualitative and quantitative measures were found to be normally distributed
according to the results of Kolmogorov-Smirnov tests. Hence, statistical analyses were
performed parametrically. In line with the experimental design, variables were evaluated
with two-factorial repeated measurement analyses of variance (ANOVA) to investigate the
influence of the assistance and type of scenario. All statistical tests were conducted on a
5% significance level. Outliers with more than three standard deviations away from the
mean were replaced with the mean value.
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D Aspects concerning the Design Space of Haptic Assistances

D.1.4.1 Task Performance

For both scenarios, the assistance level has a significant influence on this measure
(Fy4s = 11.16, p < .001, 77]3 = .482) leading to better performance with increasing assis-
tance level. Furthermore, N(P) values significantly differ between scenarios (F} 1o = 63.41,
p < .001, nﬁ = .841).

D.1.4.2 Disagreement

There is a clear distinction of disagreement between the scenarios. The effect of sce-
nario (Fy 12 = 532.123, p < .001, 772 = .978), assistance (FGreenhouse—Geisser:1.31,15.66 = 188.24,
p < .001, 7)5 = .94) as well as their (hybrid) interaction (Freenhouse—Geisser:1.65,19.79 = 245.47,
p < .001, 7)5 = .953) reach significance. Disagreement is higher in SClisagree-

D.1.4.3 Multi-criteria Performance

The multi-criteria performance P is significantly affected by the assistance level as well as
the scenario (assistance: Fjy 43 = 9.5, p < .001, 772 = .442; scenario: F 12 = 210.7, p < .001,
771% = .946). Due to a significant, hybrid interaction of these factors (Fh 515301814 = 25.82,
p < .001, 77;% = .683) only the influence of obstacles can be interpreted in terms of worse
performance in SClisagree-

D.1.4.4 Smoothness

The smoothness of the movements S, is significantly affected by the assistance as well
as the scenario (assistance: Fj43 = 4.237, p = .005, nﬁ = .261; scenario: F 19 = 15.268,
p = .002, 772 = .56). Due to a significant, hybrid interaction of these factors (£} 45 = 10.887,
p < .001, 775 = .476) the effect of assistance can be better interpreted by looking at the sce-
narios separately. All except a,. = 0 show a higher smoothness in SCjgree than in SClisagree-

D.1.4.5 Perceived Workload.

The factor scenario has a significant, large effect on perceived workload (F} 19 = 35.18,
p < .001, 772 = .746). Though the factor assistance fails to reach significance, a signifi-
cant interaction effect is evident (Fj4s = 9.05, p < .001, 775 = .43). Hence, the effect of
adding obstacles is not the same for different a,.. While the perceived workload is higher
in SClisagree With obstacles to drive past, for SCygree, the minimal value is reached for
a, = 1, while for SClgisagree;, medium assistance levels have a lower workload than no or
full assistance.

D.1.4.6 Efficiency

Finally, efficiency depending on task performance and perceived workload is sig-
nificantly influenced by assistance (Fy4s =5.49, p=.001, 775 =.31) and scenario
(F1 12 =69.97,p < .001, 7712) = .85). Due to the significant interaction between these fac-
tors (Fy 45 = 4.39, p = .004, 7712, = .268), the assistance effect can be better interpreted by
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D.2 Classical Gradient Search

looking at the scenarios independently: for SCyeree, efficiency clearly improves with in-
gree»

creasing assistance values, while for SCljsagree, medium assistances are more appropriate

than no or full assistance.

D.2 Classical Gradient Search

The idea of a gradient search method is to treat the performance metric P incorporating
all important objectives as a cost function and to reduce the cost for every time step
such that an optimal trade-off between the performance criteria is found. The terms
performance and cost will be used equally. Consequently, this method could lead to an
overall better performance than achievable with a constant assistance level. Assuming the
optimization problem

min [|P(a)||,  where o € [0; 1], (D.1)

the update rule of the assistance level at time step k for a gradient-search method, see e.g.
[20], would be

ap = a1 — 7y sign(ag—1 — ag_2) (Pr—1 — Py—2), 7 >0 (D.2)

and the costs are guaranteed to decrease

oP
P = Pk‘l'%(ak—ak—l)
P —P.,)?
with (D.2) =~ Pk—'y( 1 = Pio)

|Oék71 - Oék72|
J/

>0

This holds only, if « is the only factor influencing P. In a haptic shared control system,
however, the user and the environment have a strong, direct influence on performance
and, thus, on the costs P. The classic gradient-search method is therefore not suitable as
illustrated with the following example: Assume the speed of the manipulated object as a
cost function with internal reference. The higher the speed, the lower are the costs and
vice versa. Assume further, that the user reduces the speed of the object, independent of
what the assistance proposes. Then, the assistance level will not change anymore as shown
in the following example. If sign(day) = 1 with day, = ap — ag_1 and 6P, = Py — Py

Qg1 = i — 7 0P sign(day) = Qg < Qp
~————
>0
= Qpio = Qpil — 7§Pk+1 Slgn(éakﬂ)j = Qpio > gyl
<0

This is contradictory to the expectation, that the assistance level increases o« whenever the
user performance degrades (speed reduction in this case). Thus, a gradient-like search was
used, see Chap. 5.

195



D Aspects concerning the Design Space of Haptic Assistances

D.3 Disagreement Threshold

In order to apply agreement-based switching, thresholds for distinguishing agreement from
disagreement have to be known. We propose the following procedure to determine these
thresholds:

1. Determine performance-optimal discrete assistance levels 6& and af a for SCigree
and SClisagree Separately.

2. Calculate mean and standard deviations of agreement data for each assistance level

and scenario: aHagree,da aLagree,clv aHdisag,‘ree,da aldisagreeml-
3. Prove separability of distributions for SCygree and SClisagree-

4. Find threshold D" according to (D.3).

Step 1. As we need the agreement distributions in step 3, only discrete assistance
levels were selected for a® instead of continuous assistance levels. They correspond to

=0 =0 =0 =0
CYHaLgree,d’ Odeisagree,d’ aJ_agree,d7 aldisagree,d'

Step 2. As presented in Sec. 2.2.4.3, we use the interactive forces as disagreement mea-
sure. More specifically, we proposed in [236] to use the offline calculated mean normed
interactive force NF; distributions to distinguish agreement from disagreement. When
testing this approach, it was found, that the mean of the interactive forces is not a good
measure for online agreement determination, as the maxima of F; are considerably higher
especially around obstacles compared to the average, see Fig. D.1. Furthermore, for the
determination of D" the interactive force data of all assistance levels were taken into ac-
count. This is not necessary, as only two assistance levels are activated in this approach.
As shown in Fig. D.1, the important criterion for switching between agreement and dis-
agreement should be based on the high levels of interactive forces. Otherwise, the error of
identifying SCisagree While SCjygree is correct is high and can lead to a considerable increase
in error time. Thus, in contrast to our earlier work [236] we propose to use the mean of

the upper quartile of the absolute values of the interactive force components, | fﬁ%

| and
| f42%|, respectively. The upper quartile are the highest 25 % of the force data within a
trial [88].

Regarding step 3, the distributions of the interactive force data that have to be separated
for SCugree are those for @ agree = 1,0jagree = 0.75 and @ disagree = 1,0)|disagree = 0.75. The
assumption that there are significant differences between the distributions for SCjygree and
SClisagree 18 proven with paired ¢-tests revealing significant differences with large effect sizes

(’fﬁéziee’: t19 = —3.281, p = .007, d, = 0.91, ]fffgree] :t1o = —13.88, p < .001, d, = 3.86).

The final step 4 asks for determining the agreement threshold ﬁﬁagree and Eiagree
separating the distributions of upper quartile interactive forces corresponding to human-
assistant agreement from those corresponding to disagreement. As proposed in our previous

work [236], an optimal separating threshold is given by

X152 — Xos1° + 8182\/2 111(%) (12 = 52%) + (X1 — X2)?

512 — 822
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D.3 Disagreement Threshold

[1£ill [N]

0 ‘ ‘ 20

Fig. D.1: Time series (solid) and mean of norm of interactive force vector (dashed) for a. = 1 and
SCdisagree

where Y1, X2, S1, So are the mean and standard deviations of the upper quartile interactive
forces of the two distributions.
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