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Abstract

In the field of biomedical X-ray imaging, grating-based phase contrast is a novel imaging technique that has the potential to improve medical diagnosis due to increased soft-tissue contrast. In this context, the present work investigates two different aspects in the translation of the technique from bench to bedside. On the one hand, potential applications that might benefit from X-ray phase-contrast imaging are investigated on the basis of mouse disease models. On the other hand, the development of a first small-animal phase-contrast CT scanner is pursued.

With regard to potential imaging applications and disease models, three different mouse models of cancer are investigated in detail. The imaging data for all specimen is analyzed with respect to the visibility of cancer lesions, both visually and quantitatively (using signal-to-noise and contrast-to-noise ratios). The main scientific results of this work have been published in Tapfer et al., X-ray Phase-Contrast CT of a Pancreatic Ductal Adenocarcinoma Mouse Model, PLoS One (2013).

In terms of small-animal CT scanner development, the process from design considerations via commissioning experiments with a first prototype to the final rotating-gantry CT scanner is covered. In particular, rotation stability, the correction of related image artifacts, and CT reconstruction accuracy are analyzed in depth. The potential for preclinical imaging is assessed with CT scans of fixated biological tissue. The main scientific results of this part have been published in Tapfer et al., Development of a prototype gantry system for preclinical X-ray phase-contrast computed tomography, Med. Phys. (2011), and Tapfer et al., Experimental results from a preclinical X-ray phase-contrast CT scanner, PNAS (2012).

As a result of the present work, phase-contrast CT is identified as a promising method for the study of mouse disease models, and the scanner development process yields a fully-functioning CT scanner that is available for future preclinical research.
Zusammenfassung

Die gitterbasierte Röntgen-Phasenkontrast-Bildgebung stellt eine neuartige Modalität im Bereich der biomedizinischen Bildgebung dar, die aufgrund des erhöhten Weichteilkontrasts das Potenzial hat, die medizinische Diagnostik zu verbessern. Vor diesem Hintergrund befasst sich die vorliegende Arbeit mit zwei Aspekten der Überführung dieser Technologie aus dem Labor in den klinischen Betrieb. Auf der einen Seite werden klinische Fragestellungen, welche von der neuartigen Bildgebung profitieren könnten, im Mausmodell untersucht. Auf der anderen Seite wird die Entwicklung eines ersten Kleintier-Röntgen-Phasenkontrast CT Scanners vorangetrieben.


Die beiden Kernergebnisse der vorliegenden Arbeit sind folgende: Die Röntgen-Phasenkontrast-Bildgebung wird als vielversprechende Methode zur Untersuchung von Mausmodellen identifiziert, und der CT Scanner Entwicklungsprozess bringt ein voll funktionsfähiges Gerät hervor, welches für zukünftige präklinische Untersuchungen zur Verfügung steht.
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Chapter 1

Introduction

In this chapter, the topic of the present PhD thesis is introduced and the specific research focus is described. Moreover, an outline of the structure of the thesis is given. Finally, some general remarks concerning the framework of the PhD work are made.

1.1 Motivation

Ever since the discovery of X-rays by W. C. Röntgen more than 100 years ago (1895), their ability to penetrate matter has been explored for imaging of objects, which are opaque for visible light. Nowadays, the most important applications are medical diagnostics, non-destructive testing, and scientific research. Conventional X-ray imaging is based on illuminating the object of interest from one side and recording the transmitted intensity on the other side with an imaging detector. Image formation, in other words, the generation of contrast, is based on differences in density and elemental composition of the irradiated material. In general, good contrast is available for objects that exhibit high density differences as these translate into pronounced changes of transmitted intensity. In medical imaging, bones for example, can be very clearly distinguished from their surrounding tissue. In the case of different types of soft tissue (such as cartilage, muscles, and tumors), which exhibit a very similar extent of X-ray absorption, only limited contrast is available. With respect to medical diagnosis, this implies that the perceptibility of pathological changes within soft tissue is poor. This is, for example, the case for certain types of breast cancer.

Over the past years, several phase-sensitive X-ray imaging techniques have been developed. For the formation of contrast, these rely on the phase shift that X-rays undergo when passing through the object. Due to the fact that
for soft tissues, the difference in phase shift is more pronounced than the difference in attenuation, image contrast can be greatly enhanced. As all imaging detectors can only record X-ray intensity, the undergone shift in phase has to be transferred into a change of intensity. There are different mechanisms for achieving this conversion and the corresponding imaging methods differ in this respect. In general, there are free-space propagation-based techniques, crystal analyzer-based techniques, and interferometer-based techniques. The technique under investigation in this PhD thesis, grating-based phase-contrast, is an interferometric technique that uses diffraction gratings to measure the derivative of the phase. Mostly due to its outstanding compatibility with conventional X-ray tube sources, grating-based phase-contrast imaging has emerged as a very promising candidate for medical imaging.

In order to position and delimit grating-based phase contrast in the context of other anatomical medical imaging technologies, these are discussed briefly. Among those, X-ray computed tomography (CT) is the most prevalent technique. It features very high spatial resolution (submillimeter), and image acquisition is very fast (on the order of seconds). Disadvantages are low soft-tissue contrast and the involvement of radiation dose. Magnetic resonance imaging (MRI) benefits from very high soft-tissue contrast and the absence of radiation dose. Spatial resolution, however, is fundamentally limited and typically inferior to X-ray CT. Moreover, acquisition time is longer (on the order of minutes) and MR technology is distinctly more expensive. In this context, X-ray phase-contrast imaging combines high spatial resolution with high soft-tissue contrast at the same time, rendering it a promising tool for medical diagnosis.

Towards medical application of grating-based phase-contrast imaging, huge research efforts were made in the last years and are increasingly being continued. In the early 2000s, mostly benchmarking experiments were performed at large-scale synchrotron facilities using highly-brilliant radiation. Recently, experiments are more oriented towards clinical applications, using conventional X-ray tube sources and bench-top imaging setups. Increased soft-tissue contrast has been demonstrated numerously in both configurations, mostly for excised fixated tissue. However, up until now, all tomographic imaging experiments were based on a rotation of the sample, which is obviously not applicable for routine medical imaging.

A key effort of the present work hence is to develop a first phase-contrast CT scanner with a rotating gantry and stationary object accordingly. As modern human CT scanners are highly complex and highly optimized devices, the development of a small-sized scanner for imaging of rats and mice was pursued. Since the operating principle is identical, the gained experience may be very helpful for developing an upscaled version for human size.
The other part of the present work aims at identifying potential applications for biomedical phase-contrast imaging. Technologically, at the present state, the field-of-view is limited to approximately 10 cm in diameter, which is why CT imaging of larger samples is tedious. This is why in many research studies small pieces of excised tissue are used for imaging. In contrast, the focus of the present work is on whole-body ex-vivo studies of mouse models of disease. The emphasis in this context is on tumor detection and characterization for the case of spontaneous tumor models. Both parts, the development of a first preclinical CT scanner and the investigation of disease models, together, serve two main purposes: firstly, to make a novel imaging tool available to small-animal biomedical research and, more importantly, to help translating grating-based phase-contrast imaging from bench to bedside, which is the ultimate goal.

1.2 Outline

This thesis is structured as follows. After this introduction, Chapter 2 outlines the theoretical background. It covers basic properties of X-rays and reviews their interaction with matter. Furthermore, the generation of X-rays and the operating principle of grating-based phase-contrast imaging are elaborated on. Afterwards, the determination of the effective energy of a polychromatic X-ray spectrum and the production of X-ray optical components (gratings), which are required for the imaging technique, are introduced. Chapter 3 is the first of the two results chapters and is concerned with the application of X-ray phase-contrast CT to ex-vivo imaging of mouse disease models. The imaging results of several specimens are shown, covering one healthy, one colon carcinoma and one pancreas tumor model mouse. Moreover, for comparison, the imaging results of magnetic resonance imaging and cryotome-based optical imaging (cryo-imaging) are shown for two of the mice. Chapter 4 is devoted to the development of a first phase-contrast CT scanner and represents the main scientific contribution of this PhD work. The entire development process is presented—it covers the technical design, the development of a first prototype and finally the development of a rotating-gantry CT scanner. Moreover, commissioning experiments, an elaborate study assessing stability and imaging results of biological tissue are presented. At the end, further technical developments of the CT scanner are shown. In Chapter 5, the main scientific results are summarized and future perspectives conclude the thesis.
1.3 General remarks

Framework for the development of the micro-CT scanner: The engineering and assembly of a micro-CT scanner is a very expensive, complex and elaborate task. For this reason, the head of the Chair of Biomedical Physics of Technische Universität München, Prof. Dr. Franz Pfeiffer, applied for a Starting Grant with the European Research Council, which was granted in 2009 (ERC, FP7, StG 240142). Moreover, a very close collaboration with an industrial partner that has a long-standing experience in engineering state-of-the-art micro-CT scanners was initiated: Bruker microCT (Kontich, Belgium, formerly known as Skyscan). This collaboration joins the phase-contrast imaging expertise with the technical know-how of engineering a high-end micro-CT scanner.

Animal handling: In the course of the present work, several mice were used as specimens for ex-vivo imaging. Animal handling and preparation—such as tumor induction—were solely performed by medical professionals. Animal care and experimental protocols were conducted in accordance with German animal protection laws and were approved by local institutional animal care and use committees.
Chapter 2

Theoretical background

This chapter covers the theoretical background, which serves as a basis for the understanding of the experimental results, which are presented in this thesis. At first, a description is given of how X-rays interact with matter, and how X-rays are generated. Thereafter, the imaging technique itself—grating-based phase contrast—is introduced. After that, a description of quantitative computed tomography and the determination of effective energy is given. Finally, the production process of the required X-ray optical components (gratings) is described.

2.1 X-rays and their interaction with matter

When X-rays pass through matter, they interact in several ways, resulting in either absorption or scattering processes. In the classical description of scattering, the electric field of the incoming X-rays interacts with the electrons of the atoms, which leads to acceleration of the electrons, in turn resulting in the emission of a scattered wave. In this description, the wavelength of the scattered wave is identical to the one of the incoming wave, which means that the process is elastic. This type of scattering is described by Rayleigh scattering, which is a coherent process, meaning that the phase of the X-ray wave is left unchanged in the interaction. Rayleigh scattering does however not describe a different inelastic and incoherent scattering process that also occurs. Here, energy is transferred from the X-ray to the electron, which results in scattered X-rays of lower energy. For the understanding of this effect, a quantum mechanical description and the particle aspect of X-rays are required. The associated physical effect is Compton scattering. Yet another interaction process of relevance, which results in total absorption of the incoming X-rays, is the photoelectric effect. In general, there are further
interaction processes (e.g. pair production), but these are not of concern for the X-ray energies that are used for imaging in this work.

For the formation of phase contrast, the physical basis is Rayleigh scattering, and for the formation of attenuation contrast, the main contribution arises from the photoelectric effect. At higher X-ray energies and with increasing atomic number, Compton scattering becomes an additional attenuating mechanism.

To describe the formation of image contrast quantitatively, a phenomenological approach is sufficient. This approach is based on the complex index of refraction, and is introduced in the following.

### 2.1.1 Refractive index

The complex refractive index is given as:

\[
\begin{align*}
n &= 1 - \delta + i\beta. \\
\end{align*}
\]

(2.1)

Far from absorption edges, \(\delta\) and \(\mu\) for one element are given by (Als-Nielsen and McMorrow, 2011):

\[
\begin{align*}
\delta &= \frac{\lambda}{2\pi} \rho_A (\lambda r_0 Z) = \frac{\lambda}{2\pi} \rho_A \sigma_p, \\
\beta &= \frac{\lambda}{4\pi} \rho_A \sigma_a,
\end{align*}
\]

(2.2) \hspace{1cm} (2.3)

with wavelength \(\lambda\), Thomson scattering length \(r_0 = 2.82 \cdot 10^{-15}\) m, atomic number \(Z\), and atomic number density \(\rho_A\). \(\sigma_p\) and \(\sigma_a\) are the phase-shift and absorption cross section respectively.

The absorption process is described by the real part \(\beta\), and the phase shift is described by the decrement of the refractive index, \(\delta\). This can be easily understood when considering the propagation of a plane electromagnetic wave (with wave number \(k\)) through a medium of refractive index \(n\):

\[
\Psi(r) = \Psi_0 e^{i\mathbf{k} \cdot \mathbf{r}} = \Psi_0 e^{i(1-\delta)k \cdot r} e^{-\beta k \cdot r},
\]

(2.4)

Schematically, both effects are presented in Fig. 2.1. The phase is shifted by \(\Delta \phi\) and the amplitude is reduced by \(\Delta A\).
Figure 2.1: Phase shift and attenuation of a wave passing through matter of refractive index $n$. Inside the medium, the wave is shifted in phase with respect to the wave propagating in free space by $\Delta \phi$. The amplitude is reduced (attenuated) by $\Delta A$.

**Absorption:** The change in amplitude of the wave is given by $\Delta A = \Psi_0 (1 - e^{-\beta k L})$, with $L$ denoting the path length in the material. Transmission is then correspondingly given by:

$$T = \frac{I}{I_0} = \frac{|\Psi|^2}{|\Psi_0|^2} = e^{-2k\beta L}.$$  \hspace{1cm} (2.5)

With the absorption coefficient $\mu = 2k\beta$, the intensity $I$ is given by:

$$I = I_0 e^{-\mu L}.$$ \hspace{1cm} (2.6)

which is known as *Beer-Lambert law*.

**Phase shift:** The phase shift of the wave, which traveled through the medium, relative to the one that traveled in vacuum, is given by (Paganin, 2006):

$$\Delta \phi = \delta k \cdot r.$$ \hspace{1cm} (2.7)

In the general case of X-rays traveling in $y$-direction, this can be rewritten to (Paganin, 2006):

$$\Delta \phi = k \int \delta(x, y) \, dy.$$ \hspace{1cm} (2.8)
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Figure 2.2: Refraction of X-rays at a wedge in vacuum. The incident angle of the X-rays is orthogonal to the first surface and refraction only occurs at the second surface.

The associated change in direction of propagation is given by \( \alpha = \frac{\Delta \phi}{\Delta x} \) (see Fig. 2.1), and in general terms by (Paganin, 2006):

\[
\alpha(x) = \frac{\partial \phi(x, y)/k}{\partial x} = \frac{\partial}{\partial x} \int \delta(x, y) \, dy. \tag{2.9}
\]

**Refraction:** In order to illustrate the magnitude of typical refraction angles for X-rays, the case of a well defined wedge is considered. For the wedge shown in Fig. 2.2, we apply Snell’s law. The incidence of X-rays is orthogonal to the first surface and hence no refraction occurs. For the second surface (medium/vacuum), it is:

\[
\frac{\sin(\alpha_{\text{in}})}{\sin(\alpha_{\text{out}})} = \frac{n_{\text{vacuum}}}{n_{\text{medium}}}. \tag{2.10}
\]

For small angles with \( \sin(\alpha) \approx \alpha \), and \( n_{\text{vacuum}} = 1 \), this results in:

\[
\alpha_{\text{out}} = \alpha_{\text{in}} n_{\text{medium}}. \tag{2.11}
\]

With the real part of the refractive index being \( \Re(n) = 1 - \delta \) (see Eq. 2.1), and the fact that \( \delta > 0 \), this means that \( n \) is smaller than 1 and \( \alpha_{\text{out}} \) is consequently smaller than \( \alpha_{\text{in}} \). When comparing this with the optical light regime, it becomes apparent that the direction of refraction of X-rays is
opposite to the one of visible light.
The change in direction of propagation, in other words the refraction angle \( \alpha_r \), is given by:

\[
\alpha_r = \alpha_{\text{out}} - \alpha_{\text{in}},
\]

\[
= \alpha_{\text{in}}(n_{\text{medium}} - 1).
\]

(2.12)

for the real part of \( n \), it is \( n = 1 - \delta \) and it hence follows that:

\[
\alpha_r = -\delta \alpha_{\text{in}}.
\]

(2.13)

For typical X-ray wavelengths (10 – 100 keV), \( \delta \) is of the order \( 10^{-8} \leq \delta \leq 10^{-6} \) (Chantler, 1995), which means that typical refraction angles are on the order of micro degrees and smaller.

The employed phase-sensitive imaging technique in this thesis relies on the accurate detection of this refraction angle and its small magnitude makes the use of sophisticated instrumentation necessary. Section 2.3 introduces a grating-based interferometric technique, which permits measuring this refraction angle and which is the instrument of use in this thesis.

### 2.1.2 Coherence

Coherent waves are waves, which are ‘in phase’ with one another. This idealization is never completely fulfilled for real X-ray waves and the concept of coherence length is introduced. The following considerations and graphical illustration are adapted from the textbook by Als-Nielsen and McMorrow (2011) (Chapter 1.5).

A real X-ray wave can deviate in two aspects from an ideal plane-wave state: it is never perfectly monochromatic and it does never propagate perfectly collinear. Both aspects are illustrated in Fig. 2.3. First, we will consider two plane waves in (a), which travel in exactly the same direction and which feature slightly different wavelengths \( \lambda \). On the left side of the figure, the two waves are in phase, and they are in phase again after traveling the distance \( 2L_L \). This implies that the waves have been exactly out of phase in between, and this distance is referred to as the longitudinal coherence length \( L_L \). If the full distance \( 2L_L \) corresponds to \( N \) wavelengths of \( \lambda \) (green wave), or to \( N+1 \) wavelengths of \( \lambda - \Delta \lambda \) (blue wave), it is:

\[
2L_L = N\lambda = (N + 1)(\lambda - \Delta \lambda),
\]

(2.14)
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(a) Longitudinal coherence length $L_L$

(b) Transverse coherence length $L_T$

Figure 2.3: Longitudinal and transverse coherence length. (a) Two plane waves travel in the same direction and differ by $\Delta \lambda$ in wavelength. After traveling a distance of $L_L$ they are out of phase. (b) Two plane waves feature the same wavelength and propagate with an inclination of $\Delta \alpha$. This inclination is caused by the emission from two distinct points with a spacing of $D$. After a distance of $L_T$ both waves are out of phase. This figure was adapted from the textbook by Als-Nielsen and McMorrow (2011).

provided that

$$(N + 1) \Delta \lambda = \lambda. \quad (2.15)$$

Combining both equations, the longitudinal coherence length can be expressed as:

$$L_L = \frac{1}{2} \frac{\lambda^2}{\Delta \lambda}. \quad (2.16)$$
In panel (b), the second deviation from the ideal plane wave is considered: both waves have the same wavelength, but travel in slightly different directions, deviating by $\Delta \alpha$. The wavefronts coincide and hence are in phase at the two points A and B. The transverse coherence length $L_T$ is defined as the distance (along the wavefront) after which both waves are out of phase. This out-of-phase condition has necessarily been met in the middle of the points A and B. In the case of small angles, it is: $\Delta \alpha = \frac{\lambda}{2L_T}$. If the difference in direction of propagation arose because the two waves originated from two points of a source, with a spacing of D, at a distance R, then it is further: $\Delta \alpha = \frac{D}{R}$. For the transverse coherence length $L_T$, this results in:

$$L_T = \frac{\lambda R}{2D}$$

(2.17)

This means that the transverse coherence length, which is of relevance for the imaging technique employed in this thesis, is directly correlated to the angle under which the source appears.

### 2.1.3 Free-space propagation

As we have seen before, the wavefront of X-rays, which propagate through matter, changes due to interactions with matter. The wavefront however also changes during propagation in free space and this is considered in the following.

The Huygens-Fresnel principle states that the wavefront at any moment may be considered as the sum of spherical wavelets distributed on that wavefront. Based on this principle, the wavefront at a later point can be calculated by integrating over all individual contributions of these wavelets. Analytically, this is formulated in the Fresnel-Kirchhoff diffraction integral (Born and Wolf, 1998):

$$\Psi(x, y, z) = \frac{1}{i\lambda} \int \int \Psi(x', y', 0) e^{ikr/r} \cos(n, r) \, dx' \, dy'.$$

(2.18)

Every point of the incoming wavefront $\Psi(x', y')$ (in the plane $z' = 0$) acts as the source of a spherical wave $e^{ikr/r}$. The wavefront at the image plane $\Psi(x, y, z)$ is then described by the superposition of all these point sources. The unit vector $n$ points into the direction of propagation, while $r$ reaches from the origin to the considered point in the image plane. The factor $\cos(n, r)$ takes this inclination into account.
In order to solve this integral, several approximations can be made. In the case of small deflection angles (paraxial approximation), which are present in the case of hard X-rays, the following assumptions are made: \( \cos(n, r) \approx 1 \) and \( r \approx z \).

In \( e^{ikr} \), however, \( r \) cannot be approximated by \( z \). Here, a Taylor expansion can be applied to \( r \), which results in:

\[
    r = \sqrt{z^2 + (x - x_0)^2 + (y - y_0)^2} = z \sqrt{1 + \frac{(x - x_0)^2}{z^2} + \frac{(y - y_0)^2}{z^2}} = z \left[ 1 + \frac{1}{2} \frac{(x - x_0)^2}{z^2} + \frac{1}{2} \frac{(y - y_0)^2}{z^2} + \mathcal{O}(x^4, y^4, z^{-4}) \right].
\] (2.19)

If we only consider terms of the second degree, this simplifies the diffraction integral and we reach the so-called Fresnel approximation:

\[
    \Psi(x, y, z) = \frac{e^{ikz}}{i\lambda z} \int \Psi(x', y', 0) e^{\frac{i\lambda}{2z}[(x-x')^2+(y-y')^2]} \, dx'dy'.
\] (2.20)

Here the wave originates in \((x', y', z = 0)\) and moves along \( z\)-direction.

This integral can also be seen as a convolution of the wave function \( \Psi(x', y', z = 0) \) with a propagator function \( h(x, y, z) \):

\[
    h(x, y, z) = \frac{e^{ikz}}{i\lambda z} e^{\frac{i\lambda}{2z}(x^2+y^2)}.
\] (2.21)

The convolution then reads:

\[
    \Psi(x, y, z) = \Psi(x', y', 0) \ast h(x, y, z),
\] (2.22)

with \( \ast \) denoting the convolution operator. When combining this equation with the convolution theorem, which states:

\[
    \mathcal{F}\mathcal{T}\{f(x, y) \ast g(x, y)\} = \mathcal{F}\mathcal{T}\{f(x, y)\} \cdot \mathcal{F}\mathcal{T}\{g(x, y)\},
\] (2.23)

the equation can be rearranged further to read:

\[
    \Psi(x, y, z) = \mathcal{F}^{-1}\left[ \mathcal{F}\mathcal{T}\{\Psi(x', y', 0)\} \cdot \mathcal{F}\mathcal{T}\{h(x, y, z)\} \right].
\] (2.24)

This means that the wavefront at any given point \( \Psi(x, y, z) \) is accessible by a multiplication (in Fourier space) of the current wavefront and the propagator function. This circumstance is of practical interest for numerical calculations of wavefront propagation, which will be performed at a later stage in section 2.3.2.
2.2 X-ray sources

So far, we considered fundamental properties of X-rays and their interaction with matter. In this section, the generation of X-rays is reviewed briefly. In general, nowadays, there are different ways of generating X-rays and here the two types of sources that are used later-on in this work are considered: X-ray tubes and synchrotron radiation. The main characteristics of the generated X-rays and corresponding implications for imaging are also considered briefly.

2.2.1 X-ray tube

In an X-ray tube, electrons are emitted from a cathode and are accelerated towards an anode by a high voltage in the kV-range. When striking the anode, the electrons are strongly decelerated and stopped eventually. This deceleration process gives rise to the formation of X-rays with a broad energy spectrum, which is called Bremsstrahlung. The maximum X-ray energy in this spectrum is given by the maximum kinetic energy of the electrons. In the collision with an atom, the incident electron may also remove an atomic electron from its shell. The subsequent relaxation of an electron from an outer shell produces fluorescence radiation of a characteristic energy. Target-material-specific fluorescence lines are hence superimposed on the continuous Bremsstrahlung spectrum. A tube source and a typical spectrum are sketched in Fig. 2.4.

![X-ray tube source](image)

**Figure 2.4:** X-ray tube source. (Left) X-rays are generated by the deceleration and eventual stopping of the electrons in the anode material, giving rise to a broad spectrum of energies (Bremsstrahlung). Additionally, X-rays with a characteristic energy are produced by fluorescence. The resulting spectrum is shown schematically on the right side.
The illustrated working principle also applies to state-of-the-art X-ray tube sources. For imaging applications, these are technologically highly optimized with respect to either of the following aspects: i) Reduction of the focal spot size, i.e. the area from which X-rays are emitted, which increases the spatial resolution in imaging. To this end, so-called microfocus tubes are available. ii) Maximizing the flux of X-rays to reduce the acquisition time. The latter is difficult due to the generation of heat at the anode, which obviously should not result in an exceedance of the melting point of the anode material. Besides sophisticated cooling, tubes with a rotating anode were developed, in which the generated heat is dissipated over a larger area.

2.2.2 Synchrotron radiation

In general, when charged particles are accelerated, they emit electromagnetic radiation. When emission of this kind occurs in a charged particle storage ring, where the particles are permanently accelerated towards the center, it is referred to as synchrotron radiation. In such a storage ring, the particles, usually electrons, are kept at constant kinetic energy and are guided along a circular path by strong magnetic fields. Originally, storage rings were built for particle-physics experiments and were not optimized for the generation of synchrotron radiation. A synchrotron light source on the other hand is solely designed for this purpose and consists of a combination of different electron accelerators, and a storage ring. X-rays are either generated at bending magnets or at dedicated insertion devices, and the radiation is then available in imaging stations, which are located on different beamlines. The insertion devices are periodic magnetic structures of several meters in length that induce the emission of highly brilliant, forward-directed synchrotron radiation. This is achieved by forcing the charged particles, via strong magnets exerting a Lorentz force, onto a sine-shaped trajectory—the particle beam performs ‘wiggles’ or ‘undulations’. The corresponding devices are hence referred to as wiggler and undulator. A detailed treatment of the physics of the generation of synchrotron radiation would exceed the scope of this thesis and can be found, for example, in the textbook by Als-Nielsen and McMorrow (2011). Here, only the relevant parameters for imaging shall be mentioned. The radiation is emitted in an extremely forward-directed cone due to a relativistic effect. The flux of X-rays, when compared to tube sources, is several orders of magnitude higher. Undulators emit spatially partially coherent radiation with a narrow energy spectrum, and wigglers produce spatially incoherent radiation with a broad energy spectrum.

Schematically, a wiggler and a corresponding energy spectrum are shown in Fig. 2.5. As an example for illustration, the storage ring at the European...
Synchrotron Radiation Facility (ESRF) in Grenoble, France, has a circumference of 844 m and the electrons have an energy of 6 GeV. At beamline ID 19, where all synchrotron-based experiments in this work were performed, a combination of wigglers and undulators is installed, delivering X-rays with an energy range of 7 to 100 keV (Weitkamp et al., 2010).

![Diagram of synchrotron radiation](image)

**Figure 2.5:** Synchrotron radiation. (Left) A beam of charged particles, typically electrons, is deflected periodically by an array of magnets. This periodic movement implies an acceleration, which in turn results in the emission of synchrotron radiation. (Right) In the case of a wiggler, a continuous spectrum of X-rays is produced.

### 2.3 Grating-based phase-contrast imaging

#### 2.3.1 Introduction

Grating-based phase-contrast imaging yields three images that are referred to as attenuation-contrast image, phase-contrast image and dark-field image. The attenuation image is based on measuring the attenuation of X-ray intensity and the phase-contrast image is based on measuring the refraction angle of the X-rays. Dark-field contrast is also based on the refraction of X-rays, but the refraction angles, which generate contrast in the dark-field image, are significantly smaller and are referred to as scattering. The reason for this discrimination will become apparent when the technical details of the technique are presented (section 2.3.3).

As we have seen before, typical refraction angles for X-rays are extremely small—on the order of micro degree. This is why refraction is not visible in conventional radiography or computed tomography. The basic idea for
measuring the X-ray refraction angles is based on the use of a spatial reference, relative to which the refraction can be determined. As the technique shall image extended objects, an area reference pattern has to be used. The local refraction of X-rays in the object then translates into a local lateral shift of this reference pattern. The instrument that can measure this local lateral displacement is the grating interferometer. As the name suggests, an interference effect is used to generate the reference pattern, i.e. the pattern is produced by spatially coherent illumination of a periodic grating structure. If the spatial frequency of the reference pattern is sufficiently small, then these small lateral displacements, which are caused by refraction, can be measured accurately.

When illuminating a grating with coherent X-rays, the so-called Talbot self-imaging effect occurs (Talbot, 1836), which is based on the Huygens-Fresnel principle and wave propagation in free space. Essentially, the Talbot effect is used to generate the spatial reference pattern. To spatially resolve the refraction-induced local changes in the reference pattern, a second grating is employed. Together with the X-ray source, the sample, and a conventional imaging detector, these two gratings make up the imaging setup. In case incoherent radiation—as originating from conventional tube sources—is employed, a third grating has to be used and the setup is then referred to as Talbot-Lau interferometer. Depending on the relative distance of source, sample, grating and imaging detector, geometrical magnification can occur resulting in either a parallel-beam or a cone-beam geometry setup.

### 2.3.2 Talbot effect

The Talbot effect is a self-imaging phenomenon that was first reported for visible light in 1836 by Henry Fox Talbot (Talbot, 1836). Self-imaging in this context means that an image is formed without any lens or optical component between the object and the image. Talbot observed that an absorbing periodic object, illuminated by coherent light, produces self images at certain distances along the optical path. This effect can be explained by the Huygens-Fresnel principle applied to the propagation of a periodically modulated wave front. This self image occurs at a certain distance, referred to as *Talbot distance* $d_T$, and depends on the periodicity of the object $p$ and the wavelength $\lambda$:

$$d_T = \frac{2p^2}{\lambda}. \quad (2.25)$$

Later it was found that the Talbot effect is a special case in a larger class of self-imaging effects, namely it was found by Montgomery in 1967 that also quasi-periodic structures exhibit self-imaging (Montgomery, 1967). In
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Figure 2.6: X-ray intensity pattern behind a phase grating with a pitch of $p$, which is illuminated by a plane monochromatic wave with full transverse coherence: (a) grating with a phase shift of $\pi/2$, (b) grating with a phase shift of $\pi$. At certain distances (fractional Talbot distances) downstream of the grating, a binary intensity pattern is formed. For both phase gratings, one exemplary fractional Talbot distance is highlighted by a dashed line.

A consecutive work of Lohmann et al. (2005), it was then shown that the mentioned Talbot images represent a subset of the so-called Montgomery images.

Of relevance for the imaging technique is the fact that self images can be observed at integer multiples of the Talbot distance $d = md_T$ (with $m = 1, 2, 3, \ldots$) and at certain fractions $d = (m/n)d_T$ (with $m$ and $n$ as integer), for example: $d = (1/2)d_T$, $d = (3/8)d_T$, $d = (5/16)d_T$. These distances are referred to as full Talbot distance and as fractional Talbot distance respectively.

For illustration, Fig. 2.6 displays the X-ray intensity behind a binary phase grating structure with a duty cycle of 0.5, i.e. half of the grating introduces
a phase shift and half of the grating does not. The X-ray intensity pattern is plotted for a phase grating inducing a phase shift of $\pi/2$ (a) and for a phase grating with a shift of $\pi$ (b). The intensity pattern was generated using free-space wave propagation (compare section 2.1.3) with full transverse coherence. Dashed lines indicate fractional Talbot distances and the intensity pattern is plotted up until one full Talbot distance ($2p^2/\lambda$). The particular feature of interest at the fractional Talbot distance is that the intensity pattern is box-shaped and periodical. The periodicity of this pattern is the same as the one of the phase grating for the $\pi/2$-grating and is halved for the $\pi$-grating.

At closer inspection we can see the following regularity for fractional Talbot distances $d_{T,f}$ using the notation introduced by Weitkamp et al. (2006):

$$d_{T,f} = \frac{1}{\eta^2} \frac{np^2}{2\lambda} \quad (n = 1, 3, 5, ...).$$  \hspace{1cm} (2.26)

with $\eta$ distinguishing the phase shift $\phi$ of the grating and period of the interference pattern $p/\eta$ as follows:

$$\eta = \begin{cases} 1, & \text{for } \phi = \pi/2. \\ 2, & \text{for } \phi = \pi. \end{cases}$$  \hspace{1cm} (2.27)

Maximum intensity modulations only occur at odd numbers for the integer $n$. This number is also called the order of the fractional Talbot distance. Following this notation, in Fig. 2.6, the 1st fractional Talbot order is highlighted in (a) and the 3rd order in (b).

Of relevance for the imaging technique are these fractional Talbot distances as they represent a regular intensity pattern, which serves as spatial reference for determining the refraction angle.

### 2.3.3 Grating interferometer

The fundamental idea behind a grating interferometer is the following: spatially coherent X-rays illuminate a phase-shifting grating, resulting in a periodic intensity pattern at a certain distance downstream according to the Talbot effect. A sample in the beam modifies the X-ray wave and the resultant change in the interference pattern is detected with a second grating, which is referred to as analyzer grating. According to the described interactions of X-rays with matter, potential wave front modifications are:
(a) Decrease in overall intensity due to attenuation.

(b) Lateral shift of the interference pattern due to refraction.

(c) Decrease of interference pattern amplitude due to scattering.

All three effects are sketched in Fig. 2.7. A plane X-ray wave gives rise to an interference pattern at a certain distance downstream, corresponding to a full or fractional Talbot distance. The alteration of the wave front—caused by a purely attenuating (a), refracting (b) and scattering (c) object—are displayed. Attenuation results in an overall decrease of intensity, refraction results in a lateral shift of the interference pattern, and scattering results in a decrease of oscillation amplitude. In order to understand how the analyzer grating measures these changes in the interference pattern, the so-called phase-stepping scan has to be considered.

**Phase-stepping scan:** In this procedure either of the gratings is moved in the direction orthogonal to X-ray wave propagation and at each grating position an image is taken. This movement is indicated by arrows in Fig. 2.7, for the case that the phase grating is stepped. The grating bars of the analyzer grating are highly absorbing and are typically made of gold. This means that, ideally, they do not transmit any intensity at the position of the bars and transmit the full intensity in between. The movement of the interference pattern relative to the absorbing grating bars, with intermediate image acquisition, samples the shape of the interference pattern. The period of the analyzer grating is deliberately chosen to match the period of the interference pattern, hence avoiding the occurrence of Moiré fringes. Moiré fringes are periodic intensity modulations due to the Moiré effect that arises when two nearly identical periodic structures are superimposed. For further details, the reader is referred to a study by Weitkamp et al. (2004). The result of the phase-stepping scan is a periodic intensity curve for each pixel of the detector. The shape of the measured curve is determined by the shape of the interference pattern, the transmission of the analyzer grating, and the detector response. It can be shown that, in the case of moderate coherence, this curve is sine-shaped (Bech, 2009). Please note that, as the size of the pixels is typically several times as large as the grating pitch, the average intensity of the transmission for several grating bars is recorded. For illustration, schematic phase-stepping curves for one detector pixel are shown in Fig. 2.8. The recorded intensity is plotted versus the position of the grating $x_n$ in fractions of one full interference pattern period $p_2$. Black dots represent the measured intensity. The blue curve shows a stepping curve for
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Figure 2.7: Sketch of the working principle of a Talbot interferometer: (a) Attenuation resulting in a reduced average intensity of the interference pattern. (b) Refraction resulting in a lateral shift of the interference pattern. (c) Scattering resulting in a reduced amplitude of the interference pattern.

The case with no object in the beam, and it hence purely maps the interference pattern. The red curve shows the case with an object in the beam with the following modifications of the wave front: (a) attenuation, (b) refraction, and (c) scattering. This curve is the basis for the extraction of the three image-contrast mechanisms that are available with a grating interferometer. In the following, the required intermediate data processing step for obtaining the three contrast images is explained.
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Figure 2.8: Phase-stepping scan. The black dots represent the recorded intensity at different grating positions $x_n$ in fractions of one full interference pattern period. The blue curve shows the case with no object in the beam, and it purely maps the interference pattern. The red curve shows the case with an object in the beam for: (a) attenuation, (b) refraction, and (c) scattering.

Fourier processing of the phase-stepping curve: The recorded intensity in each pixel, $I$, during a phase-stepping scan at different grating positions, $x_n$, can be described by a Fourier series:

$$I(x_n) = \sum_{m=0}^{\infty} a_m \cos\left(\frac{2\pi}{p_2} x_n + \phi_m\right),$$  \hspace{1cm} (2.28)

with the amplitude coefficients $a_m$, the phase coefficients $\phi_m$, the period of the analyzer grating $p_2$, and $x_n$ denoting the grating position during the phase-stepping scan. When only considering the first order—which is a sufficient approximation for moderate coherence—the intensity can be described by (Bech, 2009):

$$I(x_n) = a_0 + a_1 \cos\left(\frac{2\pi}{p_2} x_n + \phi_1\right),$$  \hspace{1cm} (2.29)

with the average value (offset) $a_0$, phase $\phi_1$, and oscillation amplitude $a_1$.

The phase-stepping curve is recorded once without the object in the beam and once with the object in the beam. The curve without the object in the beam accounts for the fact that under experimental conditions, the interference pattern is never absolutely regular and can change over time. It hence represents a reference, relative to which the modulation of the wave front is determined. The curve with the object in the beam then records the modulations of the wave front.

With this description of the intensity curve, we regard the phase-stepping
Figure 2.9: Fourier analysis of the phase-stepping curve. The intensity measured in one pixel during a phase stepping scan with and without the object in the beam is plotted. The Fourier components $a_0$, $a_1$, and $\phi_1$ are indicated. Superscript r indicates the reference scan and superscript s indicates the scan with sample in the beam.

curve again, in this case with all three modulations present at once—as for a real object—with the corresponding Fourier components $a_0$, $a_1$, and $\phi_1$ labeled. Superscript r indicates the reference scan (without sample) and superscript s indicates the scan with sample in the beam. The corresponding plot is shown in Fig. 2.9. The amplitude of the oscillation is an important performance parameter of the interferometer as it is a direct measure for the degree of the interference. Usually, the ratio of $(I_{\text{max}} - I_{\text{min}})/(I_{\text{max}} + I_{\text{min}})$ is quoted in this context and this value is referred to as interferometer visibility. In terms of the introduced Fourier components, interferometer visibility $V_r$ can be expressed as:

$$V_r = \frac{a_1}{a_0}.$$  \hfill (2.30)

Transmission is contained in the ratio of the offset of both phase-stepping curves:

$$T = \frac{a_0^s}{a_0^r}.$$  \hfill (2.31)
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The physical transverse shift of the interference pattern is proportional to the difference in phases of both curves:

\[ \phi = \phi_1^s - \phi_1^r. \]  

(2.32)

The change in oscillation amplitude or visibility, when using Eq. 2.30, is described by (Pfeiffer et al., 2008):

\[ V = \frac{V^s}{V^r} = \frac{a_0^s a_1^s}{a_0^r a_1^r}. \]  

(2.33)

Trimodal contrast images: So far, the intensity curve was considered for one single pixel. As the imaging detector records this curve \( I(p_x, p_y, x_g) \) for all pixels \( (p_x, p_y) \) at each grating position \( x_g \), 2D images in all three contrasts can be obtained. Commonly in radiographic imaging, the attenuation image, rather than the transmission image, is regarded. It is given by: \( A(p_x, p_y) = 1 - T(p_x, p_y) \). The three contrast images hence simply are the spatial distribution of \( A(p_x, p_y), \phi(p_x, p_y) \), and \( V(p_x, p_y) \). In analogy to optical microscopy, the scatter-induced image is called dark-field image (Pfeiffer et al., 2008). Physically, it maps (ultra) small-angle scattering, which is on a length scale that cannot be resolved by the interferometer. The actual transverse shift \( S(p_x, p_y) \) of the interference pattern is proportional to the value \( \phi(p_x, p_y) \) and is given by:

\[ S(p_x, p_y) = \frac{p_2}{2\pi} \phi(p_x, p_y). \]  

(2.34)

When the distance between the two gratings is termed \( d \), then this transverse shift corresponds to a refraction angle of:

\[ \alpha(p_x, p_y) = \frac{p_2}{2\pi d} \phi(p_x, p_y). \]  

(2.35)

By use of the equation that relates refraction angle and the phase of the wavefront (Eq. 2.9), the differential phase shift of the wave-front behind the sample reads:

\[ \frac{\partial \Phi(p_x, p_y)}{\partial x} = \frac{2\pi}{\lambda} \alpha(p_x, p_y) = \frac{p_2}{\lambda d} \phi(p_x, p_y). \]  

(2.36)

This means that the refraction-induced image maps the differential phase, which is why the image is referred to as differential phase-contrast image.

In conclusion, the three images that are recorded with a grating interferometer are:
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- Attenuation: \( A(p_x, p_y) = 1 - T(p_x, p_y) \).
- Differential phase contrast: \( DPC(p_x, p_y) = \phi(p_x, p_y) \cdot (p_2/\lambda d) \).
- Dark field: \( DF(p_x, p_y) = V(p_x, p_y) \).

Please note that all three images are intrinsically perfectly registered as they originate from one common dataset.

2.3.4 Use of incoherent radiation

**Transverse coherence:** As shown in the previous section, the operating principle of the grating interferometer relies on interference. This requires transverse coherence to an extent that the interference pattern exhibits sufficient visibility. The coherence requirement only has to be met in the direction perpendicular to the grating bars, in the direction along the grating bars, interference is not required. As illustrated in section 2.1.2, spatial coherence is directly related to the size and distance of the source. The impact of an extended source on the interference pattern can be understood by considering each point in the extended source as an independent point source. Each of these points creates an interference pattern behind the phase grating. The effect of the multitude of these laterally displaced points, in other words the extended source size, is a blurring of the interference pattern. This circumstance can be illustrated by the projected source size, which is shown schematically in Fig. 2.10. Geometrically, the projected source size \( s' \) can be calculated by:

\[
 s' = \frac{d}{L} s,
\]

with source size \( s \), inter-grating distance \( d \) and source to phase grating distance \( L \). Analytically, the influence of an extended source can be described by a convolution of the interference pattern profile with the source profile at the plane of the analyzer grating. It can be shown that the visibility decreases exponentially with increasing source size, and it almost reaches zero for projected source sizes, which are larger than half the period of the interference pattern (Bech, 2009).

In order to overcome this effect, a third, so-called source grating, can be used. Such a grating consists of absorbing bars (typically made of gold as in the case of the analyzer grating) and essentially splits the large focal spot of high-power sources into an array of sources, for which the coherence requirement is met for each individual source. Neighboring slits are mutually incoherent and the intensity of each slit’s interference pattern superimposes
Figure 2.10: Transverse coherence. (a) A source of size $s$ results in a projected source size $s'$ at the plane of the analyzer grating, effectively blurring the interference pattern. (b) Use of a source grating that creates an array of individually coherent, but mutually incoherent sources. With an adequate choice of grating periods (see Eq. 2.38), the interference patterns of each slit add up.
in the plane of the analyzer grating. For this superposition to happen in
an amplifying manner, the space between the interference patterns from two
neighboring slits has to be exactly one, or an integer multiple of one period
of the pattern. This geometric constraint is fulfilled for:

\[ p_0 = \frac{L}{d} p_2, \]

with the period of the source grating \( p_0 \) and period of the interference pat-
tern \( p_2 \). This principle is known as the Lau effect and the corresponding
three-grating interferometer is called Talbot-Lau interferometer.

As shown by Pfeiffer et al. (2006) and Weitkamp et al. (2006), the use of a
source grating decouples the size of the X-ray source from the transverse co-
herence properties. The spatial resolution, however, remains unaffected and
is influenced by the projected source size as it would be if no interferometer
was used.

When these considerations are put in relation with X-ray tube and syn-
chrotron radiation sources, we can conclude the following:

- For a two-grating Talbot interferometer, transverse coherence, or, in
  other words, a small projected source size is required. In practice, this
can be achieved by either placing the interferometer at a large dis-
tance from the source, or by using small-sized sources, on the order
of few micrometers. The main drawback of both options for imag-
ing of macroscopic samples is the limit in X-ray flux, which translates
into long detector exposure times. Alternatively, synchrotron radiation
sources with very large flux can be used.

- For the three-grating Talbot-Lau interferometer, there are no require-
ments on source coherence. In practice, such an interferometer is typi-
cally operated with large flux—and correspondingly large focal spot—
tube sources or synchrotron radiation sources of insufficient transverse
coherence.

Longitudinal coherence: As we have seen, the Talbot distances depend
on the wavelength of the incoming X-rays. The effect of polychromatic ra-
diation is hence a superposition of laterally displaced interference patterns,
blurring the final interference pattern to some extent. In the end, this results
in a reduced interferometer visibility. Nevertheless, a grating interferometer
can be—and routinely is—used efficiently with polychromatic X-ray sources.
A thorough analysis of the use of polychromatic X-ray tube sources can be
found in Engelhardt et al. (2008).
2.3.5 Geometrical magnification: fan-beam geometry

So far, the parallel-beam case was considered. Especially in a compact setup with divergent X-ray beam, geometrical magnification has to be taken into account. Magnification can be described by a magnification factor $M$:

$$M = \frac{L + d}{L},$$

with inter-grating distance $d$ and source to phase-grating distance $L$. Fig. 2.11 sketches such a setup geometry. Due to the magnification of the interference pattern, also the Talbot distances $d_T$ are affected by magnification. The scaled Talbot distances $d_T'$ are given by:

$$d_T' = Md_T.$$

If we recall that the period of the analyzer grating should match the period of the interference pattern, it follows that also the analyzer grating period $p_2$
2.4 Computed tomography

2.4.1 General principle

Conventional X-ray computed tomography is a technique that allows for the reconstruction of the 3D distribution of the sample’s attenuation properties. The reconstruction of this distribution is based on a series of radiographic projection images at different angles from all around the object. The technique of computed tomography is quantitative, meaning that the reconstructed values represent an absolute physical quantity. For the case of conventional, attenuation-based CT, the reconstructed quantity is the linear attenuation coefficient. For the case of phase-contrast CT, this quantity is the decrement of the refractive index $\delta$ (see section 2.1.1). There are many textbooks describing the principle and the mathematical considerations of computed tomography in depth. One of them is ‘Principles of Computerized Tomographic Imaging’ (Kak and Slaney, 1987). The following explanations are based on this book and describe the case of parallel-beam illumination, for which the reconstruction of adjacent slices (in the direction of the tomography axis) are independent. The special case of cone-beam illumination is briefly mentioned towards the end of the section.

Please note that the field of tomographic reconstruction in general is subject of active research and a huge number of advanced tomographic reconstruction schemes have been developed. These are, however, not discussed in this thesis.

The experimentally acquired projection images are a map of X-ray intensity behind the sample. Mathematically, such a projection is described by the Radon transform of the object function $f(x, y)$, which represents the distribution of some physical quantity in the sample (for example the distribution of the linear attenuation coefficient). The projection $P_\theta(t)$ of the function $f(x, y)$ is given by the integral:

$$P_\theta(t) = \int_{\mathbb{R}} f(x, y) \delta(x - t \cos \theta, y - t \sin \theta) \, dx \, dy,$$

where $\delta$ is the Dirac delta function, and $\theta$ is the angle of projection.
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The projection of the object function $f(x, y)$ for a certain projection angle $\theta$ is described by (see Fig. 2.12):

$$P_\theta(t) = \int \int f(x, y) \delta(x \cos \theta + y \sin \theta - t) \, dx \, dy,$$

(2.42)

with the Dirac delta function $\delta$, and $t = x \cos \theta + y \sin \theta$.

In Fourier space, the object function $f(x, y)$ is described by its Fourier transform $\tilde{f}(u, v)$ with:

$$\mathcal{F} \{ f(x, y) \} = \tilde{f}(u, v) = \int \int f(x, y) e^{-i 2\pi (ux + vy)} \, dx \, dy.$$  

(2.43)

The projection of the object function $P_\theta(t)$ at an angle $\theta$—in Fourier space—is given by $\tilde{P}_\theta(\omega)$:

$$\mathcal{F} \{ P_\theta(t) \} = \tilde{P}_\theta(\omega) = \int P_\theta(t) e^{-i 2\pi \omega t} \, dt,$$

(2.44)

with $(\theta, \omega)$ representing the coordinates $(u, v)$ after the transform in polar coordinates: $(u, v) = (\omega \cos \theta, \omega \sin \theta)$. The Fourier slice theorem establishes the link between the last two equations (Eq. 2.43 and Eq. 2.44) and states that the Fourier transform of the projection and the line through the origin, tilted by $\theta$, of the object function in Fourier space are identical. Mathematically, this means:

$$\tilde{P}_\theta(\omega) = \tilde{f}(\omega \cos \theta, \omega \sin \theta).$$

(2.45)

The theorem is presented schematically in Fig. 2.12. A function is generally available from its Fourier counterpart by an inverse Fourier transform. In this context, the object function $f(x, y)$ can hence be determined from the inverse Fourier transform of $\tilde{f}(u, v)$:

$$f(x, y) = \int \int \tilde{f}(u, v) e^{i 2\pi (ux + vy)} \, du \, dv.$$  

(2.46)

Keeping in mind that the Fourier transform $\tilde{f}(u, v)$ is related to the projections of the object function $P_\theta(t)$—via the Fourier slice theorem—the object function $f(x, y)$ can be determined from projections over the angles $\theta$ covering a range of $\pi$. This operation of reconstructing a function from its projections is called an inverse Radon transform. In reality however, only a finite set of projection angles and a finite set of ray paths, due to the finite size of the imaging detector pixels, is available. This translates into a discrete representation of the Fourier transform in polar coordinates. The task of image reconstruction is then to transform the set of discrete Fourier components, which are given in polar coordinates, into a real space representation in cartesian coordinates. There are several ways to do this and here only the backprojection of filtered projections, usually referred to as filtered backprojection (FBP), shall be described.
Figure 2.12: Fourier slice theorem. The projection of a distribution \( f(x, y) \) onto a line, tilted by an angle \( \theta \), yields \( \mathcal{P}_\theta(t) \). The Fourier transform of this projection is equal to a line, at angle \( \theta \), through the object function in Fourier space. This figure was adapted from Kak and Slaney (1987).

**Filtered backprojection:** The inverse Fourier transform (Eq. 2.46) can be reformulated in polar coordinates, using \( t = x \cos \theta + y \sin \theta \), to read:

\[
f(x, y) = \int_0^\pi \int_{-\infty}^{\infty} |\omega| P_\theta(\omega) e^{i2\pi \omega t} d\omega d\theta,
\]

with \( |\omega| \) mathematically being the Jacobian for the change of coordinate systems. Usually, this term is referred to as filter as it accounts for the fact that pixels near the rotation axis are much closer sampled than those at the edge. The Fourier filter compensates for this by the normalization with \( |\omega| \). To distinguish between the backprojection and the filtering part, the formulation of Eq. 2.47 can be rearranged to read:

\[
f(x, y) = \int_0^\pi \mathcal{F}\mathcal{T}^{-1}\{F(\omega) P_\theta(\omega)\} \, d\theta,
\]

with \( F(\omega) \) denoting the filter function.

**Cone-beam geometry:** In the case of a divergent X-ray beam, the opening angles along and orthogonal to the tomography axis have to be taken into account in the reconstruction routine to avoid the occurrence of artifacts. A treatment of cone-beam reconstruction would, however, extend the scope of this thesis and here only the algorithm that is used within this work, the Feldkamp algorithm (Feldkamp et al., 1984), shall be mentioned. This
algorithm accounts for the different geometric dependencies of voxels in the reconstructed volume to pixels in the measured projections. Due to the beam divergence, this implies that several rows of detector pixels have to be considered for the reconstruction of a single volume slice. To reconstruct the data that was acquired with the developed small-animal CT scanner, opening angles of up to 8 degree were present, and the Feldkamp algorithm was used. For the synchrotron-radiation-based experiments, parallel-beam reconstruction was applied.

The following considerations about quantitative CT reconstruction of the trimodal contrast projections apply to both the Feldkamp and the standard parallel-beam filtered backprojection.

2.4.2 Reconstruction of trimodal tomographic slices

Transmission projections: As introduced in section 2.3.3, the transmission projection is extracted from the phase-stepping curve by \( T(p_x, p_y) = \frac{a_0^2(p_x, p_y)}{a_0(p_x, p_y)} \). In a rotated coordinate system \((x', y')\), with rotation angle \(\theta\), the transmission projection can be written as:

\[
T_{\theta}(x') = \exp \left[ - \int_0^d \mu(x', y') dy' \right],
\]

(2.49)

with \(d\) denoting the thickness of the sample in X-ray propagation direction \(y'\). This geometry is sketched in Fig. 2.13. Eq. 2.49 means, in words, that the line integral—along the X-ray propagation direction \(y'\)—of the linear attenuation coefficient is contained in the transmission projection. In order to apply the backprojection formalism of Eq. 2.48, and to access \(\mu(x', y')\), the Fourier transform of the negative logarithm needs to be taken first:

\[
\tilde{\tau}_\theta(\omega) = \mathcal{FT} \left\{ -\ln \left[ T_{\theta}(x') \right] \right\}.
\]

(2.50)

The spatial distribution of the linear attenuation coefficient can then be reconstructed by:

\[
\mu(x, y) = \int_0^\pi \mathcal{FT}^{-1} \left\{ F(\omega) \tilde{\tau}_\theta(\omega) \right\} d\theta,
\]

(2.51)

with the filter function \(F(\omega) = |\omega|\).

Differential phase projections: The refraction angle is determined from the phase-stepping curve by:

\[
\alpha(p_x, p_y) = \frac{p_2}{2\pi d} \phi(p_x, p_y),
\]

(2.52)
as introduced in Eq. 2.32. Using Eq. 2.9 and rearranging it for a rotated coordinate system, with tilt angle $\theta$ and coordinates $(x', y')$, we obtain:

$$\alpha_\theta(x') = \frac{\lambda}{2\pi} \frac{\partial \Phi_\theta(x')}{\partial x'} = \int_0^d \frac{\partial \delta(x', y')}{\partial x'} \, dy'. \quad (2.53)$$

Please note that $\Phi_\theta(x')$ denotes the total relative phase shift of the X-ray wave front acquired during the propagation in direction $y'$ through the sample of thickness $d$:

$$\Phi_\theta(x') = \frac{2\pi}{\lambda} \int_0^d \delta(x', y') \, dy'. \quad (2.54)$$

$\phi(x, y)$ on the other hand denotes the phase of the phase-stepping curve as introduced in Eq. 2.32.

For the tomographic reconstruction, the Fourier transform of the refraction angles needs to be taken: $\tilde{\alpha}_\theta(\omega) = \mathcal{F} \{ \alpha_\theta(x') \}$. Applying the backprojection formalism results in:

$$\delta(x, y) = \int_0^\pi \mathcal{F}^{-1} \{ H(\omega) \tilde{\alpha}_\theta(\omega) \} \, d\theta. \quad (2.55)$$

The filter function for the case of differential phase projections is the so-called imaginary Hilbert filter with $H(\omega) = i \cdot \text{sgn}(\omega) / 2\pi$ (Pfeiffer et al., 2007b), with $\text{sgn}$ being the sign function. The imaginary Hilbert filter essentially performs an integration in Fourier space to account for the differential nature of the phase projections.
Angular sensitivity in fan-beam geometry: In a fan-beam geometry setup, the angular sensitivity depends on the relative position of sample and phase grating due to a geometrical effect. This sensitivity dependence has to be accounted for by re-normalizing the reconstructed $\delta$ values with a factor of $r_1/l$, with $r_1$ being the source-to-sample and $l$ the source-to-G1 distance. For further details, the reader is referred to the study by Engelhardt et al. (2007) and by Donath et al. (2009).

Dark-field projections: The scatter-induced dark-field image is determined on the basis of the ratio of the visibility of the phase-stepping curve with and without the sample: $DF(p_x, p_y) = \frac{V_s(p_x, p_y)}{V_r(p_x, p_y)}$. As before, if we consider a tilted coordinate system with tilt angle $\theta$ and coordinates $(x', y')$, the dark-field projection image can be denoted as $V_\theta(x')$.

Following the derivation by Bech et al. (2010), this visibility-based contrast can be described by (ultra) small-angle scattering, which results in a beam spread that is not resolved by the interferometer. This spread can be associated with a material specific linear diffusion coefficient $\epsilon$ in analogy to the linear attenuation coefficient $\mu$. The measured projection is then given by (Bech et al., 2010):

$$V_\theta(x') = \exp \left[ -\frac{2\pi^2 d^2}{p_z^2} \int_0^d \epsilon(x', y') \, dy' \right], \quad (2.56)$$

with $p_z$ denoting the period of the analyzer grating and $d$ being the integrating distance of the phase- and analyzer grating.

For the tomographic reconstruction of $\epsilon(x, y)$, the same filter function $F(\omega) = |\omega|$ and Fourier transform of the negative logarithm $V_\theta(\omega) = \mathcal{F} \{ \ln V_\theta(x') \}$ is required:

$$\epsilon(x, y) = \frac{p_z^2}{2\pi^2 d^2} \int_0^\pi \mathcal{F}^{-1} \left\{ F(\omega) V_\theta(\omega) \right\} \, d\theta. \quad (2.57)$$

2.5 Effective energy of polychromatic X-ray spectrum

As we have seen in the previous section, CT reconstructions are quantitative in the sense that the sample’s linear attenuation coefficient $\mu$, decrement of the refractive index $\delta$, and linear diffusion coefficient $\epsilon$ can be determined. This circumstance can be exploited to determine the effective energy in a grating-based interferometer, which is operated with a polychromatic X-ray
source. In general, there are several effects, which determine the effective energy of one particular experimental setup, these are:

- Emitted spectrum of the X-ray source.
- This spectrum is filtered (hardened) by the sample, by support structures (wafers) on which the grating structures are grown, and by the grating bars themselves.
- The efficiency of the gratings depend on energy, which additionally weights the filtered X-ray spectrum.

A determination of the effective energy is hence not straightforward, and—because of the energy-dependent grating efficiency—the effective energy can be different for different contrast modes. The knowledge of the effective energy is of significance as it considerably determines the imaging performance of the interferometer, i.e. the performance is optimal when the effective energy coincides with the design energy of the interferometer.

The principle idea for the determination of the effective energy is based on a comparison of the measured and calculated complex refractive index of a well-defined sample. The theoretical data can be calculated for the case that the sample is well-defined, and its exact elemental composition is known. The corresponding quantitative values for $\mu$ and $\delta$ can be calculated on the basis of tabulated data and the following equations for substances, that are made up of several elements.

**Linear attenuation coefficient:** For compounds or mixtures, the total attenuation coefficient of a substance $s$ with density $\rho_s$ is given by:

$$\mu_s = (\mu/\rho)_s \cdot \rho_s.$$  \hspace{1cm} (2.58)

The mass attenuation coefficient of a substance consisting of several chemical elements $i$ is given by

$$\left(\frac{\mu}{\rho}\right)_s = \sum_i \left(\frac{\mu}{\rho}\right)_i \cdot w_i,$$  \hspace{1cm} (2.59)

where $w_i$ is the weight fraction of the $i$-th element. The elemental mass attenuation coefficients in Eq. 2.59 can be obtained from tabulated data, for example from the online program XCOM operated by the National Institute of Standards and Technology (NIST, Gaithersburg, USA).\(^1\)

\(^{1}\)http://physics.nist.gov/PhysRefData/Xcom/Text/intro.html
Refractive index decrement: For substances of density $\rho_s$ consisting of several elemental constituents $i$, the total refractive index decrement can be determined according to (James, 1962; Herzen et al., 2009):

$$\delta_s = \frac{r_e \lambda^2}{2\pi} \cdot \rho_s \sum_i \frac{w_i N_A}{A_i} \cdot Z_i,$$  \hspace{1cm} (2.60)

with the elemental weight fraction $w_i$, classical electron radius $r_e$, Avogadro’s Number $N_A$, atomic mass $A_i$ and total number of electrons $Z_i$. Please note that here the assumption was made, that the X-ray energies are considerably far from absorption edges as the real part of the atomic scattering factor is approximated by the total number of electrons in the atom.

To determine the effective energy, the following procedure is performed—measured (calculated) quantities are indicated by subscript m (c).

- A phantom with well defined and known elemental composition, for example water, is CT scanned and reconstructed quantitatively.
- To increase accuracy, $\mu_m$ and $\delta_m$ are determined from the mean value in a region-of-interest.
- Theoretical values for $\mu_c$ and $\delta_c$ are calculated on the basis of Eq. 2.59, Eq. 2.60, and the substance’s density.
- The energy, for which $\mu_m$ and $\mu_c$ agree, is identified. This is the effective energy $E_\mu$.
- The energy, for which $\delta_m$ and $\delta_c$ agree, is identified. This is the effective energy $E_\delta$.

This energy calibration routine is used to determine the effective energy for the developed stationary-gantry prototype and for the rotating-gantry CT scanner in sections 4.4.1 and 4.5.3.

### 2.6 Production of gratings

The exact technical requirements on the x-ray optical gratings depend on the characteristics of the corresponding imaging setup. Typically, grating bars with a spacing of few micrometer and height of many tens of micrometer are required. The fact that the area of the gratings limit the available field-of-view (FOV), translates into requirements on the grating area. Any
2.6. Production of gratings

deviation from the ideally required box-shape of the grating bars and any irregularity of bar alignment over the entire grating area, causes distortions in the final X-ray image and grating production accuracy needs to meet very high standards for these reasons.

Nowadays, there are different technological processes for the production of the grating structures. Most of these include one or several of the following steps: photolithography, anisotropic wet etching, and electroplating. The majority of gratings that were utilized in the imaging setups within this thesis, were produced with the so-called LIGA process (Reznikova et al., 2008; Kenntner et al., 2010, 2012; Mohr et al., 2012). This process involves X-ray lithography and electroplating and is described briefly. A sketch of the production steps is shown in Fig. 2.14: (a) First, a silicon wafer is sputtered with an electro-conductive layer of titanium (or gold) and then spin-coated with a negative photoresist. (b) This photoresist is exposed with synchrotron X-rays in combination with an absorbing mask. This mask was generated using electron beam writing. (c) The unexposed photoresist is removed in the development process. (d) Finally, the grating bars are grown from the titanium layer using electroplating of gold (nickel) for an absorption (phase) grating. As an example, an analyzer grating, which was produced employing the LIGA process, is shown in Fig. 2.15: (a) scanning electron microscope image, (b) photograph of the grating structure. This particular grating is
used in the stationary-gantry prototype, which was developed within this thesis. Technologically, grating production is extraordinary challenging for several reasons. First and foremost, the very high aspect ratio of absorption gratings—of up to 80 in some cases—is extremely demanding. Moreover, it is challenging to fabricate membrane masks, which are required in the lithographic step, with a large area without distortions. Furthermore, the avoidance of mechanical stress, which is very important to avoid bending and other large-scale distortions of the grating bars, requires highly optimized processes. Also the electroplating step needs to be highly fine-tuned to guarantee a certain uniformity of bar height.

The gratings, which were used in this work were predominantly produced by the Institute of Microstructure Technology of the Karlsruhe Institute of Technology (Karlsruhe, Germany) and by the company microworks (Karlsruhe, Germany). For both, grating area is—with the current processes—limited to approximately 10 cm in diameter.
Chapter 3

Imaging of mouse models of cancer

In this chapter, the potential of grating-based phase-contrast CT imaging for the investigation of mouse models of cancer is assessed. Two different phase-contrast imaging setups, one operated with synchrotron radiation and one operated with a conventional tube source, are used in this context. For comparison with the X-ray data, for some of the mice, magnetic resonance imaging, a cryotome-based optical imaging technique and conventional histology were performed additionally. In total, three different models were investigated and the chapter is structured accordingly. The main results of this chapter have been published in Tapfer et al., X-ray Phase-Contrast CT of a Pancreatic Ductal Adenocarcinoma Mouse Model, PLoS One (2013). The research on small-animal disease models was supported by the DFG Cluster of Excellence ‘Munich-Centre for Advanced Photonics’ (MAP).

3.1 Motivation

As we have seen in the previous chapter, grating interferometry can be used with both synchrotron radiation sources and conventional tube sources. In the last years, numerous studies in both setup configurations have shown excellent imaging results with respect to soft-tissue contrast\(^1\). Fundamentally, this observed increased soft-tissue contrast is the driving force for exploring the potential of the technique for the study of mouse models of cancer.

\(^1\)(Momose et al., 2006; Pfeiffer et al., 2007a; Weitkamp et al., 2008; Bech et al., 2009; Donath et al., 2010; Schulz et al., 2010; Castelli et al., 2011; Stampanoni et al., 2011; Stutman et al., 2011; Sztrókay et al., 2012; Hoshino et al., 2012; Schleede et al., 2012; Tapfer et al., 2013)
At the present state of technology, the study of small specimen features a few advantages over the study of larger-sized samples. With respect to biomedical whole-body imaging, this renders small-animal preclinical research interesting. The main limitation for specimen size in this context relates to the production of adequate gratings. Presently, the area of the gratings is, without considerable effort for stitching, limited to approximately 10 cm in diameter when using X-ray lithographic processes (see 2.6) for grating production. As this area naturally limits the FOV, imaging of small animals is convenient: the torso of a mouse for example is approximately 3 cm in diameter and 6 cm in length. A second aspect relates to the volume of the specimen. In order to ensure sufficient transmission of X-rays through the body of a small animal, typical X-ray energies are in the range of 20–30 keV, as opposed to typical mean energies of 70–90 keV in human CT scanners. In terms of grating properties, this lower X-ray energy translates to lower requirements on the height of the absorbing grating bars. In practice, this means that gratings for small animal imaging are presently available, unlike gratings for whole-body human imaging. Besides these technological advantages, there is a further aspect that relates to the imaging method itself. It has been reported in the literature that small detector pixel sizes are beneficial for the signal-to-noise ratio (SNR) in phase images (Engel et al., 2011; Köhler et al., 2011; Chen et al., 2011). Essentially, this circumstance is due to the fact that the measured phase projections are of differential nature. Typical detector pixel sizes in small animal imaging are on the order of few tens of micrometer, as opposed to several hundreds of micrometer in typical human CT scanners.

For small-animal research as such, histopathology is—in most cases—still the gold standard technique for examining the tissue of interest. This technique is intrinsically 2D, and can only be extended to 3D by virtually stacking subsequent slices (Weninger et al., 1998). In general, histopathology is a very labour-intensive technique (depending on the needed through-plane resolution) and is not well suited for screening of large volumes as required for example in anatomical phenotyping or therapeutic response monitoring. To this end, for 3D imaging of whole small animals, most commonly micro-computed tomography (micro-CT) and magnetic resonance imaging are used (Tyszka et al., 2005; Cnudde et al., 2008). A technical description of MRI would extend the scope of this thesis and at this point only the key characteristics with respect to imaging are briefly mentioned. MRI is a 3D imaging technique, which makes use of the property of nuclear magnetic resonance to image the spatial distribution of atomic nuclei inside the object. As biomedical imaging technique, it exhibits excellent intrinsic soft-tissue contrast due to differing T1 recovery and T2 decay times. However, the technique is
fundamentally limited in spatial resolution due to molecular diffusion, T2 relaxation, and magnetic field inhomogeneities. For further details, the reader is referred to textbooks, for example ‘Principles of Nuclear Magnetic Resonance Microscopy’ by Callaghan (1993).

Micro-CT on the one hand features high spatial resolution (on the order of several micrometers), but has difficulty in distinguishing different types of soft tissues (Holdsworth and Thornton, 2002). This limitation can partly be overcome by the injection of a contrast agent, resulting in soft-tissue contrast based on differences in agent uptake and washout dynamics. As mentioned, MRI on the other hand shows high intrinsic soft-tissue contrast, but is fundamentally limited in spatial resolution (Tyszka et al., 2005). In the field of small-animal research, phase-contrast imaging hence combines the advantages of 3D volume information at high spatial resolution with high soft-tissue contrast.

In summary, small-animal phase-contrast imaging—as a model for human imaging—exploits technological advantages, and—in the field of small-animal research—has the potential to complement available imaging technology.

3.2 Outline

In light of these considerations, the present chapter is devoted to the assessment of the potential of grating-based phase-contrast CT for studying mouse tumor models. For this purpose, different mouse models were studied ex-vivo, using different imaging setups. Phase-contrast imaging was conducted at two distinctly different imaging setups: one using synchrotron radiation and the other using a conventional tube source. In general, two different types of potential applications of phase-contrast CT were investigated using these settings: firstly, high-performance imaging for benchmarking and secondly, dose-reduced imaging to assess the potential for in-vivo imaging. More precisely, in-vivo imaging was not performed, but imaging was performed under dose conditions, which are compatible with in-vivo imaging. In this sense, the obtained data can be analyzed in view of future in-vivo applications. For comparison with the X-ray images, the following imaging modalities were also used for some of the mice: magnetic resonance imaging, cryotome-based pseudo-3D optical imaging, and conventional histology.

The structure of this chapter follows a division by mouse model and specifically, the following mice specimen and imaging settings were studied:

- Healthy mouse (section 3.4): synchrotron-based X-ray imaging and pseudo-3D optical imaging. The data of this mouse was analyzed gen-
erally with respect to the visibility of anatomy in the abdomen and quantitatively (using signal-to-noise ratios) for selected organs.

- Mouse model of pancreatic cancer (section 3.5): synchrotron-based and tube-based X-ray imaging. For comparison: MRI and histology. This data was analyzed with respect to the visibility of lesions and solid tumor mass.

- Colon carcinoma-bearing mouse (section 3.6): synchrotron-based X-ray imaging. Images of two specific organs were analyzed in depth: the liver and the cerebellum.

Before the imaging data of the different mice are presented, first, the two phase-contrast imaging setups are introduced (section 3.3). At the end, the main results are summarized (section 3.7).

### 3.3 Description of X-ray phase-contrast imaging setups

In section 2.2, X-ray tubes and synchrotron radiation were introduced as sources of X-rays. Due to the differences in X-ray properties, there are, in general, two different types of grating-based phase-contrast imaging setups: the one operated with synchrotron radiation and the one operated with a tube source.

Because of the drastically higher flux of a synchrotron source, the X-rays can be monochromatized and still provide significantly higher flux than conventional (polychromatically operated) tube sources. Monochromaticity increases image quality due to two effects: the performance of the interferometer reaches its maximum, given that X-ray energy and interferometer design energy match, and image contrast is not ‘washed out’ due to the energy dependence of the linear attenuation coefficient \( \mu \) and decrement of the refractive index \( \delta \). Moreover, due to the larger flux, statistical image noise is reduced. Image quality is hence superior at a synchrotron-radiation-based setup and it is ideally suited for benchmarking imaging.

The huge and crucial advantages of tube sources simply are their availability and straightforwardness of use. For synchrotron-based experiments a tremendous technological and organizational effort has to be undergone and routine imaging at a local site is, as a matter of fact, only possible when using tube sources. This is in particular relevant when regarding the intended translation of the technique towards clinical applications.
Table 3.1: Interferometer characteristics. The X-ray energy, grating periods (source grating $p_0$, phase grating $p_1$, analyzer grating $p_2$), effective pixel size, inter-grating distance $d$ (between G1 and G2) and corresponding fractional Talbot order (TO) are listed. The quoted X-ray energy of 23 keV for the tube source specifies the center of the polychromatic spectrum.

<table>
<thead>
<tr>
<th></th>
<th>Energy</th>
<th>$p_0$ [µm]</th>
<th>$p_1$ [µm]</th>
<th>$p_2$ [µm]</th>
<th>Pixel size [µm]</th>
<th>d [mm]</th>
<th>TO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synch.</td>
<td>35 keV</td>
<td>–</td>
<td>4.79</td>
<td>2.40</td>
<td>30</td>
<td>408</td>
<td>5</td>
</tr>
<tr>
<td>Tube</td>
<td>23 keV</td>
<td>10.0</td>
<td>3.51</td>
<td>5.40</td>
<td>120</td>
<td>527</td>
<td>3</td>
</tr>
</tbody>
</table>

3.3.1 Synchrotron radiation source

The synchrotron-radiation-based setup that was used in this thesis is installed at beamline ID 19 of the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. Fig. 3.1 shows a sketch (a) and photograph (b) of the imaging setup. The distance between the wiggler/undulator source and the imaging station is approximately 150 m, which results in a large beam size with a high degree of transverse coherence, meaning that no source grating has to be used and the interferometer is of Talbot type. The available X-rays energies, which can be monochromatized by a Si (111) double-crystal monochromator, range from 7 to 100 keV. The maximum available beam size is $40 \times 15$ mm$^2$ (width $\times$ height), with the 15 mm corresponding to the direction along the tomography axis. This size hence also limits the ‘length’ of mouse that can be imaged at once. The 40 mm across are sufficient to cover a mouse in width. In order to cover the full abdomen of a mouse, consecutive CT scans were merged. For all performed imaging experiments, an energy of 35 keV and a $\pi$-shifting phase grating were used. Further details about the interferometer, such as periods of the gratings, inter-grating distance and Talbot order are listed in Tab. 3.1 (top row). Due to the large distance between the source and the imaging station, parallel-beam reconstruction can be used. For acquiring the phase-stepping curve, the phase grating was stepped using a commercial piezo translation stage (HERA model series, Physik Instrumente PI, Karlsruhe, Germany). The imaging detector at the beamline is a scintillator/lens-coupled CCD detector (FReLoN), which can be operated with different optics, resulting in different effective pixel sizes. In the performed experiments, a pixel size of $30 \times 30$ µm$^2$ was used. Further details about the beamline and technical developments of the interferometer can be found in the PhD thesis of Zanette (2011) and in Weitkamp et al. (2010).
3.3. Description of X-ray phase-contrast imaging setups

Figure 3.1: Imaging setup at beamline ID 19 of the ESRF. X-rays are produced by a wiggler/undulator source approximately 150 m downstream of the imaging station and are monochromatized by a Si (111) double crystal. (a) Sketch of the beamline with two-grating Talbot interferometer. (b) Photograph of the interferometer with labelled components. This picture was adapted from the PhD thesis of Zanette (2011).
3.3.2 Tube source
The tube-based bench-top imaging setup, which was used in this thesis, is installed at the Physics Department of the Technische Universität München (Munich, Germany). Fig. 3.2 shows a sketch (top) and photograph (bottom) of the imaging setup. The setup length is approximately 2 m and the components are installed on an optical bench. X-rays are generated by a rotating anode tube (Enraf Nonius FR 591, molybdenum target) with an effective focal spot size of $0.3 \times 0.3 \text{ mm}^2$. Transverse coherence is hence not sufficient and a source grating has to be used, meaning that the interferometer is of Talbot-Lau type. The distances between the emission point of the source, source grating (G0), phase grating (G1), and analyzer grating (G2) are the following: $d(\text{source-G0}) = 420 \text{ mm}$, $d(G0-G1) = 976 \text{ mm}$, $d(G1,G2) = 527 \text{ mm}$. The silicon wafer of each grating has a thickness of 500 $\mu$m, which acts as a filter on the otherwise unfiltered X-ray energy spectrum of the molybdenum target. For the performed experiments, the tube acceleration voltage was set to 35 kVp, which results in an X-ray spectrum that is centered around the interferometer design energy of 23 keV. The phase grating induces a $\pi/2$ shift. As for the synchrotron-based setup, further interferometer characteristics are listed in the bottom row of Tab. 3.1. Due to the small X-ray beam divergence, the half-opening angle is approximately 1 degree, parallel-beam reconstruction can be used. The imaging detector is a Pilatus II (Dectris, Baden, Switzerland), silicon-based photon-counting detector. It features a physical pixel size of $172 \times 172 \mu\text{m}^2$, which, accounting for geometrical magnification, results in an effective pixel size of $120 \times 120 \mu\text{m}^2$.

3.4 Imaging of a healthy mouse
3.4.1 Introduction
As a start and to give a general overview of the potential of phase-contrast CT for small-animal imaging, one healthy mouse specimen was studied. In this context, the abdomen is of most interest as it contains various soft-tissue organs. Imaging thereof was performed using high-performance synchrotron-radiation-based phase-contrast CT and, for comparison, using a pseudo-3D slicing-based optical technique. In order to avoid deformations and to minimize distortions in the longitudinal direction, the latter technique was performed at a cryotome, i.e. an optical camera took images of each cutting surface of the frozen specimen during the sectioning process. Subsequently, these images were aligned and stacked to a pseudo-3D volume. A similar approach was performed in the studies by Wilson et al. (2008) and Steyer
Figure 3.2: Tube-based imaging setup at the Physics Department of the Technische Universität München. (Top) Sketch of the imaging setup and the three-grating Talbot-Lau interferometer. (Bottom) Photograph of the setup, with the following labelled components: (a) source grating, (b) phase grating, (c) analyzer grating, (d) sample, (e) imaging detector. The photograph was kindly provided by A. Hipp (Technische Universität München).
et al. (2009). In the following, this technique is referred to as cryo-imaging.

The phase-contrast CT and cryo-based images are compared visually with respect to the visibility of fine anatomical details. For the attenuation and phase images, additionally, a quantitative assessment (using signal-to-noise ratios) of specific organs was performed. At the end of the section, relevant properties and differences of both techniques are reviewed. Moreover, based on the experimental findings, phase-contrast CT is placed into context with other dedicated small-animal imaging methods.

### 3.4.2 Description of cryo-imaging setup

The imaging setup consists of a commercially available rotary cryotome (CM 1950, Leica Microsystems GmbH, Wetzlar, Germany), equipped with a near-infrared sensitive camera (Luca R, Andor Technology plc., Belfast, UK). Since the camera itself is monochromatic, in order to reconstruct the color image, a controllable filter-wheel, with an RGB filter-set in front of it, is used. Additional polarizers are used to minimize specular reflections from the ice crystals. Specially developed software controls the sectioning procedure of the cryotome and the image acquisition of the optical system. Essentially, the technique is based on color images taken directly from the cutting surface of the frozen specimen (episcopic images) during the sectioning process. Fig. 3.3 displays the cryo-imaging setup schematically. The generation of a pseudo-3D volume is based on the relative alignment of all images with the help of fiducial markers and subsequent virtual stacking. The sample preparations (embedding and freezing) and data acquisition time (slicing and image capture) for the mouse specimen was approximately 15 hrs in order to achieve whole body, high through-plane resolution. The pixel size in-plane was $25 \times 25 \mu m^2$, and the slice thickness was approximately $100 \mu m$. By pausing the slicing procedure, the cryotome can also be used for collecting samples for conventional histopathology. The system is moreover specially designed for multi-spectral imaging the bio-distribution of fluorescent probes. This feature was, however, not used in the present study as the injection of fluorescent markers requires a living animal. A detailed description of this cryo-imaging system can be found in Sarantopoulos et al. (2011).

### 3.4.3 Imaging parameters and data analysis

The X-ray phase-contrast CT scan was performed at the synchrotron setup, which was introduced earlier. For the tomography, 901 projections were acquired over 360 degrees. In the phase-stepping procedure, four images were
Figure 3.3: Schematic representation of the cryo-imaging setup. A camera takes images of each cutting surface of the frozen specimen during the sectioning process. Subsequently, images are aligned and stacked to a pseudo-3D volume.

acquired with an exposure time of 1 s each. As the FOV is limited in the direction along the tomography axis to 2 cm, 2 consecutive CT scans were merged, resulting in a total acquisition time of approximately 4 hrs. The effective detector pixel size of $30 \times 30 \mu m^2$ resulted in an isometric CT volume voxel size of $30 \times 30 \times 30 \mu m^3$. After the CT scan, the mouse was frozen and imaged at the cryo-imaging setup.

The datasets of both techniques were aligned by applying rigid transformations by hand. Due to the nearly identical specimen positioning during X-ray acquisition and subsequent cryo-freezing of the entire mouse, misalignment of both data is minimal and sophisticated software registration as used for example by Müller et al. (2012) was not necessary. The comparison of visibility of different tissues for both methods is done by visual inspection. For the X-ray data, attenuation and phase images were additionally compared quantitatively. For the quantitative comparison of both images, regions of interest (ROI) within several organs were selected and the signal-to-noise ratio was determined. The required noise estimate in this analysis was determined from the standard deviation of a specific ROI that covers a region of homogeneous tissue. In this way, the effect of tissue heterogeneity is avoided and the standard deviation $\sigma$ only reflects image noise. Based on the mean
value of the ROI of organ $i$, $M_i$, and the standard deviation $\sigma$, the SNR was calculated according to

$$\text{SNR}_i = \frac{M_i}{\sigma}. \tag{3.1}$$

The uncertainty of the SNR ($\sigma_{\text{SNR}}$) was determined by applying standard error propagation to the equation of the SNR (Eq. 3.1). The required uncertainties are the standard error (SE) of each mean value ($SE_{\text{mean}} = \frac{\sigma}{\sqrt{N}}$) and the standard error of the noise estimate ($SE_\sigma = \frac{\sigma}{\sqrt{2N}}$) (Press et al., 2007). $N$ denotes the number of voxels in the corresponding ROI.

### 3.4.4 Imaging results

In Fig. 3.4, three transverse views of the abdomen are shown: (a) cryo-images, (b) phase images, (c) attenuation images. The transverse slice in the top row is located inferior to the lung, the middle row’s slice covers both kidneys, and the bottom row is superior to the hip. Prominent organs that can clearly be identified are the stomach (s), several lobes of the liver (l), the kidney (k), and intestines (i). All of these are highlighted in the cryo-images. When comparing the cryo- and X-ray images, the good correlation becomes apparent. Only few slight deformations in shape are present. Moreover, please note that the apparent slice thickness of the cryo-images is larger as the light penetrates noticeably the surface. When regarding the cryo-images, all organs can be easily identified as expected. Here, the difference in color significantly improves discernibility of organs. Also in the phase image, all organs can be clearly identified. For the attenuation image, the recognizability of organs is markedly compromised. In particular, soft-tissue contrast is strongly reduced and only bone tissue generates a strong contrast. In order to objectify this visual impression, a signal-to-noise ratio analysis for the indicated ROIs (Fig. 3.4, red circles in column (b) and (c)) covering different organs was performed. Image noise was determined from the standard deviation in the ROIs labeled with an asterisk (blue circles). Tab. 3.2 lists the corresponding SNR values. These confirm the described visual impression, with approximately 7 times larger SNRs in the phase images.

Fig. 3.5 displays coronal slices of the cryo-volume (a), the phase- (b) and attenuation data (c). As before, good correlation between the cryo-image and the X-ray images is given. However, it becomes apparent that the cryo-based technique naturally performs worse in the longitudinal direction: horizontally oriented distortions are visible, which are caused by the virtual stacking. The X-ray data on the other hand is truly 3D and any slice orientation is accessible.
Figure 3.4: Transverse slices of all imaging modalities at three different positions: (a) cryo-images, (b) phase-contrast CT images, (c) attenuation CT images. Prominent organs are labeled: stomach (s), liver (l), kidney (k), intestine (i). The ROIs of the corresponding organs and the noise ROI (asterisk) for the SNR analysis are indicated. All images are displayed on a linear color scale and are windowed for best visual appearance. The scale bar indicates 5 mm.
SNR | Attenuation | Phase |
--- | --- | --- |
Liver (l) | 15.2 ± 0.3 | 107 ± 2 |
Stomach (s) | 15.2 ± 0.3 | 108 ± 2 |
Kidney (k) | 15.1 ± 0.3 | 107 ± 2 |
Intestine (i) | 16.0 ± 0.3 | 117 ± 2 |

Table 3.2: Signal-to-noise ratios in attenuation and phase images for selected tissues are listed. The noise level was determined from the ROI labeled with an asterisk.

### 3.4.5 Discussion

Present preclinical research on small animals aims at fundamentally understanding various pathologies. Moreover, anatomical phenotyping is of great interest, especially due to the ever increasing access to genetically engineered animals. For these and potentially also other applications that require high spatial resolution 3D data with pronounced soft-tissue visibility, phase-contrast CT and cryo-imaging have shown great potential. In the following the advantages and limitations of both techniques are considered briefly.

Cryo-imaging, which is compatible with acquiring conventional histological sections, can be combined with staining for gene and protein expression. The experimental setup does moreover have the capability to image the biodistribution of fluorescent probes, which allows for functional imaging. The technique is for these reasons very well suited as validation technique for novel non-destructive imaging modalities and has, for example, been used in combination with multispectral optoacoustic tomography and fluorescence.

![Figure 3.5: Coronal views of all imaging modalities: (a) cryo-image, (b) phase image, (c) attenuation image. The stomach (s), liver (l) and intestines (i) are labeled. All images are displayed on a linear color scale and are windowed for best visual appearance. The scale bar indicates 5 mm.](image)
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<table>
<thead>
<tr>
<th></th>
<th>Cryo-imaging</th>
<th>Phase-contrast CT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel size [µm]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>in-plane</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td>through-plane</td>
<td>75 - 125</td>
<td>30</td>
</tr>
<tr>
<td>Acquisition time [hrs]</td>
<td>≈ 15</td>
<td>≈ 4</td>
</tr>
<tr>
<td>Volume format</td>
<td>pseudo 3D</td>
<td>truly 3D</td>
</tr>
<tr>
<td>Sample handling</td>
<td>cryo-sectioning</td>
<td>fixation</td>
</tr>
<tr>
<td>Other features</td>
<td>histological staining</td>
<td>2 image contrasts</td>
</tr>
<tr>
<td></td>
<td>fluores. bio-markers</td>
<td>quantitative (µ and δ)</td>
</tr>
</tbody>
</table>

Table 3.3: Overview of properties of both reviewed modalities, cryo-imaging and phase-contrast CT.

molecular tomography (Ale et al., 2012; Herzog et al., 2012; Taruttis et al., 2013). The use of combinations of narrow-band filters can also further increase the contrast of intrinsic tissue chromophores, as hemoglobin. The range of applications is of course limited due to the destructive nature and the expense in labour involving sample preparation, the physical slicing, photographing and post-alignment. In case a 3D volume is generated, additional software post-processing is necessary and slight distortions in the longitudinal direction can hardly be avoided with the used setup. Using a different cryotome, the process can be fully automated, decreasing the workload and the user-depended acquisition artifacts, like misalignments. The addition of xy-stages to scan the sample with a microscopic lens can further increase the resolution, by binning multiple images for each plane.

Tomographic imaging in general allows for a higher and more user-friendly throughput, is non-destructive and results in truly 3D data volumes, with isotropic spatial resolution in all three orthogonal directions. Also samples that are difficult to slice can be handled and the intrinsic digital nature of tomographic data allows for straightforward software post-processing like for example volume quantification or segmentation. Technically, a higher spatial resolution is easily achievable for both techniques by using different camera optics or a different X-ray detector respectively.

In the context of preclinical imaging, Tab. 3.3 summarizes the discussed properties and technical parameters of phase-contrast CT and cryo-imaging.

Other non-invasive imaging techniques with dedicated instruments for small animals besides magnetic resonance imaging include single-photon emission computed tomography (SPECT), positron emission tomography (PET), and several optical imaging techniques. Spatial resolution is strongly superior in
the emission techniques (SPECT and PET), and also MRI is fundamentally limited in spatial resolution (Callaghan, 1993). For optical techniques, the main limitation is penetration depth (Ntziachristos, 2010). Here, grating-based phase-contrast CT offers the complementarity of two contrasts, combining high soft-tissue contrast with a good representation of the skeleton at high spatial resolution.

3.5 Imaging of a mouse model of pancreatic cancer

3.5.1 Introduction

After the previous general consideration of phase-contrast CT imaging of mice, the present section now assesses the potential of the technique for a specific pancreas mouse tumor model. The setting for this study is the following:

- On the one hand high-performance, high-dose, and high spatial resolution imaging for ‘virtual histology’ applications is investigated. This part is covered by a synchrotron radiation (SR) based benchmarking experiment at the ESRF. In order to clearly distinguish the different datasets, this dataset is referred to as Synchrotron (high-performance).

- On the other hand, the capability of phase-contrast CT for in-vivo imaging with improved soft-tissue contrast is assessed with dose-reduced measurements of the same mouse specimen using synchrotron radiation and using the described tube source. These settings represent idealized preclinical imaging systems with the limitation that the specimen, rather than the CT gantry, was rotated. These two datasets are referred to as Synchrotron (low-dose) and Tube source.

- For all X-ray CT scans, radiation dose is measured with a dosimeter.

- Moreover, magnetic resonance imaging is performed on a clinical 1.5 Tesla MRI scanner using a dedicated microscopy coil. The MRI measurement serves as a reference technique with well-established high intrinsic soft-tissue contrast.

- Finally, as the gold standard technique for tissue classification, histology is obtained for a limited section of the mouse specimen.
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<table>
<thead>
<tr>
<th></th>
<th># Projections</th>
<th># Phase steps</th>
<th>Exposure time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synchrotron</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>high-performance</td>
<td>901</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>low-dose</td>
<td>301</td>
<td>3</td>
<td>0.04</td>
</tr>
<tr>
<td>Tube source</td>
<td>301</td>
<td>10</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 3.4: X-ray CT data acquisition parameters for the different imaging settings.

The potential for both types of applications—high-performance CT for ‘virtual histology’ and dose-reduced phase-contrast CT for in-vivo imaging—is investigated on the basis of a qualitative and quantitative comparison of the visibility of tissue lesions in attenuation and phase images.

3.5.2 Tumor model and imaging parameters

**Tumor model and histology:** To model a pancreatic ductal adenocarcinoma (PDAC), the mouse was genetically engineered and, at an age of approximately 1.5 years, euthanized, perfusion-fixated and placed in a plastic container for imaging\(^2\). For histology, the abdomen was cut off, dehydrated in an automated tissue processor and embedded in paraffin. After embedding, the spine was removed and the whole abdomen was cut into 4\(\mu\)m thick serial sections. Afterwards, sections were stained with hematoxylin and eosin and digitized with a slide scanner (DotSlide, Olympus).

**X-ray imaging parameters and data analysis:** Tab. 3.4 lists the imaging parameters for the synchrotron- and tube-based acquisition. For the low-dose synchrotron data, the raw detector images were binned 4 \(\times\) 4, resulting in an effective isotropic voxel size of 120 \(\times\) 120 \(\times\) 120\(\mu\)m\(^3\).

\(^2\)Pancreas specific activation of oncogenic Kras was obtained by breeding \(Ptf1a^{+/Cre}\) knock-in mice with \(Kras^{+/LSL-G12D}\) animals (Hingorani et al., 2003). Before euthanizing, the \(Ptf1a^{+/Cre}\) \(Kras^{+/LSL-G12D}\) mouse was 19 months old and it was kept in isoflurane narcosis when a median laparotomy was performed, followed by a perfusion fixation protocol. In brief, the left ventricle was cannulated with a 22 G needle, followed by clipping of the right atrium. Then, 10 ml of phosphate buffered saline was manually infused to flush out all blood from the vasculature, followed by manual infusion of 20 ml 4% paraformaldehyde (PFA). Thereafter the animal was submerged for 72 hours in 200 ml 4% PFA, briefly washed in 70% ethanol and transferred into a 50 ml Falcon tube in 70% ethanol. Animal care and experimental protocols were conducted in accordance with German animal protection laws and approved by the Institutional Animal Care and Use Committee at the Technische Universität München.
Strongly phase shifting materials, such as bone, produce streaking artifacts. To reduce the magnitude of the streaks, a straightforward method was applied during reconstruction of the phase-contrast data, i.e. the differential phase data was weighted with the squared value of the interferometer visibility. This approach suppresses the bone signal as bone scatters strongly and hence causes a low weighting of the corresponding area in the differential phase data. This method however only reduces the magnitude and streaking artifacts are still present.

All attenuation- and phase-contrast CT slices were post-processed with a sharpening filter. Minor deformations in the overall shape of the mouse and changes in the position of few air bubbles are apparent between the different measurements and image registration was performed manually.

**Magnetic resonance imaging:** The MR scanner was a clinical 1.5 T device (Philips Achieva), which is installed at the Radiology Department of the university hospital of Technische Universität München (Klinikum rechts der Isar, Munich, Germany). Even though the scanner is designed for humans, it is routinely used for small-animal research. To account for the smaller size of the mouse, i.e. to increase the spatial resolution, a dedicated microscopy coil (diameter of 47 mm) was used. This coil enables an isotropic voxel size of $130 \times 130 \times 130 \mu m^3$ and a FOV of $55 \times 55 mm^2$. The MR sequence was a 3D turbo spin echo, with a total acquisition time of approximately 14 hrs and the images were T2-weighted.

### 3.5.3 Measurement of X-ray dose

For determining the X-ray dose in each measurement, a clinically approved dosimeter (Patient Skin Dosimeter, Unfors, Sweden) was used. This dosimeter is designed for monitoring the X-ray dose during fluoroscopic CT procedures and is calibrated for entrance skin dose at 90 kVp. According to the manufacturer, the dose in free air can be determined from the displayed entrance skin dose when taking a conversion factor of 1.4 into account. The difference in X-ray energy for the different experimental setups (35 keV - synchrotron; 23 keV - tube) was not considered, and the determined dose value is hence subject to some uncertainty. However, a precise dosimetry of the performed CT measurements was not the objective of this investigation and the dose value rather serves the purpose of evaluating the general compatibility with preclinical in-vivo imaging. In the technical specifications, the

$^3$TR = 1000 ms, TE = 95 ms, turbo factor 15, echo train length 333 ms, 6 NSA. A DRIVE pulse compensated for the short repetition time.
manufacturer quotes an energy dependence of ± 15 % (40 kVp–150 kVp) and an uncertainty of ± 6%. The error in the determined dose values, for good measure, is hence assumed to be within 25 %.

Since both the synchrotron and tube source imaging setup are not optimized for dose, two dose values were determined: the actually delivered dose and a feasible dose value. The latter value is calculated from the experimentally measured one and is based on two premises: i) 70 % detective quantum efficiency (DQE), ii) thinner silicon wafer support (100 µm vs. 500 µm) of the gratings. A DQE of 70 % is used as state-of-the-art CMOS imaging detectors reach such high DQE at comparable pixel sizes of 75 × 75 µm² (Dexela 2923) (Konstantinidis et al., 2012). A wafer thickness of 100 µm is technologically feasible and grating wafers would still provide sufficient mechanical support.

The procedure for determining the feasible dose value is:

- Measurement of actual dose.
- Determination of the detector DQE and subsequent scaling of the measured dose value according to the ratio of the actual DQE and the assumed DQE of 70 %.
- Additional scaling of the dose value according the ratio of the attenuation in 500 µm wafers and 100 µm wafers. The magnitude of attenuation in this case is calculated mono-energetically for the following energies: 35 keV (synchrotron), 23 keV (tube).

**Synchrotron setup:** For the synchrotron setup, the detector (FReLoN) sensitivity was determined from the DQE at zero spatial frequency, which is 30 %, according to Coan et al. (2006) (Tab. 3, first column, 33 keV). The scintillator screen thickness of the FReLoN detector in the present study was 30 µm, as opposed to a thickness of 100 µm in Coan et al. (2006). In order to account for the thinner scintillator screen—and related lower DQE—in this study, the reduced attenuation of X-rays in the thinner scintillator screen was considered and the DQE value of 30 % was scaled accordingly. This scaling results in a DQE of 11 % for our measurement.

To account for the reduced attenuation in the thinner wafers, both gratings of the two-grating Talbot interferometer were taken into account.

**Tube source setup:** For the tube source setup, the DQE was determined from the attenuation of 23 keV photons (interferometer design energy) in the sensitive silicon layer of 450 µm in the Pilatus II detector and amounts to 25%.
Table 3.5: Determination of X-ray air dose. The actually measured air dose and a feasible dose value for an optimized experimental setup are listed.

The effect of thinner silicon wafers was taken into account for all three gratings of the Talbot-Lau interferometer.

**Dose values:** Both the actual and feasible dose value for the different imaging setups are listed in Tab. 3.5. As expected, the feasible dose value of 40 Gy for the high-performance synchrotron measurement is substantial and by far not compatible with in-vivo imaging. This is different for the low-dose measurement with a feasible dose value of 0.4 Gy. Also for the tube source measurement, the feasible dose value is significantly lower and amounts to 1.1 Gy. For comparison, dose values of up to several hundred mGy for in-vivo micro-CT imaging of mice are reported in the literature (Figueroa et al., 2008). Regarding the CT measurements performed for our studies, there is room for further dose reduction even beyond the feasible dose scenario. For example Zanette et al. (2012) recently reported a data acquisition and processing method that optimizes dose efficiency by a factor of 4, while maintaining image quality. This means that—assuming a dose-optimized setup—the low-dose synchrotron and tube measurement would reach a range that is compatible with in-vivo imaging of small animals. In this sense, both dose-reduced measurements probe image quality for phase-contrast CT in-vivo imaging applications.

### 3.5.4 Imaging results

**Overview of imaging data and analysis:** Fig. 3.6 gives an overview over the imaging data (except for the synchrotron low-dose measurement) of the abdominal area of the mouse. It shows coronal X-ray and MR images and exemplary axial histology slices. The high-performance synchrotron measurement with attenuation (left) and phase contrast (right) is shown in panel (a). Panel (b) shows the corresponding tube source measurement, (c) MRI data, and (d) histology slices. In order to distinguish between the different X-ray imaging setups and image contrasts, the following notation will be used: ACI
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Figure 3.6: Coronal slices of the acquired multi-modal tomographic imaging data of the abdominal area in the mouse, and histology. (a) Synchrotron: Attenuation-contrast image (ACI<sub>S</sub>) (left), phase-contrast image (PCI<sub>S</sub>) (right). (b) Tube source: Attenuation-contrast image (ACI<sub>T</sub>) (left), phase-contrast image (PCI<sub>T</sub>) (right). (c) MRI with highlighted solid tumor (A) and cystic lesion (B). (d) Stack of histology slices. All images are displayed on a linear gray scale and are windowed for best visual appearance of the solid tumor and cystic lesion. This figure was previously published in Tapfer et al. (2013).
(attenuation contrast image), PCI (phase contrast image), index S for synchrotron radiation source and index T for tube source. Due to the differences in imaging parameters, there is a difference in effective pixel size between the high-performance synchrotron \((30 \times 30 \mu m^2)\), the tube-based \((120 \times 120 \mu m^2)\) and the MRI data \((130 \times 130 \mu m^2)\). Bone as a strongly phase-shifting tissue causes streaking artifacts in transverse phase slices, similar to metal artifacts in conventional CT. These streaking artifacts appear as horizontally oriented intensity fluctuations in the shown coronal phase images. The pancreatic tumor induction gave rise to the formation of solid tumor tissue and various lesions as previously described (Hingorani et al., 2003; Siveke et al., 2007). These included pancreatic intraepithelial neoplasia (PanIN) lesions progressing to invasive PDAC as well as dilated, cyst-like ducts probably due to regional obstruction. In the MRI image (panel c), this solid tumor tissue (A) and one large cystic lesion (B) are highlighted. The further analysis of the image data is based on transverse slices at the indicated positions (red dashed lines) and is divided into two parts. To examine the potential of X-ray phase-contrast CT for in-vivo applications, the visibility of the solid tumor tissue (A), under dose-reduced conditions, is considered. The potential for virtual histology applications on the other hand is based on the high-performance data of the indicated cystic lesion (B). For both cases, X-ray attenuation and phase images from one experimental setup are compared with one another. This comparison is done both visually and quantitatively using contrast-to-noise-ratios (CNR) of selected regions of interest. Please note that this comparison is only performed for attenuation and phase images from the same imaging setting and not across settings as the experimental parameters and especially the spatial resolution are different.

**Potential of phase-contrast CT for in-vivo imaging:** Due to the fact that phase-contrast CT increases soft-tissue contrast, potential applications for preclinical imaging include non-invasive tumor detection and characterization. In the present mouse specimen, the solid tumor tissue is regarded for this purpose. Fig. 3.7 shows transverse slices (position indicated by profile \(i\) in Fig. 3.6) for all three X-ray imaging settings \([(a)-(c)]\) with attenuation contrast on the left and phase contrast on the right side. As a reference, the MRI image is shown in (d). Panel (a) contains the high-performance and (b) the low-dose SR-based data. Panel (c) depicts the tube-based images. The high-performance SR-based data is shown for completeness, but naturally the dose-reduced imaging data (b and c) is of most interest for evaluating the potential for in-vivo imaging. Tumor detection by means of imaging is mainly based on a detailed knowledge of anatomy and the morphology of
Figure 3.7: Assessment of solid tumor visibility. (a) Synchrotron: ACI_S (left), PCI_S (right). (b) Synchrotron (low dose): ACI_S (left), PCI_S (right). (c) Tube source: ACI_T (left), PCI_T (right). (d) MRI, solid tumor part indicated by red dashed line. Regions of interest for the quantitative contrast-to-noise ratio analysis are indicated by colored circles: noise (blue), surrounding tissue (green), solid tumor tissue (yellow). All images are displayed on a linear gray scale and are windowed for best visual appearance of the solid tumor. This figure was previously published in Tapfer et al. (2013).
abnormal tissue. For the present mouse specimen, solid tumor tissue was identified at the indicated position in the MRI reference image (d). In the high-performance SR-based data (a), this tissue can be identified clearly in both images, however recognizability is superior in the phase image. Visibility of this tissue is also given in the phase image of the low-dose SR-based data (b), but is very poor in the corresponding attenuation image. The same applies to the tube measurement (c)—also here, identification of the solid tumor mass is clearly possible on the basis of the phase image, but is strongly compromised in the attenuation image. This means that, for the imaging settings that assess preclinical in-vivo imaging applications, tumor visibility is strongly superior in the phase images. This observation demonstrates the potential of phase-contrast CT for tumor detection.

In order to objectify and quantify this evaluation of tumor visibility, a CNR analysis of selected ROIs was performed. Three ROIs were selected for each image: 1) covering the solid tumor, 2) covering surrounding tissue, 3) probing image noise. A separate ROI for determining noise was used because the standard deviation in a ROI reflects two opposing effects: image noise and tissue heterogeneity. Image noise should of course be considered in the CNR, unlike tissue heterogeneity that, if present within the ROI, will also increase the standard deviation and hence falsely appear as additional noise. The third ROI is hence placed within a homogenous region, and the standard deviation only reflects image noise. The CNR, based on the mean values of region 1 and 2 ($M_1$ and $M_2$) and the standard deviation of region 3 ($\sigma_3$), is then calculated according to:

$$\text{CNR} = \frac{|M_1 - M_2|}{\sigma_3}. \quad (3.2)$$

The size of the ROIs was chosen to cover an area of 1 mm$^2$, which is as large as reasonably possible to only cover the specific tissue of interest. In Fig. 3.7, the chosen ROIs are displayed in each image as colored circles: solid tumor tissue (yellow), surrounding tissue (green), homogeneous region to probe noise (blue). Tab. 3.6 lists the individual CNRs as well as their respective ratio that reflects the relative contrast improvement of phase over attenuation contrast, i.e. the relative contrast gain. The uncertainty of the CNR ($\sigma_{\text{CNR}}$) was determined by applying standard error propagation to the equation of the CNR (Eq. 3.2). The required uncertainties are the standard error (SE) of each mean value ($SE_{\text{mean}} = \frac{\sigma_3}{\sqrt{N}}$) and the standard error of the noise estimate ($SE_{\sigma_3} = \frac{\sigma_3}{\sqrt{2N}}$) (Press et al., 2007). $N$ denotes the number of voxels in the corresponding ROI. Subsequently, error propagation was also applied to the relative contrast gain values, based on the determined uncertainties of each CNR ($\sigma_{\text{CNR}}$). The uncertainties for all CNRs and relative
Table 3.6: Contrast-to-noise ratio analysis for solid tumor visibility and tissue composition discernibility. Based on the indicated ROIs in Fig. 3.7 and Fig. 3.8, the CNRs for attenuation and phase contrast, as well as their ratio (relative contrast gain), are listed. For the cystic lesion, the relative contrast gain is not listed as the error in the attenuation image is of the same order as the CNR itself.

<table>
<thead>
<tr>
<th>Solid Tumor</th>
<th>ACI</th>
<th>PCI</th>
<th>Relative contrast gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synch. (high-performance)</td>
<td>0.37 ± 0.04</td>
<td>10.4 ± 0.2</td>
<td>28 ± 3</td>
</tr>
<tr>
<td>Synch. (low-dose)</td>
<td>0.6 ± 0.2</td>
<td>2.4 ± 0.3</td>
<td>4 ± 1</td>
</tr>
<tr>
<td>Tube source</td>
<td>0.8 ± 0.2</td>
<td>7.8 ± 0.6</td>
<td>10 ± 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cystic lesion</th>
<th>ACI</th>
<th>PCI</th>
<th>Relative contrast gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synch. (high-performance)</td>
<td>0.06 ± 0.08</td>
<td>7.2 ± 0.3</td>
<td>–</td>
</tr>
</tbody>
</table>

contrast gain values are quoted as errors in Tab. 3.6. The relative contrast gain values range from 4 for the low-dose SR-based images, over 10 for the tube images, up to 28 for the high-performance SR-based images. The tube data are obviously of particular interest for in-vivo applications. The contrast improvement of 10 for the phase images from the tube setup compared to the attenuation images clearly underlines the strong potential of phase-contrast CT for early tumor detection for in-vivo applications. As a reference, the absolute CNR of the magnetic resonance images amounts to 8.0 (not listed in Tab. 3.6). Please note that a comparison of CNRs across different imaging setups is not directly meaningful due to the difference in spatial resolution.

Potential of phase-contrast CT for virtual histology applications:
Increased soft-tissue contrast in combination with the capability of high spatial resolution renders phase-contrast CT attractive for virtual histology applications. This potential area of application was examined on the basis of the high-performance SR-based CT data of the previously indicated cystic lesion. In tumor biology in general, and specifically for tumor characterization and therapy response monitoring, tissue heterogeneity is recognized as a characteristic feature. This is, for example, because differences in tissue composition result in regional differences in therapy response. Such a difference in tissue composition is for example present around the mentioned cystic lesion and is examined in detail in the following. Fig. 3.8 shows transverse slices of the SR-based high-performance attenuation (a) and phase-contrast data (b) and the corresponding histology slice (c). It should be noted that
Figure 3.8: Assessment of tissue composition discernibility. (a) ACI S (left), Zoom (right). (b) PCI S (left), Zoom (right). The arrows highlight positions of differences in tissue composition. (c) Histology (left), Zoom (right). Regions of interest for the quantitative contrast-to-noise ratio analysis in the X-ray images are indicated by colored circles. All images are displayed on a linear gray scale and are windowed for best visual appearance of the cystic lesion. This figure was previously published in Tapfer et al. (2013).
the orientation of the X-ray and histology slice are marginally tilted with respect to one another, with best agreement at the lower right part of the cystic lesion, which is investigated. Moreover, in the histologic slice the upper right part of the wall of the lesion is locally deformed due to the cutting procedure. Moreover, strain fields in histological slices can lead to further deformations of the original shape (Germann et al., 2008). Most relevant for this study is the well-known tissue shrinkage caused by dehydration. While the misalignment and deformation were small enough to be tolerable for the analysis in the present case, suitable registration algorithms exist that can be used to align the tomography images with the 2D histology data and remove distortions in the general case (Müller et al., 2012). The mentioned difference in tissue composition, either fibrotic or cell-rich stroma, can be observed in the zoomed area of the histologic slice (c). The arrows indicate these two areas and the border in between is displayed in the extra zoom panel. This difference in tissue composition is also accessible in the phase image (b), i.e. at the indicated positions the cell-rich stroma appears darker and the fibrotic part brighter. In the attenuation image this information is not accessible and the surrounding tissue of the cyst appears homogeneous.

This visual impression was also analyzed quantitatively as before on the basis of the three indicated ROIs in Fig. 3.8 (area of 0.3 mm$^2$). The corresponding CNRs and associated uncertainties are also listed in Tab. 3.6. The very low CNR of 0.06 in the attenuation image, and the significant CNR of 7.2 in the phase image reflect the described visual impression that the discrimination of tissue composition is practically impossible in the attenuation image, but is well represented in the phase images. The relative contrast gain was not determined for this set of images as, in the attenuation image, the error in the CNR of 0.08 is on the same order as the CNR itself.

Besides the described elaborate multi-modal imaging of this mouse, one further PDAC mouse was investigated. For this second mouse, however, only high-performance synchrotron-based imaging was performed. For this reason, the second mouse was not part of the previous analysis. One interesting finding from this mouse is nevertheless presented at this point, as it also concerns tissue composition. The second mouse was treated in the same way for pancreatic tumor induction, and the high-performance imaging parameters and histology protocol were identical (see 3.5.2). Also in the second mouse, tumor induction gave rise to the formation of solid tumor tissue. In this case, however, the tumor tissue exhibited some heterogeneity. Fig. 3.9 shows the transverse high-performance attenuation and phase images, along with the corresponding histology slice. In the zoomed area, the phase image (b) reveals a difference
in tissue composition, which is also clearly visible in the histology slice (c). In the attenuation image (a), this heterogeneity of the lesion is not visible. The access to such detailed information about internal tumor composition is of special interest for the characterization and staging of the tumor.

3.5.5 Discussion

For the assessment of the potential of phase-contrast CT for imaging of mouse tumor models, different X-ray phase-contrast imaging settings were investigated. As well-established reference technique with high intrinsic soft-tissue contrast, MRI was used. In this regard, a technical limitation of the MR scanner should be noted. The employed instrumentation of a human MR scanner with microscopy coil is not ideally suited for microscopic imaging and dedicated small animal MR scanners exist. These scanners are optimized for smaller samples and perform superior with respect to spatial resolution and contrast. For the purpose of including a well-established soft-tissue imaging technique as a reference, the performance of the MR scanner was sufficient. For an elaborate comparison of phase-contrast CT and MRI, the reader is referred to a recent study by Schulz et al. (2012), comparing phase-contrast CT, magnetic resonance microscopy and histology of the human cerebellum. When comparing attenuation and phase-contrast images from a grating-based setup in general, one aspect relating to the method should be noted. In a conventional CT setup, there are no gratings present, whereas in the grating-based CT setup, the dose-relevant final analyzer grating absorbs approximately half of the X-rays that would otherwise also contribute to the image signal. This means that attenuation-contrast images from a grating-based setup require approximately twice the dose needed for comparable images from a conventional setup.

3.5.6 Summary

The potential of grating-based phase-contrast CT for preclinical imaging applications was investigated on the basis of multi-modal ex-vivo image data of two pancreatic ductal adenocarcinoma mouse model specimens. Besides reference imaging using an MR scanner and tissue classification on the basis of histology, two different X-ray phase-contrast settings were used: firstly, high-performance benchmarking imaging using synchrotron radiation, and secondly, dose-reduced imaging using synchrotron radiation, and using a conventional X-ray tube source. To assess the potential of phase-contrast CT for small animal in-vivo imaging, the visibility of solid tumor tissue was compared in attenuation and phase
Figure 3.9: Assessment of tumor composition discernibility. (a) ACI$_S$ (left), Zoom (right). (b) PCI$_S$ (left), Zoom (right). (c) Histology (left), Zoom (right). The arrows mark the location of changes in tissue composition. All X-ray images are displayed on a linear gray scale and are windowed for best visual appearance.
images for both dose-reduced datasets. It was found both visually and quantitatively by means of CNRs that the increased soft-tissue contrast apparent in phase images does allow for tumor identification, unlike in the attenuation images. The evaluation of phase-contrast CT for virtual histology applications was based on the visibility of subtle differences in tissue composition of a cystic lesion in the high-performance SR-based data. Here, it was observed visually and quantitatively on the basis of CNRs that the phase images do display these differences in tissue composition, as opposed to the attenuation images. For the second mouse specimen, the analysis of the heterogeneity of solid tumor tissue also showed that tissue composition discernibility is only given in the phase image.

3.6 Imaging of a colon carcinoma-bearing mouse

3.6.1 Introduction

In this section, another spontaneous tumor model mouse is investigated on the basis of high-performance synchrotron radiation imaging data. Tumor induction was performed via injection of colon carcinoma cells into the tail vein of a living mouse. According to experience, tumor cells typically spread in the lung and subsequently in the liver, following blood circulation. The specific purpose of this investigation is the study of such a spontaneous tumor within the liver of the mouse. However, as it turned out, no tumor grew in the liver and a very severe lung tumor was induced only. This severe lung tumor gave rise to the formation of a secondary tumor-cell unrelated pathologic change in the liver as we shall see in the following.

A second observation was made in the head area of the mouse, more specifically in the cerebellum, which is a certain region of the brain. This observation is not related to the tumor cells either.

The imaging data of the two mentioned soft-tissue organs, the liver and the cerebellum, is analyzed and discussed in the following. Please note that both organs were not excised from the mouse.

3.6.2 Tumor model and imaging parameters

For tumorigenesis, CT-26 colon carcinoma cells (Wang et al., 1995) were injected into the tail vein of a BALB/c mouse. Cells were obtained from the American Type Culture Collection (ATCC) (Manassas, USA). 20 days after cell injection, the animal was euthanized and fixated in 4% formaldehyde.
solution. Imaging was performed at the described beamline ID 19 of the ESRF. For the phase-contrast CT scan, 901 projections were acquired over 360 degrees. In the phase stepping procedure, 4 images were acquired with an exposure time of 1 s each. Several months after imaging, for validation, histological slices of the lung and the liver were collected.

### 3.6.3 Imaging results

![Figure 3.10: Transverse and coronal CT slices in attenuation- and phase contrast: (a) Attenuation contrast (transverse). (b) Phase contrast (transverse). (c) Attenuation contrast (coronal), (d) Phase contrast (coronal). The feature of interest in the liver is highlighted in the phase-contrast images.](image)

**Liver:** Within the liver tissue, pathological changes were observed and these are displayed in Fig. 3.10. The figure shows the attenuation (left column) and phase (right column) images of a transverse (top) and a coronal CT slice (bottom). The feature of interest is highlighted in both phase im-
ages in panel (b) and (d). The pathologic change in the liver can be clearly identified from the surrounding liver tissue in the phase images. This is not the case for the attenuation images.

In order to identify the mentioned structure, histological slices were collected and the following observations were made. The intravenous injection of CT-26 tumor cells gave rise to the formation of a severe lung tumor, which in turn caused a cardiac insufficiency due to the strongly increased flow resistance in the lung. As a result, this lead to a very pronounced accumulation of blood in the descending aorta, which swelled enormously as a consequence. This exceptional pathologic change of the aorta is the feature that is visible within the liver. Due to a time delay of several months between formalin fixation and histopathology, the quality of the histological slices was very poor. They suffered from dehydration and were very fragile during handling. For this reason, identification of the described pathology was solely based on the professional experience of the corresponding pathologist and unfortunately no histological slices are available for display.

It is well-known that attenuation-based CT only shows weak contrast in the liver. This matter of fact could be confirmed with the present investigation and—more importantly—it was shown that phase contrast does provide significantly enhanced contrast within the liver as the described subtle differences in tissue composition could be resolved. This finding identifies phase-contrast CT as interesting tool for studying diseases of the liver, such as liver cirrhosis.

Cerebellum: The second organ that was investigated is the cerebellum of the mouse. As the brain itself is contained within the skull, strong streaking artifacts are expected to be present in the phase-contrast image. Fig. 3.11 shows a zoom of transverse slices of the cerebellum in attenuation (a) and phase contrast (b). As expected, the inner structure of the cerebellum is not visible in the attenuation image. In the phase image, parts of the cerebellum are visible through the intact skull. The strong streaking artifacts naturally deteriorate image quality, but a closer inspection indicates that presumably white matter and two components of gray matter can be identified. Suspected white matter is labeled with (ii) and the two suspected components of gray matter are stratum moleculare (i) and stratum granulosum (iii). Please note that white matter (ii) is only faintly visible as it is appears only slightly darker in gray value than the neighboring stratum granulosum (iii).

To support the proposed tentative classification, a phase-contrast micro-CT scan of excised cerebellum of a different mouse is considered. Imaging of
Figure 3.11: Transverse CT slices of two mouse cerebells. Intact skull: (a) Attenuation contrast. (b) Phase contrast. Excised mouse cerebellum: (c) High-resolution phase-contrast CT slice (courtesy of Dr. Schulz, Biomaterials Science Center (BMC), University of Basel, Basel, Switzerland). Labels of suspected tissue classification: (i) stratum moleculare, (ii) white matter, (iii) stratum granulosum.

The cerebellum was performed at Deutsches Elektronen-Synchrotron (DESY, Hamburg, Germany) at beamline W2 (HARWI II) by Dr. G. Schulz (Biomaterials Science Center (BMC), University of Basel, Basel, Switzerland), who kindly provided the imaging data. A detailed description of the imaging setup can be found in Herzen et al. (2011). In short, at beamline W2 (HARWI II) a low coherence wiggler source is installed in the second-generation synchrotron storage ring DORIS. The horizontal source size of the wiggler of approximately 1.7 mm, in combination with a distance of approximately 45 m
to the imaging station, does not provide sufficient transverse coherence and a source grating $G_0$ has to be used. The Talbot-Lau interferometer features the following distances: $d(G_0-G_1)=3\,\text{m}$, $d(G_1-G_2)=0.32\,\text{m}$. The X-ray energy was monochromatized to $23\,\text{keV}$ by a double-crystal monochromator. This energy, in conjunction with the distance of $0.32\,\text{m}$ between $G_1$ and $G_2$, corresponds to the $7^{th}$ fractional Talbot order. The imaging detector, which is a scintillator lens-coupled CCD camera, had an effective pixel size of $14.1 \times 14.1\,\mu\text{m}^2$. For the CT scan, 301 projections were acquired over 360 degree, and 4 phase stepping images were taken, with an exposure time ranging between 8 and 12 seconds to compensate for changes in X-ray flux. Panel (c) of Fig. 3.11 shows the phase-contrast CT slice of this measurement and the tissues are labeled correspondingly. Also here, the darkest component is stratum moleculare (i), alongside stratum granulosum (iii). In gray value slightly darker than the latter, white matter can also be discriminated (ii). When reconsidering the previous phase image (b), and keeping the morphology of white matter in panel (c) in mind, the tentative classification of white matter in (b), is underlined. Please note that the classification of tissues for both brains is based on an elaborate analysis of phase-contrast CT images of human cerebellum in a study of Schulz et al. (2010) and a recent comparison of X-ray phase images, magnetic resonance microscopy and histology, again of human brain tissue by Schulz et al. (2012). The proposed classification of tissues in the present mouse cerebellums is hence not definite, but is strongly indicated.

Besides the described analysis of the brain tissue itself, a further conclusion can be drawn from this measurement. Even though the X-rays penetrate a large amount of bone, spatial coherence is not degraded to an extend that phase information is lost as the phase image obviously maps real structure. Nevertheless, bone artifacts are very strong and image quality is strongly compromised. Moreover, spatial resolution limits the discernibility of brain tissue components. With further optimizations of the imaging hardware (in particular with respect to spatial resolution) and reconstruction algorithms to reduce bone artifacts, phase-contrast CT might offer a tool for imaging of non-excised brain. A potential application might be the study of trauma-induced skull fractures: attenuation images would indicate damaged bone structures and phase images would display morphological changes of brain tissue in this scenario. The principle advantage with respect to magnetic resonance imaging lies in the better spatial resolution that is available with the X-ray-based technique.
3.6.4 Summary

Even though for both cases not directly related to the injected tumor cells, two organs were identified for which soft-tissue contrast is particularly increased in phase images: the liver and the cerebellum. Both might be of interest for future investigation, for example for the study of liver cirrhosis and high-resolution imaging of brain tissue.

3.7 Imaging of mouse models of cancer: Summary

In this chapter, the results of multi-modal imaging of several mouse specimen were presented. Besides synchrotron-based and tube-based X-ray phase contrast, also magnetic resonance imaging, cryo-imaging, and histological slicing were performed. The obtained data was analyzed to assess the potential of phase-contrast CT for studying mouse tumor models. It was found that the improved soft-tissue contrast—that has been reported numerously in the literature—has proven very helpful for the study of mice. For a formalin-fixated healthy mouse, it was found that the gain in phase image contrast excels in a, on average, 7 times larger signal-to-noise ratio for prominent organs (for an X-ray energy of 35 keV). The analysis of the pancreas tumor model resulted in two key findings. Firstly, in the dose-compatible imaging scenario, solid tumor tissue could only be identified in the phase image, but was concealed in the attenuation-based counterpart. Secondly, in the high-performance scenario, differences in tissue composition of a cystic lesion and of solid tumor tissue were only accessible in the phase images. In the CT-26 colon carcinoma model mouse two distinct organs, for which phase contrast is particularly beneficial, were identified independently of the tumor cells: the liver and the cerebellum.
Chapter 4

Development of a small-animal phase-contrast CT scanner

In this chapter, the development of a first small-animal phase-contrast CT scanner is described. The development process was divided into two main steps: first, a compact gantry was equipped with a grating interferometer for operation in rotating-sample mode. In the second step, a slightly remodelled version of this gantry was mounted in a micro-CT housing for operation in rotating-gantry mode. The instrumentation of both devices is presented and experimental imaging and stability results are shown. The chapter concludes with a description of further technical developments of the CT scanner. The main results of this chapter have been published in Tapfer et al., Development of a prototype gantry system for preclinical X-ray phase-contrast computed tomography, Med. Phys. (2011) and Tapfer et al., Experimental results from a preclinical X-ray phase-contrast CT scanner, PNAS (2012).

4.1 Motivation

After the demonstration of X-ray grating interferometry at highly-brilliant synchrotron radiation sources in the early 2000s (David et al., 2002; Momose et al., 2003; Momose, 2005; Weitkamp et al., 2005), the method was soon used for high-performance and high-resolution benchmarking imaging of biological tissue. A huge step towards clinical application of the technique was taken by Pfeiffer et al. (2006) with the extension of the interferometer by a third grating, allowing for the use of conventional tube sources. As a consequence thereof, research in the field of phase-contrast imaging strongly oriented towards potential medical applications and numerous investigations
with excised and mostly fixated tissue were performed\(^1\). All tomographic imaging experiments were, however, based on a rotation of the sample. As this mode of operation is obviously not preferable for routine medical imaging, the leading motive of this PhD work is to take the step from *rotating sample* to *rotating gantry* by developing a first CT scanner. As state-of-the-art medical CT scanners are highly complex devices and as the grating size, which limits the FOV, is presently limited to approximately 10 cm in diameter (see 3.1), it was a plausible decision to begin this ambitious effort with the development of a small-sized scanner for imaging of small animals. In a very close collaboration with Bruker microCT (formerly Skyscan) as industrial partner, the development of a first rotating-gantry CT scanner began in 2009. The development process was divided into two main steps: first, a small-animal CT gantry was equipped with a grating interferometer and operated in rotating sample mode, i.e. the gantry was stationary. This gantry was then, in the second step, slightly remodeled and implemented into a standard micro-CT housing to be operated in rotating-gantry mode.

4.2 Outline

This chapter is structured as follows. First, design considerations and technical parameters of the stationary-gantry prototype and the rotating-gantry CT scanner are shown in section 4.3. Afterwards, experimental commissioning and imaging results are shown for both setups separately in sections 4.4 and 4.5. Based on the experimental findings, further technical improvements and modifications of the first CT prototype were initiated, these are described in section 4.6. Finally, the main results are summarized and the chapter concludes with a brief outlook on ongoing research in section 4.7.

4.3 Technical development

4.3.1 General design considerations

For a small-animal phase-contrast CT scanner, there are several requirements that have to be met. In order to allow for the required rotation of the gantry, the system needs to be stable with respect to the alignment of the

\(^1\)(Momose et al., 2006; Pfeiffer et al., 2007a; Weitkamp et al., 2008; Bech et al., 2009; Donath et al., 2010; Schulz et al., 2010; Castelli et al., 2011; Stampanoni et al., 2011; Stutman et al., 2011; Sztrókay et al., 2012; Hoshino et al., 2012; Schleede et al., 2012; Tapfer et al., 2013)
gratings. Here, mechanical movements of either grating of only fractions of a micrometer already cause harmful artifacts in the phase-contrast signal. The field-of-view of the system needs to be large enough to cover the specimen in the direction, which is orthogonal to the tomography axis. In the other direction (along the tomography axis), the FOV can be extended by merging consecutive CT scans. For in-vivo applications, the CT scanner should comprise an animal bed, physiological monitoring, and a warming device for the animal (as body temperature decreases during anesthesia). Depending on the application, there should ideally also be the option to trigger the image acquisition according to the heart- and breathing-movement, which of course has to be recorded for this purpose. Furthermore, the gantry should be compact and fit into a typical micro-CT scanner housing.

The general approach for the development of such a scanner was to implement a three grating Talbot-Lau interferometer, sketched in Fig. 4.1, into a modified gantry of a typical small-animal micro-CT scanner. As a starting point for conceiving the design, the total length of the interferometer (distance source grating to analyzer grating) was set to be 45 cm in order to fit into a typical Skyscan micro-CT scanner housing. The design X-ray energy was chosen according to a sample transmission of approximately 14 %.

Figure 4.1: Three grating Talbot-Lau interferometer with source grating G0, phase grating G1 and analyzer grating G2. The periods of the gratings are abbreviated by p and the height of the gratings bars by h.
which results in optimal image contrast according to the studies of Grodzins (1983a,b). For this purpose, a typical sample was approximated by 40 mm of water (covering the animal and the animal bed). This setting results in an X-ray design energy of 23 keV, which was also used as effective energy for the design of the interferometer. In order to maximize visibility, the interferometer was designed to be operated in the first fractional Talbot order with a \(\pi/2\)-shifting phase grating.

With these constraints—total length, design energy, Talbot order—suitable grating periods can be determined as a function of magnification \(M\), with 
\[
M = \frac{L+d}{d},
\]
based on the interferometer geometry considerations by Weitkamp et al. (2006). Fig. 4.2 shows these suitable grating periods as function of magnification. For a selected magnification of 1.5 and the requirement that transmission through the gold bars of the absorption gratings (at the design energy of 23 keV) is below 10\%, this results in the following specifications:

- **Source grating** \(G_0\) (gold): \(p_0 = 10.0\,\mu\text{m}, h_0 = 25.0\,\mu\text{m}\).
- **Phase grating** \(G_1\) (nickel): \(p_1 = 3.24\,\mu\text{m}, h_1 = 4.0\,\mu\text{m}\).
- **Analyzer grating** \(G_2\) (gold): \(p_2 = 4.80\,\mu\text{m}, h_2 = 25.0\,\mu\text{m}\).

**Figure 4.2:** Design of the grating interferometer with the following restrictions: total length 45 cm, \(\pi/2\) phase shift, design energy 23 keV, 1\(^{st}\) fractional Talbot order. The plot shows the available periods of all three gratings as a function of magnification \(M\).
• Distance source grating to phase grating: \( L = 300 \text{ mm} \).

• Distance phase grating to analyzer grating: \( d = 150 \text{ mm} \).

Please note that these considerations apply to the design of both the prototype with a stationary gantry and the rotating-gantry CT scanner.

**Compactness of the setup and X-ray beam divergence:** In a compact setup, the divergence of the X-ray beam becomes noticeable. When the incident angle of the X-rays (relative to the bars of the grating) increases, which happens from the center towards the edges of the FOV, two effects come into play: i) geometrical shadowing that reduces the X-ray intensity, ii) the phase shift modulation of the phase grating \( G_1 \) differs from the ideal shape. The two effects are displayed schematically in Fig. 4.3, showing the transmission intensity for different X-ray incident angles. The result of both is a decrease in visibility of the interferometer. Geometrical shadowing of the absorption gratings (\( G_0 \) and \( G_2 \)) are of most practical relevance as these translate into a limitation of the FOV and/or the aspect ratio of the grat-

![Grating transmission function for different X-ray incidence angles.](image)

**Figure 4.3:** Grating transmission function for different X-ray incidence angles. The shape of the transmission function changes from a rectangular shape over a triangular shape to a constant value with increasing incident angle with respect to the grating bars.
ings respectively. For the design of our scanner, as a trade-off, we designed the height of the absorption gratings for 10% remaining transmission and accept some shadowing. At a tube voltage of 40 kV for example, shadowing reduces the X-ray intensity to approximately 70% (relative to the center) at the very edge of the FOV. The interferometer visibility however remains constant throughout the FOV and the intensity decrease is compensated by the flat-field reference acquisition, which is performed in any case.

A different approach to address these beam divergence effects, is to bend the gratings with a circular shape. Then the orientation of the bars is parallel to the path of the X-rays throughout the FOV and theoretically no shadowing or alteration of phase shift occurs. Such bent gratings have been implemented into a compact rotating-sample CT scanner (Thuering et al., 2011). However, in practice, when bending the grating, small deformations can hardly be avoided, giving rise to moiré-fringe artifacts. Moreover, handling and mounting of such gratings is significantly more elaborate. For these reasons, we decided to design our CT scanner with planar gratings and accept some shadowing.

4.3.2 Stationary-gantry prototype

Fig. 4.4 shows a technical drawing and several photographs of the stationary-gantry prototype that was built according to the described design. Panel (a): X-ray source (i), sample rotation stage (ii), phase grating assembly with alignment motors (iii), housing of the imaging detector (iv). Panel (b) shows a photograph of the gantry. Panel (c) shows the mounting of the source grating, and (d) shows the unmounted assembly of the phase grating. The total setup length of the gantry is 73 cm. X-rays are generated by a tungsten-target X-ray source (RTW, MCBM 65B-50 W) with a focal spot size of approximately 50 μm × 50 μm. The imaging detector consists of a scintillator screen and a 1.3 mega-pixel cooled 14-bit CCD camera. The source-to-sample and the sample-to-detector distances are approximately 280 mm and 210 mm respectively. The FOV at the position of the sample is, depending on image cropping, approximately 40 mm (perpendicular to the tomography axis) by 15 mm (along the tomography axis). This translates into a cone-beam angle of approximately 8 degree perpendicular to the tomography axis and 3 degree along the tomography axis.

All gratings were produced by the LIGA process, involving X-ray lithography and electroplating (see 2.6). The source grating G0 is positioned 3 cm from the emission point of the X-ray source, the phase grating G1 is placed 50 mm behind the sample stage and the analyzer grating G2 is positioned in front of the scintillator of the camera assembly. The source grating is 1 × 1 cm² in
Figure 4.4: Stationary-gantry prototype. (a) Technical drawing with the following components: X-ray source (i), sample rotation stage (ii), phase grating assembly with alignment motors (iii), housing of the imaging detector (iv). (b) Photograph of the gantry. (c) Mounting of the source grating. (d) Unmounted assembly of the phase grating.
4.3. Technical development

size, and the phase and analyzer grating are both $6 \times 3 \text{ cm}^2$ in size. Phase stepping is performed with the source grating (G0) using a piezo scanner (P-712, Physik Instrumente, Karlsruhe, Germany). The following grating alignment movements are motorized (notation of axes as indicated in Fig. 4.4 (b)): G0 - rotation (around x-axis); G1 - rotation (around x-axis), tilt (around y-axis and around z-axis), and translation along the x-axis. The analyzer grating G2 is stationary.

4.3.3 Rotating-gantry CT scanner

Essentially, the described gantry was slightly redesigned and then mounted in a typical small-animal CT gantry. This redesign relates to the size of the FOV, the height of the grating bars of the source grating and the imaging detector. Moreover, an X-ray shutter was installed. Otherwise, the parameters of the setup are identical. The size of the source grating was kept the same and the size of the phase and analyzer grating was increased to a size of 7 cm round, resulting in a FOV at the position of the sample of approximately 5 cm round. This translates, depending on (rectangular) image cropping, into a cone-beam angle of approximately 7 degrees perpendicular to the tomography axis and 5 degrees along the tomography axis. In order to increase the visibility of the interferometer—at the cost of slightly more shadowing—the height of the source grating was increased by 10$\mu$m and amounts to 35$\mu$m. The new detector features a higher sensitivity and is a flat-panel detector (Hamamatsu, C9312SK-06), which features a GOS scintillator, $50 \times 50 \mu m^2$ pixel size and an active area of $124.8 \times 115.2 \text{ mm}^2$. Fig. 4.5 shows a technical drawing of the CT gantry (a), a technical drawing of the components of the grating interferometer (b), a photograph of the scanner as installed in the lab (c), and a photograph of the gantry (d). Tab. 4.1 lists the interferometer visibility as a function of tube acceleration voltage. The change of interferometer visibility here is due to two effects: firstly, the effective energy of the

<table>
<thead>
<tr>
<th>Tube voltage [kVp]</th>
<th>Visibility [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>45</td>
<td>13</td>
</tr>
<tr>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>35</td>
<td>19</td>
</tr>
<tr>
<td>30</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 4.1: Interferometer visibility as a function of X-ray tube acceleration voltage.
Figure 4.5: Rotating-gantry CT scanner. (a) Scanner housing with rotating gantry (gantry movement indicated by red arrows). The gantry is oriented horizontally in the displayed view. The housing dimensions are approximately 95 cm in width, 100 cm in height, and 85 cm in depth. (b) Grating interferometer, which is contained within the gantry. (c) Photograph of the rotating-gantry CT scanner. (d) Photograph of the gantry showing the detector (D), phase grating assembly (G), animal bed position (B), and tube source (T). Panel (a) and panel (b) of this figure were previously published in Tapfer et al. (2012).
spectrum is changed and secondly, the transmission through the gold bars of the absorption gratings changes. The trend of decreasing visibility with increasing energy is hence due to an increasing mismatch of effective energy and interferometer design energy, and an increasing transmission through the absorption gratings.

For a CT scan, the scanner is operated in ‘step-and-shoot mode’, i.e. at each gantry rotation angle one phase stepping procedure is performed. Then the gantry is rotated to the next angular position and phase stepping is performed again, and so on. After a certain number of image acquisitions of this kind, a certain number of flat-field acquisitions is taken with static gantry. For these reference flat-field acquisitions, the sample is moved out of the FOV. The X-ray tube is powered constantly throughout the acquisition sequence in order to preserve thermal equilibrium and the shutter is opened only during image acquisition.

In order to monitor physiological functions of the animal, an electrocardiogram can be recorded, the animal’s temperature is measured and the animal can be heated by airflow from a heated fan using Bruker microCT’s physiological monitoring system[^2]. In addition, the breathing movement of the animal can be recorded. Both the ECG- and breathing-signal can be used as a trigger signal for the image acquisition.

### 4.4 Results from the stationary-gantry prototype

Before implementing the developed gantry into a micro-CT housing, a commissioning and performance study in rotating-sample mode of the setup was performed. Besides an analysis of overall functionality, in particular the reconstruction accuracy in attenuation- and phase-contrast images was assessed using a chemically well-defined phantom. The experimental results of this phantom study are shown in section 4.4.1. The circumstance that attenuation and phase images are intrinsically registered was explored by color-coding the combined information of both image contrasts of the phantom study in a single image. In section 4.4.2, the results of the color fused representation are shown.

4.4.1 Quantitative phantom study

To assess the performance of the rotating-sample prototype, the accuracy of CT reconstructions in phase and attenuation images was investigated. Grating-based phase-contrast CT imaging is a quantitative imaging technique in the sense that the spatial distribution of the linear attenuation coefficient \( \mu(x, y, z) \) and the decrement of the refractive index \( \delta(x, y, z) \) can be determined (see section 2.4.2). In case of a well-defined phantom with well-known X-ray optical properties, theoretical values for \( \mu \) and \( \delta \) can be determined from tabulated data. Reconstruction accuracy was then investigated by comparing the measured and theoretical values of \( \mu \) and \( \delta \) in the phantom.

**Phantom:** The phantom comprised six polypropylene tubes (7 mm diameter, 0.5 ml) mounted on a holder that was embedded in a water filled PMMA container of approximately 3 cm in diameter. The tubes were filled with accurately defined substances of well-known chemical liquids and salts to cover a range of attenuation coefficients and refractive index decrements. Tab. 4.2 lists the fluid substances contained in the phantom and their density.

**Determination of theoretical values for \( \mu \) and \( \delta \):** As shown in section 2.5, theoretical values for \( \mu \) and \( \delta \) can be calculated according to Eq. 2.59 and Eq. 2.60, which are restated here. The linear absorption coefficient of a substance \( s \), with density \( \rho_s \), is given by

\[
\mu_s = \left( \frac{\mu}{\rho} \right)_s \cdot \rho_s.
\]

The mass attenuation coefficient of a substance, consisting of several chemical elements \( i \), in turn is given by:

\[
\left( \frac{\mu}{\rho} \right)_s = \sum_i \left( \frac{\mu}{\rho} \right)_i \cdot w_i,
\]

where \( w_i \) is the weight fraction of the \( i \)-th element. For the decrement of the refractive index, it is:

\[
\delta_s = \frac{r_e \lambda^2}{2\pi} \cdot \rho_s \sum_i w_i \frac{N_A}{A_i} \cdot Z_i,
\]

with the elemental weight fraction \( w_i \), classical electron radius \( r_e \), Avogadro’s Number \( N_A \), atomic mass \( A_i \) and total number of electrons \( Z_i \).

To compare the experimentally measured linear absorption coefficient and refractive index decrement distributions in the phantom, theoretical values for each liquid were calculated according to these equations (Eq. 4.1 and Eq. 4.2). The density of each fluid was determined using a high precision scale (Sartorius LA 230 S) by measuring the buoyancy of a gauged glass structure of 10 ml volume floating in the liquid.
Table 4.2: Substances contained in the phantom and their corresponding density. This table was previously published in Tapfer et al. (2011).

<table>
<thead>
<tr>
<th>Substance</th>
<th>Density [g/cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2O</td>
<td>0.99</td>
</tr>
<tr>
<td>Glycerol</td>
<td>1.26</td>
</tr>
<tr>
<td>H2O + NaCl (5%)</td>
<td>1.03</td>
</tr>
<tr>
<td>Ethanol (50%) + Glycerol (50%)</td>
<td>0.98</td>
</tr>
<tr>
<td>Ethanol (25%) + Glycerol (75%)</td>
<td>1.11</td>
</tr>
<tr>
<td>Ethanol + NaI (1.25%)</td>
<td>0.80</td>
</tr>
</tbody>
</table>

**Data acquisition parameters and image reconstruction:** The X-ray tube was operated at 40 kV and 850μA. For the tomography scan, 1200 projections were acquired over 360 degrees, with 4 phase steps per projection and an exposure time of 5 s per phase step. The sensitivity of the cone-beam geometry setup is reduced by a factor of $r_1/l$ with $r_1$ being the source-to-sample and $l$ the source-to-G1 distance (see 2.4.2). To correct for this, the reconstructed δ data was renormalized by a factor of $l/r_1 = 1.2$.

The cone-beam angle of this compact setup is 7.9 degrees perpendicular and 2.7 degrees along the tomography axis. Reconstruction of the tomographic cone-beam data was performed using Feldkamp’s generalized filtered back-projection algorithm (Feldkamp et al., 1984). For absorption contrast, a Ram-Lak filter and for phase contrast a Hilbert filter was used (Pfeiffer et al., 2007b). Additionally, Gaussian filtering for smoothing and ring artifact reduction were performed in the reconstruction.

**Results:** Fig. 4.6 shows the central attenuation and phase-contrast tomograms of the fluid phantom. For an increased signal-to-noise ratio, 50 adjacent transverse slices were averaged. Quantitative data of $\mu$ and $\delta$ for each liquid substance was extracted from these tomographic reconstructions by a region-of-interest analysis, with each region covering approximately 80% of the center of the individual tubes. Following the procedure that was introduced in section 2.5, the effective energy was determined independently: $E_{\mu} = 31.4$ keV and $E_{\delta} = 31.4$ keV. Tab. 4.3 lists the theoretical values for $\mu$ and $\delta$, as well as the measured data. The standard deviation is quoted as error estimate.

From this table it is obvious that calculated and measured data agree well, the maximum relative deviation for any liquid is approximately 4%. The only exception is the Ethanol/NaI solution, the behavior of which is determined
Figure 4.6: Attenuation- and phase-contrast CT scans of the fluid phantom. (a) Attenuation contrast displays the spatial distribution of the attenuation coefficient $\mu$. (b) Phase contrast depicts the spatial distribution of the decrement of the refractive index $\delta$. Displayed gray values are windowed from 0.20 to 0.45 [cm$^{-1}$] for $\mu$ and from 1.5 to 3.0 [$10^{-7}$] for $\delta$ on a linear gray scale. This figure was previously published in Tapfer et al. (2011).

<table>
<thead>
<tr>
<th>Substance</th>
<th>$\mu_m$[0.1 cm$^{-1}$]</th>
<th>$\mu_c$[0.1 cm$^{-1}$]</th>
<th>$\delta_m$[10$^{-7}$]</th>
<th>$\delta_c$[10$^{-7}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>i H2O</td>
<td>3.51 ± 0.03</td>
<td>3.51</td>
<td>2.34 ± 0.01</td>
<td>2.34</td>
</tr>
<tr>
<td>ii Gly</td>
<td>3.76 ± 0.02</td>
<td>3.92</td>
<td>2.86 ± 0.01</td>
<td>2.88</td>
</tr>
<tr>
<td>iii H2O+NaCl(5%)</td>
<td>4.23 ± 0.02</td>
<td>4.27</td>
<td>2.35 ± 0.01</td>
<td>2.40</td>
</tr>
<tr>
<td>iv Eth(50%)+Gly(50%)</td>
<td>2.91 ± 0.02</td>
<td>2.98</td>
<td>2.26 ± 0.01</td>
<td>2.29</td>
</tr>
<tr>
<td>v Eth(25%)+Gly(75%)</td>
<td>3.33 ± 0.02</td>
<td>3.41</td>
<td>2.53 ± 0.02</td>
<td>2.56</td>
</tr>
<tr>
<td>vi Eth+NaI(1.25%)</td>
<td>3.45 ± 0.02</td>
<td>3.03</td>
<td>1.75 ± 0.01</td>
<td>1.90</td>
</tr>
</tbody>
</table>

Table 4.3: Measured (subscript m) and calculated (subscript c) $\mu$ and $\delta$ values for all substances contained in the phantom. For the measured data the mean value and the standard deviation is quoted. The roman numerals are referred to at a later stage for distinguishing the different substances. The content of this table was previously published in Tapfer et al. (2011).
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<table>
<thead>
<tr>
<th>Substance</th>
<th>CNR$_\mu$</th>
<th>CNR$_\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2O</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gly</td>
<td>4.63</td>
<td>16.8</td>
</tr>
<tr>
<td>H$_2$O + NaCl (5%)</td>
<td>13.5</td>
<td>0.64</td>
</tr>
<tr>
<td>Eth (50%) + Gly (50%)</td>
<td>11.0</td>
<td>3.12</td>
</tr>
<tr>
<td>Eth (25%) + Gly (75%)</td>
<td>3.47</td>
<td>4.99</td>
</tr>
<tr>
<td>Eth + NaI (1.25%)</td>
<td>1.20</td>
<td>21.4</td>
</tr>
</tbody>
</table>

Table 4.4: Contrast-to-noise ratio analysis of all substances with respect to water. The content of this table was previously published in Tapfer et al. (2011).

by the absorption K-edge of iodine at 33.17 keV. This energy is very close to the effective energies $E_\mu$ and $E_\delta$ of 31.4 keV and due to the polychromatic nature of the X-ray source, a significant proportion of photons carries energies close to this edge and thus influences the measured values for $\mu$ and $\delta$. For $\mu$, the measured value is larger than the calculated one due to the increased absorption above the iodine edge. Correspondingly the measured $\delta$ value is slightly reduced as a consequence of the drop in the real part of the refractive index close to the iodine absorption edge. This expected behavior is reflected in the measured data and thus qualitatively explains the deviation to the calculated values at 31.4 keV.

The contrast-to-noise ratio was determined using the mean value $M$ and standard deviation $\sigma$ for each substance $s$ and the central water container according to

$$CNR = \frac{|M_s - M_{\text{water}}|}{\sqrt{\sigma_s^2 + \sigma_{\text{water}}^2}}.$$  \hspace{1cm} (4.3)

Tab. 4.4 contains the contrast-to-noise ratio of each liquid relative to the central water container in both attenuation and phase contrast. From these contrast-to-noise ratios it is obvious that phase and absorption contrast display complementary information and that with the combined information of phase and absorption, different substances can be significantly better distinguished than with each of the methods alone.

Fig. 4.7 displays this circumstance in a 2D scatter plot of the measured and calculated $\mu$ and $\delta$ values for each substance. This complementarity is due to the intrinsic difference of the two contrast mechanism—$\mu$ depends on electron density and the absorption cross section, whereas $\delta$ depends on electron density alone. The experimentally observed vanishing contrast in absorption between H2O and the Eth + NaI solution is not reflected in the theoretical $\mu$ values which are based on the effective energy $E_\mu$. This circumstance is due
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4.4.2 Color coding of image contrasts

To display the complementary, multimodal absorption and phase information at once, color-fused representations can be used. As the ratio of $\delta$ and $\mu$ for each substance varies for the different substances, this property can be utilized by assigning different hue values of the Hue Saturation Value (HSV) color space to this ratio. Additionally, the value can be chosen to scale with
**4.4. Results from the stationary-gantry prototype**

![Figure 4.8: HSV color coding of absorption and phase-contrast information. (a) Transverse slice of the CT reconstruction containing both absorption and phase information. (b) The colormap displays the available color-space for a quantitative assignment of each color to its corresponding \( \mu \) and \( \delta \) value.](image)

The combined signal of absorption and phase information. As the magnitude of quantitative values differs greatly for \( \mu \) and \( \delta \), both transverse reconstructions were linearly scaled from 0 to 1 and then the described assignment in color space is performed: 
- **Hue** is set to the inverse tangent of the ratio \( \delta/\mu \);
- **Value** is set to \( \sqrt{\mu^2 + \delta^2} \) (scaled);
- **Saturation** is set to 1.

Fig. 4.8 (a) displays a slice of the transverse reconstruction with the described color-coding. For a quantitative assignment of each color to the corresponding \( \mu \) and \( \delta \) value, Fig. 4.8 (b) depicts the available HSV color-space. Roman numerals (compare Tab. 4.3) mark the mean values of the quantitative ROI analysis for each substance.

Alternatively, the RGB (red, green, blue) color model can be used. For example, assigning the \( \mu \) value to blue and \( \delta \) to green yields the image that is displayed in Fig. 4.9. As before, (a) displays the CT reconstruction with the combined information and (b) displays the color-space.

In summary, it can be stated that all substances can be clearly distinguished from one another using a color-fused representation in a single image, unlike in either absorption or phase contrast alone.
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4.4.3 Summary

The results from the stationary-gantry prototype demonstrate that the concept of grating-based phase-contrast CT can be implemented into a compact, cone-beam geometry gantry-based setup. The main conclusion from the performed commissioning experiment hence is that the next step in the development process can be taken—i.e. that the gantry can be implemented into a micro-CT scanner housing.

With respect to technical improvements, we identified that the lens-coupling of scintillator screen and CCD detector results in a rather poor quantum efficiency. For this reason, this detector is replaced by a more sensitivity-optimized flatpanel detector in the rotating-gantry CT scanner. In addition, we observed that the grating-induced shadowing effects were not strongly pronounced and as a result the height of the source grating is increased in the CT scanner.

Figure 4.9: RBG color coding of absorption and phase-contrast information. (a) Transverse slice of reconstruction containing both absorption and phase information. (b) The colormap displays the available color-space for a quantitative assignment of each color to its corresponding $\mu$ and $\delta$ value.
4.5 Results from the rotating-gantry CT scanner

The main challenge in the transition from the rotating-sample prototype to the rotating-gantry CT scanner is stability. Minimal changes in grating alignment on the order of fractions of a micrometer already cause artifacts in the differential phase projection image that translate into artifacts in the CT reconstruction. For this reason, temperature and rotation stability were investigated thoroughly and the results are presented in section 4.5.1. Based on these findings, an adaptive differential phase recovery procedure was developed, which is presented in section 4.5.2. In order to assess the quantitative accuracy of this correction method, a phantom study (similar to one that was performed with the rotating-sample prototype) was conducted. Additionally, the imaging performance of the newly developed scanner for a fixated biological soft-tissue sample was investigated in a quantitative manner. The quantitative CT reconstructions of both scans are presented in section 4.5.3. Moreover, a CT scan of an excised mouse liver was performed and the imaging results are presented in section 4.5.4.

4.5.1 Stability

The mentioned artifacts in the phase signal are caused by minimal changes in grating alignment. In the present setup of the scanner, there are two different causes of grating movements: a) Thermal expansion of the source grating’s mounting due to conducted heat from the X-ray target. This effect is especially relevant in the present setup due to the required compactness of the system and associated proximity of source grating to X-ray source. b) Relative mechanical movement of either grating, due to gravitational and mechanical influences on the rotating gantry system. The consequence of both effects is a drift in the phase signal occurring after power on of the X-ray tube and during gantry rotation. To measure and quantify both drifts, the fringe phases in the phase-contrast images were monitored as a function of time after X-ray tube power up ($\varphi_{\text{temp}}$) and gantry rotation angle ($\varphi_{\text{rot}}$). To reduce noise, the average fringe phase value $\varphi$ of a 10x10 pixel array in the center of the phase-contrast image without sample in the FOV was analyzed in the following way:

$$\Delta \varphi_{\text{temp}}(i) = \varphi(i) - \varphi_{\text{ref}},$$  \hspace{1cm} (4.4)  
$$\Delta \varphi_{\text{rot}}(\alpha) = \varphi(\alpha) - \varphi_{\text{ref}},$$  \hspace{1cm} (4.5)
with $i$ denoting subsequent exposures with stationary gantry, $\alpha$ denoting the gantry rotation angle and $\varphi_{\text{ref}}$ being the fringe phase value of the first image as reference. To eliminate temperature drift in $\Delta \varphi_{\text{rot}}$, that measurement was performed after the system had stabilized for several hours. Fig. 4.10 and Fig. 4.11 display $\Delta \varphi_{\text{temp}}$ and $\Delta \varphi_{\text{rot}}$. Ideally both quantities should remain zero and a deviation reflects a mechanical grating movement perpendicular to the bars of a grating on the order of the corresponding grating period per drift of $2\pi$. For the temperature curve, one can see that the system stabilizes after approximately three hours. The shown exemplary measurement was performed with 50 kVp and 800 $\mu$A and stabilization time varies with the X-ray tube operating parameters. When temperature stability is observed in the long term, there is a smaller modulation (please note the different axis scaling in (b)) with a periodicity of one day. This modulation is due to the change in the ambient temperature of the lab room. For $\Delta \varphi_{\text{rot}}$ (Fig. 4.11), three independent rotation stability measurements are shown in different colors. Each measurement shows a curve with approximately sinusoidal shape and change in sign of slope at approximately 90 degrees and 270 degrees, which corresponds to a horizontally oriented gantry. From this shape, it can be concluded that the force of gravity and associated bending of support structures and play in the gears of the grating alignment motors are the main sources of mechanical movement. The few steeper sections of the curve are presumably caused by mechanical hitch in the gears of the grating alignment motors. However, the behavior of $\Delta \varphi_{\text{rot}}$ is very reproducible and, most importantly, the shape of all curves is smooth, thus allowing for software correction of the drift.

### 4.5.2 Adaptive differential phase recovery

Naturally, a drift in the differential phase-contrast signal, caused by gantry rotation ($\varphi_{\text{rot}}$), poses a problem in a tomographic scan. To circumvent this, one could straightforwardly acquire a reference image at each angular position, but this is time consuming and not feasible for in-vivo studies. For this reason, a software post-processing method is proposed, which is based on the observation that the result of the described temperature and rotation drifts are an offset and a ramp in the differential phase projection. More precisely, the fringe phase value $\varphi$ shows a spatially dependent offset in the shape of an inclined plane, which is superimposed on the regular differential phase projection.

The adaptive differential phase recovery (ADPR) works as follows. Firstly, the phase ramp in the shape of an inclined plane is determined in the differential phase projection image. For this purpose, the complex exponential
Figure 4.10: Temperature stability. Fringe phase drift $\Delta \varphi_{\text{temp}}$ as a function of time after power on of the X-ray tube: (a) short-term, (b) long-term. Panel (a) of this figure was previously published in Tapfer et al. (2012).
Figure 4.11: Rotation stability. Gravitationally-induced fringe phase drift $\Delta \varphi_{\text{rot}}$ of three independent measurements as a function of gantry rotation angle. This figure was previously published in Tapfer et al. (2012).

$\Gamma'(x,y)$ of all image values $\Gamma(x,y)$ is taken, i.e. $\Gamma'(x,y) = e^{i\Gamma(x,y)}$. In $\Gamma(x,y)$, the image gradient in $x$ and $y$ direction is determined, by averaging the $x$- and $y$-gradient of all pixels in $\Gamma(x,y)$. Taking the complex exponential of the image values has the advantage that phase wrapping can be dealt with due to the periodic nature of the function itself. The extracted differential phase gradients in $x$- and $y$-direction are then used to define a mathematical plane, i.e. the phase ramp. This ramp is subtracted from the original differential phase image. The resultant flat differential phase projection image can still exhibit a constant offset value. As the fringe phase value outside the sample is known to be zero, this offset value is determined from a region that does not contain the sample. This constant offset value is subtracted from the differential phase image in the last step of the processing routine. Please note that the described correction routine only removes phase wrapping, which is caused by a phase ramp or phase offset. Phase wrapping that is caused by a strong phase shift of the sample itself is not addressed by the correction procedure, but does also not deteriorate the correction procedure due to the mentioned periodicity of $\Gamma(x,y)$.

An accurate determination of the phase ramp requires an empty narrow strip on both sides of the projection images (in the direction perpendicular to the
tomography axis) that is not covered by the sample. This effectively limits the size of the scanned object in that direction. The FOV in this direction is 3.5 cm, which allows for imaging of objects up to approximately 3 cm and in particular does allow mouse imaging as the sample size is not limited along the tomography axis. Fig. 4.12 shows two exemplary projection images to demonstrate how the ADPR method works. In (a), a differential phase projection with strongly pronounced phase ramp and differential phase wrapping is shown. The existent phase ramp of that projection is determined by the ADPR method and is shown in panel (b). The ADPR-corrected differential

![Figure 4.12: Adaptive differential phase recovery (ADPR). In order to be able to appreciate the magnitude of the phase ramp, the shown images are displayed on a linear gray scale with the windowing range indicated in square brackets. Signal saturation in these differential phase projections corresponds to image values of $\pm \pi$. (a) Uncorrected differential phase projection with a strongly pronounced differential phase ramp, which causes differential phase wrapping $[-\pi, \pi]$. (b) Subtracted differential phase plane $[-1.45, 0]$. (c) ADPR-corrected differential phase projection using the described adaptive differential phase recovery method $[-1.1, 1.1]$. (d) Uncorrected differential phase projection with a moderate differential phase ramp $[-0.8, 1.65]$. (e) Subtracted differential phase plane $[-1, 0.8]$. (f) ADPR-corrected differential phase projection $[-1.1, 1.1]$. This figure was previously published in Tapfer et al. (2012).](image-url)
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Phase projection is shown in (c). The bottom row of Fig. 4.12 shows the same procedure for a differential phase projection with only moderate phase ramp (d). Again, the differential phase ramp was determined (e), subsequently subtracted and (f) shows the ADPR-corrected projection. The exemplary differential phase recovery of these two projection images illustrates that the phase ramp does vary for different projections, that the method can handle phase wrapping and that the original differential phase information can be recovered. The quantitativeness of this method in CT reconstructions is assessed in the next section.

4.5.3 Quantitative CT imaging results

To assess how the preclinical scanner and adaptive differential phase recovery method perform in CT measurements, two samples were measured. The tomographic reconstructions in absorption and phase contrast were then evaluated in terms of image quality and reconstruction accuracy. The first sample is a well-defined fluid phantom, which was used for the quantitative reconstruction analysis. The second sample was formalin fixated porcine rind, which consists of several layers of soft tissue. This sample was used for the benchmarking of the soft-tissue enhancement capabilities of the presented scanner.

Image acquisition and processing: The X-ray tube was operated at 40 kV and 750 μA. For the two tomography scans, the following parameters were used for the fluid phantom (porcine rind) scan: 1000 (1500) projections over 360 degrees, 8 (8) phase steps per projection, exposure time of 7 (5) s per phase step. The scanner was operated in step-and-shoot mode, i.e. at each projection angle one phase stepping procedure was performed, then the gantry was rotated to the next angular position and again phase stepping was performed, and so on. After every 15 acquisitions of this kind, 10 flat-field acquisitions were taken with static gantry. For these flat field acquisitions, the sample was moved out of the FOV. This results in a total exposure time of 26 (28) hours for the fluid phantom (pork tissue) CT scan. The X-ray tube was powered constantly throughout the acquisition sequence in order to preserve thermal equilibrium and avoid temperature-induced phase drift. The projection images of both CT scans were 2 × 2 binned before reconstruction, resulting in reconstructed voxel sizes of 60×60×60 μm³. Ring artifact reduction in the reconstruction routine and projection-based filtering (2D symmetric normalized Gaussian function with a variance of 0.5 pixels) for smoothing were applied. Additionally, the fluid phantom reconstruction
was post-processed to reduce the existing cupping artifact caused by beam hardening.

**CT reconstructions of the phantom and the soft-tissue sample:** Fig. 4.13 shows the tomographic reconstruction of the two samples: (a) and (d) phase contrast without applying the ADPR method, (b) and (e) phase contrast using the aforementioned ADPR method, (c) and (f) attenuation contrast. From this figure the importance of accurate phase recovery is directly noticeable and one can conclude that the method performs well in the sense that no artifacts remain in the corrected reconstructions [(b) and (e)]. In order to assess whether the tomographic reconstruction also yields quantitatively accurate results regarding the linear attenuation coefficient \( \mu \) and decrement of the refractive index \( \delta \), the mentioned phantom study was evaluated quantitatively. A quantity derived from \( \mu \), which is commonly used in clinical CT scanners, is the Hounsfield unit. As suggested by Donath et al. (2010), a corresponding quantity can be defined for phase images. To discriminate between these two Hounsfield units, the conventional attenuation Hounsfield units are referred to as HU-A and the phase Hounsfield units as HU-P. HU-A and HU-P are defined as (Donath et al., 2010)

\[
\text{HU-A} = \frac{\mu - \mu_{\text{wat}}}{\mu_{\text{wat}} - \mu_{\text{air}}} \times 1000, \tag{4.6}
\]

\[
\text{HU-P} = \frac{\delta - \delta_{\text{wat}}}{\delta_{\text{wat}} - \delta_{\text{air}}} \times 1000, \tag{4.7}
\]

where \( \delta_{\text{wat}}, \mu_{\text{wat}} \) and \( \delta_{\text{air}}, \mu_{\text{air}} \) denote the refractive index decrement and linear attenuation coefficient of water and air. The mentioned phantom comprised seven polyethylene tubes that were embedded in a water-filled plastic container of approximately 3 cm in diameter. The individual tubes were filled with chemically pure liquids and mixtures with salts to span a range of Hounsfield units in absorption and phase contrast. Following the procedure that was introduced in section 2.5, the effective energy was determined \( (E_{\mu} = 30 \text{ keV}, E_{\delta} = 27 \text{ keV}) \) and theoretical values for \( \mu \) and \( \delta \) were calculated. The corresponding theoretical Hounsfield units, were calculated according Eq. 4.6 and Eq. 4.7. The density of the individual substances, which is required for calculating theoretical values of \( \mu \) and \( \delta \), was determined using a high-precision scale (Sartorius LA 230 S). The results are listed in Tab. 4.5.

Tab. 4.6 contains the measured and calculated HU-A and HU-P for all substances in the phantom. From this table it is obvious that calculated and measured HU data agree well, the maximum deviation is 4 HU for phase and
Figure 4.13: Quantitative reconstructions of the fluid phantom (top) and the porcine rind sample (bottom). To reduce image noise, the reconstructions were averaged over 30 adjacent slices for the fluid phantom and over 5 slices for the porcine rind. (a) and (d) Phase contrast without adaptive differential phase recovery. (b) and (e) Phase contrast with adaptive differential phase recovery. (c) and (f) Attenuation contrast. Fluid phantom (top row): Labels - H$_2$O+NaCl10 (Water and 10% NaCl solution), Eth25Gly75 (25% Ethanol and 75% Glycerol solution); other substances are named accordingly. Image windowing: (b) HU-P [-144,232], (c) HU-A [-335,400]. Porcine rind (bottom row): Labels - (I) formalin background, (II) muscle, (III) two layers of subcutis (divided by connective tissue), (IV) dermis/epidermis. Image windowing: (e) HU-P [-249,91], (f) HU-A [-307,69]. This figure was previously published in Tapfer et al. (2012).
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<table>
<thead>
<tr>
<th>Substance</th>
<th>Density [g/cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethanol (75%) + Glycerol (25%)</td>
<td>0.877</td>
</tr>
<tr>
<td>Ethanol (50%) + Glycerol (50%)</td>
<td>0.982</td>
</tr>
<tr>
<td>Ethanol (25%) + Glycerol (75%)</td>
<td>1.110</td>
</tr>
<tr>
<td>Glycerol</td>
<td>1.260</td>
</tr>
<tr>
<td>H₂O + NaCl (5%)</td>
<td>1.033</td>
</tr>
<tr>
<td>H₂O + NaCl (10%)</td>
<td>1.069</td>
</tr>
<tr>
<td>H₂O</td>
<td>0.997</td>
</tr>
</tbody>
</table>

**Table 4.5**: Substances contained in the phantom and their measured density.

<table>
<thead>
<tr>
<th>Substance</th>
<th>HU-A(m)</th>
<th>HU-A(c)</th>
<th>HU-P(m)</th>
<th>HU-P(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Phantom</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethanol (75%) + Glycerol (25%)</td>
<td>-251 ± 9</td>
<td>-260</td>
<td>-112 ± 6</td>
<td>-114</td>
</tr>
<tr>
<td>Ethanol (50%) + Glycerol (50%)</td>
<td>-157 ± 9</td>
<td>-161</td>
<td>-17 ± 6</td>
<td>-18</td>
</tr>
<tr>
<td>Ethanol (25%) + Glycerol (75%)</td>
<td>-41 ± 10</td>
<td>-39</td>
<td>99 ± 7</td>
<td>100</td>
</tr>
<tr>
<td>Glycerol</td>
<td>94 ± 12</td>
<td>105</td>
<td>236 ± 8</td>
<td>235</td>
</tr>
<tr>
<td>H₂O + NaCl (5%)</td>
<td>230 ± 14</td>
<td>230</td>
<td>32 ± 7</td>
<td>29</td>
</tr>
<tr>
<td>H₂O + NaCl (10%)</td>
<td>466 ± 15</td>
<td>463</td>
<td>61 ± 6</td>
<td>57</td>
</tr>
<tr>
<td>H₂O</td>
<td>0 ± 14</td>
<td>0</td>
<td>0 ± 7</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Porcine rind</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Formalin background (I)</td>
<td>-9 ± 7</td>
<td>–</td>
<td>-37 ± 7</td>
<td>–</td>
</tr>
<tr>
<td>Muscle (II)</td>
<td>31 ± 7</td>
<td>–</td>
<td>12 ± 6</td>
<td>–</td>
</tr>
<tr>
<td>Subcutis (III)</td>
<td>-251 ± 11</td>
<td>–</td>
<td>-198 ± 7</td>
<td>–</td>
</tr>
<tr>
<td>Dermis/Epidermis (IV)</td>
<td>25 ± 9</td>
<td>–</td>
<td>57 ± 8</td>
<td>–</td>
</tr>
</tbody>
</table>

**Table 4.6**: Quantitative analysis of the performed CT scans of the fluid phantom (top) and porcine rind sample (bottom). Measured (m) and calculated (c) attenuation (HU-A) and phase (HU-P) Hounsfield units are quoted for different regions of interest (ROI). Fluid phantom (top): The HU data was extracted from a ROI analysis covering the central 80% of the individual substance containers of 30 averaged adjacent transverse CT slices. The standard deviation is quoted as error. Porcine rind sample (bottom): The measured Hounsfield units of a ROI analysis (region marked with red circle in Fig. 4) of the different tissue composites and formalin background are quoted. The standard deviation is quoted as error.
11 HU for absorption. This means that the proposed ADPR method does allow for quantitatively accurate CT reconstruction of Hounsfield phase and attenuation units.

The potential of the phase-contrast scanner for biomedical imaging was examined by scanning a porcine rind sample as it contains different layers of soft tissue. For a quantitative comparison of both contrast modes, Hounsfield units for the different types of tissues were determined at the indicated positions in Fig. 4.13 (red colored circles, 20 pixel in diameter) and are also quoted in Tab. 4.6. In order to be able to compare both contrast modes visually in an objective manner, the gray value windowing was chosen such that the tissue with the highest (lowest) Hounsfield unit corresponds to 90% (15%) of the available gray value range. This results in an image windowing of [-307,69] for HU-A and [-249,91] for HU-P.

Whereas the subcutis (III) can be identified well in both the phase contrast image (F) and absorption contrast image (E), especially the muscle (II) and dermis / epidermis (IV) can be more clearly distinguished from the embedding medium formalin (I) and in particular from one another in phase contrast. This visual observation is also reflected in the quantitative HU data in Tab. 4.6. This means that, also for biological tissues, attenuation and phase contrast are complementary. When comparing attenuation and phase contrast, it should be noted that for conventional attenuation contrast no gratings and in particular no analyzer grating G2, which absorbs approximately half of the X-ray photons and hence decreases counting statistics, are needed. However, grating-based phase contrast on the other hand supplies two perfectly registered and complementary images from one CT scan.

### 4.5.4 CT scan of excised mouse liver

In section 3.6 of the previous chapter, it was observed that soft-tissue contrast was strongly increased for the liver in a synchrotron-radiation-based CT scan of a fixated mouse. In order to explore this observation with the rotating-gantry CT scanner, a CT scan of a mouse liver was performed. The liver was excised from a CT-26 colon carcinoma-bearing mouse that, according to experience, is likely to exhibit metastases in the liver. Tumor induction was performed as described in section 3.6. After resection, the liver was embedded in formalin and placed in a plastic cylinder. The size of the fixated liver was approximately 1.5 cm in diameter.

For the CT scan, 901 projections were acquired over 360 degree, with 6 phase-stepping images of 6 s exposure time each. Every 10 projections, 5 reference flat-field data acquisitions were performed. To reduce noise, the projections were binned $2 \times 2$ prior to reconstruction, resulting in a voxel
4.5. Results from the rotating-gantry CT scanner

Figure 4.14: CT scan of a formalin-fixated excised mouse liver. The attenuation, [(a) and (c)], and phase images, [(b) and (d)], are shown in transverse, [(a) and (b)], and longitudinal, [(c) and (d)], slice orientation. To reduce noise, all images were averaged over three adjacent slices. The images are displayed on a linear gray scale and are windowed for best visual appearance.

size of $60 \times 60 \times 60\,\mu m^3$ for the CT volume. Fig. 4.14 shows attenuation (left column) and phase (right column) CT slices in transverse (top row) and longitudinal (bottom row) orientation. All shown views represent the average of 3 adjacent slices to reduce noise further. Please note the difference in noise texture in the transverse and the longitudinal phase-contrast CT slice. The horizontally oriented fluctuations in the longitudinal slices are intrinsic to the imaging method, as shown by Li et al. (2012). Contrast in general is noticeably increased in the phase images and faint internal structure of the liver is visible in the phase images. Metastatic tissue can, however, not
be identified. This could be due to several reasons. First of all, it is not definite if metastases are present in general as histology was unfortunately not performed. Further reasons could be that the metastases, if present, are in early stage and are too small to be resolved. Moreover, contrast could be too low. The imaging results nevertheless show that contrast in liver tissue is strongly increased and that further investigations are worth pursuing.

### 4.5.5 Summary

In order to take the next step in the translation of X-ray phase contrast CT to clinical applications, a first preclinical CT scanner was developed. The main challenge in the transition from bench-top systems with rotating sample to a rotating-gantry CT scanner were phase artifacts that are caused by minute changes in grating alignment. For the correction of these artifacts an adaptive differential phase recovery method was proposed. With the quantitatively accurate reconstruction of attenuation and phase Hounsfield units of a phantom, it was demonstrated that this correction routine performs accurately and that reconstructed $\mu$ and $\delta$ values are reliable.

The shown imaging results of porcine rind and excised mouse liver, with complementary information in absorption and phase images, underline the potential of the scanner for preclinical imaging.

### 4.6 Further development and technical issues

As we have seen in the previous section, the developed rotating-gantry CT scanner is fully-functioning and quantitatively accurate CT scans can be performed. This section is concerned with improvements of the CT scanner, and technical issues that were identified in the course of the described measurements. The guiding aim for the further development is the reduction of radiation dose and the reduction of acquisition time in CT scans, both in the view of future in-vivo imaging experiments.

For repetitive small-animal studies, radiation doses of several hundreds of mGy are tolerable at maximum (Figueroa et al., 2008). For the previously presented proof-of-principle CT scans of the phantom and the porcine rind, dose was estimated to be several Gy. With respect to acquisition time, a fundamental limit for in-vivo imaging originates from the tolerable time of anesthesia for the animal. This time should ideally not exceed one hour. For the presented CT scans, acquisition time was more than 20 hours. It is hence necessary that both radiation dose and acquisition time are reduced for repetitive small-animal in-vivo studies.
4.6. Further development and technical issues

In this context, the following technical aspects and associated improvements are considered: rotation stability, interferometer design energy, X-ray absorption in silicon wafers, data acquisition and CT reconstruction, and deterioration of the source grating.

4.6.1 Improvement of rotational stability

As we have seen in section 4.5.1, the force of gravity has a distinct impact on the rotational stability and affects differential phase images. The underlying misalignment in gratings is caused by bending of support structures and bearing play in the mounting of gratings. The holder of the source grating allows for a rotation around the optical axes and for phase stepping. The analyzer grating (G2) is mounted stationary and is not motorized. For this reason, the phase grating assembly, with motorized movements for rotation, tilt and especially shift along the optical axis, is most affected by the rotational movement.

To reduce the gravitationally-induced grating misalignment, the positioning drives and mounting of the phase grating assembly were improved: zero-backlash gears were installed and the entire phase grating assembly was additionally fixated by a mechanical spring. Primarily due to the strongly reduced backlash, and secondary due to the constant spring load, the effect of gravity was strongly reduced. Fig. 4.15 shows the installed spring that connects the phase grating assembly with the gantry itself, such that the spring force acts in the direction of the optical axis. With this reworked grating mounting, rotation stability was investigated again. The same procedure as introduced in section 4.5.1 was followed, resulting in a plot of the fringe phase value $\Delta \varphi_{rot}(\alpha)$ as a function of gantry rotation angle. Fig. 4.16 displays $\Delta \varphi_{rot}(\alpha)$ for both the previous grating mount and the reworked mount. As can been seen from this plot, rotational stability is greatly enhanced: the magnitude of the phase drift is approximately four times smaller and the curve is smoother. Additionally, the curve is more symmetric and there is nearly no offset between 0 degree and 360 degrees gantry rotation angle.

In practice this means that fewer reference flat-field acquisitions during gantry rotation are necessary. Due to the involved animal bed movement out of the FOV, these reference flat-field acquisitions are rather time-consuming. As a results of the improved grating mount, the acquisition time of CT scans could be reduced significantly.
4.6.2 Adjustment of interferometer design energy

The imaging performance of a grating interferometer strongly depends on the energy of the incoming X-rays. This is why the interferometer is designed for one particular energy (design energy) at which it performs optimal. This means in practice that the effective energy spectrum—the spectrum that is emitted by the tube source and filtered by the grating wafers and the sample—should be centered around this particular design energy. For the CT scanner, the interferometer design energy is 23 keV. Based on the procedure that was explained in section 2.5, the de-facto effective energy was determined in the quantitative phantom study (see 4.5.3) with the following result: $E_\mu = 30$ keV, $E_\delta = 27$ keV (for an X-ray tube voltage of 40 kV). Considering that the design energy of the interferometer is 23 keV, one can conclude that the interferometer is currently not designed optimally.

On the basis of this finding, gratings for a higher design energy are currently conceived. Once installed, these gratings will increase the visibility of the interferometer and hence increase the signal-to-noise ratio. This in turn will allow for shorter exposure times, effectively reducing the dose and total data acquisition time in CT scans.
4.6.3 Reduction of silicon wafer thickness

An obvious approach to reduce acquisition time for a given X-ray source is to reduce the thickness of the silicon wafers on which the grating structures are grown. For the present wafer thickness of 550 µm, and the X-ray design energy of 23 keV, transmission through one wafer is approximately 70%. For three wafers, this results in a loss of flux of approximately 66%. Reducing the thickness of all three wafers to 100 µm each, which is technologically feasible, would involve an increase of X-ray intensity by a factor of 2. As a consequence, the acquisition time would be reduced correspondingly. Besides the reduced attenuation itself, also the energy spectrum would be affected—the effective energy would be reduced and the spectrum may be broadened slightly.

For the CT scanner, one grating wafer sample with 200 µm thickness has already been manufactured. Handling and mounting in the scanner was carried out without any problems and a further reduction of wafer thickness to 100 µm is ongoing.
4.6.4 Data acquisition and CT reconstruction

Further room for improvement lies in the way data is acquired and reconstructed.

- Currently, the gantry is operated in step-and-shoot mode meaning that phase stepping and gantry rotation are performed one after the other. Recently, Zanette et al. (2012) reported a data acquisition and processing method that combines sample rotation and phase stepping, which optimizes dose efficiency by a factor of 4, while maintaining image quality. An implementation of this optimized acquisition scheme is ongoing.

- Reference flat-field data is currently acquired at regular intervals during gantry rotation. As the sample needs to be moved out the FOV for that purpose, this procedure is quite time consuming. As an alternative, both parts may be separated, i.e. a ‘flat-field tomography’ scan could be performed before or after the ‘sample tomography’ scan. This approach would reduce scan time considerably, but a requirement is obviously that stability is sufficient and advanced software algorithms may be necessary to assign matching flat-field data for each gantry rotation angle.

- Moreover, due to the distinct beam divergence, it may be worth exploring spiral CT data acquisition, meaning that gantry rotation and bed movement are combined.

- On the side of reconstruction, the required number of projections and/or exposure time may be reduced with the use of advanced iterative reconstruction schemes.

4.6.5 Deterioration of source grating

In the compact gantry, the distance between the emission point of the X-ray source and the source grating G0 amounts to only 3 cm. Due to this proximity, damage of this grating was observed after approximately six months of usage. In particular after a CT scan investigating long-term stability, which was operated non-stop over several days with maximum tube power (50 kVp, 800 µA), this damage became apparent. Fig. 4.17 shows unprocessed flat-field images of the rotating-gantry CT scanner with an intact (a) and damaged source grating (b). The practical consequences of the damage are vertically oriented stripes (highlighted), which translate into ring artifacts in CT scans. Up until now, it is not clear weather the observed damage is due to the thermal or radiation exposure of the grating. Most probably, the damage leads
to deformations of the photo-resist, which is neither temperature nor completely radiation hard.

In order to reduce the grating’s exposure to low-energy X-rays, which naturally deposit most X-ray dose, currently a filter is designed, which is intended to be installed in front of the source grating. Please note that this filter has most probably no effect on X-ray dose and it is solely designed for practical reasons, i.e. to avoid damage of the source grating.

### 4.7 Summary and Outlook

In this chapter, the development of a first phase-contrast CT scanner was presented. First, a rotating-sample prototype was conceived and built. Based on a first commissioning experiment, the hardware was adapted with respect to the gratings and the imaging detector. In the next step, the redesigned gantry was implemented into a micro-CT housing. With this first rotating-gantry CT scanner, stability experiments and imaging of a fluid phantom and of biological tissue were conducted. It was found that, when adequate software correction algorithms are applied to correct for phase drifts, quantitatively accurate tomographic reconstruction of the linear attenuation coefficient $\mu$ and decrement of the refractive index $\delta$ can be performed. Moreover, increased soft-tissue contrast was observed visually and quantitatively with contrast-to-noise ratios in a fixated biological sample.
The intended use of the scanner is the repetitive in-vivo study of small-animal disease models. As illustrated in the last section, technological improvements have already been made and others are on their way to achieve this aim.

Already by now, projection-based in-vivo imaging is possible and has been performed. The main findings of a first in-vivo study and the results of a further study, which investigated lung emphysema in-vitro, are introduced briefly:

**In-vivo radiography:** A first radiography of a whole living mouse was recently conducted with the developed rotating-gantry CT scanner. This investigation demonstrated the feasibility of imaging a living mouse, with heart- and breathing movement: no artifacts, besides the common blur of strongly moving body parts, were seen and phase-stepping in particular does not induce additional aberrations. For further details, the reader is referred to the corresponding study by Bech et al. (2013).

**Emphysema in mouse lungs:** Towards mouse disease models, the diagnosis of lung emphysema was investigated in excised lungs. A first projection-based in-vitro study was performed with very promising results: with the combined information of attenuation and dark-field contrast, healthy and emphysematous lungs could be clearly distinguished. For further details, the reader is referred to the study by Yaroshenko et al. (2013).

In summary, it can be said that—with our efforts—phase-contrast imaging advanced considerably in the translation of the technique from bench to bedside. The feasibility of implementing a grating interferometer into a micro-CT scanner was demonstrated and, using this scanner, enhanced soft-tissue contrast was shown in biological tissues.
Chapter 5

Summary, conclusions and outlook

In this chapter, the main scientific results of this PhD thesis are summarized, corresponding conclusions are drawn, and a brief outlook is presented. Following the division of the thesis into two main parts, this chapter is structured accordingly.

Investigation of mouse disease models: Generally, this field can be divided into two distinct types of applications: high-performance benchmarking imaging on the one hand, and dose-compatible imaging on the other hand. With respect to the high-performance, synchrotron-radiation-based investigations, the following was found:

- The signal-to-noise ratio analysis of several organs in a healthy mouse specimen showed that soft-tissue contrast is approximately seven times lager in phase images than in attenuation images (at an X-ray energy of 35 keV). This renders the imaging technique, in general, attractive for a broad range of applications.

- In two pancreas tumor model mice, tissue heterogeneity was assessed. For a cystic lesion, it was found that the difference of fibrotic and cellular tissue composition was only visible in the phase image. Such a discrimination is, for example, of interest in the field of therapy response monitoring as differences in tissue composition result in regional differences of therapy response. In the other mouse specimen, heterogeneity of the solid tumor tissue was solely accessible on the basis of the phase image. Tumor heterogeneity is of great interest for a detailed characterization and staging of the tumor.
• For the colon carcinoma model mouse, it was observed that contrast in liver tissue was particularly increased (which was, however, not directly related to the tumor cells). This increased contrast in phase images allowed for the identification of a pathologic change of the aorta, i.e. an enormous accumulation of blood in the liver.

• In the same mouse specimen, a phase-contrast CT slice revealed—through the intact skull—different composites of gray and white matter of the cerebellum, even though image quality was strongly compromised by streak artifacts originating from the surrounding cranial bone.

With respect to potential in-vivo imaging, one pancreas tumor model mouse was imaged in a dose-compatible scenario using a conventional X-ray tube source. Here, the following striking observation was made:

• Detection of the solid tumor was solely feasible on the basis of the phase image and failed for the attenuation image.

From these observations, it can be concluded that phase-contrast CT is, indeed, a very powerful tool in small animal research. In the following, a few potential applications are discussed.

One particularly interesting potential application, for which increased soft-tissue contrast is indispensable, is the detection and characterization of soft-tissue tumors. Improved visibility of such tumor tissue would, most probably, be given for various organs as the SNR is generally significantly elevated in phase images. This superiority may prove helpful for both in-vivo and high-performance imaging.

Fibrosis in general is a disease that affects many organs (for example lung, liver, heart) and its detection is very challenging. Here, the combination of high-resolution and high soft-tissue contrast might be especially helpful.

With improved reconstruction schemes, for example iterative reconstruction algorithms that feature the option to weight the contribution of specific areas to the reconstruction, bone artifacts might be reduced. This may allow for high-resolution brain imaging, which is currently only feasible with reduced spatial resolution using MRI.

**Development of a first phase-contrast small-animal CT scanner:**

With this development, we have taken the major step from bench-top-based imaging setups with rotating sample, to a fully-functioning rotating-gantry CT scanner. In particular, the following aspects have been addressed successfully:
• A first small-animal phase-contrast CT scanner was built.

• When rotating the gantry, the greatest challenge arises from artifacts, which are induced by slight changes in grating alignment. Using the introduced adaptive differential phase recovery procedure, these artifacts can be corrected.

• With a phantom study it was moreover demonstrated that the correction routine performs quantitatively accurate.

• Using the developed scanner, improved soft-tissue contrast was demonstrated for biological tissue, i.e. porcine rind and mouse liver.

In view of future in-vivo imaging experiments, the following points that require further improvement, were identified:

• The total scan time for high-performance CT scans is long, up to 28 hours for the presented CT scans.

• Radiation dose for such CT scans is correspondingly elevated, on the order of several Gy for the shown data.

• The design energy of the interferometer was not chosen ideally: the effective energy is approximately 4 keV higher than the design energy ($E_{\delta} = 27$ keV vs. $E_{\text{design}} = 23$ keV).

These aspects can be improved by mainly adapting the interferometer design energy (redesign of gratings), reducing the silicon wafer thickness, and optimizing the way data is acquired and reconstructed.

With the availability of the small-animal phase-contrast CT scanner, numerous preclinical investigations can be undertaken, which might benefit from increased soft-tissue contrast. In particular longitudinal studies—investigating for example the progression of a disease with time or the response of a certain medication—would benefit greatly from the option to do in-vivo imaging. Currently, such in-vivo studies are limited to planar radiography or limited-angle CT. Once the described optimizations are implemented, both X-ray dose and acquisition time will be reduced greatly. This will then, most probably, allow for full tomographic imaging of mouse disease models in the near future.

Overall, we believe that the research, which was presented in this PhD thesis, represents a considerable advancement in the translation of grating-based phase-contrast imaging from bench to bedside.
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