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#### Abstract

Quantum dots play an important role in a wide range of recent experimental and technological developments. In particular they are promising candidates for realisations of quantum bits and further applications in quantum information theory.

The harmonically confined Hooke's atom model is experimentally verified and separates in centre-of-mass and relative coordinates. Findings that are contradictory to this separability call for an extension of the model, in particular changing the confinement potential. In order to study effects of an anharmonic confinement potential on spectral properties of planar two-electron quantum dots a sophisticated numerical approach is developed. Comparison between the Helium atom, Hooke's atom and an anharmonic potential model are undertaken in order to improve the description of quantum dots.

Classical and quantum features of complexity and chaos are investigated and used to characterise the dynamics of the system to be mixed regular-chaotic.

Influence of decoherence can be described by quantum fidelity, which measures the effect of a perturbation on the time evolution. The quantum fidelity of eigenstates of the system depends strongly on the properties of the perturbation. Several methods for solving the time-dependent Schrödinger equation are implemented and a high level of accuracy for long time evolutions is achieved.

The concept of offset entanglement, the entanglement of harmonic models in the noninteracting limit, is introduced. This concept explains different questions raised in the literature for harmonic quantum dot models, recently. It shows that only in the groundstate the electrons are not entangled in the fermionic sense.

The applicability, validity, and origin of Hund's first rule in general quantum dot models is further addressed. In fact Hund's first rule is only applicable, and in this case also valid, for one pair of singlet and triplet states in Hooke's atom. For more realistic models of two-electron quantum dots an extension of Hund's first rule for unnatural parity states, the alternating rule, is found to be valid. The origin of the rules is closely related to the angular configurations in centre-of-mass and relative coordinates.


## Zusammenfassung

Quantenpunkte spielen eine wichtige Rolle bei einer Großzahl an experimentellen und technologischen Entwicklungen. Insbesondere sind sie ein vielversprechender Kandidat für die Realisierung von Quantenbits und anderen Anwendungen der Quanteninformationstheorie.

Das Hookesche Atom mit harmonischem Fallenpotential ist ein experimentell gut bestätigtes Modell und separiert in Schwerpunkts- und Relativkoordinaten. Experimentelle Ergebnisse die im Widerspruch zu dieser Separation stehen fordern eine Erweiterung des Modells, insbesondere eine Änderung des Fallenpotentials. Ein anspruchsvoller numerischer Zugang wird entwickelt um die Effekte eines anharmonischen Fallenpotentials auf spektrale Eigenschaften von zwei Elektronen Quantenpunkten zu untersuchen. Vergleiche zwischen dem Helium Atom, dem Hookeschen Atom und einem Modell mit anharmonischem Potential werden unternommen um die Beschreibung von Quantenpunkten zu verbessern.

Sowohl die klassischen als auch die Quanten-Merkmale von Komplexität und Chaos werden untersucht. Damit kann die Dynamik des Systems als gemischt regulär chaotisch charakterisiert werden.

Der Einfluss der Dekohärenz kann mit Hilfe der Quantentreue beschrieben werden, die den Effekt einer Störung auf die Zeitentwicklung misst. Die Quantentreue von Eigenzuständen des Systems hängt stark von den Eigenschaften der jeweiligen Störung ab. Verschiedene Methoden zur Lösung der zeitabhängigen Schrödingergleichung werden implementiert und ein hohes Maß an Genauigkeit für sehr lange Zeitentwicklungen wird erreicht.

Das Konzept der Offset-Verschränkung, die Verschränkung von harmonischen Modellen im nicht-wechselwirkenden Grenzfall, wird eingeführt. Dieses Konzept ermöglicht es verschiedene Fragestellungen zu klären, welche kürzlich in der Literatur in Bezug auf Quantenpunktmodelle mit harmonischen Fallenpotentialen diskutiert wurden. Es zeigt, dass die beiden Elektronen nur im Grundzustand nicht im fermionischen Sinne verschränkt sind.

Desweiteren wird die Anwendbarkeit, die Gültigkeit und der Ursprung der ersten Hundschen Regel in allgemeinen Quantenpunktmodellen untersucht. In der Tat ist die erste Hundsche Regel im Hookeschen Atom nur für ein Paar von Singulett und Triplett Zuständen anwendbar und in diesem Fall auch gültig. Für realistischere Modelle von zwei Elektronen Quantenpunkten ist eine Erweiterung der ersten Hundschen Regel, die alternierende Regel, gültig. Der Ursprung der Regeln kann in Zusammenhang gebracht werden mit den Winkelkonfigurationen in Schwerpunkts- und Relativkoordinaten.
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## Introduction

Experimental realisations of electrons in semiconductors confined in all three spatial dimensions - quantum dots - were first reported in the 1980's [1, 2, 3]. The typical dimension of few nanometres, which is below the de Broglie wavelength of the electrons, leads to discrete energy levels and particular optical emission and absorption properties. Quantum dots are most frequently realised as nanoparticles of certain semiconductor crystals. State-of-the-art production methods on the one hand offer the opportunity to shape these properties almost arbitrarily and on the other hand make fabrication of large numbers possible [4]. Therefore, quantum dots are particularly interesting for experimental and technical developments $[5,6,7,8,9,10]$.

The dynamics of quantum dots resembles the one of atoms and well-established methods from atomic physics can be used for a theoretical description of quantum dots $[11,12$, $13,14,15]$. Similar topics are addressed and the comparison between these similar systems reveals new features. The properties of atomic shell filling in general follow Hund's empirical rules $[16,17]$. Highly symmetric few-electron quantum dots can be characterised according to the "periodic table of artificial atoms" and Hund's rules appear to be equally valid $[18,19,20,21]$. Comparisons between atomic and quantum dot systems [22, 23, 24] have brought up new aspects in the ongoing discussion about the origin of Hund's rules in atoms [25].

In the last few years a lot of effort has been taken in the field of quantum computing [26]. On the theoretical side quantum information gives a detailed description of the possibilities offered by manipulating quantum bits [27, 28]. On the experimental side promising results for the realisations of quantum bits have been reported and a variety of different approaches are considered [29, 30]. Atomic systems, e.g. Rydberg atoms, as well as quantum dots have been proposed as possible realisations of a quantum bit [31, $32,33,34,35]$. The main obstacle on the route to technically realised quantum computing is decoherence. Decoherence describes the quantum to classical transition performed by a system (quantum bit) in contact with the environment that forces the system to lose the specific quantal properties. From a modern point of view decoherence is described by the increasing entanglement of the system states with the environmental states [36, 37]. Entanglement plays a crucial role in quantum information and quantum cryptography and theoretical investigations as well as numerical studies of bipartite systems are addressed [38, 39]. Significant differences between harmonic two-electron quantum dot models [40, $41,42,43]$ and atomic helium [44, 45] have been reported [46, 47].

Another way to investigate the decoherence properties of a system is to measure the quantum fidelity or Loschmidt echo [48, 49, 50, 51]. Quantum fidelity is the overlap of a state evolved in time by a Hamiltonian and backwards by the same Hamiltonian with a small perturbation with the original state. Loschmidt argued that a classical statistical system evolved in time up to a certain instant of time, when all momenta of the particles are exactly reversed, would return to its initial state and violate the second law of thermodynamics. At this point classical chaos enters the game. If the system is chaotic, as
expected for a classical interacting many-body system, the slightest error in the reversion process will guide it to end up far from the initial state and no violation occurs. This is a consequence of the sensitivity to initial conditions: any initial phase space distance will grow exponentially in time for chaotic dynamics. However, the quantum time evolution is linear and the distance of two vectors, which is the quantum analog to a classical phase space distance, evolved in time under the same Hamiltonian is constant. The alternative idea to perturb the Hamiltonian describing the dynamics as a quantum version of the property of classical chaos had already been proposed by Peres in the year 1984 [52].

The behaviour of the quantum fidelity decay in time is related to the complexity of the system and is well characterised [53]. An unusual behaviour of the decay has been reported by Manfredi and Hervieux for many-body systems investigated with mean-field approaches $[54,55,56]$. This behaviour is particularly interesting since the fidelity stays close to unity for very long times. In other words these systems are robust to environmental perturbations and possible candidates for realisations of quantum bits. A quantum dot system with chaotic dynamics can serve as a model to confirm the unusual behaviour of the fidelity without mean-field approximation.

The fundamental difference between the quantum and the classical time evolution prevents an analogous definition of chaos. What is quantum chaos, if it cannot be defined just like in the classical sense? Different answers have been given: The Bohigas-GiannoniSchmit conjecture based on random matrix theory predicts universal properties of quantum spectra for systems with underlying chaotic classical dynamics [57]. Semiclassical quantisation of the classical action could be extended to the chaotic case when the regular tori break up. Gutzwiller's trace formula describes the level density in terms of periodic orbits of the classical motion [58]. Semiclassical concepts are seen to be particularly helpful for understanding deviations from the fully chaotic dynamics observed in mixed regular-chaotic systems [59]. Nevertheless, it is not entirely clear how to characterise mixed regular-chaotic systems, neither with established spectral properties [60, 61, 62, 63, 64, 65] nor with alternative concepts [66]. Why is it important to characterise if a quantum system is chaotic? Effects of chaos are omnipresent in classical physics, e.g. in celestial dynamics [67], meteorology [68] or electronic devices like Josephson junctions [69]. Since classical dynamics is the limit of large actions of the quantum dynamics, classical chaos must have a quantum origin. Additionally, classical chaos has become relevant, because it can explain the classical ergodic hypothesis by Boltzmann and therefore the classical creation of thermalisation. In contrast, the connection between quantum chaos and quantum thermalisation is still an open question, just like creation of quantum thermalisation in general [70]. The eigenstate thermalisation hypothesis is an auspicious candidate to explain quantum thermalisation based on Berry's conjecture about universal properties of chaotic eigenstates [71, 72, 73].

The first system for which the ergodic hypothesis was proven in the classical case is the Sinai billiard [74]. Since then planar one-particle billiards have been intensely investigated, as these systems can be well described classically and in the quantum regime [75, 76, 77]. For the characterisation of the quantum properties semiclassical, analytical, numerical and experimental techniques have been presented [78, 79]. Open and closed billiard systems are frequently used as one-particle quantum dot models, but only few approaches with two electrons exist [80, 81, 82]. Experimental realisations and numerical studies of open billiard systems address the correlation of quantum chaos and transport in quantum dots [ 83,84$]$. The theoretical framework interconnecting open and closed billiard systems is summed up under the term leaky billiards [85].

A detailed analysis of a closed quantum dot system with chaotic properties beyond the billiard model has not been performed, yet. It is the goal of this thesis to shed some light
on the complex dynamics, classical and quantum, of such a system. Our investigations are based on a numerical approach for a model of two electrons confined to a plane with full Coulomb interparticle interaction. The effect of a magnetic field perpendicular to the plane is included in the model. The confining potential can be any combination of harmonic and quartic potential. Therefore, a variety of quantum dot models can be addressed, e.g. the well-established Hooke's atom [86], Hooke's atom with a quartic perturbation [87] and the more academic model of a purely quartic oscillator [88].

Spectral properties, expectation values and probability densities can be calculated with high accuracy and are the basis for the investigation of quantum chaos as well as the validity of Hund's first rule. Our model provides sophisticated methods to propagate the system in time. Thus, we can address the effect of small perturbations in long-time evolutions. First steps of the investigation of the unusual behaviour for the fidelity decay are taken [54, 55, 56]. Our framework is in general capable of modelling an equivalent system with an exact numerical approach. Additionally, we obtain results with the analytical analysis of entanglement for harmonic confinement in the non-interacting limit. Calculations of the classical dynamics offer a foundation to our investigations of the quantum complexity of the system. Finally, a perturbative approach for a circular two-electron billiard system corroborates our results concerning Hund's first rule in quantum dots. The flexibility of our approach allows for a detailed investigation of a variety of aspects of the complex dynamics of two-electron quantum dots.

## Structure of the present thesis

The central part of the present thesis consists of five chapters, each including a short summary. The essence of these chapters is summarised in a concluding chapter followed by the appendix.

The experimental results we consider relevant for our model of a quantum dot are summarised in Chapter 1. We present our model and show that it is capable of reproducing the key features of particular experimentally realised quantum dots.

A detailed description of our numerical approach is given in Chapter 2. We show the analytical transformation of the Schrödinger equation to a generalised eigenvalue problem in a finite matrix representation. This matrix representation is included in our numerical approach and solutions are obtained with standard tools. We analyse the convergence properties and compare to available results in the literature.

In order to characterise the complexity of the system we perform a detailed analysis of the effect of the anharmonic confining potential in Chapter 3. The classical dynamics is studied with an analysis of the dominant frequencies of the trajectories. On the quantum, side three main properties of chaotic systems are addressed: the nearest-neighbour distribution, the distribution of energy gaps of avoided crossings and a localisation property of eigenstates measured by the information entropy of a basis representation.

In Chapter 4 we consider the time dependence of our system with a focus on quantum fidelity. Three different approaches to calculate the time propagation of our system are tested. For a particular iterative predictor-corrector scheme a method to adapt the timestep is developed. Results on the quantum fidelity decay of eigenstates of the unperturbed system are presented.

We will address the applicability and validity of Hund's first rule in detail in Chapter 5. In the course of this chapter the entanglement properties of the harmonic system in the non-interacting limit is related to the applicability of Hund's first rule. This offset entanglement can explain some properties of the fully interacting system. We will emphasise
the differences between various quantum dot models and discuss the alternating rule as an extension of Hund's first rule.

## Chapter 1

## The harmonic quantum dot model and beyond

### 1.1 A model for a two-electron quantum dot

Electrons in a semiconductor can be confined in all spatial dimensions. The confinement to a plane is in general realised between two semiconducting layers of, e.g. GaAs and AlGaAs, which results in a so-called quantum well. Further confinement is achieved either with gate electrodes or by geometrically shaping the sample, or both. In a quantum wire the dynamics is reduced to a line, and finally, in a quantum dot electrons are confined in all three spatial dimensions. The density of states undergoes a transition from the well-known $\sqrt{E}$-behaviour for the bulk semiconductor, to discrete energy levels for the quantum dot. We will only consider those zero-dimensional objects, so-called "artificial atoms" from now on.

### 1.1.1 Experimental properties

The physical model we are about to study is based on experimental findings. Since the first experimental realisations of quantum dots in the 1980's [1, 89, 2, 90] there has been a broad interest in these physical nanosystems. The term quantum dot was coined shortly after their discovery by Reed [3]. While the first quantum dots contained a huge number of electrons, already in 1989 a controlled number of 3 to 20 electrons per dot was reported [91]. At the beginning quantum dots were only available in huge arrays with statistical fluctuating properties. It was a great success to address and charge single dots with electronic gates [92]. Nowadays quantum dots can be fabricated by various techniques with a great variety of materials and of optical and charging properties. We will discuss some of these properties in this section and connect them to our model.

Before introducing modified atomic units for our approach it is convenient to use SI units for the correspondence between experiments and our model.

## Parabolic confinement and number of electrons

Far infrared transmission spectra are obtained experimentally for few-electron quantum dots and show two specific properties relevant for our model [93]. First: The absorption amplitude has discrete values when varying the depth of the potential via an applied gate voltage. This property allows us to determine the number of electrons $N$ on the dot. Therefore $N$ is a good quantum number. Second: The wavelength of the transmission minimum depends only weakly on the number of electrons. Indeed, this has also been
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shown comparing quantum dots with larger numbers of electrons, e.g. 25 and 100 electrons [94]. For a purely parabolic confining potential a very general result, Kohn's theorem [95], is valid. Such a confinement allows for separation of centre-of-mass (COM) motion independently of the interaction between the electrons. As a consequence Kohn's theorem states that the oscillator strength of the ground state is independent of the interparticle interaction and the number of electrons. We can assume the confining potential to be harmonic with some deviation,

$$
\begin{equation*}
V_{\mathrm{conf}}(\boldsymbol{r})=\frac{1}{2} m^{*}\left(\tilde{\omega}_{x}^{2} x^{2}+\tilde{\omega}_{y}^{2} y^{2}+\tilde{\omega}_{z}^{2} z^{2}\right)+V_{\mathrm{anharm}}(\boldsymbol{r}) \tag{1.1}
\end{equation*}
$$

with the effective electron mass $m^{*}$. Therefore, we can write a general Hamiltonian,

$$
\begin{equation*}
H=\sum_{j=1}^{N}\left(\frac{\boldsymbol{p}^{2}}{2 m^{*}}+V_{\mathrm{conf}}\left(\boldsymbol{r}_{j}\right)\right)+\sum_{i<j} V_{\mathrm{int}}\left(\boldsymbol{r}_{i}, \boldsymbol{r}_{j}\right) \tag{1.2}
\end{equation*}
$$

based on the assumption of a discrete number of electrons on the dot and dominantly harmonic confinement. The influence of the confining solid state system on the Coulomb repulsion between the electrons is manifested through the relative permittivity $\epsilon_{r}$,

$$
\begin{equation*}
V_{\mathrm{int}}\left(\boldsymbol{r}_{i}, \boldsymbol{r}_{j}\right)=\frac{q_{e}^{2}}{4 \pi \epsilon_{r} \epsilon_{0}\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|} \tag{1.3}
\end{equation*}
$$

with the electron charge $q_{e}$ and the vacuum permittivity $\epsilon_{0}$.

## Cylindrical symmetry and effectively planar dynamics

Kouwenhouven and coworkers have realised and intensely studied radially-symmetric, fewelectron quantum dots $[18,19,96,97,20]$. The necessary energy for adding another electron onto the dot can be measured and gives rise to the "periodic table of artificial atoms" [19]. This shell structure resembles the one for real atoms with one major difference: The magic numbers correspond to a two-dimensional dynamics. The qualitatively different confinements mentioned above render the dynamics of a quantum dot effectively two-dimensional, $\tilde{\omega}_{z} \gg \tilde{\omega}_{x, y}$. Deviations from this assumption will be addressed in the last paragraph of this Section. In the following all vectors are understood to be two-dimensional, unless stated otherwise. Furthermore the angular momentum is a good quantum number and the well-known rules of Friedrich Hund $[16,17]$ also apply here [21]. We adapt our model to these realisations and assume the dynamics to be two-dimensional and the confining potential to be radially symmetric,

$$
\begin{equation*}
V_{\mathrm{conf}}(\boldsymbol{r})=V_{\mathrm{conf}}(r)=\frac{1}{2} m^{*} \tilde{\omega}^{2} r^{2}+V_{\text {anharm }}(r) \tag{1.4}
\end{equation*}
$$

with $r=|\boldsymbol{r}|=\sqrt{x^{2}+y^{2}}$.

## Influence of a magnetic field

Most of the experimental realisations include the application of a magnetic field perpendicular to the plane of the two-dimensional dynamics. Such a magnetic field, $B_{z}=B$ has two effects on the general Hamiltonian Equation (1.2), an enhanced harmonic confinement and an energy shift according to the Zeeman effect. The harmonic frequency changes to $\tilde{\omega}^{2}=\tilde{\omega}_{0}^{2}+\tilde{\omega}_{B}^{2}$, with $\tilde{\omega}_{B}=\frac{q_{e} B}{2 m^{*}}$, the Larmor frequency. The Zeeman term in the absence of spin-orbit coupling reads

$$
\begin{equation*}
\tilde{\omega}_{B}\left(L_{z}+g^{*} S_{z}\right) \tag{1.5}
\end{equation*}
$$

with the total angular momentum perpendicular to the plane $L_{z}$, the $z$-component of the total spin $S_{z}$ and the Landé factor $g^{*} \approx 2$. The larger length scale of quantum dots compared to atoms makes effects accessible in the laboratory that cannot be accessed for atoms. A well-known example is the transition of the ground state from singlet to triplet spin symmetry depending on the magnetic field. This effect had been proposed theoretically [86] before it was measured for quantum dot helium for magnetic fields of a few Tesla [98, 99, 96]. For atomic helium the necessary magnitudes of the magnetic field are five to six orders larger $\left(10^{6} \mathrm{~T}\right)$ and are expected to occur only close to astronomical objects [100].

## Dimensional phenomena and deviations from the parabolic confinement

We take a closer look at two of the assumptions made above, the dimensionality and the harmonicity of the confinement. An anisotropic three-dimensional harmonic model with $\tilde{\omega}_{z}>\tilde{\omega}_{0}$ has been investigated with semiclassical methods [101]. By varying the Larmor frequency a smooth transition from effectively two-dimensional, $\tilde{\omega}_{z}>\tilde{\omega}$, to threedimensional dynamics, $\tilde{\omega}_{B} \approx \tilde{\omega}_{z}$, can be modelled. Confirming the intuitive picture, the Coulomb interaction is weaker in three dimensions, since the electrons have the opportunity to avoid vertically. As a consequence scaling the interparticle interaction can partly account for the effect of the third dimension in the two-dimensional approach.

Another three-dimensional approach calculated the electrostatic potential induced by a charge-free region for $|z|<z_{0}$ and uniformly distributed charges beyond, $|z|>z_{0}$ [21, 102]. The quantum dot was cylindrically symmetric and the Poisson equation can be solved analytically. Expanding the potential for small values of $r$ and in the limit $z=0$ gives a parabolic confinement with quartic perturbation. The strength of the quartic perturbation in this derivation depends on the distance and can be positive or negative. Nevertheless a quartic term can account for the dimensional effects to a certain extent.

Deviations of the far-infrared spectroscopy properties from the behaviour corresponding to purely harmonic confinement had been reported for few- and many-electron quantum dots $[93,94]$. A quartic perturbation has successfully been made use of for partially describing these deviations [12]. Following these findings we establish our anharmonic perturbation to be a quartic potential,

$$
\begin{equation*}
V_{\text {anharm }}(r)=\tilde{\kappa} r^{4} \tag{1.6}
\end{equation*}
$$

We will show in Section 1.4 how this perturbation does not change the experimental validity of our model in comparison to the harmonic confinement. Nonetheless, we will show in Chapter 3 how the dynamics and the complexity of the system change significantly.

By the choice of atomic units variations of the interparticle interaction strength will be mapped to variations of the confining potential strengths. Therefore effects of the dimensionality will be incorporated by varying $\kappa$ and $\omega_{0}$ and we will not explicitly consider effects of the dimensionality.

### 1.1.2 The planar model

The two-electron dynamics shows a high degree of complexity at a performable amount of numerical effort and describes the perfect balance between feasibility and complexity. As mentioned above, the number of electrons can be controlled experimentally and we will restrict ourselves to the case $N=2$ in the following. The resulting equations resemble those of a description of atomic helium under the assumption of infinite nucleus mass, but different confining potential. The term quantum dot helium is commonly used and is
more general than the term Hooke's atom ${ }^{1}$, which only corresponds to purely harmonic confinement.

We describe the complex dynamics of a planar two-electron quantum dot with harmonic and quartic confinement, Coulomb interaction between the particles and a magnetic field perpendicular to the plane. Each electron has an effective mass $m^{*}$ and the influence of the confining solid state system on the Coulomb repulsion is manifested through the permittivity $\epsilon=\epsilon_{0} \epsilon_{r}$. Affected by these two quantities we introduce modified atomic units (a.u.), see Appendix A.1, and the most general Hamiltonian applied reads as

$$
\begin{equation*}
H=\sum_{j=1}^{2}\left[-\frac{1}{2} \nabla_{j}^{2}+\frac{1}{2}\left(\omega_{0}^{2}+\omega_{B}^{2}\right) r_{j}^{2}+\kappa r_{j}^{4}\right]+\omega_{B} L_{z}+\frac{\gamma}{r_{12}}+H_{\mathrm{spin}} \tag{1.7}
\end{equation*}
$$

with $r_{12}=\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|$. Note that the Coulomb strength parameter $\gamma$ is in general unity in our units (a.u.), but we keep it as a parameter to explicitly investigate the effect of the interparticle interaction.

## Wave functions and spin properties

The Hamiltonian allows for separation of spatial and spin degrees of freedom. Therefore the wave function describing our system can be written as the tensor product

$$
\begin{equation*}
|\psi\rangle=\left|\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right\rangle \otimes\left|S, S_{z}\right\rangle \tag{1.8}
\end{equation*}
$$

where $\left|\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right\rangle$ depends only on the spatial degrees of freedom. The spins of the two electrons couple to the total spin $S$ with $z$-component $S_{z}$. The total wave function must obey the Pauli principle and thus be antisymmetric under particle exchange. The spin wave function for the singlet state,

$$
\begin{equation*}
\left.|0, \quad 0\rangle=\frac{1}{\sqrt{2}}(\| \uparrow \downarrow\rangle-|\downarrow \uparrow\rangle\right) \tag{1.9}
\end{equation*}
$$

is antisymmetric under particle exchange. The spatial wave function is therefore symmetric $\left|\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right\rangle=\left|\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right\rangle$. The spin wave functions of the triplet states,

$$
\begin{aligned}
&|1,-1\rangle=|\uparrow \uparrow\rangle, \\
& \mid 1,0\rangle \\
&=\frac{1}{\sqrt{2}}(|\uparrow \downarrow\rangle+|\downarrow \uparrow\rangle), \\
& \mid 1,1\rangle
\end{aligned}=|\downarrow \downarrow\rangle, ~ \$
$$

are symmetric under particle exchange and the spatial wave function must be antisymmetric $\left|\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right\rangle=-\left|\boldsymbol{r}_{2}, \boldsymbol{r}_{1}\right\rangle$.

We will only consider the influence of the spin insofar as we will use properly symmetrised spatial wave functions. In particular, we will not distinguish between the different $z$-components of the total spin, so we set $S_{z} \equiv 0$ without loss of generality. As a consequence we will omit the spin-dependent term $H_{\text {spin }}$ from now on, which is only non-zero for non-vanishing $z$-component of the total spin and non-vanishing magnetic field.

### 1.2 Generalities

We can characterise the state of the system based on properties of the non-interacting harmonic model. We will briefly summarise these properties, which are fundamental for the complete analysis presented in this thesis.
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### 1.2.1 Basis representations

The state of our system will be described by the wave function depending on the spatial degrees of freedom. As long as no Coulomb interaction couples the two electrons we can treat them as independent particles. The confinement for each electron is radially symmetric so we can choose a principal quantum number $n_{j}$ and an angular momentum quantum number $m_{j}$, with $j \in\{1,2\}$ denoting the electron. Taking into account the symmetry under particle exchange we can write the basis of independent particles,

$$
\begin{equation*}
\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}}=\frac{1}{\sqrt{2}}\left(\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}+\epsilon_{s}\left|n_{2}, m_{2}, n_{1}, m_{1}\right\rangle_{\mathrm{idp}}\right) \tag{1.10}
\end{equation*}
$$

Spin singlet states correspond to $\epsilon_{s}=+1$, while spin triplet states correspond to $\epsilon_{s}=-1$. In order to guarantee uniqueness of the representation we impose restrictions on the quantum numbers in such a way that either $n_{1}>n_{2}$ or else if $n_{1}=n_{2}$ then $m_{1}>m_{2}$. Naturally for $n_{1}=n_{2}$ and $m_{1}=m_{2}$ there is only a singlet state

$$
\begin{equation*}
\left|n_{1}, m_{1}, n_{1}, m_{1}\right\rangle_{\mathrm{idp}}^{+}=\left|n_{1}, m_{1}, n_{1}, m_{1}\right\rangle_{\mathrm{idp}} \tag{1.11}
\end{equation*}
$$

The quantum number of the total angular momentum perpendicular to the plane

$$
\begin{equation*}
L_{z}\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}}=m\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}} \tag{1.12}
\end{equation*}
$$

is the sum of the independent-particle angular-momenta quantum numbers, $m=m_{1}+m_{2}$.
Alternatively the system also separates in COM and relative motion as long as there is no anharmonic confinement $(\kappa=0)$, see details in Section 1.3.1. Associated to each of the resulting radially symmetric subsystems there is a principal quantum number $n_{j}$ and an angular momentum quantum number $m_{j}$ with $j \in\{c, r\}$ for COM and relative motion, respectively. A natural basis is thus

$$
\begin{equation*}
\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle \tag{1.13}
\end{equation*}
$$

The spin symmetry can be determined by $\epsilon_{s}=(-1)^{m_{r}}$, which becomes clear, when considering that particle exchange is equivalent to a rotation of $\pi$ in the space of the relative motion. The total angular momentum is the sum of the angular momenta in the subsystems, $m=m_{c}+m_{r}$.

Due to the two-dimensional confinement the total angular momentum quantum number can take any integer value $m \in \mathbb{Z}$. The case $m=0$ is special. For even dimensions, two in our case, the general parity operation of changing the signs of all spatial coordinates does not change the orientation of the space. We will address this subtle question of a properly suited parity operation, in particular for vanishing-angular-momentum states in the following Section.

### 1.2.2 Symmetry of the non-interacting harmonic model

The harmonic, non-interacting Hamiltonian,

$$
\begin{equation*}
H=-\frac{1}{2}\left(\nabla_{1}^{2}+\nabla_{2}^{2}\right)+\frac{\omega_{0}^{2}}{2}\left(r_{1}^{2}+r_{2}^{2}\right) \tag{1.14}
\end{equation*}
$$

can be solved easily in several ways, due to the high degree of symmetry of this system. In particular we can find solutions according to the two bases (1.10) and (1.13). To gain insight into the level structure of the general system (1.2), it is instructive to consider the
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energy levels of (1.14) and their degeneracies. The energy levels are given by $E_{n}=\omega(n+2)$ introducing the principal quantum number $n \in \mathbb{N}_{0}$

$$
\begin{equation*}
n=2\left(n_{1}+n_{2}\right)+\left|m_{1}\right|+\left|m_{2}\right|=2\left(n_{c}+n_{r}\right)+\left|m_{c}\right|+\left|m_{r}\right| \tag{1.15}
\end{equation*}
$$

The degeneracy of each of these levels is $\#\left(E_{n}\right)=\frac{1}{6}(n+1)(n+2)(n+3)$ leading to a total number of $\frac{1}{24}(N+1)(N+2)(N+3)(N+4)$ states with principal quantum number $n \leq N$.

We will address two different parity operators, the coordinate interchange $\Pi_{x y}$ and the reflection about the x-axes $\Pi_{x}$. Both change the orientation of the coordinate space and do not commute with the angular momentum operator $L_{z}$ and thus we cannot build a common eigenbasis. Our concern is to find another symmetry operator to represent all symmetry classes for vanishing-angular-momentum states. Let us consider the action of the two parity operators on the independent particle basis (1.10),

$$
\begin{align*}
\Pi_{x y}\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}} & =\left|n_{1},-m_{1}, n_{2},-m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}}  \tag{1.16}\\
\Pi_{x}\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}} & =\tilde{\epsilon}_{p}\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}} \tag{1.17}
\end{align*}
$$

with $^{2} \tilde{\epsilon}_{p}=(-1)^{(n-m) / 2}= \pm 1$. The total angular momentum quantum number $m$ is even (odd) if and only if the principal quantum number $n$ is even (odd). One can show, that the $\Pi_{x}$-parity operator can only distinguish between negative and positive angular momenta for odd values of $|m|$, which excludes $m=0$. In contrast the $\Pi_{x y}$-operator can be used to symmetrise the bases,

$$
\begin{align*}
\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}} & =\frac{1}{\sqrt{2}}\left(\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}}+\epsilon_{p}\left|n_{1},-m_{1}, n_{2},-m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{s}}\right)  \tag{1.18}\\
\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle^{\epsilon_{p}} & =\frac{1}{\sqrt{2}}\left(\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle+\epsilon_{p}\left|n_{c},-m_{c}, n_{r},-m_{r}\right\rangle\right) \tag{1.19}
\end{align*}
$$

with $\epsilon_{p}= \pm 1$. We call states with $\epsilon_{p}=+1$ even and those with $\epsilon_{p}=-1$ odd parity states. This symmetrisation is possible for all angular momenta, in particular for $m=0$. For the non-vanishing angular momenta one can either let $m \in \mathbb{N}$ with parity $\epsilon_{p}$, or $m \in \mathbb{Z}$ without parity. For considerations including a magnetic field only the latter choice gives an eigenbasis of the system. Tables A.5, A. 6 and A. 7 in the Appendix A. 4 give an overview of the number of states in the different symmetry classes.

### 1.3 Classification of Hooke's atom

Turning on the Coulomb interaction $(\gamma=1)$ between the electrons turns the simple harmonic oscillator in four dimensions (1.14) into Hooke's atom. This model possesses some unique properties. The Hamiltonian can still be separated in relative motion and COM motion, where the latter is a purely harmonic oscillator in two dimensions. The relative motion is radially symmetric and one can reduce the Schrödinger equation to a radial equation in one degree of freedom. This radial equation can be solved approximately, e.g. with semiclassical methods, and even allows some exact analytical solutions, in particular when applying a magnetic field.

As already mentioned it is the most widely used model of a two-electron quantum dot. Moreover, its simple structure and the similarity to the dynamics of the helium atom makes it a playground for theoretical investigations and in particular for comparisons to the helium atom [103, 104, 23]. There are basically three main differences between these

[^1]two systems. No continuum nor resonances appear in Hooke's atom, since it is a closed system, i.e. the asymptotic behaviour is completely different. The solutions of atomic helium exhibit the well-known Kato cusp for atomic systems due to the Coulomb singularities of the confinement and the interaction. The solutions of Hooke's atom are smooth for the COM motion, but the solutions of the relative motion are not, corresponding to the Coulomb interparticle interaction. For radially symmetric harmonic confinement Hooke's atom shows regular dynamics in contrast to atomic helium, where the dynamics is mixed regular-chaotic. Especially the last point is of some concern for our model. The introduction of the quartic potential renders the dynamics to be mixed-regular chaotic. We will focus on these properties of the system in Chapter 3. Another wide range of considerations uses Hooke's atom to test the accuracy of approximate methods to solve the Schrödinger equation [105, 12, 40]. The applicability and the origin of Hund's first rule have been addressed $[106,24]$. We will give some comments and extension on this treatment in Section 5.2. Furthermore the entanglement between the two electrons has been investigated [40, 46, 43], an issue we will associate with the applicability of Hund's first rule in Section 5.2.1.

### 1.3.1 Separation of variables

For the sake of completeness we will briefly consider the COM motion. The Hamiltonian after separation of the COM polar coordinates $(R, \Phi)$ reads $^{3}$,

$$
\begin{equation*}
H_{\mathrm{COM}}=-\frac{1}{2}\left(\frac{1}{R} \partial_{R}+\partial_{R}^{2}+\frac{\partial_{\Phi}^{2}}{R^{2}}+\frac{1}{2}\left(\omega_{0}^{2}+\omega_{B}^{2}\right) R^{2}\right)-\mathrm{i} \omega_{B} \partial_{\Phi} \tag{1.20}
\end{equation*}
$$

The Fock-Darwin levels are the eigenenergies of the corresponding Schrödinger equation [107],

$$
\begin{equation*}
E_{c}=\sqrt{\omega_{0}^{2}+\omega_{B}^{2}}\left(2 n_{c}+\left|m_{c}\right|+1\right)+\omega_{B} m_{c}, \tag{1.21}
\end{equation*}
$$

associated to the eigenstate $\left|n_{c}, m_{c}\right\rangle$.
A more difficult problem is posed by the relative dynamics, which we consider in the polar coordinates $(\rho, \varphi)$,

$$
\begin{equation*}
H_{\mathrm{rel}}=2\left[-\frac{1}{2}\left(\frac{1}{\rho} \partial_{\rho}+\partial_{\rho}^{2}+\frac{\partial_{\varphi}^{2}}{\rho^{2}}\right)+\frac{1}{2} \frac{\omega_{0}^{2}+\omega_{B}^{2}}{4} \rho^{2}+\frac{\gamma}{2 \rho}-\frac{\mathrm{i}}{2} \omega_{B} \partial_{\varphi}\right] \tag{1.22}
\end{equation*}
$$

The usual ansatz for a radial wave function in two dimensions,

$$
\begin{equation*}
\psi(\rho, \varphi)=\frac{\mathrm{e}^{\mathrm{i} m_{r} \varphi}}{\sqrt{2 \pi}} \frac{u(\rho)}{\sqrt{\rho}} \tag{1.23}
\end{equation*}
$$

results in the radial Schrödinger equation for the wave-function $u(\rho)$ :

$$
\begin{equation*}
\left[-\frac{1}{2} \partial_{\rho}^{2}+\frac{m_{r}^{2}-\frac{1}{4}}{2 \rho^{2}}+\frac{1}{2} \frac{\omega_{0}^{2}+\omega_{B}^{2}}{4} \rho^{2}+\frac{\gamma}{2 \rho}\right] u(\rho)=\left[\frac{\epsilon_{r}}{2}-\frac{1}{2} \omega_{B} m_{r}\right] u(\rho) . \tag{1.24}
\end{equation*}
$$

In the following we will have a closer look at the solutions of this equation.
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### 1.3.2 Analytical solutions

Starting from an analysis in three dimensions without magnetic field [108] a discrete number of analytical solutions for Equation (1.24) can be found [109]. A power series

$$
\begin{equation*}
u(\rho)=\mathrm{e}^{-\frac{1}{2} \omega_{r} \rho^{2}}\left(\sqrt{\omega_{r}} \rho\right)^{\left|m_{r}\right|+\frac{1}{2}} \sum_{\nu=0}^{n-1} a_{\nu}\left(\sqrt{\omega_{r}} \rho\right)^{\nu} \tag{1.25}
\end{equation*}
$$

is a solution for particular values of the total harmonic frequency $\omega_{r}=\frac{1}{2} \sqrt{\omega_{0}^{2}+\omega_{B}^{2}}$. For example, the frequencies and the associated eigenenergies for the solutions with two ( $n=2$ ) and three ( $n=3$ ) terms are given by

$$
\begin{array}{rlrl}
\omega_{r}^{n=2} & =\frac{1}{2\left(2\left|m_{r}\right|+1\right)}, & \epsilon_{r}^{n=2}=\frac{\left|m_{r}\right|+2}{2|m|+1}+\frac{1}{2} m_{r} \omega_{B} . \\
\omega_{r}^{n=3} & =\frac{1}{4\left(4\left|m_{r}\right|+3\right)}, & \epsilon_{r}^{n=3} & =\frac{\left|m_{r}\right|+3}{2(4|m|+3)}+\frac{1}{2} m_{r} \omega_{B} . \tag{1.27}
\end{array}
$$

We use these solutions to test the convergence of our numerical method in Section 2.2.3. The appearance of a countable number of analytical solutions has been explained by a hidden symmetry of the system [110]. Furthermore, also closed forms of general eigenenergies were derived in Ref. [111].

### 1.3.3 Semiclassical quantisation



Figure 1.1: Low-lying eigenenergies of the relative motion $H_{\text {rel }}$ for $\omega_{0}=1$. In the left plot we vary the Coulomb repulsion from non-interacting to full interaction. In the right plot we keep the full Coulomb interaction and vary the Larmor frequency up to 1 a.u. (in the case of InAs quantum dots this is equivalent to a magnetic field of approximately 1 Tesla). The results were obtained by numerically solving the semiclassical Bohr-Sommerfeld quantisation rule. The colours denote the angular momentum $m_{r} \in\{0, \pm 1, \pm 2, \pm 3, \pm 4\}$ (black, red, blue, green, magenta), while the line style represents the principal quantum number $n_{r} \in\{0,1,2\}$ (solid, dashed, dotted). The magnetic field lifts the degeneracy of positive (darker colour) and negative (lighter colour) angular momenta.

The one-dimensional radial Schrödinger equation (1.24) can also be solved approximately by application of Bohr-Sommerfeld quantisation with Langer modification [112]. The evaluation of the classical action is tedious, but feasible in terms of complete elliptic integrals of the first and third kind. The quantisation rule can then be solved numerically with minor effort and for different strengths of the interparticle interaction and the magnetic field, see Figure 1.1. The Coulomb repulsion lifts the degeneracy of the harmonic oscillator eigenstates, except that levels with equal principal quantum number $n_{r}$ and equal absolute value angular momentum $\left|m_{r}\right|>0$ are still degenerate. This degeneracy is lifted by the magnetic field and levels with negative angular momentum partially cross lower lying states. In Figure 1.1 the $|0,-1\rangle$ level (solid, red) has lower energy than the $|0,0\rangle$ state for $\omega_{B}>0.65$. Thus, it becomes the ground state, which is the effect that accounts for the singlet-triplet flip of the ground state of Hooke's atom. For a comparison of the exact analytical and the semiclassical solutions see [113].

### 1.4 First results for Hooke's atom with anharmonic perturbation

In this section we show some results that confirm the experimental relevance of our model, discussed in Section 1.1. We will consider a few aspects of the anharmonic term and reproduce results from the literature for Hooke's atom. A detailed description of the numerical approach used here will be given in Chapter 2.

### 1.4.1 Spectrum

The spectrum of Hooke's atom emerges from the properly symmetrised four-dimensional harmonic oscillator spectrum described in Section 1.2.2 by turning on the interparticle interaction, see Figure 1.2 (left). The Coulomb repulsion between the electrons increases all eigenenergies. For the majority of states the effect of the Coulomb repulsion can be described by first-order perturbation theory, apparently clear from the linear behaviour of the levels. Some, but not all of the highly degenerate levels of the harmonic oscillator spectrum are lifted. States arising from the same harmonic oscillator eigenenergy form branches of close-lying energies, which can still be identified in the spectrum. Almost all states are strongly correlated linear combinations of several one-particle orbitals, corresponding to the separability in COM and relative coordinates. We will discuss this property in detail in Section 5.2 .1 when we consider the applicability of Hund's first rule.

Turning on the quartic potential further increases the eigenenergies. A perturbative description is only applicable for very small values of the quartic potential strength $\kappa$. Within the branches of levels originally degenerate in the harmonic non-interacting model states are differently affected by the quartic potential. This leads to approaching levels and level repulsions (avoided crossings) for states belonging to the same symmetry class. For the lowest levels, as shown in Figure 1.2 (right and inset), the branches from equal harmonic oscillator energies are well separated from each other. For higher energies the branch-structure is lost, eigenenergies of different symmetry classes might cross each other and the density of avoided crossings increases considerably. The degeneracy of states that differ only in the sign of the angular momentum $m_{c}$ or $m_{r}$ is lifted with $\kappa \neq 0$. In particular states with vanishing angular momentum that differ only in parity will no longer be degenerate. See, for instance, the triplet states (dashed lines) emerging from the harmonic oscillator energy $E=4$, where even and odd parity states $|0,1,0,-1\rangle^{ \pm}$(black and grey) grow apart. States differing only in the sign of the total angular momentum are still degenerate. This degeneracy can be lifted by a magnetic field.


Figure 1.2: The spectrum of all states arising from harmonic oscillator energies $E \leq 6$ for $\omega=1$. We show the effect of the Coulomb repulsion by varying the parameter $\gamma$ in the left plot. The right plot shows the effect of the quartic potential by varying $\kappa$ for $\gamma=1$. The colours denote the angular momentum $m_{r} \in\{1,2,3,4\}$ (red, blue, green, magenta). Zero angular momentum energies are depicted by black (grey) lines in case of even (odd) parity states. Line styles distinguish the spin symmetry between singlet (solid) and triplet (dashed) states. The inset shows the region of the branch emerging from harmonic oscillator energy $E=6$, when the quartic potential lifts all degeneracies, except those for states with positive and negative equal angular momentum.

### 1.4.2 Oscillator strengths

The assumption of dominantly parabolic confinement in the quantum dot is based on the experimental findings for the behaviour of the absorption spectra. Oscillator strengths for the planar quantum dot are defined by

$$
\begin{align*}
f_{\mathrm{fi}}^{(x)} & \left.=\left(E_{\text {final }}-E_{\text {initial }}\right)\left|\left\langle\phi_{\text {final }}\right| x_{1}+x_{2}\right| \phi_{\text {initial }}\right\rangle\left.\right|^{2},  \tag{1.28}\\
f_{\text {fi }}^{(y)} & \left.=\left(E_{\text {final }}-E_{\text {initial }}\right)\left|\left\langle\phi_{\text {final }}\right| y_{1}+y_{2}\right| \phi_{\text {initial }}\right\rangle\left.\right|^{2} . \tag{1.29}
\end{align*}
$$

They are a standardised tool for the theoretical prescription of the absorption spectrum in dipole approximation by the absorption cross section,

$$
\begin{align*}
\sigma_{\text {abs }}(\omega) & \left.=4 \pi^{2} \omega\left|\boldsymbol{\pi}\left\langle\phi_{\text {final }}\right| \boldsymbol{r}_{1}+\boldsymbol{r}_{2}\right| \phi_{\text {initial }}\right\rangle\left.\right|^{2} \delta\left(E_{\text {final }}-E_{\text {initial }}-\omega\right) \\
& =4 \pi^{2} f_{\text {fi }}^{(x)} \delta\left(E_{\text {final }}-E_{\text {initial }}-\omega\right) \tag{1.30}
\end{align*}
$$

where we have assumed polarisation in $x$-direction in the second step. The oscillator strengths fulfil the Thomas-Reiche-Kuhn sum rule,

$$
\begin{equation*}
2=\sum_{\mathrm{n}}\left(f_{\mathrm{ni}}^{(x)}+f_{\mathrm{ni}}^{(y)}\right) \tag{1.31}
\end{equation*}
$$

where the sum goes over all final states and the result equals the number of electrons, $N=2$. In dipole approximation the difference in total angular momentum between final and initial state is $\Delta m= \pm 1$.

In parabolic confinement the only oscillator strengths from the ground state $|0,0,0,0\rangle$ couple to the states $|0, \pm 1,0,0\rangle$ and equal unity. This mode, which is dominant in the experimental absorption spectra, only couples COM degrees of freedom and is called Kohn mode. Sako et al. analysed the oscillator strengths in a Gaussian potential quantum dot with few electrons [114]. They showed that the Kohn mode will be distributed to several modes, coupling also to the relative motion with growing anharmonicity. In our model this effect can also be observed, but even for purely quartic confinement $\left(\omega_{0}=0, \kappa=1\right)$ there is still one dominant mode, while the second largest value of an oscillator strength is below 0.01 .

### 1.4.3 Influence of a magnetic field



Figure 1.3: For Hooke's atom with quartic perturbation ( $\kappa=0.001$ ) we show the transition of the ground state between singlet and triplet states for application of a magnetic field. The harmonic confining frequency equals $\omega_{0}=0.1$ and the Larmor frequency $\omega_{B}$ is varied from 0 to 5 . The colours denote the (negative) total angular momenta $m \in\{0,-1,-2,-3,-4\}$ (black, red, blue, green, magenta). Solid (dashed) lines are singlet (triplet) states. The zero-angular-momentum states have even parity. The transition between singlet and triplet states stems from the linear dependence of the eigenenergy of the relative motion on the magnetic field and the angular momentum (see Figure 1.1).

Most models for quantum dots include the application of a magnetic field perpendicular to the plane of the dot. The transition of singlet to triplet spin symmetry of the ground
state has gained a lot attention from both experimental and theoretical physics. This effect is best seen for rather weak harmonic confinement, see Figure 1.3. We adapt the strength of the quartic perturbation to the weak harmonic confinement. The ratio, $\frac{1}{2} \omega_{0}^{2} / \kappa$ between harmonic and quartic potential at the distance of one natural length scale is kept constant. With these parameters we obtain the same behaviour as for the Hooke's atom [86], but with shifted magnetic field and energy scale.

As already mentioned the magnetic field lifts the degeneracy of corresponding states with positive and negative total angular momentum. As a consequence the oscillator strengths of the Kohn mode coupling the ground state to the states $|0, \pm 1,0,0\rangle$ differ according to the energy splitting.

Concerning the complexity of the system, which is directly linked to the separability and can be measured by several techniques, as we will show in Chapters 3 and 4, the magnetic field does not introduce new features. The effect on the harmonic confining potential can be incorporated by the choice of the harmonic frequency, while the Zeeman terms only introduce shifts of the energies. Therefore, we will omit application of a magnetic field in our further investigations and if not stated differently $\omega_{B} \equiv 0$. Nevertheless, we emphasise that magnetic fields at strengths that are easily accessible in the laboratory will render the dynamics mostly regular. The explicit strength of the magnetic field, naturally, depends strongly on the surrounding semiconductor expressed through the values of $m^{*}$ and $\epsilon$, see Appendix A.1.

### 1.5 Summary

In this chapter we presented an overview of the experimental results we consider fundamental for our numerical model. Our general Hamiltonian describes the dynamics of two electrons in a planar, radially symmetric confinement. The potential is dominantly harmonic with a quartic perturbation. The Coulomb interaction between the electrons is screened by the surrounding semiconductor, expressed through the relative permittivity and the effective mass incorporated in our choice of modified atomic units. Application of a magnetic field is also included. The spins of the electrons couple to give singlet and triplet states, distinguishable by the symmetry properties of the coordinate-dependent part of the wave function. We discuss symmetry properties of the underlying non-interacting harmonic model and show how the spectrum of the full model emerges from these highly degenerate levels. For purely harmonic confinement with Coulomb interaction our model reduces to Hooke's atom, the most common model for a two-electron quantum dot. The introduction of an additional anharmonic confinement maintains the key features corresponding to experimentally verified properties of quantum dots. In particular for low-lying states the spectral structure that was characteristic for the "table of artificial atoms" is preserved. The transition between singlet and triplet spin symmetry for the ground state of a quantum dot with applied magnetic field can be reproduced. Eventually, the dominance of the Kohn mode in the absorption spectrum was also found in the anharmonic case, although COM and relative motion become coupled. These first results were calculated with our numerical approach presented in detail in the following chapter.

## Chapter 2

## Numerical treatment

Quantum mechanical systems with exact analytical solutions are the exception and the application of approximate methods is required. Even few-body problems, with a small number of degrees of freedom belong to these cases. Semiclassical methods become extremely difficult, when the underlying classical dynamics is at least partially chaotic. The most prominent example, the helium atom, has challenged the physical community since the beginning of quantum mechanics [59]. Until today the ab initio calculation of highly doubly excited states of atomic helium can only be accomplished with immense computational efforts [115]. The dynamics of Hooke's atom is significantly simpler compared with the helium atom. Several approaches, which include exact diagonalisation [116, 117] and semiclassical methods $[112,101,113]$ offered a detailed insight into the dynamics of Hooke's atom. A Hartree, a Hartree-Fock approximation and exact diagonalisation for Hooke's atom have been compared in Reference [12]. The introduction of an anharmonic potential, breaking the separability and as a consequence the regularity of the dynamics requires a sophisticated numerical treatment. Semiclassical arguments justify a planar approach to atomic helium, while it is intrinsic in the physical properties of quantum dots. Consequently a similar approach as the one used for planar atomic helium [118, 119] can be implemented to describe the planar anharmonic two-electron quantum dot model.

### 2.1 The Schrödinger equation in matrix representation

A planar two-electron quantum dot model with harmonic and quartic confinement and full Coulomb interaction between the electrons is described in modified atomic units by the Hamiltonian (1.7),

$$
\begin{equation*}
H=\sum_{j=1}^{2}\left[-\frac{1}{2} \nabla_{j}^{2}+\frac{1}{2}\left(\omega_{0}^{2}+\omega_{B}^{2}\right) r_{j}^{2}+\kappa r_{j}^{4}\right]+\omega_{B} L_{z}+\frac{\gamma}{r_{12}}+H_{\text {spin }} . \tag{2.1}
\end{equation*}
$$

The first step towards a numerical treatment is the transformation of the Hamiltonian (2.1) to COM and relative coordinates. With this we take advantage of the separability of the harmonic potential problem dominating our system. A representation in polar coordinates involves a term consisting of a trigonometric function of an angle in the quartic potential, while in the Cartesian representation a square root appears in the denominator of the Coulomb interaction. Our goal is to obtain a purely polynomial expression of finite degree in some coordinates and the according partial derivatives. We succeed by transforming to parabolic coordinates and multiplying the Schrödinger equation with the Jacobian of the complete coordinate transformation. Notice that this turns the solution of the Schrödinger equation from an eigenvalue problem into a generalised eigenvalue problem (GEVP). We
obtain an equation of monomials, with degree no higher than twelve, in the coordinates and their partial derivatives, which can be expressed in harmonic oscillator creation- and annihilation operators. The radial symmetry in COM and relative motion will be exploited by considering circular operators, which are complex linear combinations of the former harmonic oscillator operators. The tedious manipulation of normal ordering the operator terms is achieved by symbolic calculation in a Mathematica code [118]. The representation of the GEVP in the Fock basis corresponding to the circular operators is the starting point for our numerical implementation. In the following we will give a detailed description of these analytical manipulations.

### 2.1.1 From the Hamiltonian to a generalised eigenvalue problem

Starting from the Cartesian coordinates $x_{j}$ and $y_{j}$ with $j \in\{1,2\}$ for the two electrons we transform directly to the parabolic coordinates $\mu_{k}$ and $\nu_{k}$ with $k \in\{+,-\}$ according to $\operatorname{COM}(+)$ and relative ( - ) motion:

$$
\begin{array}{rlr}
\mu_{+} & = \pm \sqrt{R_{+}+x_{+}}, & x_{ \pm}=x_{1} \pm x_{2} \\
\nu_{+} & =\operatorname{sgn}\left(y_{+}\right) \sqrt{R_{+}-x_{+}}, & y_{ \pm}=y_{1} \pm y_{2} \\
\mu_{-} & = \pm \sqrt{R_{-}+x_{-}}, & R_{ \pm}=+\sqrt{x_{ \pm}^{2}} \\
\nu_{-} & =\operatorname{sgn}\left(y_{-}\right) \sqrt{R_{-}-x_{-}}, & \sqrt{g}=R_{+} R_{-}
\end{array}
$$

where $\sqrt{g}$ is the Jacobian of this transformation. Note that the parabolic coordinates $\mu_{k} \in \mathbb{R}$ can take negative values. This introduces a four-fold layer of the coordinate space, which has to be properly treated as described in the following Sections. We transform the kinetic energy $T$ and the different terms of the potential $V$ as well as the angular momentum $L_{z}$ and obtain,

$$
\begin{align*}
T & =-\frac{1}{2}\left(\frac{1}{R_{+}} \partial_{\mu_{+}}^{2}+\frac{1}{R_{+}} \partial_{\nu_{+}}^{2}+\frac{1}{R_{-}} \partial_{\mu_{-}}^{2}+\frac{1}{R_{-}} \partial_{\nu_{-}}^{2}\right)  \tag{2.6}\\
V_{\text {harm }} & =\frac{1}{16}\left[\left(\mu_{+}^{2}+\nu_{+}^{2}\right)^{2}+\left(\mu_{-}^{2}+\nu_{-}^{2}\right)^{2}\right]  \tag{2.7}\\
V_{\text {quart }} & =\frac{1}{256}\left[\left(\mu_{+}+\nu_{-}\right)^{2}+\left(\mu_{-}-\nu_{+}\right)^{2}\right]^{2}\left[\left(\mu_{+}-\nu_{-}\right)^{2}+\left(\mu_{-}+\nu_{+}\right)^{2}\right]^{2} \\
& +\frac{1}{256}\left[\left(\mu_{-}-\mu_{+}\right)^{2}+\left(\nu_{-}-\nu_{+}\right)^{2}\right]^{2}\left[\left(\mu_{-}+\mu_{+}\right)^{2}+\left(\nu_{-}+\nu_{+}\right)^{2}\right]^{2}  \tag{2.8}\\
V_{\text {int }} & =\frac{2}{\mu_{-}^{2}+\nu_{-}^{2}},  \tag{2.9}\\
L_{z} & =-\frac{\mathrm{i}}{2}\left(\mu_{+} \partial_{\nu_{+}}-\nu_{+} \partial_{\mu_{+}}+\mu_{-} \partial_{\nu_{-}}-\nu_{-} \partial_{\mu_{-}}\right) \tag{2.10}
\end{align*}
$$

After substituting these terms in the Hamiltonian (2.1) the stationary Schrödinger equation $H|\psi\rangle=E|\psi\rangle$ takes the form

$$
\begin{equation*}
\sqrt{g}\left[T+\left(\omega_{0}^{2}+\omega_{B}^{2}\right) V_{\mathrm{harm}}+\kappa V_{\mathrm{quart}}+\gamma V_{\mathrm{int}}+\omega_{B} L_{z}\right]|\psi\rangle=\sqrt{g} E|\psi\rangle \tag{2.11}
\end{equation*}
$$

which is obtained after multiplication by the Jacobian of the coordinate transformation. The multiplication is motivated by the wish to regularise the denominator in the interaction term, which now reads $\sqrt{g} V_{\text {int }}=\frac{1}{2}\left(\mu_{+}^{2}+\nu_{+}^{2}\right)$. This term in particular and all the potential terms in general are now polynomials in the parabolic coordinates. The kinetic term and the angular momentum are polynomials of the parabolic coordinates and the corresponding partial derivatives. The solution of the Schrödinger equation is equivalent
to the solution of a GEVP, $A|\psi\rangle=E B|\psi\rangle$, with formal operators $A$ and $B$. In the following we will transform this formal equation into a matrix equation suitable for numerical implementation.

### 2.1.2 From coordinates to operators

The coordinates and partial derivatives are pairwise transformed to harmonic oscillator creation- and annihilation operators. We skip this intermediate step and transform directly to the circular operators,

$$
\begin{array}{ll}
a_{1}=\frac{1}{2}\left(\mu_{+}+\partial_{\mu_{+}}-\mathrm{i} \nu_{+}-\mathrm{i} \partial_{\nu_{+}}\right), & a_{1}^{\dagger}=\frac{1}{2}\left(\mu_{+}-\partial_{\mu_{+}}+\mathrm{i} \nu_{+}-\mathrm{i} \partial_{\nu_{+}}\right), \\
a_{2}=\frac{1}{2}\left(\mu_{+}+\partial_{\mu_{+}}+\mathrm{i} \nu_{+}+\mathrm{i} \partial_{\nu_{+}}\right), & a_{2}^{\dagger}=\frac{1}{2}\left(\mu_{+}-\partial_{\mu_{+}}-\mathrm{i} \nu_{+}+\mathrm{i} \partial_{\nu_{+}}\right), \\
a_{3}=\frac{1}{2}\left(\mu_{-}+\partial_{\mu_{-}}-\mathrm{i} \nu_{-}-\mathrm{i} \partial_{\nu_{-}}\right), & a_{3}^{\dagger}=\frac{1}{2}\left(\mu_{-}-\partial_{\mu_{-}}+\mathrm{i} \nu_{-}-\mathrm{i} \partial_{\nu_{-}}\right), \\
a_{4}=\frac{1}{2}\left(\mu_{-}+\partial_{\mu_{-}}+\mathrm{i} \nu_{-}+\mathrm{i} \partial_{\nu_{-}}\right), & a_{4}^{\dagger}=\frac{1}{2}\left(\mu_{-}-\partial_{\mu_{-}}-\mathrm{i} \nu_{-}+\mathrm{i} \partial_{\nu_{-}}\right) . \tag{2.15}
\end{array}
$$

They fulfil the usual bosonic commutation relations,

$$
\begin{align*}
& {\left[a_{i}, a_{j}\right]=\left[a_{i}^{\dagger}, a_{j}^{\dagger}\right]=0,}  \tag{2.16}\\
& {\left[a_{i}, a_{j}^{\dagger}\right]=\delta_{i j} .} \tag{2.17}
\end{align*}
$$

Thus, we can associate a harmonic oscillator basis $\left\{\left|n_{j}\right\rangle\right\}$ to each pair of circular operators $a_{j}^{\dagger}$ and $a_{j}$ for $j \in\{1,2,3,4\}$ :

$$
\begin{equation*}
\left|n_{j}\right\rangle=\frac{\left(a_{j}^{\dagger}\right)^{n_{j}}}{\sqrt{n_{j}!}}|0\rangle \tag{2.18}
\end{equation*}
$$

and define the corresponding number operators $N_{j}=a_{j}^{\dagger} a_{j}$ such that $N_{j}\left|n_{j}\right\rangle=n_{j}\left|n_{j}\right\rangle$. We now express each term of the GEVP (2.11) in these circular operators (2.12-2.15). The normal ordering of these terms is performed with a Mathematica code [118]. After normal ordering the interaction term consists of 5 , the kinetic term of 13 , the Jacobian of 25 , the harmonic term of 275 and the quartic term of 2088 ordered monomials. The maximum degree of all monomials is twelve reached only for the quartic potential terms. For example the interaction term reads

$$
\begin{equation*}
\sqrt{g} V_{\mathrm{int}}=\frac{1}{2}\left(1+a_{1}^{\dagger} a_{1}+a_{2}^{\dagger} a_{2}+a_{1}^{\dagger} a_{2}^{\dagger}+a_{1} a_{2}\right) . \tag{2.19}
\end{equation*}
$$

Before we can translate these monomials into selection rules and algebraic expressions of some quantum numbers we need to define the basis on which the operators act.

### 2.1.3 Symmetries and the numerical basis

The circular operators act on the Fock basis,

$$
\begin{equation*}
\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle=\left|n_{1}\right\rangle \otimes\left|n_{2}\right\rangle \otimes\left|n_{3}\right\rangle \otimes\left|n_{4}\right\rangle, \tag{2.20}
\end{equation*}
$$

which is the tensor product of the basis states defined by Equation (2.18). There are two restrictions to this general basis. First, the parabolic coordinate transformation introduced a four-fold layer of coordinate space, which now leads to redundancies in the Fock basis. Second, we wish to restrict the basis to one of the specific symmetry classes, as discussed in Section 1.2.2. Each symmetry class can be characterised by the total angular momentum perpendicular to the plane, the parity and the total spin.

## Continuous symmetry: Angular momentum

The angular momentum operator has a very simple representation in circular operators,

$$
\begin{equation*}
L_{z}=\frac{1}{2}\left(N_{1}-N_{2}+N_{3}-N_{4}\right)=\frac{1}{2}\left(L_{+}+L_{-}\right) \tag{2.21}
\end{equation*}
$$

where we introduced the angular momentum operators

$$
\begin{align*}
& L_{+}=\mathrm{i}\left(\nu_{+} \partial_{\mu_{+}}-\mu_{+} \partial_{\nu_{+}}\right)=a_{1}^{\dagger} a_{1}-a_{2}^{\dagger} a_{2}=N_{1}-N_{2}  \tag{2.22}\\
& L_{-}=\mathrm{i}\left(\nu_{-} \partial_{\mu_{-}}-\mu_{-} \partial_{\nu_{-}}\right)=a_{3}^{\dagger} a_{3}-a_{4}^{\dagger} a_{4}=N_{3}-N_{4} \tag{2.23}
\end{align*}
$$

on the subspaces of COM and relative motion in parabolic coordinates, respectively.

## Unphysical symmetries

The unphysical redundancies in the Fock basis are correlated with the four-fold layer in the parabolic coordinate space. Translating the multilayer property into an algebraic representation in terms of operators allows us to discover the action on the basis vectors. Physically relevant is the quotient space $\mathbb{R}^{4} / K$, where $K$ is the Klein four-group, represented by the identity and the following three operators:

- $\Pi_{+}:\left(\mu_{+}, \nu_{+}\right) \rightarrow\left(-\mu_{+},-\nu_{+}\right)$, parity operator in the parabolic COM coordinates,
- $\Pi_{-}:\left(\mu_{-}, \nu_{-}\right) \rightarrow\left(-\mu_{-},-\nu_{-}\right)$parity operator in the parabolic relative coordinates,
- $\Pi_{p}:$ parity operator in parabolic coordinates, $\Pi_{p}=\Pi_{+} \circ \Pi_{-}$.

We consider the action of these operators on wave functions in the parabolic coordinate space $\psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right)$:

$$
\begin{aligned}
& \Pi_{+} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right)=\psi\left(-\mu_{+},-\nu_{+}, \mu_{-}, \nu_{-}\right)=\mathrm{e}^{-\mathrm{i} \pi L_{+}} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right) \\
& \Pi_{-} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right)=\psi\left(\mu_{+}, \nu_{+},-\mu_{-},-\nu_{-}\right)=\mathrm{e}^{-\mathrm{i} \pi L_{-}} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right) \\
& \Pi_{p} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right)=\psi\left(-\mu_{+},-\nu_{+},-\mu_{-},-\nu_{-}\right)=\mathrm{e}^{-\mathrm{i} 2 \pi L_{z}} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right)
\end{aligned}
$$

The operator representation of the action can be carried forward to give the action on the Fock basis (2.20):

$$
\begin{align*}
\Pi_{+}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle & =\lambda_{+}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle=\mathrm{e}^{-\mathrm{i} \pi\left(n_{1}-n_{2}\right)}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle  \tag{2.24}\\
\Pi_{-}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle & =\lambda_{-}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle=\mathrm{e}^{-\mathrm{i} \pi\left(n_{3}-n_{4}\right)}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle  \tag{2.25}\\
\Pi_{p}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle & =\lambda_{+} \lambda_{-}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle \tag{2.26}
\end{align*}
$$

These operators must leave invariant any physically relevant basis. Thus, we exclude the unphysical basis states by imposing the following restrictions on the quantum numbers:

$$
\begin{align*}
& \lambda_{+} \stackrel{!}{=}+1 \Longleftrightarrow\left(n_{1}-n_{2}\right)(\bmod 2) \equiv 0  \tag{2.27}\\
& \lambda_{-} \stackrel{!}{=}+1 \Longleftrightarrow\left(n_{3}-n_{4}\right)(\bmod 2) \equiv 0 \tag{2.28}
\end{align*}
$$

As a consequence the total angular momentum, Equation (2.21), will be integer-valued, as we would have expected.

## Discrete physical symmetries

Besides the angular momentum we also identify the symmetry class by spin symmetry and parity. The corresponding operators are characterised by their action on the Cartesian basis for two particles:

- $\Pi_{12}:\left(x_{1}, y_{1}, x_{2}, y_{2}\right) \rightarrow\left(x_{2}, y_{2}, x_{1}, y_{1}\right)$, exchange of the two electrons,
- $\Pi_{x y}:\left(x_{1}, y_{1}, x_{2}, y_{2}\right) \rightarrow\left(y_{1}, x_{1}, y_{2}, x_{2}\right)$, interchange of the Cartesian coordinates.

The action of these operators on a wave functions in the parabolic coordinate space $\psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right)$is given by

$$
\begin{aligned}
\Pi_{x y} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right) & =\psi\left(\frac{\left|\mu_{+}+\nu_{+}\right|}{\sqrt{2}}, \operatorname{sgn}\left(\mu_{+}\right) \frac{\mu_{+}-\nu_{+}}{\sqrt{2}}, \frac{\mu_{-}+\nu_{-}}{\sqrt{2}}, \operatorname{sgn}\left(\mu_{-}\right) \frac{\mu_{-}-\nu_{-}}{\sqrt{2}}\right), \\
\Pi_{12} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right) & =\psi\left(\mu_{+}, \nu_{+}, \operatorname{sgn}\left(\nu_{-}\right) \nu_{-},-\operatorname{sgn}\left(\nu_{-}\right) \mu_{-}\right) \\
& =\mathrm{e}^{ \pm i \pi L_{-} / 2} \psi\left(\mu_{+}, \nu_{+}, \mu_{-}, \nu_{-}\right)
\end{aligned}
$$

The multiplicity in the action of the two operators will be cancelled for the Fock basis. It is convenient to distinguish singlet from triplet states, as well as even from odd parity states considering the following actions on the Fock basis (2.20):

$$
\begin{align*}
& \Pi_{x y}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle=\left|n_{2}, n_{1}, n_{4}, n_{3}\right\rangle,  \tag{2.29}\\
& \Pi_{12}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle=\epsilon_{s}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle=\mathrm{e}^{ \pm \mathrm{i} \pi\left(n_{3}-n_{4}\right) / 2}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle . \tag{2.30}
\end{align*}
$$

The Fock basis is inherently an eigenbasis of the particle exchange operator $\Pi_{12}$ and the spin symmetry of the state can be determined by:

$$
\left(n_{3}-n_{4}\right) \quad(\bmod 4) \equiv \begin{cases}0 & \text { singlet, } \epsilon_{s}=+1  \tag{2.31}\\ 2 & \text { triplet, } \\ \epsilon_{s}=-1\end{cases}
$$

## Numerical basis

The parity operator does not commute with the total angular momentum $\left[\Pi_{x y}, L_{z}\right] \neq$ 0. As discussed in Section 1.2.2 for states with vanishing angular momentum we build an eigenbasis for the parity operator $\Pi_{x y}$. For this purpose we need to symmetrise the eigenstates,

$$
\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle^{\epsilon_{p}}= \begin{cases}\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle, & n_{1}=n_{2} \wedge n_{3}=n_{4},  \tag{2.32}\\ \frac{1}{\sqrt{2}}\left(\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle+\epsilon_{p}\left|n_{2}, n_{1}, n_{4}, n_{3}\right\rangle\right), & \text { otherwise },\end{cases}
$$

to obtain eigenvectors of the parity-operator with eigenvalue $\epsilon_{p}$. In order to guarantee uniqueness of the basis representation we impose restrictions on the quantum numbers resulting in three cases:

1) $\quad n_{3}>n_{4} ; n_{1}, n_{2}$ arbitrary,
2) $\quad n_{3}=n_{4}$ and $n_{1}>n_{2}$,
3) $\quad n_{3}=n_{4}$ and $n_{1}=n_{2}$, but then $\left|n_{1} n_{2} n_{3} n_{4}\right\rangle^{\epsilon_{p} \equiv 1}=\left|n_{1} n_{2} n_{3} n_{4}\right\rangle$.

For non-vanishing angular momentum we can use the same symmetrisation and restrict the basis such that $m=\frac{1}{2}\left|n_{1}-n_{2}+n_{3}-n_{4}\right|$. Alternatively we do not further symmetrise the basis $\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle$ for $m \neq 0$ and accept also negative values of $m$. Only the latter choice allows for a representation of the angular momentum term describing the effect of a magnetic field.

### 2.1.4 Matrix representation

For the sake of simplicity we will address the representation of the matrices $A$ and $B$ of the GEVP in the basis (2.20) without parity symmetrisation. The effect of the symmetrisation can be incorporated in a straightforward manner. For a general operator $O$ consisting of monomials in the circular operators $a_{j}$ and $a_{j}^{\dagger}$ we consider the infinite dimensional representation

$$
O=\sum_{\boldsymbol{n}, \boldsymbol{n}^{\prime}}\left|\boldsymbol{n}^{\prime}\right\rangle\left\langle\boldsymbol{n}^{\prime}\right| O|\boldsymbol{n}\rangle\langle\boldsymbol{n}|
$$

Here we have used the abbreviation $|\boldsymbol{n}\rangle:=\left|n_{1}, n_{2}, n_{3}, n_{4}\right\rangle$ and the sum over $\boldsymbol{n}$ obeys the restrictions (2.27) and (2.28). Each monomial in the operator representation of the operator $O$ couples one basis element $|\boldsymbol{n}\rangle$ to exactly one basis element $\left\langle\boldsymbol{n}^{\prime}\right|$ and defines a selection rule $\Delta \boldsymbol{n}=\left\{\Delta n_{1}, \Delta n_{2}, \Delta n_{3}, \Delta n_{4}\right\}$. Thus, a matrix element $\left\langle\boldsymbol{n}^{\prime}\right| O|\boldsymbol{n}\rangle$ is non-zero, if a selection rule is defined such that

$$
\left\langle\boldsymbol{n}^{\prime}\right|=\langle\boldsymbol{n}+\Delta \boldsymbol{n}|=\left\langle n_{1}+\Delta n_{1}, n_{2}+\Delta n_{2}, n_{3}+\Delta n_{3}, n_{4}+\Delta n_{4}\right|
$$

As an example the interaction term (2.19) defines three selection rules,

$$
\begin{aligned}
\left(1+a_{1}^{\dagger} a_{1}+a_{2}^{\dagger} a_{2}\right) & \leftrightarrow \Delta \boldsymbol{n}
\end{aligned}=\left\{\begin{array}{lll}
0,0,0,0\} \\
\left(a_{1}^{\dagger} a_{2}^{\dagger}\right) & \leftrightarrow \Delta \boldsymbol{n} & =\{1,1,0,0\} \\
\left(a_{1} a_{2}\right) & \leftrightarrow \Delta \boldsymbol{n} & =\{-1,-1,0,0\}
\end{array}\right.
$$

Knowing which matrix elements are non-zero we still need to evaluate their specific value. The established actions of the circular operators on the basis functions translate into algebraic expressions involving square roots of the integer-valued quantum numbers $n_{1}$, $n_{2}, n_{3}$ and $n_{4}$. For example the matrix element of the quartic potential operator for the selection rule $\Delta \boldsymbol{n}=\{-1,3,-1,-5\}$ reads

$$
\begin{aligned}
&\left.\langle\boldsymbol{n}+\Delta \boldsymbol{n}| \sqrt{g} V_{\text {quart }}|\boldsymbol{n}\rangle=\sqrt{n_{1}\left(n_{2}+1\right)( } n_{2}+2\right)\left(n_{2}+3\right) n_{3}\left(n_{4}-3\right)\left(n_{4}-2\right)\left(n_{4}-1\right) n_{4} \\
& \times\left(\frac{5}{128}+\frac{5}{256}\left(n_{1}-1\right)+\frac{5}{512} n_{2}\right)
\end{aligned}
$$

In total the operator $A$ defines 171 selection rules, while the operator $B$ defines only nine selection rules. Due to the finite number of selection rules the resulting matrices are sparse and banded. The great advantage of this approach is that the matrix elements are known as exact algebraic expressions.

For the numerical implementation we need to truncate the infinite basis to some finite number $n_{\text {tot }}$. We will only consider basis states for which $n_{1}+n_{2}+n_{3}+n_{4} \leq n_{\text {base }}$ and thus control the basis size with the parameter $n_{\text {base }}$. Notice that the bandwidths of our finite matrices depend on the ordering of the basis. In order to optimise the bandwidth of the matrices we adapt a special procedure to construct our basis, which is described in detail in [120].

### 2.2 Numerical solution of the generalised eigenvalue problem

In the last Section we have turned the physical problem we address, Equation (2.1), into a finite dimensional GEVP. In a truncated basis representation only a fraction of eigenvectors and eigenvalues of the GEVP will be physically meaningful. In order to obtain a certain number of well-converged eigenvalues the size of the numerical basis needs to exceed this
number considerably. From experience one can tell that the number of accurate eigenvalues will only be approximately one tenth of the basis dimension. Therefore, some effort has to be expended on the numerical implementation of the approach. Three main tasks need to be taken into account. First, the matrices have to be stored in a proper scheme to keep the amount of necessary main memory as low as possible and to guarantee short access times. Second, the algorithm to diagonalise the matrices needs to be efficient and highly accurate. Third, there is stringent necessity to provide tools to test the accuracy and physical relevance of the results.

### 2.2.1 Diagonalisation and storage

Hamiltonian operators are self-adjoint and therefore the matrix representations are hermitian or even symmetric for a real-valued representation. In our case both involved matrices $A$ and $B$ are real, symmetric, banded matrices. The bandwidth is reduced by the recursive construction of the basis. Furthermore, we can consider states of different symmetry classes separately, leading to a block structure of the matrices. Each block can be characterised by the quantum numbers $\left(|m|, \epsilon_{s}, \epsilon_{p}\right)$ for general $m$ or $\left(m, \epsilon_{s}\right)$ for $|m|>0$. The total memory usage of a matrix stored exploiting the specific structure is $n_{\text {tot }} \times n_{\text {band }} \times 16$ bytes for double precision float numbers.

## Lanczos algorithm

For the partial diagonalisation of large matrices specific algorithms have been developed. A Krylov subspace method developed for banded, symmetric matrices - generally known as the Lanczos algorithm [121] - is particularly suitable for such a purpose. This method efficiently calculates the largest eigenvalues of the problem. We take advantage of this property by shifting the energy and solving the inverse problem, which leads to a well converged spectrum around the shifted energy [122]. In general three major steps need to be performed. First the matrix $A$ will be decomposed in a lower band triangular matrix $A=L L^{T}$ by Cholesky decomposition. This makes the multiplication of the inverse matrix $A^{-1}$ accessible by backward substitution. A tridiagonal matrix $T$ is then constructed by recursively acting with $A^{-1} B$ on the basis vectors of the Krylov subspace. With each of these Lanczos steps the basis vectors of the Krylov subspace are simultaneously built. The total number of Lanczos steps generally equals the dimension of the Krylov subspace. In a final step $T$ is diagonalised by standard diagonalisation techniques and the eigenvalues are obtained. The basis vectors of the Krylov subspace define the transformation matrix suitable to obtain the corresponding eigenvectors. The eigenvectors are orthonormal only with respect to a non-trivial metric. This metric is defined by the Jacobian, or overlap matrix $B$, such that for a general eigenvector $\left|\psi_{n}\right\rangle$

$$
\begin{equation*}
\left\langle\psi_{m}\right| B\left|\psi_{n}\right\rangle=\delta_{n, m} \tag{2.33}
\end{equation*}
$$

### 2.2.2 Coordinate scaling and convergence

In order to adapt our basis functions to the parameters of the system and to verify the convergence of the eigenvalues we introduce a scaling transformation. The unitary operator $P_{\alpha}=\exp \left[-\frac{i}{2}(\boldsymbol{r} \cdot \boldsymbol{p}+\boldsymbol{p} \cdot \boldsymbol{r}) \log \alpha\right]$, with $\alpha$ a real scaling factor, scales the coordinates and momenta according to $\boldsymbol{r} \rightarrow \alpha \boldsymbol{r}$ and $\boldsymbol{p} \rightarrow \boldsymbol{p} / \alpha$. The physical properties are not changed by this transformation, in particular the correct eigenvalues do not depend on $\alpha$,

$$
\begin{equation*}
\frac{\mathrm{d} E_{\alpha}}{\mathrm{d} \alpha}=\left\langle E_{\alpha}\right| \frac{\mathrm{d} H}{\mathrm{~d} \alpha}\left|E_{\alpha}\right\rangle=0 \tag{2.34}
\end{equation*}
$$



Figure 2.1: The dependence of the numerical results on the scaling factor $\alpha$ is shown for calculations with the parameters $\omega_{0}=1, \kappa=0.1, \gamma=1$, spin singlet symmetry, vanishing angular momentum and even parity. The total basis size is $n_{\text {tot }}=10656$ and the bandwidth of the matrices is 1698 . We have performed a diagonalisation with 3000 Lanczos steps for each value of $\alpha \in\{0.1,0.11, . ., 0.3\}$ and found more than 1000 roughly converged eigenvalues, respectively. In a) the value of the convergence parameter $|\mathrm{d} H / \mathrm{d} \alpha|$ is shown for every 100 states from the ground state ( $n=0$, grey) up to the 1000th excited state. The dashed line denotes our limit below which we consider eigenvalues to be converged for an optimised value of $\alpha$. In b) we show the expectation values of the radial distance in the relative coordinates, starting from $n=400$, evaluated as described in Section 2.3.2. The typical behaviour of two eigenenergies as function of $\alpha$ is illustrated in c).
following the Hellmann-Feynman theorem. The truncation of the basis introduces a dependence on $\alpha$ for the numerical eigenvalues and observables, see Figure 2.1. Therefore the expectation value $\left\langle E_{\alpha}\right| \frac{\mathrm{d} H}{\mathrm{~d} \alpha}\left|E_{\alpha}\right\rangle$ will not anymore be exactly zero, but at least small for well-converged eigenvalues. Thus we can treat $\alpha$ as a variational parameter to determine the accuracy of our results. In Figure 2.1 we present eigenenergies $E_{\alpha}$ and expectation values of $r_{\text {rel }}$ and of $|\mathrm{d} H / \mathrm{d} \alpha|$ depending on $\alpha$. In the range where the eigenenergies and the expectation values are stationary with respect to $\alpha$ we refine our search and determine an optimised value of $\alpha$. For such an optimal value of $\alpha$ we have analysed the numerical results and find at least three figures of the eigenenergies converged with the restriction $|\mathrm{d} H / \mathrm{d} \alpha| \leq 0.1$ (dashed line in Figure 2.1 a )). Notice that the optimal choice of $\alpha$ depends on the potential selected and the symmetry class considered. In general the accuracy of the eigenenergies is better than the accuracy of the expectation values. We corroborate the convergence of our results by comparing to literature data for particular choices of the parameters.

### 2.2.3 Comparison to literature data

Our model can be regarded as one natural extension of the commonly used Hooke's atom model for quantum dots. To our knowledge there exist no literature data for the model including harmonic and quartic potential. Still we can compare our numerical results to the analytical results for Hooke's atom presented in Section 1.3.2. In addition, in the non-interacting case for purely quartic confinement the eigenenergies we obtain must be the sum of the eigenenergies of one-particle solutions in a planar quartic potential [88].

## Analytical results for Hooke's atom

An explicit analytical solution, like the solution (1.25) for Hooke's atom, is an optimal testing ground for a numerical approach. We consider the explicit analytical solution with $m_{r}=0$ and $n=2$ according to (1.26) without magnetic field and obtain $\omega_{0}=1$ and $E_{\text {rel }}=2$. This case appears for singlet spin symmetry and even parity for vanishing total angular momentum, $\left|n_{c}, 0,0,0\right\rangle^{+}$. For the COM motion the eigenenergy is simply $E_{\mathrm{COM}}=2 n_{c}+1$. We cannot only compare the eigenenergies $E=E_{\text {rel }}+E_{\mathrm{COM}}$, but also other physical quantities derived from the coordinate representation. In particular the radial expectation value of the relative motion is given by

$$
\begin{equation*}
\left\langle r_{\text {rel }}\right\rangle=\frac{2(2+\sqrt{2 \pi})}{3+\sqrt{2 \pi}}=1.636801341900272, \tag{2.35}
\end{equation*}
$$

rounded to the last digit. The radial expectation value of the COM motion can be given by an integral expression ${ }^{1}$, which is easily evaluated numerically to arbitrary precision. We present the according results for an optimal choice of $\alpha=0.2$ and a rather small basis of dimension $n_{\text {tot }}=6370$ in combination with the analytical results in Table 2.1. Notice, that the total number of states obtained for this calculation is 309 , for which the last energy in Table 2.1 is the value with the worst accuracy accepted. Comparing to Table A. 5 we find, that all states (252) up to energy $E=27$ were obtained, while only a minor fraction of the spectrum could be evaluated above this value.

[^3]Table 2.1: Numerically and analytically calculated eigenenergies $E$ and expectation values $\langle\mathrm{d} H / \mathrm{d} \alpha\rangle,\left\langle R_{\mathrm{COM}}\right\rangle$ and $\left\langle r_{\text {rel }}\right\rangle$ for Hooke's atom. We compute the eigenenergies and the expectation values with a basis size of $n_{\text {tot }}=6370$ for zero angular momentum, singlet spin and even parity. For this special choice of the parameters and symmetry class all eigenenergies and expectation values are known analytically. The eigenenergies analytically take exact odd integer values and $\left\langle r_{\mathrm{rel}}\right\rangle=1.636801341900272$, while the analytical expectation values of $\left\langle R_{\mathrm{COM}}\right\rangle$ are given in the table


## Numerical results for the two-dimensional quartic oscillator

Our code is optimised for calculating interacting electrons in a harmonic confinement with a quartic perturbation, showing only small deviations from the separability in COM and relative coordinates. Although for the purely quartic potential this separability is lost very accurate results are obtained, see Table 2.2. We will discuss properties of the quartic oscillator concerning the validity of Hund's first rule in Section 5.3. The agreement with the results taken from Ref. [88] enables us to determine the quantum numbers of the states obtained with our code by direct comparison with these results.

Table 2.2: Our numerical results are compared to the one-particle solutions taken from [88] for the planar quartic oscillator ( $\kappa=1$ ). The sum of two one-particle levels equals the corresponding two-particle solution for independent particles ( $\gamma=0$ ). We choose eigenenergies $E$ of singlet states with even parity for both electrons in the same state. For the results presented here we compare the values of calculations for different values of $\alpha$ in order to find the most accurate result obtainable with our code. The basis size is $n_{\text {tot }}=6370$ and $n_{\text {tot }}=19360$ for $m=0$ and $m=2$, respectively.

| $\left\|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\text {ip }}^{\epsilon_{p}, \epsilon_{s}}$ | $E_{1}=E_{2}$ [a.u.] [88] | $E_{1}+E_{2}$ [a.u.] | $E$ [a.u.] (numerical) |
| :--- | :---: | ---: | :---: |
| $\|0,0,0,0\rangle_{\text {idp }}^{+,+}$ | 1.477149754 | 2.954299508 | 2.95429950715599 |
| $\|1,0,1,0\rangle_{\text {idp }}^{+,+}$ | 6.003386083 | 12.006772166 | 12.0067721666167 |
| $\|2,0,2,0\rangle_{\text {idp }}^{+,+}$ | 11.802433595 | 23.604867190 | 23.604867190269 |
| $\|3,0,3,0\rangle_{i d p}^{+,+}$ | 18.458818701 | 36.917637402 | 36.917637408155 |
| $\|4,0,4,0\rangle_{\text {idp }}^{+,+}$ | 25.791792370 | 51.583584740 | 51.5835847572 |
| $\|0,1,0,1\rangle_{\text {idp }}^{+,+}$ | 3.398150176 | 6.796300352 | 6.7963003520554 |
| $\|1,1,1,1\rangle_{\text {idp }}^{+,+}$ | 8.700453815 | 17.400907630 | 17.40090762791 |
| $\|2,1,2,1\rangle_{\text {idp }}^{+,+}$ | 14.977808375 | 29.955616750 | 29.95561674464 |
| $\|3,1,3,1\rangle_{\text {ip }}^{+,+}$ | 21.999601031 | 43.999202062 | 43.999202069 |
| $\|4,1,4,1\rangle_{\text {idp }}^{+,+}$ | 29.634879565 | 59.269759130 | 59.269759113 |

### 2.3 Observables and details of the system

The diagonalisation algorithm provides us not only with eigenenergies, but also with very accurate eigenstates as linear combinations of the basis states, Equation (2.32). We will briefly discuss some physical properties of the system that we can obtain from the eigenstates and their numerical representation.

### 2.3.1 Expectation values of the potentials

By construction of our approach the different terms in the Hamiltonian can be considered separately, Equation (2.6) - (2.9). We can thus evaluate the matrix elements of the potentials $V_{\text {harm }}, V_{\text {quart }}, V_{\text {int }}$ and the kinetic part $T$, individually.

## Virial theorem

It is easily shown that a generalised virial theorem is satisfied,

$$
2\langle T\rangle=2 \omega_{0}^{2}\left\langle V_{\text {harm }}\right\rangle+4 \kappa\left\langle V_{\text {quart }}\right\rangle-\gamma\left\langle V_{\text {int }}\right\rangle
$$

where $\langle\cdot\rangle$ denotes the expectation value in an eigenstate. This can be transformed into an equivalent expression for the eigenenergy $E$ depending only on the potential terms of the system:

$$
\begin{equation*}
E=2 \omega_{0}^{2}\left\langle V_{\text {harm }}\right\rangle+3 \kappa\left\langle V_{\text {quart }}\right\rangle+\frac{1}{2} \gamma\left\langle V_{\text {int }}\right\rangle \tag{2.36}
\end{equation*}
$$

This result can also be used as a convergence test of our approach. Indeed, our numerical results agree with the virial theorem (2.36) up to the full accuracy of the eigenenergies.

## Perturbative corrections

It is possible to calculate the matrix elements for potentials that are not part of the applied Hamiltonian. For example one can calculate the expectation value $\left\langle V_{\text {int }}\right\rangle$ for a noninteracting model and obtain the energy correction in first order perturbation theory for the Coulomb interaction. Additionally we can evaluate the non-diagonal matrix elements of the potentials in order to calculate higher orders of perturbation theory. An application will be the evaluation of the time-dependent quantum fidelity from purely static properties of our system in Section 4.3.1.

### 2.3.2 Expectation values and oscillator strengths

Physical observables $\langle O\rangle$ frequently reveal basic properties of quantum states. We evaluate the matrix elements by transforming the product operator $B O$ into a matrix in the numerical basis. Notice, that the multiplication with the overlap matrix $B$ is needed in order to account for the non-trivial scalar product of the eigenstates. We consider the following operators $O$ :

- $\frac{1}{2} R_{+}$the distance in COM motion,
- $R_{-}$the distance in relative motion,
- $r_{j}^{2}$ the squared distance of the electron $j$,
- $\left(x_{1}+x_{2}\right)$ for the oscillator strength $f_{\mathrm{fi}}^{(x)}$,
- $\left(y_{1}+y_{2}\right)$ for the oscillator strength $f_{\mathrm{fi}}^{(y)}$,
- $R_{+}^{2}$ the squared distance in COM motion,
- $R_{-}^{2}$ the squared distance in relative motion.

The latter two operators are only calculated to estimate the cosine of the angle between the electron radii $\varphi_{12}$ by

$$
\cos \varphi_{12} \approx \frac{\left\langle\boldsymbol{r}_{1} \cdot \boldsymbol{r}_{2}\right\rangle}{\langle | \boldsymbol{r}_{1}| \rangle\langle | \boldsymbol{r}_{2}| \rangle} \approx \frac{\left\langle R_{+}^{2}\right\rangle-\left\langle R_{-}^{2}\right\rangle}{4 \sqrt{\left\langle\boldsymbol{r}_{1}^{2}\right\rangle} \sqrt{\left\langle\boldsymbol{r}_{2}^{2}\right\rangle}}
$$

The procedure to evaluate the observables is similar to the one for evaluating the Hamiltonian matrix $A$ and the overlap matrix $B$ presented above. We obtain 84 selection rules for the radial expectation values, while there are 31 rules for the oscillator strengths. The matrix of the oscillator strengths couples angular momenta with $\Delta m= \pm 1$. Therefore, this matrix is not stored block-wise for each angular momentum, but as one matrix over the range of all angular momenta involved.

### 2.3.3 Densities of the states

Detailed information about the localisation of the states can be obtained by visualising the probability density in coordinate space. The configuration space of our approach is four-dimensional, such that it becomes necessary to integrate over at least two degrees of freedom to obtain a representable density. Several possibilities are implemented in our approach: the projection on the COM degrees of freedom, the projection on the relative degrees of freedom, the projection on the two one-particle radial distances and the projection onto the plane of the two radial distances in COM and relative coordinates. The latter contains the most information for most cases originated in the physical structure of separability.

In the polar coordinates associated to the parabolic coordinates (2.2) - (2.5) the basis functions can be represented in coordinate space with identification of the quantum numbers:

$$
M=n_{1}-n_{2}, \quad L=n_{3}-n_{4}, \quad N=\min \left(n_{1}, n_{2}\right), \quad K=\min \left(n_{3}, n_{4}\right),
$$

as follows [118]:

$$
\begin{aligned}
\varphi_{\boldsymbol{n}}\left(r_{+}, \phi_{+}, r_{-}, \phi_{-}\right) & =\left\langle n_{1}, n_{2}, n_{3}, n_{4} \mid r_{+}, \phi_{+}, r_{-}, \phi_{-}\right\rangle= \\
& \mathcal{N} r_{+}^{|M|} r_{-}^{|K|} L_{N}^{|M|}\left(r_{+}^{2}\right) L_{K}^{|L|}\left(r_{-}^{2}\right) e^{-\frac{1}{2}\left(r_{+}^{2}+r_{-}^{2}\right)} e^{-\mathrm{i}\left(M \phi_{+}+L \phi_{-}\right)},
\end{aligned}
$$

where $L_{n}^{k}(x)$ are associated Laguerre polynomials and $\mathcal{N}$ is a normalisation constant:

$$
\mathcal{N}=(-1)^{N+K} \frac{2}{\pi} \sqrt{\frac{N!K!}{(|M|+N)!(|L|+K)!}} .
$$

Density plots are calculated by integrating over the angles in COM and relative coordinates, where the appropriate coordinate transformation is $r_{+}^{2}=4 R_{\mathrm{COM}}$ and $r_{-}^{2}=2 r_{\mathrm{rel}}$. For a general vector $|\psi\rangle=\sum_{\boldsymbol{n}} a_{\boldsymbol{n}}|\boldsymbol{n}\rangle$, where the symmetrisation (2.32) is incorporated in the coefficients $a_{\boldsymbol{n}}$, we plot the following function:

$$
\begin{aligned}
\sum_{n} \sum_{n^{\prime}} a_{\boldsymbol{n}}^{*} a_{\boldsymbol{n}^{\prime}} & \int_{0}^{\pi} d \phi_{+} \int_{0}^{\pi} d \phi_{-} R_{\mathrm{COM}} r_{\mathrm{rel}} \\
& \times \varphi_{\boldsymbol{n}}\left(\sqrt{4 R_{\mathrm{COM}}}, \phi_{+}, \sqrt{4 r_{\mathrm{rel}}}, \phi_{-}\right)^{*} \varphi_{\boldsymbol{n}^{\prime}}\left(\sqrt{4 R_{\mathrm{COM}}}, \phi_{+}, \sqrt{4 r_{\mathrm{rel}}}, \phi_{-}\right) .
\end{aligned}
$$

### 2.3.4 Angular momentum quantum numbers

The angular momentum quantum numbers in COM and relative coordinates, as introduced in (1.13) are good quantum numbers as long as separation in COM and relative motion is possible. It is preferable to obtain these quantum numbers as part of the basis representation $|\psi\rangle=\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle^{\epsilon_{p}}$ for any state automatically. Furthermore, we find that, even in absence of the separability, these quantum numbers, though only approximate, give reasonable information on the localisation of the states. We distinguish between states that are parity symmetrised and those that are not. For a state with parity symmetrisation only the squares $m_{c}^{2}$ and $m_{r}^{2}$ are good quantum numbers. We evaluate them by considering the expectation values of the squared angular momentum operators $\left|m_{c}\right|=\sqrt{\langle\psi| L_{+}^{2}|\psi\rangle}$ and $\left|m_{r}\right|=\sqrt{\langle\psi| L_{-}^{2}|\psi\rangle}$, see (2.21). For a state without parity symmetrisation both angular momentum quantum numbers are good quantum numbers and we can directly evaluate $m_{c}=\langle\psi| L_{+}|\psi\rangle$ and $m_{r}=\langle\psi| L_{-}|\psi\rangle$.

### 2.4 Classical model

Apart from the quantum mechanical approach explained so far, we also consider the underlying classical dynamics of the system. Our system has four degrees of freedom and therefore an eight-dimensional phase space, which is effectively reduced to six dimensions by conservation of energy and total angular momentum. For $\gamma=0$ the motion is regular, since the system separates in independent particles and for each particle the angular momentum and the energy is preserved. Following a similar argument for $\kappa=0$ due to the separation in COM and relative coordinates the motion is also regular. In these cases the motion is bound to regular tori with a fundamental frequency associated to each constant of motion. In all other cases the dynamics is complex and we apply numerical methods to solve the equations of motion.

### 2.4.1 Description and time evolution

The classical model is expressed through the Hamilton function

$$
\begin{equation*}
H_{\text {class }}=T_{\text {class }}+\omega^{2} V_{\text {harm }}+\kappa V_{\text {quart }}+\gamma V_{\mathrm{int}} \tag{2.37}
\end{equation*}
$$

where we do not consider a magnetic field and the potentials are to be understood as classical quantities. We express the single terms in Cartesian coordinates in COM and relative motion and adopt modified atomic units:

$$
\begin{aligned}
T_{\text {class }} & =\frac{1}{2}\left(p_{x_{c}}^{2}+p_{y_{c}}^{2}+p_{x_{r}}^{2}+p_{y_{r}}^{2}\right) \\
V_{\text {harm }} & =\frac{1}{2}\left(x_{c}^{2}+y_{c}^{2}+x_{r}^{2}+y_{r}^{2}\right) \\
V_{\text {quart }} & =\frac{1}{2}\left[\left(x_{c}^{2}+y_{c}^{2}+x_{r}^{2}+y_{r}^{2}\right)^{2}+4\left(x_{c} x_{r}+y_{c} y_{r}\right)^{2}\right] \\
V_{\text {int }} & =\frac{1}{\sqrt{2\left(x_{r}^{2}+y_{r}^{2}\right)}}
\end{aligned}
$$

The classical momenta are $p_{j}=\dot{q}_{j}$ with $q_{j} \in\left\{x_{c}, y_{c}, x_{r}, y_{r}\right\}$, where we implicitly introduced the four-dimensional vectors $\vec{p}$ and $\vec{q}$. It would be possible to eliminate the total angular momentum from the equations and obtain an effectively six-dimensional problem. Nevertheless, there are advantages in keeping the Cartesian representation. We only need to evaluate simple algebraic operations in the potentials and the preservation of the total angular momentum is a check for the accuracy of our code. Starting point for a numerical treatment of the classical motion are Hamilton's equations of motion, which can be written in a very compact form revealing the symplectic structure

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\binom{\vec{q}}{\vec{p}}=J\binom{\vec{\nabla}_{q}}{\vec{\nabla}_{p}} H_{\text {class }}, \text { with } J=\left(\begin{array}{cc}
0 & \mathbb{1}  \tag{2.38}\\
-\mathbb{1} & 0
\end{array}\right)
$$

It is advisable to choose a numerical method that supports this symplectic structure of the equation [123]. Except for numerical errors the energy and the angular momentum are automatically preserved by such a method. The very simple leapfrog algorithm is particularly efficient and therefore commonly applied for the calculation of dynamical systems. The time step $\delta t$ is constant and the initial values need to be taken at $\vec{q}_{0}=\vec{q}(t=$ 0 ) and $\vec{p}_{0}=\vec{p}(t=\delta t / 2)$. For the coordinates and the momenta an explicit Euler method is applied:

$$
\begin{align*}
\vec{q}_{n} & =\vec{q}_{n-1}+\vec{p}_{n-1} \delta t  \tag{2.39}\\
\vec{p}_{n} & =\vec{p}_{n-1}+\vec{F}\left(\vec{q}_{n}\right) \delta t \tag{2.40}
\end{align*}
$$

where $F(\vec{q})=-\vec{\nabla}_{q} H_{\text {class }}$ depends only on the coordinates. Additionally we applied a sophisticated fourth order Runge-Kutta-Nyström algorithm [123] in order to check the accuracy of our method. The energy and the angular momentum is conserved with a relative error of the order $10^{-5}$ or better.

### 2.4.2 Frequency analysis

The precise presentation of the results obtained by the time evolution of initial configurations is a non-trivial task. A very convenient tool, Poincaré's surface of section can not be used, since it is restricted to an effectively three-dimensional phase space. A powerful alternative is the analysis of the dominant frequencies of a trajectory [124]. These frequencies coincide with the fundamental frequencies of the regular motion considered above. For non-regular dynamics the dominant frequencies can give an insight into the rich structure of the classical phase space. Several investigations of high-dimensional systems have been performed by frequency analysis, the Stark-Quadratic-Zeeman problem [125], the two-dimensional standard map [126, 127], different multidimensional systems [124] and the study of the stability of the solar system [67].

The time evolution of an initial condition results in a sequence of $\left\{\vec{q}_{n}, \vec{p}_{n}\right\}_{n}$ with $n \in$ $\left\{n_{\text {initial }}, n_{\text {final }}\right\}$. For each degree of freedom $j$ we consider the combination $\tilde{\tilde{n}}_{\tilde{n}, j}=q_{\tilde{n}, j}+\mathrm{i} p_{\tilde{n}, j}$ on a sub-interval $\tilde{n} \in\left\{\tilde{n}_{\text {initial }}, \tilde{n}_{\text {final }}\right\} \subset\left\{n_{\text {initial }}, n_{\text {final }}\right\}$. The equidistant sub-interval is equivalent to a time interval $T=\left(\tilde{n}_{\text {final }}-\tilde{n}_{\text {initial }}\right) \Delta T$. The resolution in time $\Delta T$ determines the range of frequencies obtained and can be any multiple of the time step $\delta t$ of the time evolution. Then we multiply with the widely used Hanning filter in order to avoid effects at the edges of the interval,

$$
\begin{equation*}
t_{\tilde{n}, j}=\left(1-\cos \left[2 \pi\left(\tilde{n}-\tilde{n}_{\text {initial }}\right) \frac{\Delta T}{T}\right]\right) \tilde{t}_{\tilde{n}, j} \tag{2.41}
\end{equation*}
$$

On this sequence we perform a discrete Fourier analysis and obtain a sequence of frequencies in the range $\left[-\frac{1}{2 \Delta T}, \frac{1}{2 \Delta T}\right]$ with an accuracy $\Delta f=1 / T$. We are interested in the frequency with the highest weight in the Fourier analysis, which we refer to as the dominant frequency. With a properly chosen time interval $T$ it is possible to localise the correct region, where the dominant frequency can be found via the highest value of the frequency sequence. The exact frequency is evaluated in the vicinity of this, and the two neighbouring values, by an iterative scheme (golden section search). In each iteration the Fourier transform is obtained by straightforward quadrature of the Fourier integral. The gain in accuracy is usually several orders of magnitude compared to $\Delta f$.

### 2.5 Summary

Exploiting the separability properties of the system a proper coordinate transformation was introduced and the Schrödinger equation was transformed to a generalised eigenvalue problem consisting purely of polynomial expressions in coordinates and partial derivatives. Translating into harmonic oscillator operators led to a matrix representation with algebraic expressions in four integer-valued quantum numbers. The only approximation is the truncation of the basis to make the matrices finite and thus numerically implementable. Thus, the solution of the Schrödinger equation has been reduced to the solution of a generalised eigenvalue problem with sparse banded symmetric matrices with exact entries. A Lanczos algorithm is used to partially diagonalise the matrices. The accuracy of our results has been shown by comparison to the literature and an analysis based on a variational parameter scaling the basis functions. The determination of physical observables has been
explained. Finally a classical approach including the method of frequency analysis has been described.

## Chapter 3

## Effects of the anharmonicity

In this chapter we investigate the effect of the anharmonicity on the complexity of the system. For that purpose we rely on tools that are related to the universal predictions of random matrix theory (RMT) [57]. These include the nearest-neighbour-spacing distribution $P(s)$ and the distribution $P_{\mathrm{ac}}(c)$ of the energy gaps $c$ of the avoided crossings which appear by slow variation of the parameter $\kappa$. While the universality of RMT predictions has been confirmed by several experimental, semiclassical and numerical results for systems with underlying chaotic classical dynamics, its implications for systems with mixed regular-chaotic phase space - such as our system - are still subject of research and not entirely understood [79]. The term mixed regular-chaotic refers to classical phase space but is nonetheless used to characterise quantum systems. For these systems the deviations from the properties of purely chaotic systems can be explained by semiclassical arguments. We start this chapter with a brief description of some foundations of the theory of chaos and complexity, which are required for the understanding of our results. In particular we review the notions of classical chaos, semiclassical quantisation in chaotic dynamics and random matrix theory.

## Classical chaos

Analytical considerations on chaotic systems go back to the $19^{\text {th }}$ century, when Poincaré found the dynamics of the system moon-earth-sun to be non-integrable. A significant increase in the interest in such systems arose in the 1960's, when computing power was, for the first time, capable of calculating a great number of trajectories with high accuracy. Chaotic dynamics is an effect of non-linear dynamical systems and besides the already mentioned three-body problem with $\frac{1}{r}$-potentials, other famous examples from various fields came into the focus of research. For example the Lorenz model inspired from meteorology [68], the logistic map, describing a very simplified population model in the balance of reproduction and starvation [128], or the standard map as a model of a kicked rotor [129], to name only a few. Classical systems perform predictable motion, usually governed by the analytically exact equations of motion. Chaotic dynamics is at the same time random in the sense that close-lying trajectories may behave significantly different after some time, summarised in the property of sensitivity to initial conditions. Sophisticated mathematical investigations on this topic have led to several equivalent exact definitions of chaotic motion, but the conceptual approach presented appears to be sufficient for our purpose [130].

A system is regular, if the number of degrees of freedom, $n$, is accompanied by the same number of independent constants of motion in involution. For each degree of freedom a pair of action-angle variables can then be found by integration and the motion is restricted to an
$n$-dimensional torus [131]. Nearly-integrable systems, the dynamics of which is chaotic due to small perturbations of a regular system, are of particular interest for investigations. The application of classical perturbation theory to these systems is governed by the problem of small divisors [132]. A very general result resolves this problem, the Kolmogorov-Arnold-Moser (KAM) theorem [133]. As a consequence some of the regular tori will be deformed, while others break up and form a "chaotic sea". This is exactly the situation of a mixed regular-chaotic phase space, where regular orbits and chaotic trajectories coexist. Nevertheless, for a large set of initial conditions the motion continues to be quasi-periodic as a consequence of the KAM theorem.

## Semiclassical quantisation in chaotic dynamics

Semiclassical quantisation is an important foundation for many applications in modern quantum physics. The central idea is to discretise the classical action, intrinsically available for regular motion as described in the previous paragraph, in multiples of the Planck's constant $\hbar$. Exact quantisation of the non-relativistic hydrogen atom can be achieved with this approach [131]. The formal analogy of the classical dynamics of atomic helium to the gravitational three-body problem illustrates the challenges posed for semiclassical quantisation in this case [59]. On the one hand these obstacles encouraged the development of the alternative approaches by Schrödinger and Heisenberg to wave mechanics and a modern picture of quantum mechanics. On the other hand semiclassical theory was further developed along the years and for instance the quantisation of the atomic helium ground state and also of excited states was achieved. A generalisation of Feynman's path-integral formulation of quantum mechanics for semiclassical propagators resulted in Gutzwiller's trace formula describing the density of states by quantisation of periodic orbits [58]. It was shown that the density of states can be decomposed into a smooth and an oscillatory component [134]. The smooth part can be associated with periodic orbits of length zero reflecting properties of the available energy surface. In order to describe the oscillating component of the level density of a complex system with semiclassical methods a very precise knowledge of the periodic orbits is obligatory. This can in general only be achieved for low dimensional systems with effectively two degrees of freedom, e.g hydrogen in a magnetic field or one-particle billiards. In the latter case the smooth part of the level density can be approximated by Weyl's law [135] with a constant term depending only on the surface of the billiard and a term with a $\sqrt{E}^{-1}$ behaviour depending on the boundary length. Billiard systems play a crucial role in the investigation of chaotic systems, since the quantum properties can be modelled with microwaves. The formal analogy of the Schrödinger and the Helmholtz equation allows for a feasible experimental realisation of such systems providing full accessibility of eigenenergies and eigenfunctions [78].

## Random matrix theory

While semiclassical quantisation attempts to give an exact characterisation of each quantised level, RMT aims at a statistical description of the spectral properties [136]. A model Hamiltonian is arranged in a way that the basic symmetry structures are preserved, but the components of the matrix representation are independent random variables. Three major symmetry classes are able to characterise most of the relevant physical systems, namely the Gaussian unitary ensemble, the Gaussian orthogonal ensemble (GOE) and the Gaussian symplectic ensemble. The ensembles are all called Gaussian, because it can be shown that for systems invariant under the according symmetry group (unitary, orthogonal, symplectic) they are most generally represented by Gaussian distributed random variables $[137,138]$. By far the most common class is the GOE, which also applies to
our model, since it is symmetric under time-reversal and under rotations, furthermore the Hamiltonian is real symmetric. The subtlety of the symmetry and their corresponding ensembles, which is fundamental for random matrix theory, will not be further discussed here.

Originally RMT had been applied to the complex spectra of nuclei [139], based on early ideas of Wigner [140]. But the great success of RMT stems from a result that showed to be widely applicable: the Bohigas-Gianonni-Schmit conjecture [57]. It predicts statistical similarity between RMT spectra and the energy levels of generic systems with underlying classically chaotic dynamics. In particular the distribution of energy gaps between nearest-neighbour levels $P(s)$ is claimed to show a universal behaviour. Though not formally proven this conjecture holds for an overwhelming number of experimental and numerical studies of systems with classical analogs with purely chaotic dynamics. A system showing this property is said to exhibit quantum chaos, also if no underlying classical system exists. For the relevant GOE the nearest-neighbour spacing distribution is predicted to obey the well-known Wigner distribution

$$
\begin{equation*}
P_{\mathrm{Wigner}}(s)=\frac{\pi}{2} s \mathrm{e}^{-\pi s^{2} / 4}, \tag{3.1}
\end{equation*}
$$

while the spectra of regular systems follow the Poisson distribution

$$
\begin{equation*}
P_{\text {Poisson }}(s)=\mathrm{e}^{-s} . \tag{3.2}
\end{equation*}
$$

Both distributions, (3.1) and (3.2), are the limiting cases for the interpolating distributions that hold for a mixed regular-chaotic phase space. These will be discussed in some detail in Section 3.2.1. Prior to evaluation of the distribution two properties need to be fulfilled. First, the levels considered must belong to a unique symmetry class (see the cases discussed in Section 1.2.2). Second, only the smooth part of the density of states must be considered and the mean level density must be normalised to unity as described in Section 3.2.1. Notice that the spectrum of the harmonic oscillator and also of the hydrogen atom are pathological cases, where no nearest-neighbour spacing distribution can be arranged reasonably.

Besides the famous nearest-neighbour spacing distribution RMT offers universal results for all measures of level correlation in chaotic spectra. Two-point correlations can be measured by the spectral rigidity $\Delta_{3}$ or the number variance $\Sigma^{2}$ and also higher correlations can be addressed [79]. The distribution of the energy gaps of avoided crossings can be predicted by RMT [137]. For the quantum fidelity that we discuss in Chapter 4 RMT can characterise the decay behaviour in time of a chaotic system [53].

### 3.1 Classical considerations

For the consideration of quantum chaos in the following sections, it is necessary to give a characterisation of the classical phase space. The complete characterisation of the classical dynamics of a few-body system with chaotic behaviour is a challenging task on its own. Here we restrict ourselves to show that quasi-regular and chaotic trajectories coexist.

A characteristic property of a classically chaotic system is the sensitivity of trajectories to initial conditions. In our analysis of the phase space we aim to confirm this property in such a way, that we evaluate the dominant frequencies of trajectories with close lying initial conditions. In a regular system the dominant frequencies coincide with the fundamental frequencies in action-angle variables and depend smoothly on the initial conditions. For a mixed regular-chaotic system chaotic trajectories might stay close to regular tori for some time, perform chaotic motion and stick again to different regular tori. This is another
consequence of the KAM theorem on dynamics in regular systems with small perturbations. The frequencies of trajectories in such systems reflect this behaviour and no smooth dependence on initial conditions can be observed, unless close to regular regions.

We consider trajectories in the time interval $\left[t_{0}, t_{0}+T\right]$ with $t_{0}=100$ and $T=400$. On each trajectory we perform the analysis of the dominant frequencies, as described in Section 2.4.2. Initial conditions are chosen such that the first electron starts on the $x$-axis with distance one half a.u. from the centre. For vanishing angular momentum $m=0$ this electron starts at rest. For $m=1$ it has momentum pointing in the $y$-direction $p_{y, 1}=2$, orthogonal to its position vector. The momentum of the first electron carries the total angular momentum. The second electron starts from equally distributed positions on the circle with radius one. Conveniently, we label its position in polar coordinates by the angle $\varphi_{2}$. For the second electron we let the momentum point outwards, parallel to its position vector. The absolute value of the momentum of the second electron adjusts the initial conditions to have the same energy. Typically we chose 1000 initial values on the half circle in different energy regimes. With increasing importance of the anharmonic potential for higher energies the trajectories show more and more chaotic properties. This is intuitively clear from the symmetry of the system and can be verified in terms of the analysis of the fundamental frequencies and their sensitivity to initial conditions. Typical scenarios for the frequencies are shown in Figure 3.1.

For $m=0$ in the low-energy regime the regularity of the system is characterised by the smooth behaviour of the dominant frequencies with respect to the initial conditions (Figure 3.1 a )). In this case the COM is subject to approximately harmonic oscillations and the associated frequencies (squares and crosses) are constant and mostly degenerate. The frequencies of the relative motion (circles and pluses) change only little or can even be constant in some intervals. The dynamics is thus confined to regular nearly harmonic islands.

Features of a mixed phase space are observed for $m=1$ and $E=5$ in Figure 3.1 c). A regular, nearly harmonic island can be identified with the region, where $\varphi_{2} \geq 0.8 \pi$ : All frequencies tend to be nearly constant and those associated to the relative motion are degenerate. For initial conditions with $\varphi_{2}<0.8 \pi$ the COM motion appears to be nearly regular, while the frequencies of the relative motion are strongly disordered. This can be interpreted as a consequence of the chaotic motion.

An increase in energy leads to a generally discontinuous behaviour of the frequencies (see Figure 3.1 d )) and results in a complete lifting of the degeneracies observed above. While for all former cases some features of regularity remained, the frequencies for $E=15$ in Figure 3.1 b ) are totally disordered. Thus, the trajectories investigated in this regime are all subject to chaotic motion.

### 3.2 Measures of quantum complexity

Our analysis will focus on the dependence on the anharmonicity of $P(s), P_{\mathrm{ac}}(c)$ and a measure of the localisation of eigenstates. We limit our calculations to zero angular momentum for all four symmetry classes (singlet/triplet spin symmetry and even/odd parity). The basis size was determined by the parameter $n_{\text {base }}=130$, which leads to basis sizes of approximately 12000 basis vectors, where exact numbers depend on the symmetry class. Each calculation supplied more than 1000 well converged eigenvalues.


Figure 3.1: Dominant frequencies of the planar classical dot with $\omega_{0}=1, \gamma=1$ and $\kappa=0.1$. Depicted are the frequencies associated to the relative motion in $x$ - (circles) and $y$ - direction (pluses), and to the COM motion in $x$ - (squares) and $y$ - direction (crosses), respectively. For vanishing angular momentum a clearly regular motion is recognised in the low energy regime for $E=3$ in a). For higher energy in b), $E=15$, a dominantly chaotic dynamics is observed. The initial conditions are chosen, such that the first particle starts at rest from $x_{1}=0.5$ and $y_{1}=0$. The second electron starts from equally distributed positions on a circle of radius $r_{2}=1$ at the angle $\varphi_{2}$. The momentum of the second electron points outwards with varying absolute value to compensate the difference in Coulomb energy. For angular momentum $m=1$, a mixed regular-chaotic dynamics is reflected in c) with $E=5$. On the left-hand side of c) the frequencies are disordered, while on the right-hand side of c) the frequencies are nearly constant and partially degenerate. For $m=1$ and $E=10$ shown in d) only minor characteristics of regularity are dominated by generally disordered frequencies. The non-vanishing angular momentum is incorporated for the initial conditions by adding the appropriate momentum to the first electron in the $y$-direction.


Figure 3.2: The procedure of unfolding and a typical result for the nearest-neighbour spacing distribution with appropriate fit functions. The procedure of unfolding is shown in a). The exact numerical eigenenergies are used to plot the cumulated level density (CLD) (solid line), which is interpolated by a polynomial fit (dashed line). A new unfolded energy ( $E=42.694687$, square) equals the value of the fitted CLD at the exact eigenenergy ( $E=21.990952$, circle) depicted by the dotted lines. The mean level spacing is thereby automatically normalised to unity. In b) the numerically obtained distribution of nearestneighbour spacings after unfolding (bars) is fitted by the Brody distribution (green line), the Berry-Robnik distribution (blue line) and the Podolskiy-Narimanov distribution (red line). For reference we also show the limiting cases for regular dynamics, the Poisson distribution (dashed line), and for chaotic dynamics, the Wigner distribution (dotted line). The example data corresponds to singlet states with even parity, vanishing angular momentum, $\omega_{0}=1.0, \kappa=0.1$ and $\gamma=0.3$.

### 3.2.1 Spectral measures

In the case of mixed regular-chaotic dynamics, the nearest-neighbour spacing distribution $P(s)$ can, with some exceptions [62], be better described by a phenomenological distribution by Brody [60] than by a physically motivated distribution due to Berry and Robnik [61]. A remedy is found by extending the idea underlying the Berry-Robnik distribution, which is to split the classical phase space into distinct regular and chaotic regimes. The effects of dynamical tunnelling [141] and chaos assisted tunnelling [142] connect these two classically distinct regimes in the quantum regime and already improve the results [64, 63]. Recent additional achievements considering the effects of flooding [65] appear to complete the discussion, at least for the nearest-neighbour spacing distribution. Nevertheless a very thorough analysis of the classical phase space is necessary to obtain an ab initio description of this distribution. To our knowledge, this has only been performed for elementary systems.

The universal predictions of random matrix theory can only be confirmed if the characteristic spectral properties of a system are brought to some general footing. This procedure is called "unfolding" and different methods are in use. The common two steps for all methods are the following: (i) The level density is smoothed by a simple fit or semiclassical analysis and (ii) a new set of energies is derived from the smoothed level density in a way
that the mean level density is normalised to unity. We fit the cumulated level density (CLD) obtained from the numerical exact eigenenergies $E_{n}$

$$
\begin{equation*}
n(E)=\sum_{n} \Theta\left(E-E_{n}\right) \tag{3.3}
\end{equation*}
$$

with $\Theta(x)$ the Heaviside step function, by a cubic polynomial (i) and take the value of the smoothened CLD evaluated at the former eigenenergy to be the new energy (ii). For clarity we demonstrate the procedure of unfolding in Figure 3.2 a). Alternative methods [137] produce qualitatively identical results.

The universality of chaotic properties in quantum mechanical systems has been shown for many examples involving the statistics of the separations of neighbouring energy levels. Once the limits for regular and purely chaotic dynamics were observed in different experimental and numerical studies, the interest in situations with a mixed classical phase space arose and tools to describe the smooth transition between these regimes were developed. If there are any symmetries left in the problem, the nearest-neighbour spacing distribution will most likely be a Poisson distribution. Otherwise, the level statistics of an underlying mixed phase space will exhibit a level repulsion which, however, is not as pronounced as in the pure chaotic case. Alternatives for modelling these statistics are the Brody distribution [60] characterised by the parameter $\beta$,

$$
\begin{equation*}
P_{\text {Brody }}(s)=(\beta+1) a s^{\beta} \exp \left(-a s^{\beta+1}\right), \tag{3.4}
\end{equation*}
$$

with $a=\Gamma\left(\frac{\beta+2}{\beta+1}\right)^{\beta+1}$; the Berry-Robnik distribution [61] characterised by the parameter $\rho_{\mathrm{BR}}$,

$$
\begin{align*}
P_{\mathrm{BR}}(s)= & {\left[\left(1-\rho_{\mathrm{BR}}\right)^{2} \operatorname{erfc}\left(\frac{\sqrt{\pi}}{2} \rho_{\mathrm{BR}} s\right)+\right.} \\
& \left.+\left(2 \rho_{\mathrm{BR}}\left(1-\rho_{\mathrm{BR}}\right)+\frac{\pi}{2} \rho_{\mathrm{BR}}^{3} s\right) e^{-\frac{\pi}{4} \rho_{\mathrm{BR}}^{2} s^{2}}\right] e^{-\left(1-\rho_{\mathrm{BR}}\right) s} \tag{3.5}
\end{align*}
$$

and the extension of the latter proposed by Podolskiy and Narimanov [63, 143] characterised by the parameters $\rho_{\mathrm{PN}}$ and $V_{\mathrm{PN}}$,

$$
\begin{align*}
P_{\mathrm{PN}}(s)= & {\left[\left(1-\rho_{\mathrm{PN}}\right)^{2} F\left(\frac{s}{\left(V_{\mathrm{PN}}\right)^{2}}\right) \operatorname{erfc}\left(\frac{\sqrt{\pi}}{2} \rho_{\mathrm{PN}} s\right)+\right.} \\
& \left.+\left(2 \rho_{\mathrm{PN}}\left(1-\rho_{\mathrm{PN}}\right) F\left(\frac{s}{V_{\mathrm{PN}}}\right)+\frac{\pi}{2} \rho_{\mathrm{PN}}^{3} s\right) \times e^{-\frac{\pi}{4} \rho_{\mathrm{PN}}^{2} s^{2}}\right] e^{-\left(1-\rho_{\mathrm{PN}}\right) s}, \tag{3.6}
\end{align*}
$$

with

$$
F(x)=1-\frac{1-\sqrt{\frac{\pi}{2}} x}{e^{x}-x}
$$

The Brody parameter $\beta$ describes the transition from regular $(\beta=0)$ to chaotic $(\beta=1)$ behaviour. It must be noted that the Brody parameter $\beta$ lacks a quantitative physical meaning, but describes the transition merely qualitatively. The Berry-Robnik distribution is characterised by the parameter $\rho_{\mathrm{BR}}$, which is the ratio of the chaotic to the total phase space volume and is a purely classical property of the system. The generalisation of the Berry-Robnik distribution by Podolskiy and Narimanov include the equivalent ratio $\rho_{\mathrm{PN}}$ and additionally perturbative quantum corrections. The parameter $V_{\mathrm{PN}}$ describes the tunnelling between regular and chaotic regions and chaos assisted tunnelling between regular regions via the chaotic sea [63].


Figure 3.3: Fit parameters for the nearest-neighbour spacing distributions for variation of $\omega_{0}, \kappa$ and $\gamma$. In particular we show the fit parameters for the nearest-neighbour spacing distribution of the Brody distribution ( $\beta$, green circles), the Berry-Robnik distribution ( $\rho_{\mathrm{BR}}$, blue squares) and the Podolskiy-Narimanov distribution ( $\rho_{\mathrm{PN}}$, red crosses). The states have spin singlet symmetry, even parity and vanishing angular momentum. In a) $\gamma=1$ and $\kappa=0.1$ are constant, while $\omega_{0}$ is varied. In b) $\omega_{0}=1$ and $\gamma=1$ are constant, while $\kappa$ is varied. For $\kappa=0$ the distribution is too close to the pathological harmonic oscillator case to give meaningful results. In c) $\omega_{0}=1$ and $\kappa=0.1$ is constant, while $\gamma$ is varied. For all three plots the furthermost right configurations coincide.

We have considered all states with principal quantum numbers ranging from $n=1$ to $n=40$, in the unperturbed system, for all symmetries ${ }^{1}$. The grey bars in Figure 3.2 b) depict our numerical data for the specific case with $\omega_{0}=1, \kappa=0.1$ and $\gamma=0.3$. The different fits according to the previously described distributions are given by the coloured lines. For the Berry-Robnik distribution we fitted the parameter $\rho_{\mathrm{BR}}$. The fit for the numerical data using the Brody distribution is in general better than the fit by the Berry-Robnik distribution, but has the disadvantage of an unphysical fit parameter. In the considered regime both distributions are similar for $s>1$, which is the reason for the constant shift of approximately 0.3 between the parameters (see Figure 3.3). While the Berry-Robnik distribution overestimates the number of very small spacings, the Brody distribution underestimates this number. The Podolskiy-Narimanov distribution improves the quality of the fits, naturally, as a second fit parameter $V_{\mathrm{PN}}$ is introduced.

We show the results of the statistical analysis for the singlet spin symmetry even parity case performed for 946 eigenvalues $\left(\alpha=0.2, n_{\text {base }}=130, n_{\text {tot }}=11168\right)$. The results for the different symmetry classes are qualitatively identical and we restrict our discussion to this exemplary case. We have used bins of width 0.2 for the histograms of the numerical nearest-neighbour spacing distribution. In order to get an overview of the parameter-dependence of the complexity we analysed the distributions for different configurations, see Figure 3.3. For the potential with $\gamma=1$ and $\kappa=0.1$ we varied the harmonic frequency $\omega_{0} \in[0,1]$. It was expected that the harmonic potential will not have a great influence on the complexity, since the separability is lost due to the interaction and the quartic potential. The results satisfy our expectation: in Figure 3.3 a) we can observe a nearly constant behaviour of the parameters. However, for $\omega_{0} \geq 3$ the behaviour of the nearest-neighbour distribution is dominated by the harmonic confinement. Though we cannot describe this situation with the nearest-neighbour spacing distribution, it is obvious that the system becomes dominantly regular. For experimental realisations this

[^4]is an interesting fact, since for a system that shows chaotic properties without magnetic field, already moderate field strengths introduce a great amount of regularity. This is expected to be true also for other (non-quartic) perturbations.

When varying the parameter $\kappa$ for a quantum dot with interacting electrons $(\gamma=1)$ and harmonic confinement ( $\omega_{0}=1$ ) we have to consider an exception. For $\kappa=0$ the system equals Hooke's atom and we analysed the spectrum of the radial equation of the relative motion. Being still too close to the pathological harmonic oscillator case no proper fit could be performed. For small values of $\kappa$ the harmonic confinement is still dominant. The transition to the complex regime happens in a rather small interval of $\kappa \in\left[4 \times 10^{-3}, 7 \times 10^{-3}\right]$. In Figure 3.3 b$)$ we show the results for $\kappa \in[0.01,0.1]$. The parameters exhibit a small increase for small $\kappa$ values and are mainly constant after. The main feature introducing the complexity is the coupling of all four degrees of freedom induced by the loss of separability, here the separability in COM and relative coordinates.

We vary the interaction $(\gamma \in\{0.0,0.1, . ., 1.0\})$ with constant harmonic and quartic potential ( $\omega_{0}=1$ and $\kappa=0.1$ ). Thus, we start from two independent particles and arrive at the full potential model. For vanishing interaction the system is regular and the distribution is expected to be the Poisson distribution, which is reflected by our data. Nevertheless, the parameters in Figure 3.3 c) do not vanish for $\gamma=0$, we will come back to this point in the next paragraph. With increasing interaction strength the parameters show a constant increase according to stronger mixing of the two independent motions.

There is some ambiguity involved about the evaluation of the nearest-neighbour spacing distribution and the different fits. The first ambiguity is the procedure of unfolding, but the results are robust for alternative fit functions. Indeed our cubic fit of the CLD is motivated by semiclassical analysis (the CLD of the harmonic oscillator for constant angular momentum is cubic). Secondly, the choice of the width of the bin for $P(s)$ introduces some arbitrariness. We analysed different widths and presented the data for the commonly used width of 0.2 . When fitting the different fit functions of Brody, Berry and Robnik, and Podolskiy and Narimanov the influence of the widths is different. For $P_{\text {Brody }}$ and $P_{\mathrm{BR}}$ the resulting parameters do not depend strongly on the width of the bins. Both fit distributions represent our numerical data for $s>1$ very well. For small spacings $s<1$, both distributions show deviations from the numerical data, caused by the quantum mechanical effects, mentioned above [64]. The distribution $P_{\text {PN }}$ takes into account these effects and improves the fit for small spacings. For our system the two parameters of $P_{\text {PN }}$ can hardly be derived and must be obtained by a fit to the numerical data. A variation of the widths of the bins leaves some arbitrariness to the fit parameters $\rho_{\mathrm{PN}}$ and $V_{\mathrm{PN}}$. The resemblance of our system to a harmonic oscillator leads to pronounced peaks in the numerical distributions. For dominant harmonic confinement none of the fit functions is well suited. For most of the cases we find that the analysis of the nearest-neighbour spacing distribution offers a good qualitative characterisation of the complexity of the system.

### 3.2.2 Avoided crossings

A manifestation of the non-separability of a system and its complexity is the occurrence of avoided crossings in the spectrum depending on a slowly varying parameter. This is the case in our system when $\kappa$ is the adiabatic parameter (see Figure 3.4 a)). Avoided crossings are naturally related to a drastic interchange of the symmetry properties of the eigenstates involved. This is typically characterised by abrupt changes in the behaviour of some expectation values. For instance, as the eigenstates $\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle^{\epsilon_{p}}=|1,4,0,-4\rangle^{+}$ and $|0,2,3,-2\rangle^{+}$of the harmonic ( $\kappa=0$ ) quantum dot evolve as $\kappa$ varies, there is a sudden jump in the expectation value of the COM radial distance $\left\langle R_{\text {COM }}\right\rangle$ close to the avoided


Figure 3.4: Characteristics and detection of two examples of avoided crossings occurring for variation of $\kappa$. The plot shows four singlet states with even parity and vanishing total angular momentum in the potential with $\omega_{0}=1.0, \gamma=1.0$ and varying $\kappa$. The eigenstates can be labelled by the exact quantum numbers $n_{c}, m_{c}, n_{r}$ and $m_{r}$ of the harmonic problem $(\kappa=0)$. $|0,0,5,0\rangle^{+}$: red; $|3,2,0,-2\rangle^{+}$: blue; $|0,2,3,-2\rangle^{+}$: green; $|1,4,0,-4\rangle^{+}$: violet. In a) the avoided crossings can be observed in the spectrum. For the numerical detection of avoided crossings the quantum fidelity susceptibility shown in b) is a valuable tool. The susceptibilities of the two non-crossing states show peaks, which coincide at the maximum. The states interchange their properties during the avoided crossing. This is reflected by physical observables, e.g. the expectation value of the COM radial distance $\left\langle R_{\mathrm{COM}}\right\rangle$ in c). It can also be visualised, even more impressively, by successive plots of the probability densities of the non-crossing states. This is shown on the right-hand side with contour plots of the states $|0,0,5,0\rangle^{+}$and $|3,2,0,-2\rangle^{+}$for different values of $\kappa$. The similarity of the interchanged states before and after the avoided crossings, d) and e), and f) and g), respectively, can be observed.
crossing around $\kappa=0.00716$ as shown in Figure 3.4 c ). Less pronounced is the change of $\left\langle R_{C O M}\right\rangle$ for the states $|0,0,5,0\rangle^{+}$and $|3,2,0,-2\rangle^{+}$close to the avoided crossing around $\kappa=0.00325$, though the respective wave functions completely interchange their properties as seen in the density plots on the right of Figure 3.4. The distribution $P_{\mathrm{ac}}(c)$ is, in the mixed case, the sum of a $\delta$-peak, representing real crossings in the regular regime, and a normal distribution for the avoided crossings in the chaotic regime [144]. For the construction of the distribution $P_{\mathrm{ac}}(c)$ we require an efficient determination of avoided crossings in a large amount of spectral data. Though jumps in the expectation values, e.g.


Figure 3.5: Characterisation of the distributions of the widths of the avoided crossings. In a) the numerical distribution of the widths of the avoided crossings in the sub-interval $\kappa \in[0.009,0.01]$ for $\omega_{0}=1$ and $\gamma=1$ (grey bars) is shown. The fit with the modified distribution (3.9) (solid line) gives the parameters $\lambda, \sigma_{1}$ and $\sigma_{2}$. The widths of the distributions of energy gaps of the avoided crossings for regular eigenstates $\sigma_{1}\langle c\rangle$ is shown in b) (squares). The order of magnitude is in accordance with the estimated error for the numerically evaluated gaps due to the finite step width of $\Delta \kappa=10^{-5}$. The estimate depends on the angle between the crossing solitonic states. This might explain the lower values in the first two sub-intervals. In c) we show the results for the fit parameter $\lambda$ denoting the fraction of chaotic eigenstates (circles). The grey bars depict the number of avoided crossings found per sub-interval (see the associated scale on the right-hand side of the plot).
$\left\langle R_{C O M}\right\rangle$, can be used to identify avoided crossings, the systematic detection of these jumps is not a trivial task. Alternatively, the quantum fidelity susceptibility of the eigenstates provides an efficient method for such purpose. The quantum fidelity susceptibility $\chi$ of an eigenstate $\psi_{n}$ is equivalent to the curvature of the associated eigenenergy $E_{n}$ depending on the varying parameter [145]. It can be calculated via the static quantum fidelity $F_{\delta \kappa}(\kappa, n)=\left|\left\langle\psi_{n, \kappa} \mid \psi_{n, \kappa+\delta \kappa}\right\rangle\right|^{2}$,

$$
\begin{equation*}
\chi=\lim _{\delta \kappa \rightarrow 0} \frac{1-F_{\delta \kappa}}{(\delta \kappa)^{2}} \approx-\lim _{\delta \kappa \rightarrow 0} \frac{\log \left(F_{\delta \kappa}\right)}{(\delta \kappa)^{2}}, \tag{3.7}
\end{equation*}
$$

and is largely independent of the perturbation $\delta \kappa$ [146].
The typical behaviour of the quantum fidelity susceptibility close to an avoided crossing is illustrated in Figure 3.4 b). It is characterised by three properties, whose detection is easy to implement for practical purposes: The susceptibility has a peak near an avoided crossing, this peak is nearly identical for the two non-crossing states and the mean values of the susceptibilities before and after the peak interchange for these two states. The last property corresponds to the interchange of observables as seen for $\left\langle R_{\mathrm{COM}}\right\rangle$ and can be observed for the avoided crossing at $\kappa=0.00716$ in Figure 3.4 b).

For the detection of the avoided crossings we calculated the spectrum for singlet even parity states with $\omega_{0}=1$ and $\gamma=1$ and vanishing angular momentum. The quartic potential was varied in two intervals $\kappa \in[0,0.01]$ and $\kappa \in[0.04,0.05]$ with a step size of $\Delta \kappa=10^{-5}$ to improve the resolution of very narrow avoided crossings. After checking that the susceptibility is independent of the perturbation for several values of $\delta \kappa \in\left\{10^{-6}, 10^{-7}, 10^{-8}, 10^{-9}\right\}$ data collection was performed using $\delta \kappa=10^{-7}$. With this method it was possible to determine over 13000 avoided crossings within the first interval and 1378 eigenstates, equivalent to energies up to 70 . In the second interval only 640 avoided crossing could be detected for the same number of considered states.

Chapter 3. Effects of the anharmonicity

For each avoided crossing the energy gap between the two close lying states, known as the width of the avoided crossing, is calculated. These widths are normalised to unity by division with the mean value of the widths $\langle c\rangle$. The expected distribution is the weighted sum of the distribution of the normalised widths of the avoided crossings for chaotic states with a $\delta$-peak, which represents the non-avoided crossings of regular states [144]:

$$
\begin{equation*}
P_{\mathrm{ac}}(c)=(1-\lambda) \delta(c)+\frac{2 \lambda^{2}}{\pi} \exp \left(-\frac{\lambda^{2} c^{2}}{\pi}\right) \tag{3.8}
\end{equation*}
$$

where $\lambda$ is the fraction of chaotic eigenstates. Our first attempt was to obtain values for $\lambda$ by fitting our data with the cumulated distribution, $\int_{0}^{c} P_{\mathrm{ac}}\left(c^{\prime}\right) \mathrm{d} c^{\prime}$, following Ref. [144]. Our numerical distributions do not show a pronounced peak for $c=0$ (see Figure 3.5 a)) and the cumulated fit was rather poor in most cases. A remedy could be found by broadening the $\delta$-peak to a Gaussian distribution consistent with a finite width of the measured energy gaps $c$. A simple analysis of the spectrum provides us with an estimate of the width of this distribution. The slope of the energy levels depending on $\kappa$ is of the order of magnitude of $\Delta E / \Delta \kappa \approx 10^{2}$, which gives an error in the energy of $\Delta E \approx 10^{-3}$ considering our numerical stepwidth for $\kappa$, which is $\Delta \kappa=10^{-5}$. We only ask for the total distribution to be normalised to unity and find the following distribution:

$$
\begin{equation*}
P_{\mathrm{ac}}(c)=(1-\lambda) \frac{2}{\pi \sigma_{1}} \exp \left(-\frac{c^{2}}{\pi \sigma_{1}^{2}}\right)+\lambda \frac{2}{\pi \sigma_{2}} \exp \left(-\frac{c^{2}}{\pi \sigma_{2}^{2}}\right) \tag{3.9}
\end{equation*}
$$

with $\sigma_{2}=\sigma_{1}+\left(1-\sigma_{1}\right) / \lambda$. The large amount of available data enables us to further divide the first interval in sub-intervals of width 0.001 and perform the analysis for states within these sub-intervals. With the fit of the distribution we determine the two independent fit parameters $\lambda$ and $\sigma_{1}$ (see Figure 3.5 a) for the sub-interval $[0.009,0.01]$ ). We find the real width $\sigma_{1}\langle c\rangle$ to be of the order as expected from our simple analysis of the numerical error, see Figure 3.5 b ). The quality of the fit could be confirmed by a $\chi^{2}$-test of goodness of fit with a significance level of $1 \%$.

Our results for the parameter $\lambda$ are shown in Figure 3.5 c ) denoted by circles, combined with the number of considered avoided crossings per sub-interval (grey bars). In the first sub-interval the number of avoided crossings is particularly high and the value of $\lambda$ is the lowest found. In the following three sub-intervals $\lambda$ stays below 0.5 , while for $\kappa>0.004$ the value of $\lambda$ stays between 0.5 and 0.6 , which is also true for the interval $[0.04,0.05]$. Two features appear to be surprising: (i) the number of avoided crossings for $\kappa<0.001$ exceeds the number of all following intervals $\left[k \times 10^{-3},(k+1) \times 10^{-3}\right]$ for $k \in\{1, . ., 9\}$; (ii) the fraction of regular states that undergo avoided crossings is approximately $50 \%$ and even more for low values of $\kappa$.

We can give an interpretation of both effects by means of solitonic states, a concept introduced recently in [147]. The regular states responsible for the broadened $\delta$-peak in the distribution $P_{\text {ac }}$ correspond to solitonic states. The authors characterise these solitonic states by their smooth level dynamics with varying $\kappa$ while they undergo avoided crossings, resembling the motion of solitonic waves. In our model we can identify two different cases, where the crossings of solitonic states appear. Levels with high angular excitation and high radial excitation in the COM motion tend to have a greater slope with varying $\kappa$ than close-lying states, since they are more strongly affected by the increasing quartic potential. This leads to an intersection of levels within a branch of originally degenerate eigenstates in the non-interacting harmonic system (see Section 1.4.1). Indeed, both intersecting levels are considered as solitonic states, we show four examples in Figure 3.6 a) for the states $|1,4,1,-4\rangle^{+},|2,4,0,-4\rangle^{+},|3,2,1,-2\rangle^{+}$and $|4,2,0,-2\rangle^{+}$.


Figure 3.6: Characterisation of avoided level crossings between solitonic states. Level spectrum for varying $\kappa$ of singlet spin states with even parity and vanishing angular momentum, $\omega_{0}=1$ and $\gamma=1$. All observed level crossings are indeed avoided crossings, though in the majority of cases the energy gaps are too small to be observed in the plots. The values of the energies have been tilted, by substracting a linear fit of the mean energy slope, to obtain a better resolution of the level spacings. In a) all states emerging from the degenerate level $E=14$ in the non-interacting harmonic limit are shown. As a guide to the eye we indicate the solitonic states $|1,4,1,-4\rangle^{+}$(red), $|2,4,0,-4\rangle^{+}$(blue), $|3,2,1,-2\rangle^{+}$ (green) and $|4,2,0,-2\rangle^{+}$(magenta) by dashed lines. The slope of the tilt is $\Delta E / \Delta \kappa=135$. In b) we show the two branches emerging from the degenerate levels with $E=32$ and $E=34$ in the non-interacting harmonic limit. The colours denote the different levels, the course of intersecting solitonic states is clearly recognisable. In the top right corner it can be observed how the solitonic states lose their character and randomly distributed larger energy gaps appear. The slope of the tilt is $\Delta E / \Delta \kappa=700$.

This scenario occurs frequently in the sub-intervals with $\kappa<0.003$ and is responsible for the high number of avoided crossings found in this regime, in particular in the first sub-interval. Notice that the choice of states in Figure 3.6 a) is for better visuability, since for $\kappa<0.001$ we need to switch to higher energies, where very small level spacings and a by far greater number of involved levels occur.

The second case, where crossings of solitonic states occur in a great amount is at the intersection of two branches, see Figure 3.6 b). These branches, emerging from degenerate eigenenergies of the non-interacting harmonic model, start to intersect only for $\kappa>0.001$ for the considered states. In the top right corner of Figure 3.6 b) the state starting from the energy $E \approx 35.48$ loses its solitonic character and the occurrence of truly chaotic avoided crossings with larger energy gaps can be observed.

Notice that the difference in the real widths of the regular states distribution in Figure 3.5 b ) can be associated to the difference in the angle at which they intersect. The angles for crossings of solitonic states within a branch tend to be smaller than the angles for intersecting solitonic states from different branches.

### 3.2.3 Eigenvector localisation

We calculate an eigenstate specific information entropy depending on the parameters $\kappa$ and $\gamma$, which depends on the basis representation of the eigenvectors. Following the arguments
by Zelevinsky et al. [139] we obtain physically relevant results by choosing a reference basis for the representation of the eigenvectors that is physically related to the system under consideration. In our case this is the purely harmonic oscillator described in Section 1.2.2. A general eigenvector of this system is given by

$$
\left|\psi_{n k}\right\rangle, n \in\{0, . ., N\}, k \in\left\{1, . ., K_{n}\right\}
$$

where $N$ goes to infinity and the values of $K_{n}$ are given in Table A.5. We calculated numerically the harmonic case in order to achieve a complete ( $K_{n}$ ) basis representation for all results presented here. Instead of determining the entropy directly in the harmonic oscillator basis, we project on the energy subspaces. For a general vector $|\varphi\rangle$, it holds

$$
|\varphi\rangle=\sum_{n=0}^{\infty} \sum_{k=1}^{K_{n}} c_{n k}\left|\psi_{n k}\right\rangle=\sum_{n=0}^{\infty} e_{n}\left|E_{n}\right\rangle
$$

with

$$
\left|E_{n}\right\rangle=\frac{1}{e_{n}} \sum_{k=1}^{K_{n}} c_{n k}\left|\psi_{n k}\right\rangle
$$

and the coefficients

$$
e_{n}=\sqrt{\sum_{k=1}^{K_{n}}\left|c_{n k}\right|^{2}}
$$

chosen such that the representation basis $\left|E_{n}\right\rangle$ is orthonormal.
The information entropy defined by

$$
S_{\varphi}=\sum_{n=1}^{N}\left|e_{n}\right|^{2} \log \left(\left|e_{n}\right|^{2}\right)
$$

is a measure of the localisation of the vector $|\varphi\rangle$ in the harmonic oscillator basis. Large values of $S_{\varphi}$ imply a large spread of the state $|\varphi\rangle$ in this basis. A similar analysis has been performed to identify the "solitonic" eigenstates in the spectrum of a tilted Bose-Hubbard model [147].

Figure 3.7 shows the entropies of eigenstates with singlet symmetry and even parity of a two-electron quantum dot with a harmonic confinement ( $\omega_{0}=1$ ) and four different situations. As our reference basis is the harmonic oscillator basis the purely harmonic case gave only vanishing entropies and is not considered here. For the harmonic case with electron-electron repulsion, in a), a very regular behaviour of the entropies can be observed. Indeed, in this case the entropy is only a measure for the relative motion and the horizontally ordered entropies belong to states which differ only in the COM quantum numbers. The eigenstates of Hooke's atom presented in Table 2.1 are highlighted with circles and systematically belong to the states within the region of higher entropy. These states are configurations with no angular momenta in the subsystems of the COM and of the relative motion. The second class of states showing lower values for the entropy have non-vanishing angular momenta $m_{c}$ and $m_{r}=-m_{c}$ in the subsystems. We have marked a series of these states with diamonds.

In Figure 3.7 b ) we show the entropies with weak anharmonic confinement ( $\kappa=0.01$ ) and Coulomb repulsion. The behaviour of the lowest eigenstates does not change significantly, up to an energy of $E \approx 10$, while above this limit the entropies increase and lose


Figure 3.7: Information entropies of states with zero angular momentum, singlet symmetry and even parity for four combinations of the parameters $\kappa$ and $\gamma$ : a) $\kappa=0.0, \gamma=1.0$, b) $\kappa=0.01, \gamma=1.0$, c) $\kappa=0.1, \gamma=1.0$ and d) $\kappa=0.1, \gamma=0$. In all cases there is a harmonic confinement with $\omega_{0}=1$. The entropy has been calculated for approximately 1200 eigenstates in a), 700 eigenstates in b) and 250 eigenstates in c) and d). In a) we marked the states with the quantum numbers $\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle^{\epsilon_{p}}=|k, 0,0,0\rangle^{+}$with circles (also in b)), $|k, 0,5,0\rangle^{+}$with squares and $|k, 2,1,-2\rangle^{+}$with diamonds, where $k$ is an integer number. The other symmetry classes exhibit similar behaviour.
most of their regular structure. The former effect can clearly be related to the narrowing of the potential and the higher number of harmonic states necessary to represent the eigenstates. The latter is a signature of the rising complexity of the system induced by the coupling of the two previously separate motions and the increasing number of avoided crossings. The occurrence of avoided crossings can in particular be seen from the jumps in the entropies of the states marked with circles, which we obtained by adiabatically following the levels from a) to b).

These effects are further enhanced for the stronger anharmonic ( $\kappa=0.1$ ) case in c), where only the ground-state entropy is close to the harmonic case. For the case in d) with anharmonic confinement but without electron-electron interaction the values of the entropies are as high as in c), but they show more specific structure. This can be understood by considering that, in this case, the system is again separable in two independent particles.

Qualitatively similar observations are obtained when we choose for instance the basis (2.32) as a reference.

### 3.3 Summary

A brief introduction to the main ingredients of quantum chaos prepared the investigation of the complexity of our model system. The underlying classical phase space was demonstrated to be mixed regular-chaotic by means of sensitivity of dominant frequencies to initial conditions. In the spirit of the universal predictions of RMT we analysed the nearest-neighbour spacing distributions for all symmetry classes. The mixed phase space character and the vicinity to a harmonic oscillator left the applications of different
fits of the distribution without quantitative success. Qualitatively the quantum spectrum was characterised to be on an intermediate chaotic level. A more profound characterisation could be given by the analysis of the avoided crossings for the system evolving under variation of the quartic potential strength. Quantum fidelity susceptibility proved to be a powerful tool to detect avoided crossings in large numerical spectra. The finite step-width for the numerical variation of $\kappa$ was taken into consideration for the statistical analysis of the widths of the avoided crossings. In accordance with the former results the fraction of chaotic eigenstates indicates an intermediate level of chaoticity. The high number of avoided crossings, in particular for very small quartic potential strength, as well as the meaning of regular states undergoing avoided crossings could be interpreted by means of solitonic states. Finally a measure of the complexity extending the spectral measures to properties of the eigenstates was introduced. The localisation of an eigenstate in the harmonic oscillator reference basis was measured by the information entropy of the normalised vector representation. Small quartic potential strengths change the entropies of the regular case with purely harmonic confinement significantly. The localised states are spread over the reference basis states leading to higher values of the entropies and the highly ordered structure is lost. We could show that the full system exhibits mixed regular-chaotic properties in the classical and in the quantum regime. We will see further consequences in the following chapter considering time-dependent phenomena.

## Chapter 4

## Time dependence and quantum fidelity

Quantum mechanical time evolution in the Schrödinger picture is governed by the time dependent Schrödinger equation (TDSE),

$$
\begin{equation*}
\mathrm{i} \partial_{t}|\psi(\boldsymbol{r}, t)\rangle=\boldsymbol{H}(\boldsymbol{r}, t)|\psi(\boldsymbol{r}, t)\rangle \tag{4.1}
\end{equation*}
$$

It is a linear partial differential equation and exhibits the formal solution

$$
\begin{equation*}
|\psi(\boldsymbol{r}, t)\rangle=\mathrm{e}^{-\mathrm{i} \boldsymbol{H}(\boldsymbol{r}, t) t}|\psi(\boldsymbol{r}, 0)\rangle=\boldsymbol{U}(\boldsymbol{r}, t)|\psi(\boldsymbol{r}, 0)\rangle, \tag{4.2}
\end{equation*}
$$

with the unitary time evolution operator $\boldsymbol{U}(\boldsymbol{r}, t)^{1}$. In contrast to the classical, the quantum time evolution is unitary and insensitive to variation of initial conditions in terms of the wave function. The overlap of two arbitrary wave functions can be seen as an equivalent to a classical phase space distance. It is however constant in time in particular for two initial wave functions with slightly varying initial conditions.

In classical physics, in particular statistical mechanics, phenomena associated to chaos are very common. All classical systems can either be regarded as the limit of large actions of a microscopical quantum system or a quantum system under the influence of decoherence. Consequently, chaotic properties must inevitably be contained in the quantum dynamics, included in the static properties of the system in accordance with the results of the previous chapter. Nevertheless, a dynamical analysis of a system may be considered as a tool to reveal the chaotic properties [148]. The appropriate tool is the quantum Loschmidt echo, introduced by Jalabert and Pastawski [48] with this term, referring to the classical Loschmidt paradox of irreversibility in statistical mechanics. It describes the stability properties of the system under imperfect time reversal and was originally brought to discussion by Peres [52]. Instead of varying the initial conditions by perturbing the initial wave function, the Hamiltonian describing the time evolution is slightly perturbed. The Loschmidt echo is then defined by the overlap of the wave function evolved in time under the perturbed and unperturbed Hamiltonian, respectively. Addressing questions of quantum information theory the same measure is frequently used under the term quantum fidelity [149, 150]. In this community great interest in quantum fidelity arose as a model for the effect of decoherence on a small system (quantum bit) by interaction with the environment. The connection between quantum fidelity and measures of decoherence or equivalently the entanglement of a system with the environment has been established [49, 50, 51].

[^5]Predictions for the decay of the quantum fidelity can be given by RMT, semiclassical analysis or perturbation theory. Different decaying behaviours are well characterised, depending on the perturbation strength, the complexity and the dimension of the system, and also the initial state. A general review on quantum fidelity and its properties is given by Gorin et al. [53], while the review by Jacquod and Petitjean [151] emphasises the meaning of decoherence and irreversibility.

Most of the existing investigations of the Loschmidt echo are restricted to simple model systems, i.e. one-particle systems or spin chains, evolving under a given usually chaotic Hamiltonian. Investigations of the fidelity in many-body systems - which include trapped Bose-Einstein condensates [55], many electrons in non-parabolic quantum wells [56] and electron gases [54] - have shown an unusual behaviour of the quantum fidelity: it stays equal to unity until a critical time and then drops suddenly to much lower values. The common feature of these investigations is a mean-field approximation necessary for the description of such systems. A natural question that arises from this anomalous behaviour is whether this is a universal feature of many-body systems or a consequence of the mean-field treatment.

A similar effect has been observed by Prosen for regular [152] as well as for chaotic [153] dynamics and is denoted by quantum freezing. The perturbations that are responsible for the freezing of the quantum fidelity fulfil a certain property. All perturbations in a meanfield approximation might possess this property [53], thus relating the unusual behaviour in the mean-field treatment to quantum freezing.

Our model has all characteristics to emulate the calculation in non-parabolic quantum wells [56], but without mean-field approximation. In these investigations white noise was used as a perturbation, but the same effect was observed in the anharmonic quantum well using a quartic potential as a perturber [154]. For small perturbations the quantum fidelity remained constant for several hundreds of natural time units of the system. In order to calculate this effect in our model a very accurate method for the time evolution is indispensable. Considering the long evolution times it must additionally be a very fast method to make a detailed analysis of different parameters possible. We have put some effort into testing and development of sophisticated methods for the time evolution. We have successfully implemented different methods capable of computing the challenging task for long-time evolution of the quantum fidelity. These methods will be presented in some detail in Section 4.2. Preliminary results will be shown in Section 4.3.

### 4.1 Quantum fidelity decay

We briefly present the essential framework for quantum fidelity and use it as an indicator for the accuracy of different time-evolution methods in the following section.

### 4.1.1 Quantum fidelity

Quantum fidelity can most generally be defined for density matrices, including the dynamics of pure states, on which we will put our focus. For a general Hamiltonian with a small perturbation, $\boldsymbol{H}_{\epsilon}=\boldsymbol{H}_{0}+\epsilon \boldsymbol{V}$, the quantum fidelity $F_{\epsilon}$ for a pure state $|\psi\rangle$ is defined by

$$
\begin{equation*}
\left.\left.F_{\epsilon}(t)=\left|\left\langle\psi_{0}(t) \mid \psi_{\epsilon}(t)\right\rangle\right|^{2}=\left|\langle\psi| \boldsymbol{U}_{0}^{\dagger}(t) \boldsymbol{U}_{\epsilon}(t)\right| \psi\right\rangle\left.\right|^{2}=\left|\langle\psi| \boldsymbol{U}_{0}(-t) \boldsymbol{U}_{\epsilon}(t)\right| \psi\right\rangle\left.\right|^{2} \tag{4.3}
\end{equation*}
$$

where $\psi_{\epsilon}$ and $\psi_{0}$ are the states evolving under the perturbed/non-perturbed time evolution operator $\left(\boldsymbol{U}_{\epsilon}(t) / \boldsymbol{U}_{0}(t)\right)$, respectively. The quantum fidelity can be regarded as the squared
modulus expectation value of the echo operator

$$
\begin{equation*}
\boldsymbol{M}_{\epsilon}(t)=\boldsymbol{U}_{0}(-t) \boldsymbol{U}_{\epsilon}(t) \tag{4.4}
\end{equation*}
$$

The echo operator can be considered as the propagator in the interaction picture due to the relation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{M}_{\epsilon}(t)=-\mathrm{i} \epsilon \tilde{\boldsymbol{V}}(t) \boldsymbol{M}_{\epsilon}(t), \tag{4.5}
\end{equation*}
$$

with the perturbation in the interaction picture $\tilde{\boldsymbol{V}}(t)=\boldsymbol{U}_{0}(-t) \boldsymbol{V} \boldsymbol{U}_{0}(t)$. The formal solution for the propagator can be expanded in orders of $\epsilon$ to give the linear response description for high fidelity $\left(F_{\epsilon}(t) \approx 1\right)$ :

$$
\begin{equation*}
F_{\epsilon}(t)=1-\epsilon^{2} \int_{0}^{t} \mathrm{~d} t^{\prime} \int_{0}^{t} \mathrm{~d} t^{\prime \prime}\left[\langle\psi| \tilde{\boldsymbol{V}}\left(t^{\prime}\right) \tilde{\boldsymbol{V}}\left(t^{\prime \prime}\right)|\psi\rangle-\langle\psi| \boldsymbol{V}\left(t^{\prime}\right)|\psi\rangle\langle\psi| \tilde{\boldsymbol{V}}\left(t^{\prime \prime}\right)|\psi\rangle\right]+\mathcal{O}\left(\epsilon^{4}\right) \tag{4.6}
\end{equation*}
$$

The first non-vanishing term in this expansion is called the quantum fidelity susceptibility $\chi(t)$, just like in the static case (3.7). It corresponds to the linear response of the fidelity to the perturbation.

The characteristic property that leads to the effect of freezing is the vanishing of the diagonal elements of the perturbation operator, $\bar{V}=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \tilde{V}\left(t^{\prime}\right) \mathrm{d} t^{\prime}$.

### 4.1.2 Quantum fidelity for eigenstates

Eigenstates of the unperturbed system, $H_{0}|N\rangle=E_{N}|N\rangle$, build a special class of initial states for the quantum fidelity. It reduces to the following expression

$$
\begin{equation*}
\left.\left.F_{\epsilon}(t)=\left|\langle N| U_{0}(-t) U_{\epsilon}(t)\right| N\right\rangle\left.\right|^{2}=\left|\langle N| \mathrm{e}^{-\mathrm{i} H_{\epsilon} t}\right| N\right\rangle\left.\right|^{2}, \tag{4.7}
\end{equation*}
$$

describing a kind of "survival probability" for the initial state evolved under the perturbed Hamiltonian. In the linear response approximation we derive the following expression for the susceptibility,

$$
\begin{equation*}
\chi(t)=2 \sum_{k \neq N} \frac{|\langle N| \boldsymbol{V}| k\rangle\left.\right|^{2}}{\left(E_{k}-E_{N}\right)^{2}}\left(1-\cos \left(\left(E_{k}-E_{N}\right) t\right)\right), \tag{4.8}
\end{equation*}
$$

depending only on static properties of the unperturbed system. This is in accordance with the result that the survival probability equals the Fourier transform of the local density of states with respect to the eigenstate [155].

### 4.2 Numerical methods for the time evolution

The TDSE in matrix representation can be reduced to the standard initial value problem also in our more general framework with non-trivial overlap matrix

$$
\begin{equation*}
\partial_{t} \boldsymbol{y}=\boldsymbol{f}(\boldsymbol{y}, t), \boldsymbol{y}(t=0)=\boldsymbol{y}_{0}, \tag{4.9}
\end{equation*}
$$

where $\boldsymbol{f}$ is a $d$-dimensional linear function. A variety of mathematical tools for solving this general class of ordinary differential equations is available. A wide energy range of the spectrum creates a problem, usually referred to as stiff, most easily characterised by the ratio between highest and lowest eigenvalue of the evolution matrix $(\boldsymbol{f})$. This kind of problem leads to divergences for simple methods, like the Euler methods or the wellknown explicit Runge-Kutta method. A reduction of the time step can partially avoid the
divergences, but is not a feasible way for long-time evolutions. One way to overcome these problems is to use implicit methods, which are always computationally very demanding, since at each time step at least one matrix inversion has to be calculated. Another way is to use explicit methods that are particularly suited to address stiff initial value problems.

The stiffness of our model and the high accuracy needed for calculating the quantum fidelity for long times and very small perturbations require the application of sophisticated time evolution methods. We test two explicit methods, one is based on an idea of Fatunla $[156,157]$ and the other one is a Krylov subspace method proposed by Arnoldi [158]. The former method takes into account the frequencies involved and has been shown capable of calculating the time evolution with large, stiff matrices [120]. Furthermore the error of the method is easily available at each step and can be used to adapt the time step efficiently. The latter method is a unitary method that overcomes the stiffness by reducing the effective spectrum of the problem while offering high accuracy and very low computation times [159]. A drawback of this method is that the local error is not available and therefore there is no canonical way to adapt the time step. Both explicit methods are included in an iterative implicit predictor-corrector scheme that has further been developed in the course of this work. A preservation of the norm up to machine precision could be achieved, even for highly demanding problems. As a new feature we included an adaption of the time step based on the error in the norm measured in units of the machine precision. However, the calculation times with this method are significantly increased in comparison with the two explicit methods. The method is particularly capable of propagating time-dependent Hamiltonians with a very high accuracy and will unfold its entire effectiveness in future applications.

To facilitate comparison all results presented in this chapter have been calculated on a single core of a Intel ${ }^{\circledR}$ Core ${ }^{\text {TM }} 2$ Quad CPU Q9400 ( 2.66 GHz ) with 8 GB main memory.

### 4.2.1 Solving the time dependent Schrödinger equation

In our framework of a GEVP the TDSE (4.1) can be written as

$$
\begin{equation*}
\text { i } \boldsymbol{B} \partial_{t}|\psi(\boldsymbol{r}, t)\rangle=\boldsymbol{A}|\psi(\boldsymbol{r}, t)\rangle . \tag{4.10}
\end{equation*}
$$

We can now reduce to the standard initial value problem. Since $\boldsymbol{B}$ is positive-definite we can perform a Cholesky decomposition and obtain a lower triangular matrix $\boldsymbol{B}=\boldsymbol{L} \boldsymbol{L}^{T}$. The multiplication with the inverse triangular matrix is easily performed by backward substitution and we obtain the linear initial value problem we wish to solve:

$$
\begin{equation*}
\partial_{t} \boldsymbol{y}=\partial_{t}\left(\boldsymbol{L}^{T}|\psi(\boldsymbol{r}, t)\rangle\right)=-\mathrm{i}\left(\boldsymbol{L}^{-1} \boldsymbol{A} \boldsymbol{L}^{-T}\right)\left(\boldsymbol{L}^{T}|\psi(\boldsymbol{r}, t)\rangle\right)=\boldsymbol{f}(\boldsymbol{y}, t) \tag{4.11}
\end{equation*}
$$

Note, that the evolved vector $\boldsymbol{y}=\boldsymbol{L}^{T}|\psi(\boldsymbol{r}, t)\rangle$ now has trivial metric, since $\boldsymbol{y}^{\dagger} \boldsymbol{y}=$ $\langle\psi| \boldsymbol{L} \boldsymbol{L}^{T}|\psi\rangle$. With the matrix representing the Hamiltonian dynamics of the system, $\boldsymbol{H}=\boldsymbol{L}^{-1} \boldsymbol{A} \boldsymbol{L}^{-T}$ we can write the initial value problem in the linear matrix representation

$$
\begin{equation*}
\partial_{t} \boldsymbol{y}=-\mathrm{i} \boldsymbol{H} \boldsymbol{y}, \boldsymbol{y}(t=0)=\boldsymbol{y}_{0} \tag{4.12}
\end{equation*}
$$

### 4.2.2 Fatunla method

The described method goes back to work done by Fatunla over 30 years ago and takes into account the natural frequencies of the system [156, 157]. Its application to stiff systems has been tested and it has been applied successfully to the single ionisation of atoms by strong fields [120]. An exceptional feature of this method is the inclusion of the time derivatives of the evolution function $\boldsymbol{f}$ (see Equation (4.9)) that makes it particularly
suited for time-dependent problems. Still, the way the intrinsic frequencies are included in the time evolution makes its application equally interesting for time-independent stiff problems like the one discussed here. Furthermore, the error in each step can be calculated explicitly and the time step $\delta t$ can be adapted in a straightforward manner. This is also an advantage for time-independent problems, since the method finds an optimised time step automatically.

A recursive formula for the iteration of the vector $\boldsymbol{y}_{n}$ at time $t_{n}$ along the time step $\delta t$ is derived from an ansatz for the solution $\boldsymbol{y}(t)$. For a stiff initial value problem the solution can be approximated by an oscillating function

$$
\begin{equation*}
\mathbf{F}(t)=\left(\mathbb{1}-e^{\boldsymbol{\Omega}_{1} t}\right) \boldsymbol{a}-\left(\mathbb{1}-e^{-\boldsymbol{\Omega}_{2} t}\right) \boldsymbol{b}+\boldsymbol{c}, \tag{4.13}
\end{equation*}
$$

with the diagonal stiffness matrices $\boldsymbol{\Omega}_{i}=\operatorname{diag}\left(\Omega_{i, 1}, . ., \Omega_{i, d}\right)$ for $i \in\{1,2\}$ and constant vectors $\boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{c}$. Assuming that $\mathbf{F}\left(t_{n}\right), \mathbf{F}^{\prime}\left(t_{n}\right)$ and $\mathbf{F}^{\prime \prime}\left(t_{n}\right)$ coincide with $\boldsymbol{y}_{n}, \boldsymbol{f}\left(t_{n}, \boldsymbol{y}_{n}\right)$ and $\boldsymbol{f}^{\prime}\left(t_{n}, \boldsymbol{y}_{n}\right)$, respectively, $\boldsymbol{y}_{n+1}$ can be derived from $\mathbf{F}(t)$ at $t_{n+1}=t_{n}+\delta t$ :

$$
\begin{equation*}
\boldsymbol{y}_{n+1}=\boldsymbol{y}_{n}+\boldsymbol{R} \boldsymbol{f}_{n}+\boldsymbol{S} \boldsymbol{f}_{n}^{(1)}, \tag{4.14}
\end{equation*}
$$

where we use the notation $\boldsymbol{f}_{n}=\boldsymbol{f}\left(t_{n}, \boldsymbol{y}_{n}\right), \boldsymbol{f}_{n}^{(k)}=\left.\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}} \boldsymbol{f}\left(t, \boldsymbol{y}_{n}\right)\right|_{t=t_{n}}$, and $\boldsymbol{R}$ and $\boldsymbol{S}$ are diagonal matrices defined by

$$
\begin{equation*}
\boldsymbol{R}=\boldsymbol{\Omega}_{2} \boldsymbol{\Phi}-\boldsymbol{\Omega}_{1} \boldsymbol{\Xi}, \quad \boldsymbol{S}=\boldsymbol{\Phi}+\boldsymbol{\Xi} \tag{4.15}
\end{equation*}
$$

with the diagonal matrices $\boldsymbol{\Phi}$ and $\boldsymbol{\Xi}$

$$
\begin{equation*}
\Phi_{j}=\frac{e^{\Omega_{1, j} \delta t}-1}{\Omega_{1, j}\left(\Omega_{1, j}+\Omega_{2, j}\right)}, \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\Xi_{j}=\frac{e^{-\Omega_{2, j} \delta t}-1}{\Omega_{2, j}\left(\Omega_{1, j}+\Omega_{2, j}\right)} . \tag{4.17}
\end{equation*}
$$

The stiffness matrices $\boldsymbol{\Omega}_{1}$ and $\boldsymbol{\Omega}_{2}$ can be written as

$$
\begin{align*}
& \Omega_{1, j}=\frac{1}{2}\left(-D_{j}+\sqrt{D_{j}^{2}+4 E_{j}}\right), \\
& \Omega_{2, j}=\Omega_{1, j}+D_{j}, \tag{4.18}
\end{align*}
$$

where $D_{j}$ and $E_{j}$, for $j=1, \ldots, d$ are given in terms of the components of the function $\boldsymbol{f}_{n}$ and its derivatives up to third order in $t$,

$$
\begin{equation*}
D_{j}=\frac{f_{n, j}^{(0)} f_{n, j}^{(3)}-f_{n, j}^{(1)} f_{n, j}^{(2)}}{f_{n, j}^{(1)} f_{n, j}^{(1)}-f_{n, j}^{(0)} f_{n, j}^{(2)}}, \quad \quad E_{j}=\frac{f_{n, j}^{(1)} f_{n, j}^{(3)}-f_{n, j}^{(2)} f_{n, j}^{(2)}}{f_{n, j}^{(1)} f_{n, j}^{(1)}-f_{n, j}^{(0)} f_{n, j}^{(2)}} . \tag{4.19}
\end{equation*}
$$

The local truncation error at $t=t_{n+1}$ is the difference between the exact solution at $t_{n+1}$ and the numerical solution obtained. The analytical expression can be derived from the Taylor expansion in $\delta t$ around $t=t_{n}$ :

$$
\begin{array}{r}
T_{n+1, j}=\frac{\delta t^{5}}{5!}\left[f_{n, j}^{(4)}+\left(\Omega_{2, j}^{3}-\Omega_{2, j}^{2} \Omega_{1, j}+\Omega_{2, j} \Omega_{1, j}^{2}-\Omega_{1, j}^{3}\right) f_{n, j}^{(1)}\right. \\
\left.-\Omega_{1, j} \Omega_{2, j}\left(\Omega_{1, j}^{2}-\Omega_{1, j} \Omega_{2, j}+\Omega_{2, j}^{2}\right) f_{n, j}^{0}\right]+\mathcal{O}\left(\delta t^{6}\right) . \tag{4.20}
\end{array}
$$

By imposing a boundary criterion for $\left|\boldsymbol{T}_{n+1}\right|$ we can adapt the time step.


Figure 4.1: Properties of the Fatunla time evolution method calculating the quantum fidelity susceptibility of an eigenstate. For Hooke's atom we perturb the system via the quartic confinement $\delta \kappa=10^{-5}$. The initial vector is the eigenstate $|2,0,0,0\rangle^{+}$with zero angular momentum, singlet spin, even parity and eigenenergy $E=7$. We use different bounds for the truncation error for the Fatunla method, as indicated in the lower right corner. The total computation time depends on these bounds: 5 days, 19 hours (black solid line); 7 days, 4 hours (blue dashed line); 7 days, 9 hours (red dotted line). In a) the relative error of the quantum fidelity susceptibility $\Delta \chi / \chi$ is shown. It is the absolute value of the difference $\Delta \chi$ between the analytical expression $\chi$ in (4.8) and the result from the time evolution, divided by $\chi$. It is lowest $\left(<10^{-2}\right)$ for the intermediate bounds of the truncation error. In contrast, the error in the norm in b) is most of the time lowest for the bounds $10^{-17}<\left|\boldsymbol{T}_{n+1}\right|<10^{-12}$. We have set a lower bound of $10^{-5}$ for the time step. The evolution of the time step is depicted in c); as a consequence of the stiffness the time step drops to its lower bound after some time.

We try different limits for the truncation error $\left|\boldsymbol{T}_{n+1}\right|$ in order to test the performance of the method. We use the separable Hooke's atom with $\omega_{0}=1$ and $\gamma=1$ for $\boldsymbol{H}_{0}$ and a quartic perturbation $\boldsymbol{V}=r_{1}^{4}+r_{2}^{4}$ with the perturbation strength $(\epsilon) \delta \kappa=10^{-5}$. The initial eigenstate is the state $|2,0,0,0\rangle^{+}$with singlet spin symmetry, even parity, vanishing angular momentum and eigenenergy $E=7$. We compute the quantum fidelity for eigenstates in a basis of 2370 vectors. The relative error of the susceptibility is the absolute value of the difference $\Delta \chi$ between the analytical expression $\chi$ in (4.8) and the result from the time evolution, divided by $\chi$. As it is expected for a stiff problem the time step decreases to the lower bound of $10^{-5}$ during the calculation (see Figure 4.1 c)). Furthermore, we find the error in the norm to be approximately $10^{-9}$, depending on the limits of the truncation error, which is a very accurate result for a method that is not unitary (see Figure 4.1 b$)$ ). The relative error of the susceptibility is acceptable, though it might fall off in quality for longer time evolutions (see Figure 4.1 a )). The total computation time is approximately one week for the time range presented.

The Fatunla method is well-suited for time-dependent problems, in particular, when different regimes make an adaption of the time step strongly necessary. For our purpose of long time evolutions of a time-independent problem the Fatunla method shows very good results with minor errors for the norm and the quantum fidelity susceptibility. We expect to improve our results and in particular reduce the computation time by application of a unitary method.

### 4.2.3 Arnoldi method

The second explicit method we consider is a Krylov subspace method, just like the diagonalisation algorithm explained in Section 2.2.1. The technique was originally proposed by Arnoldi for partial diagonalisation of large matrices [158]. We briefly recall the time evolution method based on this diagonalisation technique that has been presented and successfully applied to laser-driven atomic helium in [159]. Since then a variety of timedependent problems has been addressed with this method, e.g. [160, 161]. The central idea is to diagonalise the evolution operator in the Krylov subspace where a unitary time evolution is performed. A typical dimension of the Krylov subspace lies between 5 and 20 , even for large basis sizes. The accuracy of the time evolution is strongly dependent on the Krylov dimension. From experience the smallest dimension possible gives the best results, where possible means, that a smaller dimension leads to a sudden breakdown of the convergence of the time evolution.

Assuming that the time interval is sufficiently small the Hamiltonian $\boldsymbol{H}$ may be treated as constant in time over a time step $\delta t$. We can approximate the time evolution during one time step according to Equation (4.12) by

$$
\begin{equation*}
\boldsymbol{y}(t+\delta t)=e^{-\mathrm{i} \boldsymbol{H}(t) \delta t} \boldsymbol{y}(t) \tag{4.21}
\end{equation*}
$$

Equivalently we can express the time evolution by the series expansion of the exponential function

$$
\begin{equation*}
\boldsymbol{y}(t+\delta t)=\left(\mathbb{1}-\mathrm{i} \delta t \boldsymbol{H}(t)+\cdots+\frac{(-\mathrm{i} \delta t)^{k}}{k!} \boldsymbol{H}^{k}(t)+\cdots\right) \boldsymbol{y}(t) \tag{4.22}
\end{equation*}
$$

Inspired by this representation we define the $m$-dimensional Krylov subspace $K_{m}$ as

$$
\begin{equation*}
K_{m}=\operatorname{span}\left\{\boldsymbol{y}, \boldsymbol{H} \boldsymbol{y}, \cdots, \boldsymbol{H}^{m-1} \boldsymbol{y}\right\} \tag{4.23}
\end{equation*}
$$

and find an orthonormal basis set $\left\{\boldsymbol{q}_{0}, \boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{m-1}\right\}$ by standard Gram-Schmidt orthogonalisation of the vectors in $K_{m}$, starting with $\boldsymbol{q}_{0}=\boldsymbol{y} /|\boldsymbol{y}|$. If we define $\boldsymbol{Q}$ to be a matrix
formed by the $m$ column vectors $\left(\boldsymbol{q}_{0}, \ldots, \boldsymbol{q}_{m}\right)$ the Hamiltonian can be projected on the Krylov subspace by

$$
\begin{equation*}
H Q=Q h \quad \Rightarrow \quad h=Q^{\dagger} H Q \tag{4.24}
\end{equation*}
$$

with the $m$-dimensional quadratic Hamiltonian matrix $\boldsymbol{h}$. The diagonalisation of $\boldsymbol{h}$,

$$
\begin{equation*}
\boldsymbol{h}=\boldsymbol{E} \boldsymbol{\Lambda} \boldsymbol{E}^{\dagger}, \tag{4.25}
\end{equation*}
$$

with a diagonal matrix $\boldsymbol{\Lambda}$ and a unitary matrix $\boldsymbol{E}$, can be performed straight-forwardly with standard techniques, since it is in general a low-dimensional problem. Furthermore, properties of the full representation $\boldsymbol{H}$ inherited by the matrix $\boldsymbol{h}$ simplify the diagonalisation.


Figure 4.2: Properties of the Arnoldi time evolution method calculating the quantum fidelity susceptibility of an eigenstate. The configuration coincides with Figure 4.1 except for the time evolution method. We show three results with different dimensions of the Krylov subspace and different time steps. The relative error of the susceptibility shown in a) is in average one order of magnitude smaller compared to the Fatunla method. The error in the norm in b) is at least two orders of magnitude smaller than for the Fatunla method. Together with the significantly reduced calculation times of at most six hours the performance of the Arnoldi method is by far better than the Fatunla method. In c) the constant time step is shown. Decreasing the dimension or increasing the time step leads to divergent results for the cases presented here.

There are two major improvements in this method compared to the Fatunla method. First, the computation is particularly fast, since part of the calculation is performed in the reduced dimension of the Krylov subspace. Second, the norm is preserved with a very high accuracy. The only disadvantage is that no local truncation can be estimated and as a consequence it is not clear how to adapt the time step. The optimal dimension of the

Krylov subspace is not known a priori and must be tested in combination with the time step. An optimal pair of Krylov dimension and time step can reduce the computation time and increase the accuracy at the same time.

As an example we calculated the quantum fidelity susceptibility for the same parameters as for the Fatunla method $\left(\omega=1, \kappa=0, \gamma=1, \delta \kappa=10^{-5}, m=0, \epsilon_{s}=1\right.$, $\epsilon_{p}=1,|2,0,0,0\rangle^{+}$and $\left.n_{\text {tot }}=2370\right)$. We vary the Krylov dimension and the time step for several values and show results for three combinations in Figure 4.2. The computation times for the three examples are significantly different. The computation with the Krylov dimension of 5 and the time step of $10^{-4}$ (solid line) took approximately 4 hours, with Krylov dimension 7 and the time step $5 \times 10^{-4}$ (dashed line) it took 45 minutes, while with Krylov dimension 9 and time step $10^{-3}$ it took 30 minutes. In all three cases the relative error of the susceptibility is better than with the Fatunla method, while all calculations are significantly faster.

The method of Arnoldi appears to be well suited for our system. The quantum fidelity in general and in particular for eigenstates can be interpreted as a measure for the deviation of the norm of the state from unity. Therefore, the conservation of the norm that is given up to at least $10^{-11}$ during the calculation is a perfect condition for our purpose. Since our Hamiltonian is not time-dependent, the constant time step is no disadvantage, as soon as the optimal value is found. With little effort the time evolution can be carried forward to times of 100 or more without a significant loss of accuracy and within feasible computation times.

### 4.2.4 Advances for an iterative predictor-corrector scheme

Finally, we also consider an iterative predictor-corrector scheme, that has been presented by Hamido et al. [162] based on earlier works [163, 164]. General predictor-corrector methods use a simple time evolution method to predict the iterated vector $\boldsymbol{y}_{n+1}$ from $\boldsymbol{y}_{n}$. In a second step a more sophisticated method, for example a high order implicit Runge-Kutta method, is used to correct the error made by the predictor.

In this approach the original time step $\delta t$ is split into four intermediate time steps $\tau_{i}$ with $i \in\{1 . .4\}$ according to the four-step corrector method. The predictor, one of the two introduced explicit methods, is used to calculate the intermediate vectors $\boldsymbol{Y}_{i}^{(0)}$ at the corresponding time steps $\tau_{i}$. The corrector is based on an implicit Radau-type four-step Runge-Kutta method (see Appendix A.2). To correct the approximate solutions of the predictor this method is modified to give an iterative method with the four predicted solutions $\mathbf{Y}_{i}^{(0)}$ as initial vectors,

$$
\begin{aligned}
& \left(\begin{array}{c}
\mathbf{Y}_{1}^{(j)} \\
\vdots \\
\mathbf{Y}_{4}^{(j)}
\end{array}\right)+\mathrm{i} \delta t\left(\begin{array}{ccc}
d_{11} \boldsymbol{H}\left(t_{n}+\tau_{1}\right) & & 0 \\
0 & \ddots & \\
0 & & d_{44} \boldsymbol{H}\left(t_{n}+\tau_{4}\right)
\end{array}\right)\left(\begin{array}{c}
\mathbf{Y}_{1}^{(j)} \\
\vdots \\
\mathbf{Y}_{4}^{(j)}
\end{array}\right)= \\
& \left(\begin{array}{c}
\mathbf{y}_{n} \\
\vdots \\
\mathbf{y}_{n}
\end{array}\right)-\mathrm{i} \delta t\left(\begin{array}{ccc}
\left(a_{11}-d_{11}\right) \boldsymbol{H}\left(t_{n}+\tau_{1}\right) & \ldots & a_{14} \boldsymbol{H}\left(t_{n}+\tau_{4}\right) \\
\vdots & \ddots & \vdots \\
a_{41} \boldsymbol{H}\left(t_{n}+\tau_{1}\right) & \ldots & \left(a_{44}-d_{44}\right) \boldsymbol{H}\left(t_{n}+\tau_{4}\right)
\end{array}\right)\left(\begin{array}{c}
\mathbf{Y}_{1}^{(j-1)} \\
\vdots \\
\mathbf{Y}_{4}^{(j-1)}
\end{array}\right)
\end{aligned}
$$

where $\boldsymbol{a}=\left(a_{i j}\right)$ and $\boldsymbol{b}=\left(b_{i}\right)$ are the parameters of the Runge-Kutta-method (see Appendix A.2) and

$$
\boldsymbol{d}=\operatorname{diag}\left(d_{11}, . ., d_{44}\right)
$$

is an appropriately chosen diagonal matrix to ensure fast convergence (see Appendix A.2). At each iteration step four linear equations of the full dimension $d$ need to be solved. These
linear equations are solved with the iterative bi-conjugate gradient stabilised method (BiCGSTAB) [165].

The predictor-corrector scheme can preserve the norm up to machine precision $\left(10^{-15}\right)$, but is computationally very demanding. It is particularly suited for problems that need a very high accuracy. A possibility to adapt the time step reduces the computation time, in particular for systems with different regimes of the time evolution. This frequently occurs when the interaction of a laser pulse with an atom or equivalently with a quantum dot is considered. Before the laser pulse is switched on the time step can be larger due to the simple unitary time evolution. During the pulse the time step must be reduced in order to be able to resolve at least the frequency of the pulse. After the pulse the system is in an excited state, but the effective Hamiltonian is time-independent and the time step might again increase. In particular for this scenario we developed a method to adapt the time step for the described predictor-corrector scheme. We measure the absolute value of the maximal component of $\boldsymbol{Y}_{i}^{(j)}-\boldsymbol{Y}_{i}^{(j-1)}$ and stop the iterations if it is less than an appropriate bound, typically $10^{-10}$. If the number of iterations is high the results of the predictor are not good enough and too much computation time is spent for the correction process. If the number of iterations is low, because the predicted result is particularly good, the corrector might not unfold its entire power. Even though the stop criterion for the iterations is met, the final result will not fit the precision required. Based on these considerations we establish the first criterion for the adaption of the time step: If the number of iterations is less than a lower bound (2) or greater than an upper bound (5) the time step might be adapted (numbers in brackets are typical values). The variation of the norm of the vector $\boldsymbol{y}_{n}$ is typically of the order of the machine precision. Thus, we measure errors in the norm in orders of the machine precision, which is for double precision floating point numbers $\epsilon_{\mathrm{mp}} \approx 0.222 \times 10^{-15}$. We find the relative error in the norm $\sigma_{n}=\left(\left|\boldsymbol{y}_{n+1}\right|-\left|\boldsymbol{y}_{n}\right|\right) / \epsilon_{\mathrm{mp}}$ and the absolute error in the norm $\eta_{n}=\left(1-\left|\boldsymbol{y}_{n+1}\right|\right) / \epsilon_{\mathrm{mp}}$ appropriate indicators for the adaption of the time step. The errors $\sigma_{n}$ and $\eta_{n}$ are integer numbers. If $\sigma_{n}$ is too high $(>10)$ the complete propagation during the time step will be recalculated with a smaller time step. The bound for $\sigma_{n}$ to decrease the time step without recalculation is lower (6). If $\sigma_{n}$ is less than a lower bound (2), the time step will be increased, but only if the absolute error in the norm $\eta_{n}$ is below a lower bound (10). Numbers in brackets give typical values for the error bounds. The described method for adaption of the time step has been tested successfully for a one-dimensional timedependent problem of a particle in a Gaussian potential interacting with a laser pulse [166].

Finally, we use the predictor-corrector method with the same problem as before with the explicit methods (see Figure 4.3). We have tried the Fatunla method as a predictor, but the computation time increased beyond reasonable limits. For the Arnoldi method as predictor the computation time is comparable to the computation time for the pure Fatunla method. As a predictor we took the same three configurations for the Arnoldi method as before. The relative error for the susceptibility is at most below $10^{-3}$, that is one order of magnitude better than the results with the Arnoldi method (see Figure $4.3 \mathrm{a})$ ). However, it does not significantly depend on the configuration of the predictor. Surprisingly the accuracy in the norm depends on the configuration of the predictor, but the order is reversed (see Figure 4.3 b$)$ ). The best result was achieved with the lowest time step and the greatest Krylov dimension for the pure Arnoldi method. In the predictor corrector scheme the best result was achieved with the greatest time step and the lowest dimension of the Krylov subspace. Considering the number of iterations of the predictor-corrector scheme this corresponds to the argumentation for the first criterion for the adaption of the time step (see Figure 4.3 c )). As long as the predictor is within a


Figure 4.3: Properties of the predictor-corrector scheme calculating the quantum fidelity susceptibility of an eigenstate. The configuration coincides with Figures 4.1 and 4.2 except for the time evolution method. We show three results with different dimensions of the Krylov subspace and different time steps for the Arnoldi method as predictor (see legend in c)). The relative error of the susceptibility shown in a) is in average one order of magnitude smaller compared to the Arnoldi method. The error in the norm in b) is measured in units of the machine precision $\epsilon_{\mathrm{mp}}$. It is in average two orders of magnitude smaller than for the Arnoldi method. The number of iterations in c) determines the accuracy of the final result, in average more iterations lead to a better result. The time step remained constant, throughout all calculations, although it could have been adapted by the method. The calculation times are very long: 8 days, 5 hours, 43 minutes (dotted red line); 9 days, 17 hours, 14 minutes (dashed blue line); 17 days, 8 hours, 29 minutes (solid black line).
certain accuracy a worse prediction leads to more iterations and the corrector leads to a more accurate result. In contrast, a very accurate prediction leads only to few iterations and the corrector does not have the opportunity to provide an optimal result.

Although we used the method introduced to adapt the time step for the calculations presented in Figure 4.3 the time step did not change. The problem is not time-dependent and no adaption of the time step occurred for the parameters we had chosen. For test systems with time-dependent Hamiltonians the adaption of the time step has shown to be a powerful tool $[166,167]$. In future applications we will take advantage of the adaptive time step for interactions of the quantum dot with a laser pulse.

### 4.3 Preliminary results for the quantum fidelity

As a first attempt to understand the unusual behaviour in the mean-field models from first principles we consider the quantum fidelity evolution of eigenstates in the Hamiltonian (1.7) for different configurations.

### 4.3.1 Quantum fidelity susceptibility for eigenstates

The quantum fidelity decay for eigenstates is calculated from the time evolution in the perturbed system. In particular for small perturbations, $\epsilon \leq 10^{-5}$, the decay of the quantum fidelity is dominated by the linear response and thus by the susceptibility. In the previous section we have shown that the analytical formula (4.8) is equivalent to the results obtained by explicitly calculating the time evolution. The deviations could be minimised for highly accurate numerical methods. Consequently, we calculate the quantum fidelity susceptibility for various eigenstates and different parameters of the system from the static properties by applying Equation (4.8). In particular we analysed two situations with a regular Hamiltonian, Hooke's atom and the purely quartic non-interacting oscillator. The unperturbed Hamiltonian $\boldsymbol{H}_{0}$ for the purely quartic oscillator reads

$$
\begin{equation*}
\boldsymbol{H}_{0}=\sum_{j=1}^{2}\left[-\frac{1}{2} \boldsymbol{\nabla}_{j}^{2}+\kappa r_{j}^{4}\right] \tag{4.26}
\end{equation*}
$$

where we set $\kappa=0.1$. This gives an energy scale comparable to the scale in Hooke's atom with $\omega_{0}=1$. In each case we assumed the perturbation $\boldsymbol{V}$ to be the harmonic or the quartic confining potential or the Coulombic interparticle interaction,

$$
\begin{equation*}
\boldsymbol{V}_{\mathrm{harm}}=\frac{1}{2}\left(r_{1}^{2}+r_{2}^{2}\right), \quad \boldsymbol{V}_{\text {quart }}=r_{1}^{4}+r_{2}^{4}, \quad \boldsymbol{V}_{\mathrm{int}}=\frac{1}{r_{12}} \tag{4.27}
\end{equation*}
$$

respectively. The frequencies involved in Equation (4.8) are the same for all three perturbations $\left(E_{k}-E_{N}\right)$, only the amplitudes differ depending on the different coupling between the eigenstates due to the perturbation $(\langle N| V|k\rangle)$.

For the two regular unperturbed Hamiltonians the harmonic perturbation does in neither case introduce complexity, since it does not break the separability. In Hooke's atom the quartic perturbation couples COM and relative motion and significantly changes the dynamics. In contrast, for the non-interacting quartic oscillator the Coulomb perturbation couples the two formerly independent particles. We have investigated the behaviour of the susceptibility for the lowest 200 states of each system for the time interval $t \in[0,1000]$. For this purpose we used a total basis of 6370 basis states and approximately 1000 converged eigenvalues. The perturbations that do not significantly excite the dynamics show a very homogeneous behaviour for all eigenstates. The maximal amplitudes are of the


Figure 4.4: Quantum fidelity susceptibilities for four eigenstates in Hooke's atom with zero angular momentum, singlet spin and even parity. The states have the eigenenergies 4.846989 (black), 5.0 (red), 6.7530212 , (blue) and 8.687964 (green). The susceptibilities are calculated in a basis of dimension 6370 by the formula (4.8). In a) the perturbation is quartic and therefore breaks the separability in COM and relative coordinates. The amplitudes of the susceptibilities are very high, due to the strong coupling between the eigenstates caused by the quartic potential. In b) the perturbation is the Coulomb interparticle interaction and keeps the regularity of the dynamics. The susceptibilities have a high degree of periodicity and the amplitudes vary only within a certain width. In c) the harmonic perturbation shows equivalent feature as the Coulomb perturbation.
same order of magnitude for all states considered and the dominating frequencies are similar. The perturbations breaking the separability show a significantly different behaviour. Susceptibilities of different states are dominated by different frequencies and the maximal amplitude is strongly varying. Perturbations breaking the separability strongly couple many states and therefore the number of effectively contributing frequencies rises dramatically.

In Figures 4.4 and 4.5 typical behaviours of the susceptibilities of some eigenstates for the two cases discussed are shown. The harmonic perturbation in c) (both Figures) shows the regular homogeneous behaviour for the susceptibilities in both cases. The same is true for the Coulomb perturbation in Hooke's atom, see Figure 4.4 b), and the quartic perturbation for the quartic oscillator, see Figure 4.5 a). The susceptibilities for Coulomb perturbation in the quartic oscillator, see Figure 4.5 b), shows the behaviour governed by various frequencies and higher amplitudes. Consider also the different scales for the Coulomb perturbation in both cases, while the eigenenergies of the states are almost equal. Equivalently, the quartic perturbation introduces very high amplitudes for Hooke's atom, see 4.4 a ).

The behaviour of the quantum fidelity susceptibility for eigenstates shows characteristic features. These features can be used to distinguish between perturbations introducing complexity to the system and those that preserve the regularity. We have also calculated the susceptibilities of eigenstates for the same perturbations as above in the full potential ( $\omega_{0}=1, \kappa=0, \gamma=1$ ) when the dynamics is chaotic before the perturbation. There are no significant differences in the behaviours for different perturbations. Furthermore,


Figure 4.5: Quantum fidelity susceptibilities of four eigenstates in the purely quartic oscillator with $\kappa=0.1$, zero angular momentum, singlet spin and even parity. The states have the eigenenergies 3.154563 (black), 3.472157 (red), 5.573050 , (blue) and 8.076786 (green) and are comparable to the eigenenergies of Hooke's atom in Figure 4.4. The quartic perturbation leads to the regular behaviour of the susceptibilities in a). The amplitudes compared to Hooke's atom are two orders of magnitude smaller. In this case the Coulomb perturbation breaks the separability in two independent particles and the susceptibilities in b) show the more complex behaviour associated to stronger coupling between the eigenstates caused by the perturbing potential. The expected highly periodic homogeneous behaviour of the susceptibilities is shown in c) for a harmonic perturbation.
the susceptibilities neither show the high regularity of the regular perturbations, nor the high amplitudes and large number of relevant frequencies as in the cases breaking the separability. Since all perturbing potentials already contribute to the full potential no new couplings between the states are introduced by the perturbation, explaining the behaviour of the susceptibilities.

### 4.4 Summary

In this chapter we have introduced the concept of quantum fidelity as a dynamic measure of complexity. For the linear approximation of the fidelity, described by the susceptibility, we derived an analytical formula for initial eigenstates. This depends only on properties of the static system and we used it to test three different numerical methods for the time evolution. The method based on ideas of Fatunla was shown to be a sophisticated method with adaption of the time step, but with a lack in accuracy, in particular for our purpose. A second method, working in a Krylov subspace based on the matrix diagonalisation of Arnoldi, is a unitary time evolution method. Short computation times and the conservation of the norm make this method particularly suited for our purpose. For future applications with time-dependent Hamiltonians we described an iterative predictorcorrector scheme for the time evolution. We have presented an adaption of the time step for this scheme based on the accuracy of the norm.

In the second part we presented some results for the quantum fidelity moving towards the clarification of an unusual behaviour found in many-body systems. These systems have
similar properties as our model system, but are treated in the mean-field approximation in contrast to our exact approach. As a first step we investigated the quantum fidelity susceptibility for eigenstates and found it capable of distinguishing between perturbations that leave the dynamics regular and those that break the separability. To some extent this is related to the original idea of Peres to have a dynamical measure of quantum chaos similar to the property of classical chaos. Indeed, the susceptibility was calculated purely by the properties of the static system and the dynamic aspect can only be regarded as a tool to reveal the complexity hidden in the spectrum of the static system.

The unusual behaviour of the quantum fidelity decay found in mean-field models of many-body systems has not been confirmed for eigenstates. All eigenstates show nearly complete revivals for weak perturbations, corresponding to the susceptibility assuming the value zero. Preliminary results for centred Gaussian initial states show the usual decay behaviour. The investigations for different regimes of the potential and differently shaped Gaussian initial states is still in progress. Thus, it can not be excluded that the unusual behaviour might be confirmed with our model. As an alternative future perspective to clarify the unusual behaviour we wish to relate it to quantum freezing.

## Chapter 5

## Hund's first multiplicity rule

Hund's first rule (HFR) $[16,17]$ is well-known to have universal predictive power for the ground-state electron configuration of atoms: "Among the many-electron states arising from the same configuration, the ground state has the largest total spin $S$." The rule can be generalised to excited states with the same configuration of one-electron orbitals: "Among the many-electron states arising from the same configuration of one-electron orbitals, the energy of the state decreases as the total spin S of the state increases" [168, 25].

There has been a long discussion about the origin of this effect, starting from the first explanation by Slater [169]. He claimed that the difference in Coulomb interaction between the electrons due to the existence of a Fermi hole was responsible for this effect. The Fermi hole describes the minimum of the probability density of the spatial wave function at the origin, due to the antisymmetrisation for fermionic states. It was Slaters conviction, that his concept of antisymmetrisation (Slater's determinant ${ }^{1}$ ) could fully account for the origin of HFR. More than thirty years later a numerical calculation by Davidson [172] for atomic helium was the first to reveal that Slater's argumentation was wrong; in fact the Coulomb interaction was higher for the triplet state. Several calculations for atomic helium and helium-like ions supported this result [173, 174, 175, 176]. Calculations for atomic systems with more electrons, e.g. Ref. [177], confirmed this behaviour. A result based on perturbation theory $[178,179]$ showed that generally all atoms violate Slater's explanation and a new interpretation was given by Boyd [180]. His argumentation follows the virial theorem for atomic systems: the total energy equals half of the potential energy. All interactions are Coulombic and the potential energy is the sum of the inter-electron and the negative electron-nucleus interactions. As a consequence the absolute value of the nuclear potential energy must rise for higher spin states to compensate the higher inter-electron interaction. This could be interpreted as a higher effective nuclear charge or lower screening of the nuclear attraction, caused by different angular configurations. Only recently this interpretation has again been doubted by Sajeev et al. [22] when they compared the effect in atoms to rectangular quantum dots. They claim that the angular configuration does not play a major role for screening effects. A generalisation of HFR for configurations with two electrons in two open shells ( $m_{1} \geq 1$ and $m_{2} \geq 1$ ), distinguishing different behaviours between natural and unnatural parity states, was first proposed by Russell and Meggers [181]. A precise formulation in terms of the independent particle model by Morgan and Kutzelnigg [168] is referred to as the alternating rule. A very sound review on Hund's rules in atomic systems has also been presented by these authors [25].

[^6]
### 5.1 Hund's first rule in quantum dots

Just like in atoms, the filling of the electron orbitals for few-electron quantum dots in the ground state is in general governed by Hund's rules [18, 20, 21]. For different quantum dot models it was found, that Slater's explanation holds, in contrast to atomic systems [22, 106, 24].

One of the first results on quantum dots considers two-electron spherically-symmetric rectangular quantum dots [22]. There it was found that HFR is followed for the ${ }^{1 / 3} S(1 s 2 s)$ state $^{2}$ and can be explained by the difference in Coulomb repulsion between the electrons. The authors also find that the origin of HFR does not depend on the angular configuration, for rectangular quantum dots, as well as for atomic helium. That is a remarkable result, as it contradicts the established interpretation for atomic systems by Boyd [180].

The application of HFR to Hooke's atom has been addressed by Sako et al. [106] and has also been related to the case of atomic helium [23]. By transforming to COM and relative coordinates they find corresponding angular quantum numbers ( $m_{c}$ and $m_{r}$ ) and the restriction for $m_{r}$ to be even (odd) for singlet (triplet) states. These angular momentum quantum numbers are responsible for the localisation properties in the radial coordinates $R_{\mathrm{COM}}$ and $r_{\text {rel }}$ and, thus, for the difference in Coulomb repulsion. Unfortunately, their exposure is rather unclear and the localisation properties are not significantly visualised. Furthermore they claim, that several pairs of singlet and triplet states can be compared according to HFR, which is wrong, as we will show in Section 5.2.1. Still the central feature, the interplay between the angular quantum numbers $m_{c}$ and $m_{r}$ and the localisation of the state, will guide us to the non-separable cases of the quartic oscillator and further.

Another recent approach addresses the atomic helium isoelectronic sequence and a model of Hooke's atom in three dimensions [24]. As a consequence of the virial theorem and a perturbative treatment of the Coulomb repulsion between the electrons, $V_{\text {Coulomb }}$, an asymptotic value, in the non-interacting limit, is found for the ratio

$$
\begin{equation*}
\lambda_{\text {confinement }}=\frac{\left\langle\Delta V_{\text {Coulomb }}\right\rangle}{\left\langle\Delta V_{\text {confinement }}\right\rangle}, \tag{5.1}
\end{equation*}
$$

where $V_{\text {confinement }}$ is the confining potential. The $\Delta$ denotes the difference taken between the potential energies of corresponding singlet and triplet states. As already indicated by the index, $\lambda_{\text {confinement }}$ depends explicitly on the confining potential. For the isoelectronic sequence of atomic helium the non-interacting limit is reached for high nuclear charge. Besides the value for harmonic confinement stated in [24], we provide the general result for a positive-power-law potential $V_{n} \propto r^{n}$ to be

$$
\begin{equation*}
\lambda_{n}=\frac{\left\langle\Delta V_{\text {Coulomb }}\right\rangle}{\left\langle\Delta V_{n}\right\rangle}=n+2 . \tag{5.2}
\end{equation*}
$$

The greater the exponent of the power-law potential, the more is the difference between singlet and triplet states dominated by the difference in Coulomb interaction. However, also in [24] no analysis on the applicability of HFR for the harmonic confinement in three dimensions is performed. From our results for the planar case, we believe that the applicability is, here as well, restricted to a limited number of states.

[^7]
### 5.2 Harmonic case

Since the existing investigations on HFR in Hooke's atom are, in our opinion, incomplete, we will address this issue carefully. We will focus on the question if HFR is applicable at all, an ambiguous concern due to the separability in COM and relative coordinates. As a preliminary step in order to discuss the applicability we will focus on the topic of entanglement and put our results in correlation with recent literature. Indeed we find that HFR is not applicable for the planar model, except for one particular case, which includes both parities. We will then focus on this individual case and use it as an illustrative example. Along the way we will introduce basic concepts that will assist us to clarify the origin of the alternating rule in more general confinements.

### 5.2.1 Entanglement and separability

Entanglement is a term used to describe quantum correlations between the particles. In the well-known case of systems with distinguishable particles the Schmidt rank determines the entanglement of the system. A general bipartite pure state $|\Phi\rangle$ can be expressed as the sum over tensor products of the respective basis-states,

$$
\begin{equation*}
|\Phi\rangle=\sum_{j, k} c_{j, k}\left|\varphi_{j}\right\rangle \otimes\left|\phi_{k}\right\rangle . \tag{5.3}
\end{equation*}
$$

This expression is called the Schmidt decomposition in the orthonormal bases $\left\{\left|\varphi_{j}\right\rangle\right\}$ and $\left\{\left|\phi_{k}\right\rangle\right\}$. The Schmidt rank is the minimal number of non-vanishing coefficients $c_{j, k}$, consequently a non-entangled state has Schmidt rank unity. A convenient tool to analyse entanglement properties is the reduced density matrix

$$
\begin{equation*}
\rho_{\mathrm{red}}=\sum_{j}\left\langle\varphi_{j} \mid \Phi\right\rangle\left\langle\Phi \mid \varphi_{j}\right\rangle, \tag{5.4}
\end{equation*}
$$

which is obtained by performing the partial trace over one of the subsystems. The particular choice of subsystem over which the density matrix is reduced is arbitrary and does not affect the final result. The Schmidt rank equals the rank of the reduced density matrix. In lieu of determining the rank directly entanglement witnesses have been introduced, of which the von-Neumann entropy $S\left[\rho_{\text {red }}\right]$ of the reduced density matrix is one of the most commonly used

$$
\begin{equation*}
S\left[\rho_{\mathrm{red}}\right]=-\operatorname{Tr}\left[\rho_{\mathrm{red}} \log _{2}\left(\rho_{\mathrm{red}}\right)\right] . \tag{5.5}
\end{equation*}
$$

The von-Neumann entropy of a non-entangled state equals zero, while it is greater than zero for an entangled state. For further details see topical reviews on this matter, e.g. [38, 39, 182].

The situation is more intricate for indistinguishable particles, where a linear superposition is generally incorporated for all states. A clear description of the bosonic and fermionic entanglement properties has been given in [183, 184]. For fermionic states the Slater rank is introduced, which is the minimal number of non-vanishing coefficients in the Slater decomposition

$$
\begin{equation*}
|\Psi\rangle=\sum_{j, k} c_{j, k}\left(\left|\psi_{1, j}\right\rangle \otimes\left|\psi_{2, k}\right\rangle-\left|\psi_{2, j}\right\rangle \otimes\left|\psi_{1, k}\right\rangle\right) . \tag{5.6}
\end{equation*}
$$

Here, $\left\{\left|\psi_{n, j}\right\rangle\right\}$ is a common orthonormal basis for both particles, where $n$ denotes the particle. If the Slater rank of a quantum state is unity it is a non-entangled state, i.e. the only correlations that exist between the fermions can be attributed to their indistinguishable
nature. In order to determine the Slater rank the partial trace over one of the particles is performed on the density matrix, which defines the reduced density matrix,

$$
\begin{equation*}
\rho_{\mathrm{red}}=\operatorname{Tr}_{2}[|\Psi\rangle\langle\Psi|]=\sum_{j}\left\langle\psi_{2, j} \mid \Psi\right\rangle\left\langle\Psi \mid \psi_{2, j}\right\rangle . \tag{5.7}
\end{equation*}
$$

We consider two entanglement witnesses, the reduced von-Neumann entropy $\mathcal{E}_{\mathrm{VN}}$ and the reduced linear entropy $\mathcal{E}_{\mathrm{L}}$ for pure states of two identical fermions,

$$
\begin{align*}
\mathcal{E}_{\mathrm{VN}} & =S\left[\rho_{\mathrm{red}}\right]-\log _{2} 2,  \tag{5.8}\\
\mathcal{E}_{\mathrm{L}} & =1-2 \operatorname{Tr}\left[\rho_{\mathrm{red}}^{2}\right] . \tag{5.9}
\end{align*}
$$

Cancelling the amount of entropy corresponding to the antisymmetrisation of the fermionic states $\left(\log _{2} 2\right.$ and 1, respectively) both measures vanish if and only if a state is nonentangled in the fermionic sense [185]. The advantage of (5.9) is that the reduced density matrix needs not to be diagonalised for evaluation. Therefore, it is most commonly used in numerical treatments.

Up to now we have considered a general state $|\Psi\rangle$, describing two fermions, that can be written as a Slater determinant. Turning on an interaction between the fermions introduces entanglement. We will only consider interactions that do not explicitly couple the spatial and the spin degrees of freedom. Thus, entanglement stems from the separability inherited by this kind of interaction, and remains, even in the non-interacting limit, as an offset entanglement. As explained in Section 1.1.2 the spins couple to give singlet and triplet states due to the interaction. The separability of the Hamiltonian is carried forward to a product wave function and further to a product of reduced density matrices,

$$
\begin{equation*}
\rho_{\mathrm{red}}=\rho_{\text {red }}^{\text {spatial }} \rho_{\text {red }}^{\text {spin }} . \tag{5.10}
\end{equation*}
$$

Notice, that this holds only since the one-particle basis, used to trace over the density matrix, can equivalently be expressed as product states $\left|\psi_{2, j}\right\rangle=\left|\psi_{j}\left(\boldsymbol{r}_{2}\right)\right\rangle \otimes\left|\left(S, S_{z}\right)_{2, j}\right\rangle$ of a spatial- and a spin-dependent state. Plugging (5.10) into (5.8) and (5.9) we find

$$
\begin{align*}
\mathcal{E}_{\mathrm{VN}} & =S\left[\rho_{\mathrm{red}}^{\text {spatial }}\right]+S\left[\rho_{\mathrm{red}}^{\text {spin }}\right]-1,  \tag{5.11}\\
\mathcal{E}_{\mathrm{L}} & =1-2 \operatorname{Tr}\left[\left(\rho_{\mathrm{red}}^{\text {spatial }}\right)^{2}\right] \operatorname{Tr}\left[\left(\rho_{\mathrm{red}}^{\text {spin }}\right)^{2}\right] . \tag{5.12}
\end{align*}
$$

The spin-dependent parts are easily evaluated for the spin states $\left|S, S_{z}\right\rangle$,

$$
\begin{align*}
& S\left[\rho_{\mathrm{red}}^{\mathrm{spin}}(|0,0\rangle)\right]=  \tag{5.13}\\
& S\left[\rho_{\mathrm{red}}^{\mathrm{spin}}(|1,0\rangle)\right]=1, \\
& S\left[\rho_{\text {red }}^{\text {spin }}(|1,+1\rangle)\right]=  \tag{5.14}\\
& S\left[\rho_{\mathrm{red}}^{\text {spin }}(|1,-1\rangle)\right]=0, \\
& \operatorname{Tr}\left[\left(\rho_{\text {red }}^{\text {spin }}(|0,0\rangle)\right)^{2}\right]=  \tag{5.15}\\
& \operatorname{Tr}\left[\left(\rho_{\text {red }}^{\text {spin }}(|1,+1\rangle)\right)^{2}\right]=  \tag{5.16}\\
& \operatorname{Tr}\left[\left(\rho_{\text {red }}^{\text {sin }}(|1,0\rangle)\right)^{2}\right]=\frac{1}{2} \text {, } \\
& \operatorname{Tr}\left[\left(\rho_{\text {red }}^{\text {spin }}(|1,-1\rangle)\right)^{2}\right]=1 \text {, }
\end{align*}
$$

and depends only on $\left|S_{z}\right|$. By considering the interparticle interaction with first order perturbation theory for a fourfold degenerate subsystem the authors of [47] find this kind of entanglement. Independently of the confining potential these states will be entangled for $S_{z}=0$. However, this effect does not explain the non-vanishing values of entanglement in atomic models with harmonic confinement for decreasing interaction strength, as they claim. Indeed, another separability induces this non-vanishing entanglement.

For two distance-dependently interacting fermions in harmonic confinement the system is separable in COM and relative motion. This holds in any dimension, also for anisotropic
harmonic potentials. The separability leads to the eigenstates being product states of COM and relative wave functions, which can preliminarily be incorporated. Regarding the interaction as a perturbation the correct symmetrisation of the eigenstates can be found by diagonalising the interaction matrix in a basis of degenerate eigenstates [47]. Entanglement is introduced by the symmetrisation already before the interaction actually couples the two particles. As a consequence the entanglement for such systems will not generally vanish in the non-interacting limit. This explains the behaviours that were reported for several harmonically confined models. The explicit kind of inter-electron interaction does not play a major role, as long as it depends solely on the interparticle distance. With this we include the Crandall atom, with inverse square interaction, and Hooke's atom discussed in [46], as well as the Moshinsky atom, with harmonic interaction, and a model with contact interaction addressed in [47].

Systems without explicit separability in COM and relative coordinates usually relax in a basis of independent particles and will not show such an offset entanglement. The linear entropy of atomic helium has been shown to saturate to the value of one half [47, 45]. In contrast, the linear entropy for states in quantum dot models with harmonic confinement saturates to the higher value of unity [47]. For most of the states the entropies in the non-interacting case already exceed the limit for atomic helium, see Figure 5.1. The offset entanglement is thus responsible for the higher limit for the linear entropy in the harmonic cases. Furthermore the linear entropy for the interacting model has been shown to increase with the energy [47]. This dependence is already contained in the non-interacting limit (see Figure 5.1).


Figure 5.1: Linear entropies $\mathcal{E}_{\mathrm{L}}$ for all eigenstates in the non-interacting harmonic model up to principal quantum number $n=13$. Points corresponding to the same principal quantum number $n$, but different angular momenta $m$ are displaced horizontally for better visibility, as indicated for $n=6$ and 7 by the enlarged scale. The spin quantum number is set to $S_{z} \equiv 0$ for all states. For non-vanishing angular momentum we consider states without parity symmetrisation. The dashed horizontal line corresponds to the saturation limit for the linear entropy in atomic helium. The eigenenergies are given by $E_{n}=\omega_{0}(n+2)$ a.u..

Another effect can be interpreted in terms of the offset entanglement that emerges from some separability of the system considered. For an anisotropic harmonic system with $\omega_{z} \gg \omega_{0}=\omega_{x}=\omega_{y}$ and Coulomb interparticle interaction a magnetic field is applied
[42]. As shown in [101] the primarily cylindrically symmetric system becomes spherically symmetric for magnetic fields, such that $\omega_{z} \equiv \sqrt{\omega_{B}^{2}+\omega_{0}^{2}}$, with the Larmor frequency $\omega_{B}$. At this specific value a minimum of the entanglement is found for several different strengths of the confinement parameter $\omega_{0}$. The states in the non-interacting limit belong either to a symmetry class of the cylindrical or of the spherical symmetry. Qualitatively speaking the interaction affects the states differently according to their algebraic properties. We expect that the offset entanglement is different, depending on the symmetry. In particular, we expect the spherically symmetric representation to be less entangled than the cylindrically symmetric one. This discontinuity in the non-interacting limit carries forward to a minimum in the interacting case.

Table 5.1: Entanglement witnesses for low-lying states in the non-interacting harmonic model. States are identified with the basis representation in COM and relative coordinates with parity symmetrisation. We show two entanglement witnesses, the reduced von-Neumann entropy $\mathcal{E}_{\mathrm{VN}}$ and the reduced linear entropy $\mathcal{E}_{\mathrm{L}}$, which are zero for nonentangled states and greater than zero for entangled states. A fermionic state is not entangled, if it is the result of antisymmetrising two orthogonal one-particle states. The entropies include the entanglement introduced by the spin dependent part of the wave function, which depends only on $\left|S_{z}\right|$. Energies are given in modified atomic units for $\underline{\omega_{0}=1, \text { the other results are independent of the value of } \omega_{0} \text {. } . . . . ~ . ~}$

| $E$ | $m$ | $\left\|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle^{\epsilon_{p}}$ | $\mathcal{E}_{\mathrm{VN}}, S_{z}=0$ | $\mathcal{E}_{\mathrm{VN}}, S_{z}= \pm 1$ | $\mathcal{E}_{\mathrm{L}}, S_{z}=0$ | $\mathcal{E}_{\mathrm{L}}, S_{z}= \pm 1$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0 | $\|0,0,0,0\rangle^{+1}$ | 0.0 | 0.0 |  |  |
| 3 | 1 | $\|0,1,0,0\rangle^{ \pm 1}$ | 1.0 |  | 0.5 |  |
| 3 | 1 | $\|0,0,0,1\rangle^{ \pm 1}$ | 1.0 | 0.0 | 0.5 | 0.0 |
| 4 | 0 | $\|1,0,0,0\rangle^{+1}$ | 2.0 |  | 0.75 |  |
| 4 | 0 | $\|0,0,1,0\rangle^{+1}$ | 2.0 |  | 0.75 |  |
| 4 | 0 | $\|0,1,0,-1\rangle^{ \pm 1}$ | 1.0 | 0.0 | 0.5 | 0.0 |
| 4 | 2 | $\|0,2,0,0\rangle^{ \pm 1}$ | 2.0 |  | 0.75 |  |
| 4 | 2 | $\|0,0,0,2\rangle^{ \pm 1}$ | 2.0 |  | 0.75 | 0.5 |
| 4 | 2 | $\|0,1,0,1\rangle^{ \pm 1}$ | 1.0 | 1.29879 | 0.65625 | 0.53125 |
| 5 | 1 | $\|0,1,0,-2\rangle^{ \pm 1}$ | 2.29879 |  | 0.8125 |  |
| 5 | 1 | $\|0,1,1,0\rangle^{ \pm 1}$ | 2.5 |  | 0.65625 |  |
| 5 | 1 | $\|1,1,0,0\rangle^{ \pm 1}$ | 2.29879 |  | 0.65625 | 0.53125 |
| 5 | 1 | $\|0,0,1,1\rangle^{ \pm 1}$ | 2.29879 | 1.29879 | 0.8125 | 0.625 |
| 5 | 1 | $\|1,0,0,1\rangle^{ \pm 1}$ | 2.5 | 1.5 | 0.65625 | 0.53125 |
| 5 | 1 | $\|0,2,0,-1\rangle^{ \pm 1}$ | 2.29879 | 1.29879 | 0.703125 |  |
| 5 | 3 | $\|0,1,0,2\rangle^{ \pm 1}$ | 2.06128 |  | 0.828125 |  |
| 5 | 3 | $\|0,3,0,0\rangle^{ \pm 1}$ | 2.56128 |  | 0.828125 | 0.65625 |
| 5 | 3 | $\|0,0,0,3\rangle^{ \pm 1}$ | 2.56128 | 1.56128 | 0.703125 | 0.40625 |
| 5 | 3 | $\|0,2,0,1\rangle^{ \pm 1}$ | 2.06128 | 1.06128 |  |  |
|  |  |  |  |  | 0.0 |  |

In order to clarify the question on the applicability of HFR in the next section and to corroborate our assumptions about general harmonic confinement we have explicitly
calculated the entanglement for our non-interacting harmonic model. The results for the entanglement witnesses $\mathcal{E}_{\mathrm{VN}}$ and $\mathcal{E}_{\mathrm{L}}$ for both possible values of the spin z-component are given in Table 5.1. There are only few non-entangled states, the only non-entangled singlet state is the ground state, while the only non-entangled triplet states are those with $E=3$ and $E=4$ and $S_{z}= \pm 1$. We have analysed all states up to $E=15$ and all symmetry classes and angular momenta. For the sake of completeness we also applied our formalism to states with positive and negative non-vanishing angular momentum. This change of symmetrisation does not alter our results qualitatively, compare Figure 5.1. For $\gamma=0$ the entanglement between the two fermionic particles in terms of the quantum numbers describing the state $\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle^{\epsilon_{p}}$ can be calculated analytically.

We consider the density matrix

$$
\begin{equation*}
|\Psi\rangle\langle\Psi|=\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle^{\epsilon_{p} \epsilon_{p}}\left\langle n_{c}, m_{c}, n_{r}, m_{r}\right|, \tag{5.17}
\end{equation*}
$$

and represent it in an independent particle basis. Thus, we transform to a basis associated with Cartesian coordinates $\left|C_{x}, C_{y}, R_{x}, R_{y}\right\rangle^{\epsilon_{p}}=\left|n_{c}, m_{c}, n_{r}, m_{r}\right\rangle^{\epsilon_{p}}$. The Cartesian basis in $\operatorname{COM}\left(C_{x}, C_{y}\right)$ and relative ( $R_{x}, R_{y}$ ) coordinates is defined by:
$\left|C_{x}, C_{y}, R_{x}, R_{y}\right\rangle^{\epsilon_{p}}= \begin{cases}\left|C_{x}, C_{y}, R_{x}, R_{y}\right\rangle & \text { if } C_{x}=C_{y} \wedge R_{x}=R_{y}, \\ \left(\left|C_{x}, C_{y}, R_{x}, R_{y}\right\rangle+\epsilon_{p}\left|C_{y}, C_{x}, R_{y}, R_{x}\right\rangle\right) / \sqrt{2} & \text { otherwise. }\end{cases}$
The transformation is expressed through

$$
\begin{array}{ll}
n_{c}=\min \left(C_{x}, C_{y}\right), & m_{c}=\left|C_{x}-C_{y}\right|, \\
n_{r}=\min \left(R_{x}, R_{y}\right), & m_{r}= \pm\left|R_{x}-R_{y}\right|,
\end{array}
$$

such that $m_{c}+m_{r}=C_{x}-C_{y}+R_{x}-R_{y}$. It is easy to evaluate the transformation into the Cartesian independent particle basis $\left|n_{x}, n_{y}, k_{x}, k_{y}\right\rangle$ making use of the simple harmonic oscillator operator algebra and a symmetric coordinate transformation:

$$
x_{C}=\frac{1}{\sqrt{2}}\left(x_{1}+x_{2}\right), \quad y_{C}=\frac{1}{\sqrt{2}}\left(y_{1}+y_{2}\right), \quad x_{R}=\frac{1}{\sqrt{2}}\left(x_{1}-x_{2}\right), \quad y_{R}=\frac{1}{\sqrt{2}}\left(y_{1}-y_{2}\right) .
$$

The transformation matrix elements are given by

$$
\begin{align*}
& \left\langle n_{x}, n_{y}, k_{x}, k_{y} \mid C_{x}, C_{y}, R_{x}, R_{y}\right\rangle=\sqrt{\frac{n_{x}!n_{y}!k_{x}!k_{y}!}{C_{x}!C_{y}!R_{x}!R_{y}!}} \sqrt{1 / 2}{ }^{\left(n_{x}+n_{y}+k_{x}+k_{y}\right)} \\
& \quad \times F\left(C_{x}, R_{x}, k_{x}\right) \delta_{C_{x}+R_{x}, n_{x}+k_{x}} F\left(C_{y}, R_{y}, k_{y}\right) \delta_{C_{y}+R_{y}, n_{y}+k_{y}}, \tag{5.20}
\end{align*}
$$

with the function

$$
\begin{equation*}
F(N, M, k):=\sum_{r=\max (0, k-N)}^{\min (k, M)}\binom{N}{k-r}\binom{M}{k}(-1)^{r} . \tag{5.21}
\end{equation*}
$$

Applying Equation (5.7) we obtain the reduced density matrix. Evaluation of the entanglement witnesses (5.8) and (5.9) boils down to the expressions

$$
\begin{align*}
\mathcal{E}_{\mathrm{VN}} & =-\sum_{j}\left(\lambda_{j} \log _{2} \lambda_{j}\right)+S\left[\rho_{\mathrm{red}}^{\mathrm{spin}}\right]-1,  \tag{5.22}\\
\mathcal{E}_{\mathrm{L}} & =1-\operatorname{Tr}\left[\left(\rho_{\text {red }}^{\text {spin }}\right)^{2}\right] \sum_{j}\left(\lambda_{j}^{2}\right), \tag{5.23}
\end{align*}
$$

with $\lambda_{j}$ the eigenvalues of $\rho_{\mathrm{red}}$.

### 5.2.2 Applicability of Hund's rule

Understanding the applicability of HFR for the harmonic case requires the identification of states that arise from the same configuration of one-electron orbitals. This, however, is not a trivial task due to the separability in COM and relative coordinates. The spatial fermionic entanglement for indistinguishable particles is particularly suited for this purpose. At this point it is necessary to clearly distinguish our application from the presented formalism and the general term of entanglement. Our goal is to identify states that are the direct (anti-)symmetrisation of one-particle orbitals, as stated in the empiric definition of HFR [168]. This rule is valid in the non-relativistic limit, where no coupling between spatial and spin degrees of freedom is presumed. Consequently, we do not consider the spin-dependent part of the wave function at all, as it has no influence on the energy of the state. The difference is easily explained with an example. The state $|0,1,0,0\rangle^{+1}$ can be expressed with a Slater decomposition of rank unity and gives $\mathcal{E}_{\mathrm{VN}}=0$ in the non-interacting limit. Thus, it is not spatially entangled. Taking into consideration also the spin-dependent wave function, which is singlet, the state is indeed entangled in the fermionic sense, since

$$
\begin{equation*}
\mathcal{E}_{\mathrm{VN}}\left[|0,1,0,0\rangle^{+1} \otimes|0,0\rangle\right]=1 \tag{5.24}
\end{equation*}
$$

The corresponding state of atomic helium is the $(1 s 2 p)^{1} P$ state, for which HFR is applicable in combination with the triplet state $(1 s 2 p)^{3} P$. A unique case is the ground state, for which we find $\mathcal{E}_{\mathrm{VN}}\left[|0,0,0,0\rangle^{+1}\right]=-1$, since the symmetrisation is exclusively contained in the spin wave function. This will be of no further concern to us: there is no corresponding triplet state for the ground state.

In the previous section we explained, that already the choice of the appropriate symmetry class creates entanglement of the states. The symmetry and the exact quantum numbers $n_{c}, m_{c}, n_{r}$ and $m_{r}$ are independent of the value of the interaction strength $\gamma$. We have thus found a possible choice of symmetry class induced by the interaction. For non-vanishing angular momenta, omitting the parity and allowing negative values for $m$ offers another choice of an appropriate basis.

In Table 5.1 and Figure 5.1 we show the reduced von-Neumann entropy $\mathcal{E}_{\mathrm{VN}}$ and the reduced linear entropy $\mathcal{E}_{\mathrm{L}}$ for various eigenstates. The information about the spatial entanglement of a state can be acquired by subtracting unity from $\mathcal{E}_{\mathrm{VN}}$ for $S_{z}=0$. The only pairs of spatially non-entangled singlet and triplet states we found are $|0,1,0,0\rangle^{\epsilon_{p}}$ and $|0,0,0,1\rangle^{\epsilon_{p}}$. Here the even- and odd-parity states are degenerate, so we only consider the even case $\epsilon_{p}=1$. For the second choice of the basis the only spatially nonentangled states we found are the corresponding pairs $(|0,1,0,0\rangle,|0,0,0,1\rangle)$ with $m=1$ and $(|0,-1,0,0\rangle,|0,0,0,-1\rangle)$ with $m=-1$.

### 5.2.3 Origin of Hund's rule

For the unique pair of singlet and triplet states in Hooke's atom to which HFR can be applied the question about validity and its origin emerges. These states follow HFR and the singlet energy grows larger than the corresponding triplet energy with adiabatically increasing interparticle interaction. We show the details of this effect by considering the different parts, which contribute to the total energy in Figure 5.2 a). We observe, that the total energy, the Coulomb energy and the confining harmonic energy are higher for the singlet state. The Coulomb interaction is the main contribution of the energy difference between singlet and triplet states. In contrast to the atomic case, Slater's explanation holds for the harmonic quantum dot: the Fermi hole causes the lower value of the triplet state dominated by the difference in Coulomb interaction. The result for the ratio $\lambda_{2}=3.9999995$ confirms the analytical value derived by Katriel [24].


Figure 5.2: Adiabatically raising the interparticle interaction via the Coulomb strength parameter $\gamma$ lifts the degeneracy of the singlet state $|0,1,0,0\rangle^{+1}$ and the triplet state $|0,0,0,1\rangle^{+1}$ in the harmonic confining potential. The singlet state (blue) has higher energy than the triplet state (red). In a) the differences between the singlet and the triplet energy contributions, according to the virial theorem (2.36), total energy (solid line), Coulomb interaction (dashed line), harmonic potential (dotted line) and kinetic energy (dot-dashed line), are shown. The dashed green lines are the linear fits in the non-interacting limit for the Coulomb interaction and the harmonic confinement. The ratio $\lambda_{2}=3.9999995$ of the two slopes obtained for $\gamma=10^{-7}$ confirms the analytical result (5.2). In b) numerically exact eigenenergies $E_{\text {num }}$ (circles) and the results from first-order perturbation theory $E^{1}$ (lines) are shown. The deviations $E^{1}-E_{\text {num }}$ (circles) are shown in c) and are close to the quadratic fit for the triplet and the singlet case. Small deviations are observed close to $\gamma=1$. The coefficient of the quadratic fit of the singlet state is larger by a factor of approximately ten, in accordance with the significant change in the wave function (compare Figure 5.3).

In order to understand the origin of the Fermi hole we take a deeper look at the structure of the effective potential. This potential consists of the ordinary potential and the dynamic part coming from the angular motion which corresponds to the classical angular momentum barrier. The antisymmetry under interparticle exchange imposes even (odd) values of the angular momentum quantum number in relative coordinates, $m_{r}$, for the singlet (triplet) case. The effective potential depends on this quantum number and thus on the symmetrisation and, already for the non-interacting case, determines the localisation properties of the state. This localisation is responsible for the amount of influence of the Coulomb interaction. The singlet state has vanishing angular momentum in the relative coordinate, while for the triplet state $m_{r}= \pm 1$. In general it may well be possible, that a singlet state has higher relative angular momentum than the corresponding triplet state which would cause a violation of Hund's rule.

The localisation of these states, their corresponding effective potentials and influences of the Coulomb potential are illustrated in Figure 5.3. The singlet state localises close to the origin in the relative coordinate, because it does not feel an angular momentum barrier in this coordinate. The Coulomb term thus has a large influence on the singlet state and the expectation value of the Coulomb interaction reads

$$
\begin{equation*}
{ }^{+1}\langle 0,1,0,0| \frac{1}{r_{\mathrm{rel}}}|0,1,0,0\rangle^{+1}=\sqrt{\frac{\pi}{2}} \text { a.u. . } \tag{5.25}
\end{equation*}
$$

In addition the Coulomb barrier changes the effective potential and the localisation of the state. The triplet state has no probability of presence close to the origin of the relative coordinate, which is reflected in a smaller value of the Coulomb interaction compared with


Figure 5.3: The probability densities of the singlet state $|0,1,0,0\rangle^{+1}$ (blue) and the triplet state $|0,0,0,1\rangle^{+1}$ (red) in the non-interacting ( $\gamma=0$, respectively left) and interacting ( $\gamma=1$, respectively right) harmonic case are pictured here. The grey shadings represent the confining effective potential with the thick equipotential line equal to the eigenenergy of the state. The coloured lines are contour lines of the probability density starting from 0.05 in steps of 0.1 . The probability density of the singlet state is localised close to the origin of the relative coordinates for the non-interacting case and therefore significantly affected by the Coulomb interaction. The triplet state is localised close to the origin of the COM coordinate, but the angular momentum barrier in the relative coordinate repels the wave function from the origin. The Coulomb interaction causes only minor changes in the effective potential and in the localisation of the triplet state.
the singlet case,

$$
\begin{equation*}
{ }^{+1}\langle 0,0,0,1| \frac{1}{r_{\mathrm{rel}}}|0,0,0,1\rangle^{+1}=\sqrt{\frac{\pi}{8}} \text { a.u.. } \tag{5.26}
\end{equation*}
$$

In the interacting case only minor changes in the effective potential and the localisation can be observed.

The rather low dependence of the localisation of both states on the Coulomb interaction suggests application of first-order perturbation theory. The energy levels depend nearly linearly on $\gamma$, see Figure 5.2 b ), particularly for the triplet state, and the deviation is quadratic in $\gamma$ (see Figure 5.2 c$)$ ). They are well described with second-order perturbation theory for both cases.

### 5.3 Quartic case

For purely quartic confining potential the Hamiltonian (1.7) reduces to

$$
\begin{equation*}
H_{\mathrm{quartic}}=\sum_{j=1}^{2}\left[-\frac{1}{2} \nabla_{j}^{2}+\kappa r_{j}^{4}\right]+\frac{\gamma}{r_{12}} \tag{5.27}
\end{equation*}
$$

where we set $\kappa \equiv 1$, the separability in COM and relative motion is lost. Still we can express the potential in the coordinates $r_{\mathrm{COM}}, r_{\text {rel }}$ and $\varphi=\varphi_{\mathrm{COM}}-\varphi_{\mathrm{rel}}$, such that the confining potential is given by

$$
\begin{equation*}
V_{\mathrm{quartic}}\left(r_{\mathrm{COM}}, r_{\mathrm{rel}}, \varphi\right)=2 r_{\mathrm{COM}}^{4}+\frac{1}{8} r_{\mathrm{rel}}^{4}+r_{\mathrm{COM}}^{2} r_{\mathrm{rel}}^{2}\left(3-2 \sin ^{2} \varphi\right) \tag{5.28}
\end{equation*}
$$

There is no dependence on the angle $\vartheta=\varphi_{\mathrm{COM}}+\varphi_{\text {rel }}$, which is the conjugate coordinate to the conserved total angular momentum perpendicular to the plane.

For potentials lacking a further separation, apart from the separation in independent particles for the non-interacting case, there is no subtlety about the applicability of HFR. The interaction does not induce a symmetry other then the independent particle basis and no offset entanglement is introduced to the spatial wave function. This is also valid for the quartic potential. All states arise from (anti-)symmetrisation of one-particle orbitals and the non-interacting eigenenergies can be expressed as the sum of the one-particle solutions, see Section 2.2.3.

Table 5.2: Numerically obtained properties of the states $|1,1,0,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ in the quartic potential. All four states are degenerate for the non-interacting case with the energy $E=12.098604$ a.u.. The approximate quantum numbers are used to calculate the effective potential in Figure 5.5. The expectation value of the Coulomb potential is used for the calculation of first-order perturbation theory in Figure 5.4.

| spin | parity | $\tilde{m}_{\text {rel }}$ | $\left\langle 1 / r_{\text {rel }}\right\rangle[$ a.u.] | $E(\gamma=1)$ [a.u.] |
| :--- | :--- | :--- | :--- | :--- |
| singlet | even | 0.2269 | 1.711000091 | 13.65192024 |
| triplet | even | 1.0090 | 0.966742637 | 13.03986337 |
| singlet | odd | 2.0136 | 0.761620656 | 12.85001951 |
| triplet | odd | 1.0745 | 0.947045869 | 13.02380571 |

For two independent particles with vanishing total angular momentum we find three different classes of states for which HFR can be applied. There are pairs of singlet and triplet states with even parity and pairs with odd parity. Furthermore, there are states of the form $\left|n_{1}, m_{1}, n_{1},-m_{1}\right\rangle_{\mathrm{idp}}^{ \pm 1, \mp 1}$ which give rise to pairs of mixed parity, namely singlet even-parity states corresponding to triplet odd-parity states. In the quartic confining potential we consider 110 states in total, where the highest level is the state $|3,0,3,0\rangle_{\text {idp }}^{+1,+1}$ with eigenenergy $E=36.917640$ a.u.. Within this range there are 25 even-parity pairs and twelve mixed-parity pairs. For all of those the singlet energy is higher than the corresponding triplet energy. For the 16 odd-parity pairs considered the behaviour is inverted and all triplet energies are higher than the corresponding singlet energies. Therefore HFR holds for all the even and mixed-parity pairs, while the odd-parity pairs violate the rule. A similar effect can be observed for atomic helium, which was elaborately investigated in [168] and led to the formulation of the alternating rule. It is an extension to HFR that accounts for states with two open shells, i.e. $m_{1} \geq 1$ and $m_{2} \geq 1$. For vanishing total angular momentum odd parity states necessarily fulfil this restriction. The rule states, that for unnatural parity states, corresponding to odd states for vanishing angular momentum, HFR is reversed, such that singlet states are lower in energy than the associated triplet states.

To understand this behaviour we follow the line of argumentation for the harmonic case. As an example we pick the first pair of states that shows the violation $|1,1,0,-1\rangle_{\text {idp }}^{-1, \pm 1}$. We


Figure 5.4: Energies of pairs of singlet and triplet states with zero angular momentum, and even $|1,1,0,-1\rangle_{\text {idp }}^{+1, \pm 1}$ and odd parity $|1,1,0,-1\rangle_{\text {idp }}^{-1, \pm 1}$ are compared. In a) and d) we show the differences between singlet and triplet state energy for adiabatically varying the interelectron interaction strength $\gamma$. In terms of the virial theorem (2.36) we separately consider total energy (solid line), Coulomb interaction (dashed line), quartic potential (dotted line) and kinetic energy (dot-dashed line). The dashed green lines are the linear fits in the non-interacting limit for the Coulomb interaction and the quartic confinement. The ratio $\lambda_{4} \approx 6.00001$ (5.99995) of the two slopes obtained for $\gamma=10^{-7}$ in the even (odd) parity case confirms the analytical result (5.2). The lowest states follow the alternating rule, the even singlet state (blue) has higher energy than the even triplet state (red) while the odd singlet state (blue) has lower energy than the odd triplet state (red). The Coulomb potential follows the same trend as the total energy. For quartic confinement the numerically exact eigenenergies $E_{\text {num }}$ (circles) and results from first-order perturbation theory $E^{1}$ (lines) are shown in b) and e) for even and odd parity states, respectively. The deviations $E^{1}-E_{\text {num }}$ are shown in c) and f), for even and odd parity states, respectively. For the singlet even case, the blue line is a guide to the eye, while for the other cases the lines are the quadratic fit. For these cases the behaviour of the states confined by a quartic potential can be understood considering first-order perturbation theory. The singlet even state, like in the harmonic potential, is significantly changed by the interaction potential.
compare this pair with the degenerate pair of even states $|1,1,0,-1\rangle_{\text {idp }}^{+1, \pm 1}$. The common eigenenergy in the non-interacting case is $E=12.098604$ a.u., while the energies for the interacting case are given in Table 5.2. Again we start with considering the virial theorem, Equation (2.36), and the splitting of the eigenenergy in kinetic, quartic and Coulomb potential energies (see Figure 5.4 a)). In both cases the potential energies support the trend of the total energy. This is expected for the even-parity case, but surprising for the odd case. Although one pair follows the rule, while the other violates it, the effect appears to have the same origin. The analytical values for the ratio $\lambda_{4}=6$ in the non-interacting limit, compare Equation (5.2), can be confirmed in both cases and again the explanation by Slater generally holds. The investigation in the COM and relative coordinates offered an insight for the harmonic potential, so it appears to be reasonable to consider the same for the quartic potential. In the study of the alternating rule in atomic helium the eigenstates were also projected on a basis in COM and relative coordinates to examine the effect
[168]. We neglect the term depending on the angle $\varphi$ in Equation (5.28) for a moment and assume the solution

$$
\frac{1}{2 \pi} \exp \left[\mathrm{i}\left(\tilde{m}_{\mathrm{COM}} \varphi_{\mathrm{COM}}+\tilde{m}_{\mathrm{rel}} \varphi_{\mathrm{rel}}\right)\right]
$$

for the angular part in the COM and the relative motion with the approximate not necessarily integer-valued quantum numbers $\tilde{m}_{\mathrm{COM}}$ and $\tilde{m}_{\text {rel }}$, see Section 2.3.4. The approximate effective potential including the dependence on the angle $\varphi$ reads

$$
\begin{align*}
V_{\mathrm{eff}}\left(r_{\mathrm{COM}}, r_{\mathrm{rel}}, \varphi\right)= & -\frac{1 / 4-\tilde{m}_{\mathrm{COM}}^{2}}{4 r_{\mathrm{COM}}^{2}}-\frac{1 / 4-\tilde{m}_{\mathrm{rel}}^{2}}{r_{\mathrm{rel}}^{2}} \\
& +\frac{\gamma}{r_{\mathrm{rel}}}+2 r_{\mathrm{COM}}^{4}+\frac{1}{8} r_{\mathrm{rel}}^{4}+r_{\mathrm{COM}}^{2} r_{\mathrm{rel}}^{2}\left(3-2 \sin ^{2} \varphi\right) . \tag{5.29}
\end{align*}
$$

In Figure 5.5 we show the limiting cases for $\sin ^{2} \varphi=0$ (solid line) and $\sin ^{2} \varphi=1$ (dashed line). The numerically obtained wave functions fit very well into these approximate effective potentials. The high angular excitation for the odd singlet state explains the violation of HFR. The angular momentum barrier shapes the localisation of the state such that it has only weak overlap with the Coulomb potential, which becomes obvious when considering the projection of the wave function on the relative radial coordinate alone, see Figure 5.5 f) (blue line).


Figure 5.5: The probability densities of the states $|1,1,0,-1\rangle_{\mathrm{idp}}^{ \pm 1, \pm 1}$ in COM and relative radial distance for the non-interacting case $(\gamma=0)$ confined by a quartic potential. States with even parity are considered in a) singlet, b) triplet and c) the projection (integration over $r_{\text {COM }}$ ) on the relative distance, while states with odd parity are considered in d), e) and f), equivalently. The thick lines represent the equipotential lines equal to the eigenenergy of the effective potential (solid line: $\sin ^{2} \varphi=0$; dashed line: $\sin ^{2} \varphi=1$ ) with the numerically obtained approximate angular quantum numbers $\tilde{m}_{c}$ and $\tilde{m}_{r}$. The projections on the relative distance, c) and f), show the different effect of the Coulomb potential (schematic: solid line) on the respective singlet (blue) and triplet (red) states. The Coulomb potential has a larger effect on the singlet even than on the triplet even state, on the other hand it has a larger effect on the triplet odd state, than on the singlet odd state. This is a consequence of the different approximate relative quantum numbers shown in Table 5.3.

Finally, we also consider first-order perturbation theory for the quartic confinement. The expectation values of the Coulomb potential for the non-interacting eigenstates can be calculated numerically (see Table 5.2). The energies calculated by first-order perturbation
theory are in good agreement with the numerically exact results, see Figure 5.4 b ) and e). The deviation is quadratic in $\gamma$ for most cases, see Figure 5.4 c ) and f), except for the singlet state with even parity. Here the deviation is not quadratic, which means that the localisation of the wave function is significantly changed by the interparticle interaction.

The alternating rule is applicable for all singlet-triplet pairs of states with vanishing angular momentum and is valid in an energy regime up to approximately $E=32$ a.u. (see Table 5.3). For planar confinement the even- and odd-parity states for non-vanishing angular momentum correspond to negative and positive angular momenta and are degenerate. It is not meaningful to apply the alternating rule for these cases.

### 5.4 Further confinements

Since the harmonic confinement shows a very particular behaviour with regard to the applicability of HFR, we wish to address different models that are suited to account for experimental settings. The first choice is our full model potential, which is similar to the purely quartic confinement, but more relevant from the experimental point of view. In order to extend our analysis to a broader footing we additionally investigate the hard-wall potential case. Both examples are planar models and therefore it is only reasonable to address states with vanishing angular momentum considering the alternating rule.

### 5.4.1 Full potential case

We present numerical results for the full potential

$$
\begin{equation*}
H_{\mathrm{full}}=\sum_{j=1}^{2}\left[-\frac{1}{2} \nabla_{j}^{2}+\frac{1}{2} \omega_{0}^{2} r_{j}^{2}+\kappa r_{j}^{4}\right]+\frac{1}{r_{12}} \tag{5.30}
\end{equation*}
$$

where we set $\omega_{0}=1$ and $\kappa=0.1$, in the Appendix A. 3 in Table A.3. For all cases the singlet state has higher energy than the corresponding triplet state, except for pairs of odd parity. We can thus conclude, that the alternating rule is followed by all presented states in the full potential.

### 5.4.2 Planar billiard

As a limiting case for confinement with positive-power-law potentials we consider the planar hard-wall potential. The Hamiltonian in modified atomic units reads

$$
\begin{equation*}
H_{\text {full }}=\sum_{j=1}^{2}\left[-\frac{1}{2} \nabla_{j}^{2}+V_{\text {billiard }}\left(\boldsymbol{r}_{j}\right)\right]+\frac{\gamma}{r_{12}} \tag{5.31}
\end{equation*}
$$

with

$$
V_{\text {billiard }}(\boldsymbol{r})= \begin{cases}0 & |\boldsymbol{r}|<1  \tag{5.32}\\ \infty & |\boldsymbol{r}| \geq 1\end{cases}
$$

The radial solutions of the one-particle system are Bessel functions of the first kind,

$$
\begin{equation*}
\psi_{n, m}(r)=\mathcal{N}_{n, m} J_{m}(z(m, n+1) r) \tag{5.33}
\end{equation*}
$$

where $z(m, n)$ is the $n^{\text {th }}$ zero of $J_{m}(r)$ and $\mathcal{N}_{n, m}$ is a properly defined normalisation factor. The corresponding eigenenergies are given by $E_{n, m}=\frac{1}{2}[z(m, n+1)]^{2}$. The matrix elements

$$
\begin{equation*}
\left.\mathrm{idp}\langle | n_{1}, m_{1}, n_{2}, m_{2}\left|\frac{1}{\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|}\right| n_{1}^{\prime}, m_{1}^{\prime}, n_{2}^{\prime}, m_{2}^{\prime}\right\rangle_{\mathrm{idp}} \tag{5.34}
\end{equation*}
$$

can be calculated via the multipole expansion of the Coulomb term. For each matrix element we calculate approximately 40 terms of the multipole expansion and estimate the remainder as described in Reference [81]. With the equivalently symmetrised basis, as for our general model, Equation (1.18), we evaluate the first and second order corrections. We consider all states for $m=0$ from the ground state up to the quadruplet of states with degenerate unperturbed eigenenergy equal to $E=102.935354$ a.u. (see Appendix A.3, Table A.4). We compare the energies for full Coulomb interaction $(\gamma=1)$ : For mixedand even-parity pairs singlet states are higher in energy than the corresponding triplet states, while for odd-parity pairs this behaviour is reversed. Again, we can conclude, that all considered states follow the alternating rule.

### 5.5 Summary

Recent investigations [24, 106] consider the validity of the extension of HFR to excited states in a planar two-electron quantum dot model with harmonic confinement. For the application of HFR it is a necessary condition, that the singlet and triplet states compared arise from symmetrisation of the same one-electron orbitals. Our analysis shows, that in contrast to assumptions in [24, 106], HFR is in general not applicable.

We have shown the concept of fermionic entanglement witnesses to be a proper tool to investigate the applicability of HFR. The entanglement witnesses were calculated analytically in the non-interacting system by choosing an appropriate basis. Only four states, arising from the degenerate levels with $E=3$ for the non-interacting case can be compared at all. Analysing these states, we found that the original explanation by Slater generally holds for these states. That is, the difference in the Coulombic interparticle interaction term is the dominant contribution of the energy difference between singlet and triplet states. Furthermore, the angular momentum quantum number in relative coordinates is found to be the origin of the Fermi hole and has provided us with a deeper understanding of the difference in the interaction energy.

At first sight, the behaviour for the quartic confinement potential appeared to be peculiar, since HFR is reversed for pairs of odd-parity states with zero angular momentum. Nevertheless it turns out that this behaviour is the expected one, which was already well known for atomic systems and formulated in terms of the alternating rule [168]. For the lowest quadruplet of degenerate states in all four symmetry classes we have shown approximate quantum numbers in COM and relative coordinates to be a meaningful concept in order to understand the origin of the alternating rule in the quartic confinement potential. The localisation of the wave functions is in agreement with the shape of the effective potentials according to the approximate quantum numbers. This is again the origin of the difference in the Coulomb interaction energy, which follows the same trend as the total energy in all considered cases.

Additionally, we have shown evidence that for small deviations from the harmonic confinement, which is a realistic assumption for the description of quantum dots, the alternating rule is also valid.

First-order perturbation theory proved to give meaningful results for the harmonic and the quartic confining potentials considered in this work. Our results for the billiard case resemble those for the quartic confinement and the alternating rule is again valid, up to second-order perturbation theory.

Table 5.3: Numerically obtained properties of some degenerate even and odd parity pairs in the quartic potential. For the quartic confinement all states considered with vanishing angular momentum follow the alternating rule. We show six examples of states, which are degenerate for the non-interacting case and split into four states, one in each symmetry class, when turning on the interaction. The behaviour of the energies is closely related to the approximate angular momentum quantum number in relative coordinates $\tilde{m}_{\text {rel }}$.

| $\epsilon_{p}, \epsilon_{s} \rightarrow$$\left\|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | $\begin{gathered} \pm 1, \pm 1 \\ \hline \gamma=0 \\ E \text { [a.u.] } \end{gathered}$ | +1, +1 |  | $+1,-1$ |  | -1, -1 |  | $-1,+1$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\gamma=1$ |  |  |  |  |  |  |  |
|  |  | $E$ [a.u.] | $\tilde{m}_{\text {rel }}$ | $E$ [a.u.] | $\tilde{m}_{\text {rel }}$ | $E$ [a.u.] | $\tilde{m}_{\text {rel }}$ | $E$ [a.u.] | $\tilde{m}_{\text {rel }}$ |
| $\|1,1,0,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 12.098604 | 13.651920 | 0.227 | 13.039863 | 1.009 | 13.023806 | 1.074 | 12.850020 | 2.014 |
| $\|1,2,0,-2\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 17.159089 | 18.380186 | 1.062 | 17.964433 | 2.015 | 18.070037 | 1.062 | 17.909929 | 2.015 |
| $\|2,1,0,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 18.375959 | 19.820331 | 1.047 | 19.352300 | 1.069 | 19.212249 | 2.071 | 19.140113 | 2.104 |
| $\|1,3,0,-3\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 22.599343 | 23.734568 | 1.284 | 23.359149 | 2.364 | 23.487848 | 1.284 | 23.325314 | 2.364 |
| $\|2,1,1,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 23.678262 | 24.938356 | 1.028 | 24.515878 | 1.982 | 24.524989 | 2.042 | 24.331156 | 3.576 |
| $\|2,2,0,-2\rangle\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 23.869758 | 25.105915 | 2.061 | 24.699766 | 2.088 | 24.717959 | 2.061 | 24.634682 | 2.088 |

## Conclusion and Perspectives

## Conclusion

In this thesis a variety of aspects of planar two-electron quantum dots is presented. For the well-known Hooke's atom with harmonic confinement aspects of entanglement are addressed and assist to understand the applicability of Hund's first rule. Applicability, validity and origin of Hund's first rule are investigated for Hooke's atom and for further confinement potentials. We have presented a detailed description of a numerically exact treatment of planar two-electron quantum dots, which extends the common harmonic model by introducing a quartic potential term. Our approach provides an accurate characterisation of the spectrum of this system for a wide range of different parameters and symmetry classes. This has been exploited for studying anharmonic effects in the complexity of this system. Methods for the numerical time propagation are introduced and further aspects of the complexity of the system are presented. In the following we will draw the main conclusions of these investigations.

The extraordinary property of the harmonic confinement potential to be separable in centre-of-mass and relative coordinates for any kind of interaction between the particles makes this model so simple and successful in the description of quantum dots. We analysed the specific algebraic properties considering angular momentum, singlet and triplet spin states and parity symmetry. Based on these properties we present the concept of the offset entanglement in the non-interacting limit.

Entanglement witnesses in the non-interacting limit have revealed that the effect of the interaction is twofold. By the choice of a particular symmetry class the interaction induces entanglement for various states, already in the limit of vanishing interaction strength. Secondly, turning on the interaction further entangles the states as described in recent investigations [46, 47, 42]. The offset entanglement can be calculated for the non-interacting model solely by imposing the correct symmetrisation of the state. As a consequence it can at least qualitatively explain several effects reported in the recent literature: (i) the non-vanishing entanglement in the non-interacting limit in harmonically confined two-electron quantum dot structures [47]; (ii) the different saturation limit for the entanglement in these models in comparison with atomic helium [47, 45]; (iii) the minimum in the linear entropy linked with the transition from cylindrical to spherical symmetry in the model involving a magnetic field [42]. Furthermore, we use the offset entanglement to determine for which states Hund's first rule is applicable in Hooke's atom. We find that Hund's first rule can only be applied to one particular pair of singlet and triplet states, including both parities. For these states we show the angular momentum quantum numbers in centre-of-mass and relative coordinates to describe the localisation of the states. The influence of the localisation on the effect of the interparticle interaction is the origin of Hund's first rule.

The harmonic confinement seems to be the exception, where Hund's first rule is applicable for a minority of states only, while in other systems, lacking the separability in
centre-of-mass and relative coordinates, the applicability of Hund's first rule is generally given. The alternating rule is found to be valid for purely quartic confinement: Hund's first rule is reversed for odd parity states. The localisation of the states according to approximate angular momentum quantum numbers in centre-of-mass and relative coordinates is responsible for this effect. In a hard-wall potential model the alternating rule is also found to be valid. Thus, we believe that the alternating rule is valid for a wide range of confining potentials, as long as the correlation effects are to a certain extent weak.

The shell filling for few-electron quantum dots with a quartic potential perturbing the harmonic confinement has been considered and Hund's rules were found to be valid [21]. This is true for the ground states of quantum dots with a varying number of electrons. Nevertheless, in the two-electron case, the extended application of Hund's first rule to excited states holds only for even parity, while for odd parity the more general alternating rule needs to be applied and we have shown strong evidence that it is extensively valid. This system is fundamentally different from Hooke's atom since the separation in centre-of-mass and relative coordinates is not given. As a consequence all degrees of freedom couple and the dynamics is rendered mixed regular-chaotic. The interplay between the Coulomb interaction and the anharmonic term is responsible for a significant reduction of the regions of regular classical motion of the planar quantum dot, which otherwise is integrable. The analysis of the classical dynamics by means of the dominant frequencies of the trajectories show a mixed regular-chaotic phase space. On the quantum level, a detailed analysis of different measures of complexity supports this result. The complexity arises for small values of the quartic potential strength $\kappa$ in the interacting harmonic quantum dot. The nearest-neighbour spacing distribution can be described by distributions for mixed regular-chaotic dynamics [61, 60,63]. The occurrence of avoided crossings is typical for chaotic dynamics, while the great number of solitonic states characterise a mixed regime. The information entropy of the basis representation in the non-interacting harmonic basis revealed a rising complexity of the states for higher energies. Finally a dynamic property, the quantum fidelity susceptibility of eigenstates, particularly indicates the loss of separability. We confirm the behaviour of the susceptibility by numerically propagating the equations of motion and by an analytical derivation based solely on static properties of the system.

Depending on the material of the quantum dot, magnetic fields of the order of some Tesla might suppress deviations from the harmonic potential. Increasing the magnetic field breaks the condition $\omega_{x y} \ll \omega_{z}$ justifying the two-dimensional approximation. Therefore, the magnetic field can be used for a controlled transition from an effectively twodimensional to a three-dimensional system. The effect of the third dimension can be taken into account by the choice of the parameters [101]: The interaction strength $\gamma$ decreases towards the three-dimensional system or equivalently the confining potential strengths $\omega$ and $\kappa$ increase, as a consequence of our choice of units. Since our results do not strongly depend on these parameters, our analysis of the complexity is to a large extent independent of the dimensionality.

The investigations of the quantum fidelity of eigenstates are at the same time the first step towards the investigation of a certain phenomenon reported for many-body systems. The quantum fidelity decay for such systems described with mean-field approaches show an unusual decay behaviour $[54,55,56]$. Our model of a planar two-electron quantum dot with harmonic confinement and a quartic perturbation that renders the dynamics mixed regular-chaotic can be used address this phenomenon. It needs to be clarified, if the effect is due to the mean-field treatment or associated to the complex dynamics. For this purpose we have implemented, tested and further developed different time-evolution methods of which we discuss three in particular. The Fatunla method has the advantage of an adaptive
time step and is particularly suited for time-depending problems. Short computation times and a very good conservation of the norm feature the Arnoldi method. A very accurate and sophisticated method is the iterative predictor-corrector scheme introduced. In the latter, we present a method to adapt the time step based on the precision of the norm, which is in general close to machine precision.

Based on a versatile numerical approach we perform a detailed characterisation of the complexity of the anharmonic model. We derive general results for the entanglement of models with harmonic confinement and arbitrary interaction. A profound investigation of Hund's first rule for quantum dots with different confinements is presented. Furthermore, a basis for exact investigations of time-dependent phenomena is provided and first results are presented. Eventually, we shed some light on a variety of aspects of two-electron quantum dots.

## Perspectives

One of the main results of this thesis is an exact numerical approach to a planar twoelectron quantum dot with complex dynamics including accurate time-evolution methods. Beyond the investigations of the quantum fidelity of eigenstates different initial states, in particular Gaussian distributions, can be used. It might be possible to confirm the unusual behaviour of the fidelity decay reported for many-body systems. On the other hand, the manipulation of the perturbing potential in order to fulfil the condition for quantum freezing might unmask the unusual decay to be caused by the mean-field approximation.

The algebraic representation of observables is easily evaluated and in parts already implemented in the numerical approach. In particular the dipole operator, implemented for the calculation of the oscillator strengths, can be used to calculate the interaction of the quantum dot with electromagnetic fields in dipole approximation. This offers the opportunity to investigate phenomena connected to the interactions of quantum dots with laser pulses.

Another system which is easily accessible with our method is obtained by changing the sign in front of the harmonic potential. This minor change will lead to the description of a planar two-electron quantum ring [186].

For systems showing a particular separation of variables further investigations of the offset entanglement might clarify properties of the interacting model. For example, in the case of cylindrically symmetric quantum dots with applied magnetic field reported in [42], we expect the entanglement of excited states in the non-interacting limit to depend discontinuously on the magnetic field.

## Appendix A

## Addenda to the thesis

## A. 1 Modified atomic units

We apply modified atomic units $(\gamma \equiv 1)$, where we set $\hbar=m_{*}=\left(4 \pi \epsilon_{0} \epsilon\right)^{-1}=q_{e}=k_{B}=1$. The natural scales are the modified Bohr-radius

$$
a_{0}=\frac{4 \pi \epsilon_{0} \epsilon \hbar^{2}}{m_{*} q_{e}^{2}}
$$

the modified Hartree energy

$$
E_{\mathrm{h}}=\frac{m_{*} q_{e}^{4}}{\left(4 \pi \epsilon_{0} \epsilon \hbar\right)^{2}},
$$

the natural frequency

$$
\nu_{0}=\frac{E_{\mathrm{h}}}{\hbar}=\frac{m_{*} q_{e}^{4}}{\hbar^{3}\left(4 \pi \epsilon_{0} \epsilon\right)^{2}},
$$

and the natural timescale

$$
t_{0}=\frac{\hbar}{E_{\mathrm{h}}}=\frac{\hbar^{3}\left(4 \pi \epsilon_{0} \epsilon\right)^{2}}{m_{*} q_{e}^{4}} .
$$

A typical value for the confining potential is $E_{0}=\hbar \tilde{\omega}_{0}=3 \mathrm{meV}$ [20], which implies that

Table A.1: Solid state quantum dots are most commonly realised on substrates of Indium Arsenide ( $\operatorname{InAs}$ ) and Gallium Arsenide (GaAs). For both cases we supply the values of the effective electron mass $m^{*}$, the dielectric constant $\epsilon$ and the natural scales.

| Substrate | $m^{*}\left[m_{e}\right]$ | $\epsilon\left[\epsilon_{0}\right]$ | $a_{0}[\mathrm{~nm}]$ | $E_{\mathrm{h}}[\mathrm{meV}]$ | $\nu_{0}[\mathrm{THz}]$ | $t_{0}[\mathrm{psec}]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| InAs | 0.023 | 15.15 | 35 | 2.7 | 4.14 | 0.24 |
| GaAs | 0.063 | 12.9 | 11 | 10 | 15.65 | 0.066 |

$\omega_{0}$ is of order unity. The ratio of the harmonic confining potential to the natural energy scale of one Hartree $\left(E_{\mathrm{h}}\right)$ is expressed as $\omega_{0}=E_{0} / E_{\mathrm{h}}$. We set $\omega_{0} \equiv 1$ in most of our calculations.

The effect of a magnetic field depends strongly on the material. A magnetic field of one Tesla leads to $\omega_{B} \approx 1$ for InAs, while for GaAs it leads to $\omega_{B} \approx 0.1$.

## A. 2 Parameters of the predictor-corrector scheme

## Implicit Radau-type four-step Runge-Kutta method

The corrector for the predictor-corrector scheme discussed in Section 4.2.4 is based on an implicit Radau II A type Runge-Kutta method of order 7. For this method the consecutive vectors are calculated by

$$
\mathbf{y}_{n+1}=\mathbf{y}_{n}-\mathrm{i} \delta t \sum_{i=1}^{4} b_{i} \boldsymbol{H}\left(t_{n}+\tau_{i}\right) \mathbf{Y}_{i}
$$

The intermediate vectors $\boldsymbol{Y}_{i}$ are calculated with the following implicit scheme

$$
\left(\begin{array}{c}
\mathbf{Y}_{1} \\
\vdots \\
\mathbf{Y}_{4}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{y}_{n} \\
\vdots \\
\mathbf{y}_{n}
\end{array}\right)-\mathrm{i} \delta t\left(\begin{array}{ccc}
a_{11} \boldsymbol{H}\left(t_{n}+\tau_{1}\right) & \ldots & a_{14} \boldsymbol{H}\left(t_{n}+\tau_{4}\right) \\
\vdots & \ddots & \vdots \\
a_{41} \boldsymbol{H}\left(t_{n}+\tau_{1}\right) & \ldots & a_{44} \boldsymbol{H}\left(t_{n}+\tau_{4}\right)
\end{array}\right)\left(\begin{array}{c}
\mathbf{Y}_{1} \\
\vdots \\
\mathbf{Y}_{4}
\end{array}\right)
$$

where $\boldsymbol{a}=\left(a_{i j}\right)$ and $\boldsymbol{b}=\left(b_{i}\right)$ are the parameters of the Runge-Kutta-method. The intermediate time steps are related to the parameters $c_{i}=\tau_{i} / \delta t$. All parameters can in general derived by a collocation method with arbitrary precision [123]. We show the parameters in the well-known Butcher tableau with only six digits (see Table A.2).

Table A.2: Butcher tableau for the implicit Radau II A type Runge-Kutta method. The first column contains the parameters $c_{i}$ counting downwards. The last row contains the parameters $b_{j}$ counting from left to right. The matrix in the middle contains the parameters $a_{i j}$, accordingly. Notice that $\sum_{j=1}^{4} a_{i j}=c_{i}$ as usual for Runge-Kutta methods. The method fulfils the property $b_{j}=a_{4 j}$ and is thus called to be "stiffly accurate" and is particularly suited for stiff problems.

| 0.088588 | 0.112999 | -0.040309 | 0.025802 | -0.009905 |
| :--- | ---: | ---: | ---: | ---: |
| 0.409467 | 0.234384 | 0.206893 | -0.047857 | 0.016047 |
| 0.787659 | 0.216682 | 0.406123 | 0.189036 | -0.024182 |
| 1.000000 | 0.220462 | 0.388193 | 0.328844 | 0.062500 |
| $i \downarrow j \rightarrow$ | 0.220462 | 0.388193 | 0.328844 | 0.062500 |

## Parameters of the iterative corrector scheme

The diagonal matrix $\boldsymbol{d}=\operatorname{diag}\left(d_{11}, . ., d_{44}\right)$ chosen for fast convergence of the iterative corrector scheme is taken from [187]:

$$
\begin{aligned}
d_{11} & =0.32049937, \\
d_{22} & =0.08915379, \\
d_{33} & =0.18173957, \\
d_{44} & =0.23336280
\end{aligned}
$$

## A. 3 Spectral properties for the full potential and the planar billiard

This addendum complements Chapter 5. Spectral properties of the full potential $\left(\omega_{0}=1\right.$, $\kappa=0.1$, and $\gamma=1$ ) and the planar two-electron billiard are presented in Tables A. 3 and A.4, respectively.

Table A.3: For the full potential we show all states $\left(\left|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}\right)$ with vanishing angular momentum up to the fourth state that exists only as singlet even $|3,0,3,0\rangle_{\text {idp }}^{+1,+1}$. All pairs of singlet and triplet spin symmetry presented here follow the alternating rule. For the parity mixing pairs the singlet has higher eigenenergy than the triplet in all cases.

| $\epsilon_{p}, \epsilon_{s} \rightarrow$ | $\pm 1, \pm 1$ | +1, +1 | +1, -1 | -1, -1 | $-1,+1$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| States | $E(\gamma=0)$ | $E(\gamma=1)$ |  |  |  |
| $\|0,0,0,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 2.300376 | 3.445300 |  |  |  |
| $\|0,1,0,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 4.828681 | 5.901348 |  | 5.526039 |  |
| $\|1,0,0,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 5.026830 | 6.210941 | 5.745411 |  |  |
| $\|0,2,0,-2\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 7.544645 | 8.304078 |  | 8.221913 |  |
| $\|1,0,1,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 7.753283 | 8.658231 |  |  |  |
| $\mid 1,1,0,-1)_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 7.809767 | 8.939785 | 8.507135 | 8.509367 | 8.374386 |
| $\|2,0,0,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 8.205149 | 9.297429 | 8.932604 |  |  |
| $\|0,3,0,-3\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 10.422142 | 11.168524 |  | 11.067339 |  |
| $\|1,2,0,-2\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 10.743092 | 11.550716 | 11.311839 | 11.346638 | 11.298899 |
| $\|1,1,1,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 10.790854 | 11.660480 |  | 11.437097 |  |
| $\|2,0,1,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 10.931602 | 11.915729 | 11.544597 |  |  |
| $\|2,1,0,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 11.169260 | 12.255326 | 11.884325 | 11.804700 | 11.736365 |
| $\|3,0,0,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 11.718736 | 12.694313 | 12.429348 |  |  |
| $\|0,4,0,-4\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 13.442625 | 14.161967 |  | 14.063219 |  |
| $\|1,3,0,-3\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 13.811615 | 14.545183 | 14.356594 | 14.452876 | 14.341369 |
| $\mid 1,2,1,-2)_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 13.941538 | 14.605366 |  | 14.518543 |  |
| $\|2,0,2,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 14.109921 | 14.864683 |  |  |  |
| $\|2,1,1,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 14.150347 | 15.029219 | 14.762885 | 14.756618 | 14.625066 |
| $\|2,2,0,-2\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 14.268852 | 15.116291 | 14.849053 | 14.906673 | 14.830529 |
| $\|3,0,1,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 14.445189 | 15.433439 | 15.088643 |  |  |
| $\|3,1,0,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 14.828671 | 15.814453 | 15.532502 | 15.412681 | 15.379656 |
| $\|4,0,0,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 15.507363 | 16.388931 | 16.196457 |  |  |
| $\|0,5,0,-5\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 16.592132 | 17.286283 |  | 17.192212 |  |
| $\|1,4,0,-4\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 17.003417 | 17.738025 | 17.524732 | 17.626659 | 17.512953 |
| $\|1,3,1,-3\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 17.201089 | 17.825499 |  | 17.750490 |  |
| $\|2,2,1,-2\rangle\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 17.467298 | 18.143407 | 17.959234 | 17.993150 | 17.948675 |

Continued on next page
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| $\epsilon_{p}, \epsilon_{s} \rightarrow$ | $\pm 1, \pm 1$ | +1, +1 | +1, -1 | -1, -1 | $-1,+1$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| States | $E(\gamma=0)$ | $E(\gamma=1)$ |  |  |  |
| $\|2,3,0,-3\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 17.490745 | 18.232610 | 18.045281 | 18.060870 | 18.028437 |
| $\|2,1,2,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 17.509840 | 18.262858 |  | 18.125871 |  |
| $\|3,0,2,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 17.623508 | 18.476730 | 18.175475 |  |  |
| $\|3,1,1,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 17.809757 | 18.752802 | 18.458853 | 18.386646 | 18.304178 |
| $\|3,2,0,-2\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 18.065858 | 18.820033 | 18.635417 | 18.650041 | 18.613835 |
| $\|4,0,1,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 18.233816 | 19.157663 | 18.875963 |  |  |
| $\|4,1,0,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 18.741379 | 19.630870 | 19.426534 | 19.291770 | 19.274082 |
| $\|5,0,0,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 19.532674 | 20.344307 | 20.200976 |  |  |
| $\|0,6,0,-6\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 19.859704 | 20.531683 |  | 20.442313 |  |
| $\|1,5,0,-5\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 20.308870 | 21.017504 | 20.810666 | 20.912889 | 20.801416 |
| $\|1,4,1,-4\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 20.564210 | 21.164293 |  | 21.094610 |  |
| $\|3,3,0,-3\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 20.824908 | 21.499174 | 21.341913 | 21.393522 | 21.329198 |
| $\|2,3,1,-3\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 20.880218 | 21.523390 | 21.375837 | 21.464398 | 21.358846 |
| $\|2,2,2,-2\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 20.993059 | 21.602197 |  | 21.517722 |  |
| $\|3,0,3,0\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 21.137096 | 21.796490 |  |  |  |

Table A.4: For the billiard potential $V_{\text {billiard }}$ we show unperturbed energies and the first- and second-order corrections for the first 67 states in all four symmetry classes with vanishing angular momentum. Values are given in modified atomic units. All presented states follow the alternating rule considering full Coulomb interaction $(\gamma=1)$.

| $\epsilon_{p}, \epsilon_{s} \rightarrow$ | $\pm 1, \pm 1$ | $+1,+1$ |  | $+1,-1$ |  | -1, -1 |  | $-1,+1$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | $E(\gamma=0)$ | $\mathcal{O}(\gamma)$ | $\mathcal{O}\left(\gamma^{2}\right)$ | $\mathcal{O}(\gamma)$ | $\mathcal{O}\left(\gamma^{2}\right)$ | $\mathcal{O}(\gamma)$ | $\mathcal{O}\left(\gamma^{2}\right)$ | $\mathcal{O}(\gamma)$ | $\mathcal{O}\left(\gamma^{2}\right)$ |
| $\|0,0,0,0\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 5.783186 | 2.596 | -0.96 |  |  |  |  |  |  |
| $\|0,1,0,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 14.681971 | 3.322 | -0.70 |  |  | 0.903 | -0.08 |  |  |
| $\|1,0,0,0\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 18.127224 | 3.120 | -0.61 | 1.660 | -0.09 |  |  |  |  |
| $\|0,2,0,-2\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 26.374616 | 2.747 | -0.26 |  |  | 1.207 | $-0.05$ |  |  |
| $\|1,0,1,0\rangle_{\mathrm{idp}, \epsilon_{s}}^{\epsilon_{p}}$ | 30.471262 | 2.481 | $-0.35$ |  |  |  |  |  |  |
| $\|1,1,0,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 31.950213 | 3.921 | -0.49 | 1.908 | -0.07 | 1.908 | -0.09 | 1.178 | -0.03 |
| $\|2,0,0,0\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 40.335096 | 2.815 | -0.36 | 1.923 | -0.08 |  |  |  |  |
| $\mid 0,3,0,-3)_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 40.706466 | 2.510 | 0.05 |  |  | 1.323 | -0.04 |  |  |
| $\|1,2,0,-2\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 48.612308 | 3.136 | -0.27 | 1.636 | -0.06 | 1.636 | -0.04 | 1.351 | -0.03 |
| $\|1,1,1,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 49.218456 | 3.279 | -0.40 |  |  | 1.134 | -0.03 |  |  |
| $\|2,0,1,0\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 52.679135 | 3.092 | -0.08 | 1.658 | 0.00 |  |  |  |  |
| $\|0,4,0,-4\rangle_{i d p}^{\epsilon_{p}, \epsilon_{s}}$ | 57.582941 | 2.380 | 0.18 |  |  | 1.388 | -0.02 |  |  |
| $\|2,1,0,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 59.090712 | 3.533 | -0.29 | 2.193 | $-0.07$ | 2.193 | -0.09 | 1.250 | -0.03 |
| $\|1,3,0,-3\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 67.992019 | 2.797 | 0.12 | 1.539 | -0.01 | 1.539 | -0.02 | 1.395 | -0.02 |
| $\|1,2,1,-2\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 70.849999 | 2.743 | -0.75 |  |  | 1.427 | -0.03 |  |  |
| $\|3,0,0,0\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 72.411735 | 2.693 | 0.06 | 2.032 | -0.08 |  |  |  |  |
| $\|2,0,2,0\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 74.887007 | 2.439 | -0.28 |  |  |  |  |  |  |

Table A. 4 - continued from previous page

| $\epsilon_{p}, \epsilon_{s} \rightarrow$ | $\pm 1, \pm 1$ | +1, +1 |  | $+1,-1$ |  | -1, -1 |  | $-1,+1$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\|n_{1}, m_{1}, n_{2}, m_{2}\right\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | $E(\gamma=0)$ | $\mathcal{O}(\gamma)$ | $\mathcal{O}\left(\gamma^{2}\right)$ | $\mathcal{O}(\gamma)$ | $\mathcal{O}\left(\gamma^{2}\right)$ | $\mathcal{O}(\gamma)$ | $\mathcal{O}\left(\gamma^{2}\right)$ | $\mathcal{O}(\gamma)$ | $\mathcal{O}\left(\gamma^{2}\right)$ |
| $\|2,1,1,-1\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 76.358955 | 4.084 | -0.34 | 2.001 | -0.02 | 2.001 | $-0.03$ | 1.238 | -0.01 |
| $\|0,5,0,-5\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 76.938928 | 2.299 | 0.57 |  |  | 1.432 | -0.01 |  |  |
| $\|2,2,0,-2\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 80.697663 | 2.833 | -0.06 | 1.823 | -0.05 | 1.823 | -0.04 | 1.438 | -0.03 |
| $\|3,0,1,0\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 84.755773 | 2.812 | 0.10 | 1.901 | 0.01 |  |  |  |  |
| $\|1,4,0,-4\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 90.005368 | 2.602 | 0.25 | 1.497 | 0.01 | 1.497 | 0.01 | 1.414 | -0.01 |
| $\|1,3,1,-3\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 95.277573 | 2.509 | -0.95 |  |  | 1.519 | -0.03 |  |  |
| $\|3,1,0,-1\rangle_{\text {idp }}^{\epsilon_{p}, \epsilon_{s}}$ | 96.101369 | 3.363 | 0.59 | 2.328 | $-0.07$ | 2.328 | -0.09 | 1.235 | -0.02 |
| $\|0,6,0,-6\rangle_{\mathrm{idp}}^{\epsilon_{p}, \epsilon_{s}}$ | 98.726272 | 2.243 | 0.21 |  |  | 1.466 | 0.01 |  |  |
|  | 102.935354 | 3.329 | -0.62 | 1.743 | $-0.07$ | 1.743 | -0.01 | 1.436 | -0.01 |

## A. 4 Level structure of the harmonic model

The system of two non-interacting Fermions in a planar harmonic confinement is described by the Hamiltonian

$$
\begin{equation*}
H=-\frac{1}{2}\left(\nabla_{1}^{2}+\nabla_{2}^{2}\right)+\frac{\omega_{0}^{2}}{2}\left(r_{1}^{2}+r_{2}^{2}\right) \tag{A.1}
\end{equation*}
$$

The energy levels are given by $E_{n}=\omega(n+2)$ with the principal quantum number $n \in \mathbb{N}_{0}$ The degeneracy of each of these levels is $\#\left(E_{n}\right)=\frac{1}{6}(n+1)(n+2)(n+3)$ leading to a total number of $\frac{1}{24}(N+1)(N+2)(N+3)(N+4)$ states with principal quantum number $n \leq N$. We distinguish between states with different total angular momentum $m \in \mathbb{Z}$. States can have singlet $\left(\epsilon_{s}=+1\right)$ or triplet $\left(\epsilon_{s}=-1\right)$ spin symmetry. For zero angular momentum the states can have even $\left(\epsilon_{p}=+1\right)$ or odd $\left(\epsilon_{p}=-1\right)$ parity (see Table A.5). For nonvanishing angular momentum the degeneracy for positive or negative angular momenta is equal (see Tables A. 6 and A.7). Symmetrising with the parity operator for these cases gives the same degeneracy for even and odd parity as for positive and negative angular momenta.

Table A.5: Degeneracies for two Fermions in the non-interacting harmonic model for zero angular momentum. We show the principal quantum numbers $n$, the energies $E_{n}=2+n$ and the corresponding degeneracies $\# E_{n}$ in each of the four symmetry classes. We also show the cumulative number of states $\Sigma\left(\# E_{n}\right)$ in each symmetry class.

| $n$ | $E_{n}$ | $\epsilon_{s}=+1$, singlet |  |  |  | $\epsilon_{s}=-1$, triplet |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\epsilon_{p}=+1$ |  | $\epsilon_{p}=-1$ |  | $\epsilon_{p}=+1$ |  | $\epsilon_{p}=-1$ |  |
|  |  | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ |
| 0 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 4 | 2 | 3 | 0 | 0 | 1 | 1 | 1 | 1 |
| 4 | 6 | 4 | 7 | 1 | 1 | 2 | 3 | 2 | 3 |
| 6 | 8 | 6 | 13 | 2 | 3 | 4 | 7 | 4 | 7 |
| 8 | 10 | 9 | 22 | 4 | 7 | 6 | 13 | 6 | 13 |
| 10 | 12 | 12 | 34 | 6 | 13 | 9 | 22 | 9 | 22 |
| 12 | 14 | 16 | 50 | 9 | 22 | 12 | 34 | 12 | 34 |
| 14 | 16 | 20 | 70 | 12 | 34 | 16 | 50 | 16 | 50 |
| 16 | 18 | 25 | 95 | 16 | 50 | 20 | 70 | 20 | 70 |
| 18 | 20 | 30 | 125 | 20 | 70 | 25 | 95 | 25 | 95 |
| 20 | 22 | 36 | 161 | 25 | 95 | 30 | 125 | 30 | 125 |
| 22 | 24 | 42 | 203 | 30 | 125 | 36 | 161 | 36 | 161 |
| 24 | 26 | 49 | 252 | 36 | 161 | 42 | 203 | 42 | 203 |
| 26 | 28 | 56 | 308 | 42 | 203 | 49 | 252 | 49 | 252 |
| 28 | 30 | 64 | 372 | 49 | 252 | 56 | 308 | 56 | 308 |
| 30 | 32 | 72 | 444 | 56 | 308 | 64 | 372 | 64 | 372 |
| 32 | 34 | 81 | 525 | 64 | 372 | 72 | 444 | 72 | 444 |
| 34 | 36 | 90 | 615 | 72 | 444 | 81 | 525 | 81 | 525 |
| 36 | 38 | 100 | 715 | 81 | 525 | 90 | 615 | 90 | 615 |
| 38 | 40 | 110 | 825 | 90 | 615 | 100 | 715 | 100 | 715 |
| 40 | 42 | 121 | 946 | 100 | 715 | 110 | 825 | 110 | 825 |
| 42 | 44 | 132 | 1078 | 110 | 825 | 121 | 946 | 121 | 946 |
| 44 | 46 | 144 | 1222 | 121 | 946 | 132 | 1078 | 132 | 1078 |
| 46 | 48 | 156 | 1378 | 132 | 1078 | 144 | 1222 | 144 | 1222 |
| 48 | 50 | 169 | 1547 | 144 | 1222 | 156 | 1378 | 156 | 1378 |
| 50 | 52 | 182 | 1729 | 156 | 1378 | 169 | 1547 | 169 | 1547 |
| 52 | 54 | 196 | 1925 | 169 | 1547 | 182 | 1729 | 182 | 1729 |
| 54 | 56 | 210 | 2135 | 182 | 1729 | 196 | 1925 | 196 | 1925 |
| 56 | 58 | 225 | 2360 | 196 | 1925 | 210 | 2135 | 210 | 2135 |
| 58 | 60 | 240 | 2600 | 210 | 2135 | 225 | 2360 | 225 | 2360 |

Table A.6: Degeneracies for two Fermions in the non-interacting harmonic model with odd angular momenta. We show the principal quantum numbers $n$, the energies $E_{n}=2+n$ and the corresponding degeneracies $\# E_{n}$. The degeneracies are equal for positive and negative angular momentum and for singlet and triplet spin symmetry. We also show the cumulative number of states $\Sigma\left(\# E_{n}\right)$.

| $n$ | $E_{n}$ | $m= \pm 1$ |  | $m= \pm 3$ |  | $m= \pm 5$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ |
| 1 | 3 | 1 | 1 | 0 | 0 | 0 | 0 |
| 3 | 5 | 3 | 4 | 2 | 2 | 0 | 0 |
| 5 | 7 | 6 | 10 | 5 | 7 | 3 | 3 |
| 7 | 9 | 10 | 20 | 9 | 16 | 7 | 10 |
| 9 | 11 | 15 | 35 | 14 | 30 | 12 | 22 |
| 11 | 13 | 21 | 56 | 20 | 50 | 18 | 40 |
| 13 | 15 | 28 | 84 | 27 | 77 | 25 | 65 |
| 15 | 17 | 36 | 120 | 35 | 112 | 33 | 98 |
| 17 | 19 | 45 | 165 | 44 | 156 | 42 | 140 |
| 19 | 21 | 55 | 220 | 54 | 210 | 52 | 192 |
| 21 | 23 | 66 | 286 | 65 | 275 | 63 | 255 |
| 23 | 25 | 78 | 364 | 77 | 352 | 75 | 330 |
| 25 | 27 | 91 | 455 | 90 | 442 | 88 | 418 |
| 27 | 29 | 105 | 560 | 104 | 546 | 102 | 520 |
| 29 | 31 | 120 | 680 | 119 | 665 | 117 | 637 |
| 31 | 33 | 136 | 816 | 135 | 800 | 133 | 770 |
| 33 | 35 | 153 | 969 | 152 | 952 | 150 | 920 |
| 35 | 37 | 171 | 1140 | 170 | 1122 | 168 | 1088 |
| 37 | 39 | 190 | 1330 | 189 | 1311 | 187 | 1275 |
| 39 | 41 | 210 | 1540 | 209 | 1520 | 207 | 1482 |
| 41 | 43 | 231 | 1771 | 230 | 1750 | 228 | 1710 |
| 43 | 45 | 253 | 2024 | 252 | 2002 | 250 | 1960 |
| 45 | 47 | 276 | 2300 | 275 | 2277 | 273 | 2233 |
| 47 | 49 | 300 | 2600 | 299 | 2576 | 297 | 2530 |
| 49 | 51 | 325 | 2925 | 324 | 2900 | 322 | 2852 |
| 51 | 53 | 351 | 3276 | 350 | 3250 | 348 | 3200 |
| 53 | 55 | 378 | 3654 | 377 | 3627 | 375 | 3575 |
| 55 | 57 | 406 | 4060 | 405 | 4032 | 403 | 3978 |
| 57 | 59 | 435 | 4495 | 434 | 4466 | 432 | 4410 |

Table A.7: Degeneracies for two Fermions in the non-interacting harmonic model for even angular momenta. We show the principal quantum numbers $n$, the energies $E_{n}=2+n$ and the corresponding degeneracies $\# E_{n}$. The degeneracies are equal for positive and


| $n$ | $E_{n}$ | $m= \pm 2$ |  |  |  | $m= \pm 4$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\epsilon_{s}=+1$, singlet |  | $\epsilon_{s}=-1$, triplet |  | $\epsilon_{s}=+1$, singlet |  | $\epsilon_{s}=-1$, triplet |  |
|  |  | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ | $\# E_{n}$ | $\Sigma\left(\# E_{n}\right)$ |
| 2 | 4 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 |
| 4 | 6 | 4 | 6 | 4 | 5 | 3 | 3 | 2 | 2 |
| 6 | 8 | 8 | 14 | 7 | 12 | 6 | 9 | 6 | 8 |
| 8 | 10 | 12 | 26 | 12 | 24 | 11 | 20 | 10 | 18 |
| 10 | 12 | 18 | 44 | 17 | 41 | 16 | 36 | 16 | 34 |
| 12 | 14 | 24 | 68 | 24 | 65 | 23 | 59 | 22 | 56 |
| 14 | 16 | 32 | 100 | 31 | 96 | 30 | 89 | 30 | 86 |
| 16 | 18 | 40 | 140 | 40 | 136 | 39 | 128 | 38 | 124 |
| 18 | 20 | 50 | 190 | 49 | 185 | 48 | 176 | 48 | 172 |
| 20 | 22 | 60 | 250 | 60 | 245 | 59 | 235 | 58 | 230 |
| 22 | 24 | 72 | 322 | 71 | 316 | 70 | 305 | 70 | 300 |
| 24 | 26 | 84 | 406 | 84 | 400 | 83 | 388 | 82 | 382 |
| 26 | 28 | 98 | 504 | 97 | 497 | 96 | 484 | 96 | 478 |
| 28 | 30 | 112 | 616 | 112 | 609 | 111 | 595 | 110 | 588 |
| 30 | 32 | 128 | 744 | 127 | 736 | 126 | 721 | 126 | 714 |
| 32 | 34 | 144 | 888 | 144 | 880 | 143 | 864 | 142 | 856 |
| 34 | 36 | 162 | 1050 | 161 | 1041 | 160 | 1024 | 160 | 1016 |
| 36 | 38 | 180 | 1230 | 180 | 1221 | 179 | 1203 | 178 | 1194 |
| 38 | 40 | 200 | 1430 | 199 | 1420 | 198 | 1401 | 198 | 1392 |
| 40 | 42 | 220 | 1650 | 220 | 1640 | 219 | 1620 | 218 | 1610 |
| 42 | 44 | 242 | 1892 | 241 | 1881 | 240 | 1860 | 240 | 1850 |
| 44 | 46 | 264 | 2156 | 264 | 2145 | 263 | 2123 | 262 | 2112 |
| 46 | 48 | 288 | 2444 | 287 | 2432 | 286 | 2409 | 286 | 2398 |
| 48 | 50 | 312 | 2756 | 312 | 2744 | 311 | 2720 | 310 | 2708 |
| 50 | 52 | 338 | 3094 | 337 | 3081 | 336 | 3056 | 336 | 3044 |
| 52 | 54 | 364 | 3458 | 364 | 3445 | 363 | 3419 | 362 | 3406 |
| 54 | 56 | 392 | 3850 | 391 | 3836 | 390 | 3809 | 390 | 3796 |
| 56 | 58 | 420 | 4270 | 420 | 4256 | 419 | 4228 | 418 | 4214 |
| 58 | 60 | 450 | 4720 | 449 | 4705 | 448 | 4676 | 448 | 4662 |
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[^0]:    ${ }^{1}$ Notice, that the term Hooke's atom is used for the two- and three-dimensional model, while we will in general refer to the planar case in this thesis.

[^1]:    ${ }^{2}$ This can be seen by considering a Cartesian basis representation, where $\tilde{\epsilon}_{p}=(-1)^{n_{y_{1}}+n_{y_{2}}}$ for states $\left|n_{x_{1}}, n_{y_{1}}, n_{x_{2}}, n_{y_{2}}\right\rangle$, defined in the usual manner.

[^2]:    ${ }^{3}$ Notice that we have performed a scaling transformation, such that $R=\sqrt{2} R_{\mathrm{COM}}$ in order to obtain the harmonic oscillator Hamiltonian in the usual form.

[^3]:    ${ }^{1}\left\langle R_{\mathrm{COM}}\left(n_{c}\right)\right\rangle=\frac{1}{\sqrt{2}} \int_{0}^{\infty} \mathrm{d} x \sqrt{x}\left[L_{n_{c}}(x)\right]^{2} \mathrm{e}^{-x}$

[^4]:    ${ }^{1}$ The specific number of eigenenergies shown in Table A. 5.

[^5]:    ${ }^{1}$ Notice that bold symbols characterise general vectors, matrices or operators throughout this chapter.

[^6]:    ${ }^{1}$ Though it must be stated that the formal determinantal treatment was introduced independently by Heisenberg [170] and by Dirac [171] and not by Slater.

[^7]:    ${ }^{2}$ In our notation these states correspond to $|0,0,1,0\rangle_{\text {idp }}^{\epsilon_{s}= \pm 1, \epsilon_{p}= \pm 1}$, although we believe, that only even parity states were considered, since a different behaviour can be expected from our results on odd parity states for a similar case, see Section 5.4.2.

