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o i ion for a situation-
Abstract: This chapter focuses on the exploitation of context informat

i for the
and user-aware dialogue management implemented mfa f;:irc:r;r;nnation
automotive environment. A generic dia].ogl{e manager )(;rnd Ariver assistance
systems (like infotainment and communication sy‘stefmsus " he development
systems has been developed and tested. One main OcThe dialogue manager
was the ability to make context-dependent fiecmons. 4§ sapports - ultimodal
provides flexible and user-centered speech dlglogues. ;ns TPOA frame-base 4
interfaces, like buttons or turning knobs combm;(/if:‘l;escg;ﬁm" allows an easy
approach is used for the dialogue control. The X Coore, Visual outputs are
specification and overview over the dalogse St’Ir'llll e\;aluation shows an
monitored on several displays in the car‘f :through the possibility of
improvement of effectiveness and a h‘lghe.r Joy o use dialogue step with natural
submitting several pieces of information in onl}’ 10“ . The context-de pendent
speech comparing to a menu-based spoken dlabog:,é users. The test persons
information agents reached a high acceptance tyraction as comfortable and
rated the context-based way of frame-based inte

important.
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tomotive, agen
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. domain
. jeld in the car
This chapter gives an introduction 1o the researc}:);' context influences arc
3 well as multimodal interaction, and the relevance
described.
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1.1 Driving Aspects

. During the few last years, a growing number of functions concerning the
information, communication, entertainment and comfort of the driver and
passengers have been introduced in the automotive environment. Navigation
systems and office applications, such as calendars and phone-books, are just
a few. of the accessories currently available not only in upper class
lerlousmc‘:s. These new technological advancements offer the 21st-century
dnver with many potential benefits. Yet, as a direct consequence of the
functional complexity, the interaction with such interfaces is getting more
apd more difficult for the user which often leads to different kinds of
dxsm‘lct‘lon and operation errors. Even the once simple radio system,
con§|st1ng of a few buttons for the volume and the different radio stations is
getting more complex as the driver can now choose a specific song from
his/her entire MP3-Collection. As a consequence, standard user input, such
as selections from a list or browsing through a matrix menu has to be
enhafrlllced. The realization of these human-machine interfaces requires
caret I development and planni.ng, since social, ergonomic, technical and
zgg'::'xt aspects have to be considered. Every kind of interaction creates an
u vli :;n:le rvfi/:rrll;load tohthe driver which can — in the worst case — affect the
output methods a‘r:;t?, ; (61: primary tgsk. -Because of this, easy-to-use in- and
Vs e n,lust 1; 0 not require high motor activity or a very accurate
demands non—distract?r: 1;1['138; L Furﬂ-lermore’ the automotive systems
lime of eyes off the ron g ast interaction methods in order to reduce the
Seczgcﬁgytzsfskz ;reosegménted into navigation, steering, and stabilizgtifml
demands. bor perations, hkc? reactions to and dependent on driving
honking’gear Shiit.are not essential to keep the vehicle on track, €&
driving {tselfare cat:li rialznc(ij fuel c'heck. Tasks not concerning the aCtl}al
a communication ang inf(():taiisnierttlary taSkSI If the driver interacts, 1.¢. v.v1th
task), inattention, distracti e s'yst?m in such a stress phase (tertiey
high workload re,sultin fi on, and Irritation occur as a consequence of the
which will become marglif:s):nir? superposition of the tasks mentlp ned above:

an increased error potential and in erroncous

operations of these tertia 1
i ; ry systems.’ Rassmusen® and D 3 introduce an
in-depth classification of driving tasks d Donges

1.2 Multimodal Input and Output

Multimodal i )
pen, touch mz;;r:lerfaces combine natural input modes — such as speccl
' gestures, gaze, gait, and head and body movements — ina
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coordinated manner. Multimodal interfaces are largely inspired by the goal
of supporting more transparent, flexible, effective, efficient and robust
interaction. The flexible use of input modes is an important design issue.
This includes the choice of the appropriate modality for different types of
information, the use of combined input modes, or the alternate use between
modes. Input modalities can be selected according to context and task by the
user or system. Especially for complex tasks and environments, multimodal
systems permit the user to interact more effectively. Because there are large
individual differences in abilities and preferences, it is essential to support
selection and control for diverse user groups. For this reason, multimodal
interfaces are expected to be easier to leamn and use. The continuously
changing demands of mobile applications enable the user to shift these
modalities, ¢.g. in-vehicle applications.

1.3 Context Influences and Knowledge

While steering and stabilizing a car, a lot of influencing factors affect the
interaction and, as a consequence, on the dialogue between driver and the
tertiary systems to be operated. These factors are summarlzed‘as context
parameters and can be classified into three main subgroups: environmental,
user, and system context parameters.

Traffic volume, road, weather conditions or even the amount of fuel and
other car sensors are continuously subject to change. These factors may
strongly influence the driver’s performance and attention, and are referred to
as environmental context.

Also the user her- or himself has a stron
expert who is familiar with the system may pre ‘ i
shortened dialogue structures cozlnpared to a novice user. Being of a private
journey, the driver will have other needs and preferences com;;;red t:,)ef
daily routine ride (e.g. the trip to get you to your office)- ofrtf::tivé
emotional expressions of the user play an important role for an €
Context-adaptation.

The system context can also influ
Systems state conflict with one anot
Navigation system should disable the menu i
driver does provide a destination. Also di
deliver important information for the dialogu€ (see

g impact on the dialogue. An
fer other display contents and

ogue steps. Some
le, an intelligent
tion” unless the
ources can

ence certain dial
her. For examp
tem “start naviga
fferent knowledge S
Section 2)-
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In dialogue systems, contextual parameters are applied in three different
ways: The form of the dialogue can be changed by adapting the verbosity in
dependence of the user state. On the other hand, context can be exploited for
making information available to the system. Thus, information does not need
to bc? gathered explicitly from the user. For instance, let the car be in
Munich, and the driver just feeds in “Arcis Street,” then the city can, by
default, be concluded from the context for reasons of plausibility. At last,
contextual factors can trigger the system to initialize a dedicated dialogue.
An example is an active prompt of the system to evade a traffic jam.

2. SPOKEN DIALOGUE SYSTEMS AND
KNOWLEDGE SOURCES

A spoken dialogue system is defined as a computer system which uses
Sp"k‘_:n langsuage to interact with a user. This interaction aims to solve a
certain task.” Dialogue systems include speech recognition, speech synthesis,
la.nguage pp@erstanding, and dialogue management. The dialogue can have
different initiation Strategies: In user-driven initiation the user keeps the
:g:::::::l’:’ tll]lowe;er In a system-driven initiation the system keeps the
- roughout the whole dialogue. In mixed initiative systems the
p lla tve changes throughout the dialogue. According to McTear’, spoken
ni:tg(g)g: sYsziems can be classiﬁed into three main types, depending on the
based, f; used to control the dialogue with the user. These are finite state-

s? , rame-lbased and agent-based systems.

sequ[;nt?: (flfn;ttztstate-(li)ased gpproach, th§ dialogue consists of a predeﬂned
the system promest a? condmgned transitions between them. In each stat¢;
word. Dependinp s for a user input that generally is expected to be a single
ways through thge <(>in lthls input, the evolving dialogue runs on alte'mathe
Suitable fo c]earlla ogue graph. In general, this kind of system 15 only
complexity of user y structured dialogues with limited quantity and
low. input. On the other hand, technical complexity is rather
SlOtlsn irfraamte-based Systems, the user is asked questions that enable to fill

emplate in order to perform a task. The dialogue flow 15 not

predetermi '

System ha;nti)d,eliblf: ([i{epends on the user’s input and the information the
cit, . |

informati owever, if the user provides more than the re-quested

additionz:;)?;ert;i] i,fsiyns;em can accept ‘this information, and check if gny
of system prompts toﬂn;ltlon 1s required. The dialogue definition consists
prompt to be rele\’; ogether W}th a condition which has to be true for th(ej
systems requi ant. Referring to the knowledge sources, frame-base

quire an explicitly defined task model because this is used ¥

.'—m
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determine which question still has to be asked. Frame-based systems prpvide
the possibility to freely decide which and how much pieces of information to
enter, This leads to a more natural kind of communication and is essential in
case the user doesn’t know at the beginning which information is actually
needed to succeed.

Agent-based dialogue systems allow complex communication amon
system, the user, and the underlying application in order to solve a problem
or task. These systems tend to be mixed initiative, which means that Fhe user
can take control of the dialogue, introduce new topics, or make con?nbutlons
that are not constrained by previous system promptS: Concerning these
systems, McTear’ regards communication as an interaction between se\"eral
agents, each of them capable of reasoning about their own goals and actlonsl.
Progressive dialogue context is considered in the dialogue model. In general,
there is no given dialogue definition, but the system poses the.ques;]lons
which are required to accomplish the task. To handle this complexity, a H“gc
technical effort is necessary, concerning the dialogue manager as well a3
pre-processing modules. " ine’

The dialc;ggue management has 1o verify the regogqltlon engllnet (S)
hypotheses about the user’s utterances. The most primitive way ltsural
explicitly ask for an acknowledgment after each input. A much morﬁ gata .
dialogue flow can be achieved by one single acknowledgment of 2 ?n an
the end of the dialogue. Of course then, the USCT has to sp?cxgy\;rong.
intermediate step which piece of information has been recogmleexible he
The more natural input the dialogue system allows, the more 1i¢

verification strategy can be handled.

i ialogue manager
T tural dialogue, the dia
s knoictae soumecs. Refert 5 these sources are called

requires knowledge sources. Referring to McTear ledsc
dizlogue model. The model might consist of different typeiegf :nmoodel,ga
sources: a dialogue history, a task record, a world knovtv “ eg i user
domain model, a generic model of conversational compete

mode],

g the

3. SYSTEM DESIGN AND FRAMEWORK

INTEGRATION
: d an existing
The design of the developed dialogue manager a1m§dti<r)1 ex:;ural poken
multimodal framework (see Section 3.3) by prov} 'gn ne so-called
dialogues and a new approach to driver m'fomattll?e ' anagement of
information agents. This complex system necessitates

d‘ak)gues and to consider the context aspect.
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3.1 Intelligent Agents

The focus of this research field is the situation- and user-aware
presentation of information to the driver, the multimodal in- and output, as
well as the context-adaptive cross-linking of functions. One approach to
these issues is the idea of so-called information agents. They are introduced
to offer an optimal situation-dependant support to the driver. She or he
should efficiently be led through dialogues matching her or his current
according to the context.

Situation-awareness refers to the consideration of external influences.
The dialogue between user and system has to be context-dependent (see
Section 1.2). The agents can be initiated by the user in case he has any
needs, as well as by the system, for example, if the car is running out of gas.

Other examples for this idea of agents are a restaurant guide
automatically considering the drivers preferences and an end-of-journcy-
agent which looks for a parking lot and transmits a map of the surrounding
area to the PDA when the driver arrives at the desired destination.

3.2 Input and Output

The dialogue manager is able to process input in terms of intentions. This
means,.the output string of the recognizer is preprocessed in terms of
semantic interpretation. Accordingly, tactile input as well has to be
preprocessed. This generic intention based input processing enables to plug
arbitrary input modalities and their preprocessing module onto the
framework. Multimodal interaction is assured. While running a dialogue, the
input modality can frecly be changed. A well-designed spoken dialogue per
se provides assistance to the driver because there is no need to turn his visual
focus from the street to a display.
~ The frame-based approach for dialogue management is realized and
lmplemented. It provides adequate flexibility while keeping technical
requirements manageable. In this case, flexibility means user’s flexibility to
freely decide how much information to submit in one step. By this, an expert
user can reduce the dialogue run, whereas a novice user still can be led
through the dialogue step by step. This flexibility as well reduces handling
crrors because there is no pre-assigned sequence in which the information
slots have to be filled.

Natgral language in this context is a spoken input where words without
semantic ‘r‘elevance may appear. The system is able to process inputs like for
example “Well... Please take me to Arcis Street 16 in Munich and take the

fastest way.” The semantic i s sy
. ) c nte t lled EA
discussed in Section 3.3. pretation is done by a module ca

‘W
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As already mentioned, the dialogue should not be controlled only l?y
spoken input, but by other modalities as well. To allow fo.r tact.lle
interaction, a module had to be developed to determine the user’s intention
by relating tactile input with the current state of the displays:

The dialogue manager’s output is freely configurable with respect to the
message pattern used in our framework (see Section 3.3). There. are three
points in the dialogue flow where an output can be deﬁned. Flr,st, vyhen
successfully finishing a dialogue, messages includlng user’s input
information can be sent, for example, to a service, like a nav1gatlon system.

Furthermore, it is possible to put out messages after having processed a
user input. This can for example be applied to give feedback abput th.t;
dialogue progress. The third point is the system requestmg an input 1t
necessary. Spoken feedback is synthetically generated in our setup. The}, tex
to be spoken is sent to a TTS-server viaa HTTP-request (Se.e Seetlon }? ).

One basic principle of usability design is that in any situation, the uset
has to know the state the system is in. To ensure this, a color-coded speec yd
symbol is shown in the head-up display. When finished, the recogmzzcm
intentions are displayed for three seconds. In case¢ of an error, the 'uscr rcr "
understand that the malfunction of the system is due to a recognition €
and can correct this. In case the confidences of the speech recogmzer Slt'az
below a customizable threshold, a red speechy-symbol is shown to signaliz
an error. A prompt will then be repeated more verbosely.

33 Framework

. re,
The framework is organized in form of a CI‘C‘T"“:?Y:Z?):,E“S
consisting of an input, a fusion, and an output layer. The o hation array). In
of all kinds of input devices (like a speech recogfnzer ora ution system of
the output layer, there are application modules, like 2 naVlgz;s‘ll modules of
an MP3-player. The core unit is the multimodal '1ntegrat(;1r' database of the
the input and the output layer must register as chients a! g utput layer is
integrator. The communication between input, fasion, a7 otre}:)amed over
realized via a bidirectional exchange of string messages s
TCP/IP-connections (socket backports)- lled command mapper)
Using a look-up table, a meta-device (the so-calie mapping process 15
converts all messages of the single recognizers. TheTh sp e proprictary
based on the formalism of a context-free grammar rz formatted into 3
Message output strings of the individual recognizers ao ® ularization allows
Standardized device-independent structure. The strong m ™ of addition al
for a fast and straightforward replacemen

t and an ntegrado the integrator
ts,
Modules. Consisting of several networked componen
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interprets the multimodal message stream that is continuously arriving from
the individual recognizers.

The input of the recognizers is combined via Late Semantic Fusion
(LSF). A string parser checks the messages for syntactical correctness and
for integrity. A finite state machine provides and manages the database for
the multimodal integration process. In this process, secondary knowledge is
included from the application module and the integration status. The
intention decoder forms the central component within the multimodal
integrator. Considering additional context information (see Section 1.3) the
messages are evaluated via a semantic unification process. The result is
checked by a set of additional components (€.g. an error manager). Finally,
the integration unit generates a device-independent command which i,
analog the lines of above, transformed in a proprietary format of the
application modules. If, for any reason, the resulting command can not b
applied in the current system context, or is incorrect, the dialogue manager
gencrates a dedicated error dialogue.

The following modules were used to integrate the dialogue manager into
the existing framework.
Our experimental setup uses an ASR called ODINS developed by our

A _ ’
ln'StltuteB. This speaker-independent recognizer is based on intra-word
triphone HMMs,

tactile input

e S

intertions =

external context

user context

Figure 19-

1. Dialogue Manager's Architectural Overview.

8 .
Institute for H
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The phoneme models were trained with a 7corpus containing spontancous
speech utterances from the Verbmobil-project’. . '

As input, one has to provide a speech model, a grammar wblch contains
all possible permutations of words as a lattlf:e-net\york, ideally with
probabilities for each word transition. Second, it requires a thesagrus, z;
collection of all possible words, and one or more phoneme representations 0
it. ODINS uses the Sampa phonem list. ‘

The recognizer has to be activated manually, for exarqple, by I.Jre-:ssmfg a
push-to-talk-button. The recognizer output is an n-best-list gontgmmg 1v;c1
sentences with the highest sentence confidence, tqgether with single wor
confidences, which are the logarithmized probabilities for each word. h

In order to be used by the dialogue manager, the results of the AS?m:ie\iz
to be interpreted semantically. This is done by another 1nsti
development called EASY®.

It lr),asically tries to determine user’s intentions'out of thfl’létt;{(aeni(e)
detected by the recognizer. For example, a spoken input like T e
drive to Munich, to Arcis street, please.” would le?d to t’\:VO nten
“destination_city: munich” and “destination_street: arcis street - L words to

EASY uses Bayesian Belief Networks to match the r.ecogm_Z‘efS o urse
one or more predefined user-intentions. To perform th%s., it rec;u:}rl * Bayesian
a source of knowledge which defines the composition 0
Network. b

Its outputs, the intentions, are rated by cqnﬁdences. Thiileo?:t; ::f:ou);
the dialogue manager to weigh the input intentions. Thf:1 S\l;C?wS o output-
setup is synthesized by a server running AT&T Natura Othe ;erver hich
String to be synthesized is sent via a HTTP-request 0
returns a WAV-file. . 0 be

To be able to use tactile input devices, an additional mo(it;letll:izvr‘:] dule
designed which preprocesses the input commands. Furthemrln an’a wer and the
is responsible for controlling the displays. The dlalogl}fff o mands. The
dialogue definition should be kept free of display-spectty rant search” by
desired command flow is a meta-command like “.show retstéiuby re display
the dialogue manager which is received and interpre eands. Tris allows
control. It accordingly sends out the display specific comm

. i isplay
; . formation disp
ffferent behaviors on different displays ; lfe?xfr:lnllzp with restaurants
i 0 R
a0 88 touch screen, for examp® COUldnSbe shown as @ vertical list.

hearby while in the HUD, these restaurants ¢ ‘ialog has an arbitrary
XML is used to specify the dialogue. Each di dition assigned- The

Number of subdialogues; each of them has a context clo?nent in which socket

Subdialogue-node has two kinds of children: A send-c:met

Messages can be defined and the current information frames-
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They are associated with intentions coming from the pre-processing input
modules. This association is one basic part of the dialogue definition. By
this, the appropriate dialogue is figured out and the user’s information is
processed. A “required”-attribute differs mandatory and supplementary
information frames. Only mandatory frames are enquired, optional ones
have to have a default value assigned.

Each frame may have different “inquiry”-children which contain
information about how to prompt for information to fill this frame. Every
inquiry has a “verbose”-value assigned to. Thus, differently detailed prompts
can be defined and used by the dialogue manager to enable context
adaptation and error management.

34 Context Processing

One main focus in the development of the dialog manager was the ability
to make context-dependent decisions. As stated in paragraph 1.3, different
context parameters have an impact on the driver.

This dialogue manager provides the following possibilities to affect a
dialogue:

* It is capable of varying the dialogue itself, as well as initiating a

dialogue as a response to a certain situation. Varying the dialogue
means, for example, changing the verbosity of the dialogue output
with respect to the user’s knowledge about the system.

The initialization of a dialogue would be reasonable if, for example,
the car is running out of gas.

The third way of using context information is to retrieve dialogue
Input out of it. An example would be the actual city in which the car
is placed. This could be used as information for a navigation dialogue
which the user doesn’t need to provide.

;"he alzipropriate in and output modality according to the context can
e used.

An intelligent error management can avoid or solve errors by the
context.

The current vers.ion of the dialogue manager uses a rule-based appfoaCh
context processing. Context variation is done by defining an arbitrary

number of subdialogues w ; ' icated
gues where each sub i d for a dedica
context conditiop. dialogue is vali

for

D
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Dialogue initialization works quite similar. For each dialogue an
nitialization condition can be set. If no other dialogue 1s curr'ently active and
one of these conditions becomes true, its specific dialogue will be started.

Dialogue information retrieval is possible because each incoming context
value is stored. Out of this memory, desired values can be fetched.

4 EVALUATION

The designed and implemented dialogue manager has been evalulate(:1 ;nts
usability experiment in our institute’s driving simulator. The goa“ V;S the
analyze the usability of the system for first-contact users as w¢ o e
choice of input modality. Test subjects were asked fo handle two drivin
agents mentioned in Section 3.1, but to focus mainly on t}l,]elrd viai
performance. The agents could be utilized by natural speech an
controller. .

The evaluation was divided into two parts. At the beginning, tI}:: t:lllsek ::2?
to enter a navigation address via speech. In the first ste}’), wte itive way to
decide which input strategy to embark to find out' the user’s 1n utro duced the
deal with this speech interface. The second expenmental pfa ; lréd the driver
agents. While driving, the fuel agent was started and flunllor;nun through the
about the empty tank. The user was expected to SuCCess y
agent and to choose one of the suggested gas stations. bout being hungry

Afterwards, the subject should notify the system @9 nt, a restaurant
using his own words. This fuzzy input started another af; a; well as by a
search. The subject could handle these two agents by spee lished, the user’s
keypad and a touch screen. After these tasks were accomp )

L . ire.
Subjective opinion has been acquired by 3 questionnair

S. RESULTS
an age was 377

me
¢ 17 female. The ce with speech

We acquir bijects, 15 male an .
years, Ha?f o?dttfezrr?ustjated they have already had experien
recognition systems, mainly in the telephony context. to
_ The first task of our experiment indicates tend?nct)sl intu
put of the navigation destination. 14 of the 22 subjec
Strategy, eight chose the iterative menu-based way-

wards a complete
itively used this
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After having experienced the two input possibilitics, 15 persons now
have used the one-step strategy. At a closer look, it emerged that out of the
seven people at first using the iterative speech menu none had retained this
strategy after getting to know the possibility of a complete input in one step.

In the interview afterwards, the participants rated the possibility of
entering more than one piece of information at once as very important and
comfortable. The analysis of the time and steps the subjects needed to
accomplish the tasks revealed an evident result. The possibility to enter all
needed pieces of information at once required only 55% of the time using a
speech menu for the same task, and thus, it was much more efficient.

The utterances while using the agents in the second part of the evaluation
have been from 100% (yes-or-no question) to 50% (free expression of
hunger) command-based.

Whi!e entering a navigation destination in the iterative way, 91% of the
spoken input was command-based. The complete input at once had a ratio of
77%. The possibility to use natural language has not been used as much as
expectgd regarding to the online survey results.

Whl‘le using the agents, spoken and tactile input were equally used.
Interestingly, no significant distinction between different age groups could
be determined.

The agents were widely accepted. On a scale from 1 (which was the best)
and 6 (as the worst grade), the fuel agent was rated 1.62 and the restaurant
search 1.95. A system initiation was only desired to evade distress, for
example, only at very little gas left.

PTlT.Ill(ee lar%;:]st problem for the test subjects was the intuitive operation of the
before e}:l\;e e system expected the user to press the button once and shortly
e cl'ry utterance. Only three of the 22 subjects did this correctl'y‘ A
s using part, six of Fhem, kept the button pressed during the whole input

g a walkie-talkie. The most frequent way to use the button was to

press it once to start a dial .
i ogue b oses @
question. g ut not to press it if the system p

6. CONCLUSION

In thi . )
usabili:})llljmcdhapter’ an introduction to the automotive domain in terms of
res : e ¢
is given, presented a possible classification for spoken dialogue systems
We di . ,
egratio;C;lStsed the d.es.xgn of our context-aware dialogue manager and 11
crease in e[;‘fo the existing framework. A usability evaluation revealed an

iciency and joy of use, enabled by the frame-based apprOaCh'

int
in

jw
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The context-adaptive information agents reached a very high acceptance by

the user.

In ongoing and future work, the integration (
combinations of input and output devices with the dialogue manager is going
to be implemented and tested. .

As well, one might be to evaluate a statistical approach to adapt dialogue
parameters in reaction to context influences. Future research might as well

deal with an agent-based dialogue management strategy.

of several multimodal
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