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ABSTRACT
This paper presents a system that shall automatically scan
multimedia data like TV or radio broadcasts for the pres-
ence of specific topics and, whenever topics of users’ inter-
ests are detected, alert the related user. Our current work
on the three main modules of the system will be shown.

(1) The speech recognition system (with
18.7 % WER) is already among the most advanced
German broadcast speech recognition systems. (2) The
new and innovative topic identification approach, which
is especially designed to work on the output of a speech
recognizer, is compared to a standard text based approach.
(3) The topic segmentation module has a good perfor-
mance detecting real topic boundaries, not just scene cuts
or speaker turns.
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1 Introduction & Motivation

Newspapers, magazines, radio, television, world wide web
- information is of strategic importance for business and
governmental agencies as well as for citizens. The ex-
ponential evolution of multimedia makes it difficult to
overview the opulence of information, and that’s why im-
portant pieces of information have to be filtered and pro-
cessed automatically.

Nowadays, information is mainly obtained by manu-
ally analyzing (reading, listening and watching) large au-
dio and video databases and current broadcast multimedia
sources (such as broadcast TV, radio or Internet streams).
After having assigned topics to the incoming news and sto-
ries, only the items of interest or items regarding a specific
request will be selected and further processed. The use of
automatic methods for selective dissemination of informa-
tion would enable such monitoring companies to cover a
much larger variety of media sources by working more cost
efficiently and providing 24 hours availability.

The objective of the presented work is to develop an
intelligent software system that shall automatically scan
multimedia data like TV or radio broadcasts for the pres-
ence of specific topics. Whenever topics of users’ interests
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Figure 1. Labeling of multimedia data and alert genera-
tion.

are detected, the system shall alert the related user by email
or other means. Figure 1 illustrates on a functional level
how the multimedia documents will be processed by such
a system.

As it can be seen in this figure, the architecture is ca-
pable of processing multimedia documents containing au-
dio, video and text data. If the data contains video, video
and audio processing techniques are used to segment the
data into scenes, such as Newscaster or Report and to detect
story boundaries as described in Section 3 [1]. The audio
track is transcribed using the speech recognition methods
described in Section 2. It is also possible to handle pure
text data (e.g. acquired from the Internet) which is directly
passed to the topic detection module. Otherwise, all avail-
able information will be used for topic detection, which is
presented in Section 4.

2 Automatic Transcription of Multimedia
Documents

The current state-of-the-art in broadcast speech recognition
is characterized by the existence of a few experimental sys-
tems world-wide. Recognition error rates for these systems
have been improved from about 50 % a few years ago down
to around 20 % for the currently best systems, which often
work on specific databases for American English. Com-
pared to error rates for recognition of read speech, which
are often below 10 %, improvements for broadcast speech
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recognition are required in order to develop systems useful
e.g. for retrieval tasks in real life scenarios.

The processing of multimedia documents, especially
broadcast news, requires partitioning into homogeneous
segments and the identification and exclusion of non-
speech segments (such as music or jingles). This was done
partly manually (in this case overlapping speech was ex-
cluded, too) and partly by means of the developed au-
dio segmentation described in [2] which is based on the
Bayesian Information Criterion (BIC). This audio segmen-
tation method is briefly described in Section 2.1. The
first results obtained with the developed Duisburg broad-
cast recognition system in German called ”DuBREC” are
presented in Section 2.2.

2.1 Audio Segmentation

Several methods for audio segmentation have been pro-
posed, like Akaike’s Information Criterion (AIC) , the
Bayesian Information Criterion (BIC) , the Consistent AIC
(CAIC) and the Minimum Description Length (MDL).
These and other methods have been compared in [3] and
it has been shown that with optimal parameters, almost all
algorithms perform comparably well.

The audio segmentation algorithm deployed in this
work uses the BIC, which was among the best perform-
ing methods. The BIC follows the method of Tritschler
and Gopinath [4] which will be described briefly. The al-
gorithm takes a window of � audio features �������������	��
 and
arbitrarily places a boundary at position

�
, resulting in two

segments. It then decides whether it is more likely that
one single model �� has produced the output ����������������
 ,
or that two different models ���� and ��	� have generated
the two segments’ output ���������	��� and ����������������
 respec-
tively. The decision rule to check if there is a boundary at
point

�
is
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denotes the covariance matrix of all window fea-
ture vectors ���E������������
 ,

087
and

08:
are the covariance ma-

trices of the features of the first and second segment re-
spectively.

?
is the feature vector dimension. According to

theory, the penalty weight
=

should equal 1, but practical
applications show better results with

=GF% ; .
If for a point

� ����� � � "H# , then also for some
points I surrounding

�
there will be

����� �KJ "L# . The
algorithm decides that the boundary is at the point with the
lowest

�M�N�O�
value.

To detect all audio segments of a news show, the
window is shifted over all feature vectors with varying
lengths � and varying

�
. See [4] for details.

After implementing the above described algorithm, it
was noticed that sometimes segment boundaries are set too
early, roughly one or two syllables before the speaker fin-
ishes. Instead of considering the point

�
at which the mini-

mum of
�M�N�O�

occurs as a boundary, the middle of those
two points where the

�M�N�O�
value crosses the 0 line was

chosen. This modification improves the segmentation ac-
curacy and reduces the number of boundaries appearing too
early.

As feature vectors we use 39 - dimensional Mel - Cep-
stral vectors without mean subtraction. The penalty weight
has been set to

= %QPR� # .

2.2 The Duisburg Broadcast Recognition
System in German: DuBREC

This section presents the developed broadcast recognition
system (called ”DuBREC”) and describes the underlying
decoder (called ”DuCoder”), the training material and the
results of the recognition experiments.

2.2.1 The baseline system - LVCSR DuCoder

DuCoder is the LVCSR decoder developed at Duisburg
University [5]. It performs the Viterbi search for the most
probable hypothesis on word level using Hidden Markov
Models (HMMs). In principle, the decoding procedure is
similar to the one of the stack decoders [6, 7], which set up
and initialize stacks S��E���+���+��S�T at each time-step U . A stackSWV contains a sorted list of word hypotheses XYV at time U .
After choosing a stack, all the stored stack’s hypotheses
get expanded simultaneously by performing a single word
recognition starting at U , which results in new hypothesesXMVZ��[ that get pushed to the specific stacks S�VZ�\[ .

Operating in its standard mode, the DuCoder uses
stacks of fixed size for each time-step, in which the best hy-
potheses ending at that time are stored. The different imple-
mented stack selection and exclusion strategies are outlined
in detail in [5, 8]. The single word expansion is organized
as a time-synchronous search (which follows the principles
of Token Passing) through a recognition network. The re-
duction of the number of nodes which have to be expanded
at each time step results in a tree structure of the search
space.

A large dictionary is required in order to achieve rea-
sonable out of vocabulary (OOV) rates, specially for the
German language with its frequent use of compound words.
However, such large dictionaries in combination with 3-
or 4-gram language models would require a huge memory
space for the decoding process. On the other hand, regard-
ing a simple time step during decoding, large parts of the
language model (LM) are deactivated and can be neglected.
Thus, the DuCoder is designed to process specially format-
ted cache based language models, where only the relevant
parts of a language model are buffered and, if needed, addi-
tional parts can be reloaded during decoding. The removal
of irrelevant buffer entries is carried out according to the



simple least recently principle. This enables the processing
of dictionaries with more than 65k entries in combination
with complex language models even on standard PCs with
memory requirements between 100 and 150 MByte.

2.2.2 Training material

The training of large vocabulary speech recognition sys-
tems, including broadcast systems, requires large amounts
of transcribed audio data. Especially the HMM training
performs an alignment between the audio signal and the
phone models, which is usually derived from a nearly per-
fect orthographic transcription of the speech data and a
good phonetic lexicon.

Within the ALERT project [9], minimum require-
ments have been defined for the multilingual corpus (con-
sisting of French, Portuguese and German) that will serve
as the basic corpus for the training and the evaluation of
speech recognition components. This definition is 50 hours
for training, 3 hours for development and 3 hours for eval-
uation.

The DuBREC system was trained with about
100 hours of manually transcribed broadcast news data.
During the development of the DuBREC system a 30 -
minute preliminary test set was used, comprising three dif-
ferent radio and three different TV stations. The final eval-
uation of the system is planned within the ALERT project
using a test set of about 3 hours.

2.2.3 Experimental results

Starting from a baseline system [8], which was trained
with a mixture of spontaneous speech and read sentences
(such as Verbmobil and Phondat), the broadcast system
was trained on the manually transcribed radio and TV
data. Therefore, a general 95k dictionary and a trigram
language model (LM) were derived from newspaper texts.
The recognition results with the preliminary test set are dis-
played in Table 1 as monophone DuBREC system 1 and
triphone DuBREC system 5. The monophone system con-
sists of 50 different phone and 17 non-speech models (e.g.:
pause, silence, filler, breath, cough, ...). The triphone sys-
tem consists of 9307 models (with 96417 mixtures) which
were derived with a tree-based clustering method.

When checking that general dictionary it was realized
that a lot of phonemization errors are present. There were
some systematical (such as ”ch” separation into phone ”x”
or ”C” and the removal of double phonemes) and some
manual corrections necessary. The manual word checking
was done in accordance to the likelihood of the word occur-
rence. The impact of the correction was only measurable
if the corresponding changes occur within the most likely
5000 words. The recognition results are shown as System 2
in Table 1.

After the dictionary correction an extension of the
general dictionary size was done by including the most
likely 1000 words derived from the transcriptions, which

Table 1. Recognition results for the preliminary test set and
various systems.

System DuBREC system with: WER

1 general dict. and LM (Monophone) 39.2 %
2 corrected general dict.

and general LM (Monophone) 37.5 %
3 specific dict. and general LM (Monophone) 36.5 %
4 specific dict. and LM (Monophone) 33.7 %

5 general dict. and LM (Triphone) 22.5 %
6 specific dict. and LM (Triphone) 19.2 %
7 gender dependent Models (Triphone) 18.7 %

had not already occurred in that one. It was recognized that
the best results (System 3) were obtained with a dictionary
size of 98k. Because the general LM was derived mainly
from newspaper texts, a new trigram LM was derived from
the transcripts. That new language model was interpolated
into the general one. Using that interpolated LM the word
error rate could be reduced another time (System 4 in Ta-
ble 1).

By using the extended specific dictionary and the in-
terpolated LM for the triphone DuBREC system the recog-
nition performance has been improved from 22.5 % (WER)
to 19.2 % (Sytem 6). In addition to the standard ML train-
ing a gender dependent training was conducted too. In that
case only the state transitions and the means were updated
(System 7).

All recognition results presented in Table 1 were
achieved with respect to a real time factor (RTF) of
about 10. As it can be seen in Table 1, System 7 has al-
ready a very good performance and can be considered as
one of the most advanced German broadcast speech recog-
nition systems.

3 Automatic Audio-Visual Topic Segmenta-
tion of Multimedia Documents

The extraction of topic information from a multimedia doc-
ument (such as broadcast news) requires a correct detection
of topic boundaries. The well-known methods for audio
segmentation are mainly capable of detecting significant
changes in the audio signal, thus indicating speaker turns
or transitions from speech to non-speech segments. One
approach to topic segmentation is to consider audio bound-
aries as topic boundaries. However, this will lead to an
over-segmentation of the document, as there will be many
more audio boundaries than topic boundaries. Our observa-
tions have shown that 76.7 % of the existing topic bound-
aries are detected, but 81.2 % of the boundaries are mis-
takenly inserted by such an audio segmentation algorithm
(see Table 2).

If a multimedia document contains video information,
this additional information might be helpful to detect cor-
rect topic boundaries. Eickeler and Müller [10] presented



a novel approach to scene classification based on Hidden
Markov Models which was extended in order to extract real
topic boundaries.

Our approach describes the topics of a news show us-
ing an HMM-based topic model that makes use of video as
well as of audio features (Section 3.2). Each show is thus
modeled as a stochastic sequence of topics.

3.1 Video Segmentation

Eickeler and Müller [10] used only the visual track of a
news show. They segmented it into content classes (Begin,
End, Newscaster, Report, Interview, Weather Forecast) and
into edit effects (Cut, Dissolve, Window Change, Wipe).
Each of these classes is modeled by a Hidden Markov
Model (HMM). The models are combined to a flexible
news show structure.

A feature vector consisting of 12 video features repre-
sents each image [10]. Among these features are the center,
the velocity and variance of motion, intensity of motion,
difference histogram and a feature which improves the de-
tection of dissolve edit effects. All these features are based
on luminance only. Three more values are added to the vec-
tor, giving the average value of the luminance (Y) and the
two chrominance (U,V) components. The scene segmenta-
tion and classification of a show are the result of calculating
the sequence of HMMs that most probably has generated
the observed feature vector.

As the described approach does not allow to detect
topic boundaries, the following extensions have been intro-
duced.

- Video and audio features are combined into the HMM
structure.

- An adapted video model is used which represents the
topic structures within a news show. (see Figure 2).

3.2 Audio-Visual Segmentation

To combine the audio and video information, we first seg-
ment the audio track using the modified BIC algorithm de-
scribed in Section 2.1. The resulting boundary positions
are rounded to the nearest video frame. This method out-
puts a 1-dimensional audio feature stream which is added
to the 12 video features described in Section 3.1. One new
edit effect has been introduced, which we call AVcut (audio
and video cut). It describes a hard video cut with an audio
cut nearby. Consequently, the Cut edit effect is defined as
a hard video cut without any audio cut nearby.

Besides combining audio and video features, a novel
news model has been introduced that reflects typical topic
structures instead of the structure of a whole news show.
Figure 2 depicts such a model with topic beginnings
marked by gray circles. The model on the top represents
a news show with embedded topic structures (N topic and
R topic) and edit effects (ed eff) that are defined below.
The classes Newscaster and Report are abbreviated by N

algorithm audio audio-visual

precision 18.8 % 64.8 %
recall 76.7 % 91.5 %

Table 2. Topic segmentation performance.

and R respectively. Square brackets denote optional ele-
ments.

3.3 Experiments and results

As a test and training set recordings of the most important
German TV news show were used. All shows last 15 min-
utes. Nine shows, for a total time of 2:15 hours, have been
used for training and testing each algorithm. For the exper-
iments, we used the hold-out method, i.e. we tested each
show with a system trained on the other eight.

For all shows a topic boundary list was manually cre-
ated as a reference. These reference lists were compared to
the results of our algorithm in terms of precision and recall
rate. The topic segmentation rates are shown in Table 2.

The results we achieved for the combined audio and
video approach show its great ability to detect almost all
topic boundaries that are present in the news show. How-
ever, there are quite a high number of boundaries that
are mistakenly inserted. This leads to over-segmentation,
which could be compensated for by a subsequent topic
identification step that clusters the segmented parts with the
same topics. With its high recall rate, this algorithm is very
well suited for cases that need to detect all boundaries.

4 Automatic Topic Identification

Our topic identification module implements two different
algorithms for topic detection. The first one works on a
word basis by identifying each word in the vocabulary with
a unique number. As this approach shows limitations when
applied to topic identification on erroneous transcriptions
generated by automatic speech recognition, we are cur-
rently investigating a novel hybrid approach to topic iden-
tification that is based on a sub-word feature extraction. It
does not depend on a pre-defined vocabulary, and it is to
some extent robust to speech recognition errors.

4.1 Standard approach on a word feature
basis

The standard approach assigns to each word in the text an
index number of the vocabulary list. Each topic is mod-
eled with a discrete single state HMM using the word in-
dex numbers as observations. The vocabulary is extracted
from the test and training set and from the vocabulary of
the speech recognizer in such a way that all words can be
assigned an index. This system is motivated by [11].
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Figure 3. Overview of the architecture of the character-
based topic identification system.

4.2 Character-based MMI approach

An alternative method has been implemented that extracts
features on a character basis and quantizes the feature vec-
tors using the Maximum Mutual Information (MMI) cri-
terion. It has been developed with respect to erroneous
speech recognition, especially with compound words being
mistakenly split or combined.

A sliding window


of size � (typically � % ; ����� )
characters scans the text. From each character C in the win-
dow, we extract a 32-dimensional binary feature vector ��� .
Exactly one component of ��� gets a value of +1, the others
are assigned a value of 0. The vector representing an a has
a +1 value at its first component, a b gets a +1 at the second
component, and so on. The feature vector of each text win-
dow ��� thus has a size of ���WP

(
with � components being

+1 (see Figure 3). Additionally, center characters are im-
plicitly duplicated by combining adjacent feature vectors.
This leads to improved recognition results.

In German, words tend to change their stem vowel
or umlaut when changing their grammatical function; this
change may not be detected by the speech recognizer. The
idea behind using these big feature vectors is that if charac-
ters are wrongly recognized, the distance between the vec-
tor of the correct spelling and the vector with one wrong

character is the same whatever the wrong character may
be. Scanning with a window, provided its size is properly
chosen, emphasizes the morphemes of the text, and thus the
semantic information carriers.

The feature vectors are then quantized using a quan-
tization codebook that has been created by maximizing the
mutual information between the prototype vectors and the
topics. Each topic is modeled with a discrete HMM by us-
ing the indices of the prototype vectors as observations.

4.3 Experiments and Results

As a text source, we use pre-segmented, manually created
summaries of TV news in German and the output of our
speech recognition system. For our experiments we have
defined the following training and test sets:

- A: summaries, no stop word removal, no stemming, er-
roneous texts. A1: 22 topics A2: 173 topics

- B: summaries, deletion of 150 stop words, optimal text.
22 topics

- C: training set: summaries from 898 topics; test set: 48
pre-segmented, automatically transcribed stories.

In the summaries of test set A some words are sepa-
rated into two single words. Besides, there are some spe-
cial abbreviations. This means the text basis is not optimal,
thus simulating in a more or less rough way errors which
are made by automatic speech recognition. In test set B,
which is made up of different texts, there are no such er-
rors. We give our recognition rates as the ratio of the num-
ber of correctly classified summaries to the total number of
tested summaries. There is no extra model for out-of-topic
summaries, as all tests topics were restricted to the trained
topics.

The results of the new and the standard approach are
listed in Table 3. The standard approach works signifi-
cantly better on test set B (optimal text), whereas it is only
slightly better than the proposed approach on test sets A1
and A2 (erroneous text). However, it will have problems



with speech recognition errors when transcribed words do
not appear in the vocabulary. When we removed all spaces
from the test and training set, the character-based approach
showed only a slight decrease in performance, whereas the
word-based standard approach will fail to work on this test
set. Removing spaces simulates the effect of a speech
recognizer that mistakenly combines or splits compound
words.

First results were obtained on the output of the au-
tomatic speech recognition system described in Section 2
(test set C). Much more training topics (898) were usesd
than in the other sets. The recognition rate significantly de-
creases for both systems; as can be seen, the new system
does not perform as good as the standard system for a high
number of potential topics.

new system standard system test set
49.5 % 50.4 % A1
45.3 % — A1, no spaces
31.3 % 35.3 % A2
66.6 % 78.0 % B
22.9 % 35.4 % C

Table 3. Comparison of the best rates of the presented sys-
tem to a standard approach.

5 Conclusion

We have presented a system that automatically scans multi-
media data like TV or radio broadcasts for the presence of
specific topics. Each of the three main modules (speech
recognition, topic segmentation and topic identification)
show a good performance.

The speech recognition module achieved a perfor-
mance of 18.7 % word error rate using a gender dependent
triphone system. This module can be considered as one of
the most advanced German broadcast speech recognition
systems.

The well-performing audio-visual topic segmentation
module is, unlike many other approaches, able to detect
real topic boundaries instead of just audio or video cuts.

For topic identification, two algorithms were pre-
sented. The new innovative approach is more robust against
transcription errors, e.g. mistakenly combined or split com-
pound words, than the standard one, but recognition rates
should be improved for a high number of potential top-
ics. The standard approach shows better overall recognition
rates.
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