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#### Abstract

Recovery of dense geometry and camera motion from a set of monocular images is a well-known problem that can be solved quite reliably in well-conditioned environments. Common prerequisites for algorithms dealing with this problem are static lighting conditions and presence of sufficient scene texture, allowing reliable detection and matching of image features. There are, however, many situations where these prerequisites are not met, and common algorithms fail. One example is medical video-endoscopy, where surfaces do not exhibit much texture, and lighting conditions change due to the moving light source that is mounted on the camera. We suggest to address the problem by applying a purely intensity-based approach that also takes into account changes in lighting conditions.

In this thesis, we investigate the applicability of sliding-window intensity-based bundle-adjustment methods to this problem. First of all, we show that such methods are well-suited for recovery of dense scene structure and camera motion under constant lighting conditions. To this end, we develop a novel algorithm that adapts a parametric surface model to a set of images, determining both surface and extrinsic camera parameters.

That algorithm is subsequently extended to model the case of variable lighting due to a moving light source that is linked rigidly to the camera. This special case can be found in medical video-endoscopy, which is the main application area that we are focusing on with our method. However, we argue that such usage of dynamic lighting is generally beneficial for robustness of reconstruction, since the changes in shading itself provide additional information about the surface shape. We validate the feasibility of that approach on synthetic data as well as on real-world images. In case of real-world images, it is apparent that radiometric imperfections significantly influence the performance of the algorithm, such that a calibration of photometric and geometric properties of the system becomes necessary. The relevant properties of the optical system are the camera response function, the camera vignetting effect, and some properties of the light source. A description of an adequate calibration technique complements the thesis, facilitating an overall system that provides scene structure and camera motion estimates in cases where established, feature-based methods fail.


## Zusammenfassung

Das Berechnen eines dichten Szenenmodells und der Kamerabewegung aus monokularen Bildern ist ein bekanntes Problem, welches in gut konditionierten Umgebungen zuverlässig gelöst werden kann. Übliche Voraussetzungen zu seiner Lösung sind statische Beleuchtungsbedingungen und das Vorhandensein von ausreichend strukturierten Texturen in der beobachteten Szene, so dass Bildmerkmale verlässlich detektiert und zugeordnet werden können.
Allerdings gibt es Situationen, in denen diese Voraussetzungen nicht erfüllt sind und bisher bekannte Algorithmen keine brauchbaren Ergebnisse liefern. Ein Beispiel dafür ist die Videoendoskopie in der Medizin, wo die beobachteten Flächen häufig wenig Struktur aufweisen und die Lichtbedingungen sich ändern, da die Lichtquelle sich mit der Kamera bewegt. Wir schlagen vor, dieses Problem mit Hilfe eines rein Intensitäts-basierten Algorithmus zu lösen, welcher die Lichtbedingungen berücksichtigt.

In dieser Arbeit untersuchen wir die Andwendbarkeit von intensitätsbasierten Bündelausgleichsverfahren auf dieses Problem. Zunächst zeigen wir, dass solche Methoden gut geeignet sind, um die Szenenstruktur und die Kamerabewegung unter konstanten Lichtbedingungen zu berechnen. Zu diesem Zweck entwickeln wir einen neuartigen Algorithmus, der ein parameterisiertes Oberflächenmodell an eine Menge von Bildern anpasst, so dass gleichzeitig die Oberflächen- und Kameraparameter bestimmt werden.

Wir beschreiben außerdem eine Erweiterung des Algorithmus für den Fall einer Lichtquelle, die fest mit der Kamera verbunden ist. Diesen Spezialfall kann man z.B. in der Videoendoskopie finden, welche wir als Hauptanwendungsgebiet für unsere Methode sehen. Allerdings kann eine solche Verwendung von dynamischer Beleuchtung ohnehin vorteilhaft sein, da die Helligkeitsänderungen im Bild selbst zusätzliche Information über die Beschaffenheit der beobachteten Oberfläche liefern.
Wir validieren unsere Ansätze auf synthetischen Datensätzen sowie auf echten Kamerabildern. Im Fall von echten Bildern zeigt sich, dass photometrische und geometrische Eigenschaften des Systems das Verhalten des Algorithmus negativ beeinflussen, so dass eine Kalibrierung dieser Eigenschaften nötig wird. Eine Beschreibung einer adäquaten Kalibrierungsmethode vervollständigt die Arbeit.
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## Chapter 1

## Motivation

The recovery of scene geometry and camera motion from monocular image sequences is a long-standing, highly relevant research problem within the area of Computer Vision. The applications of such techniques include localization for navigation of mobile robots, augmented reality applications as well as navigation in video-endoscopy, to name just a few. Many different approaches for solving this problem have been pursued, leading to a multitude of methods that work well for the settings that they have been conceived for. The main contribution of this work is the development of a number of methods that aim at recovering scene structure and camera motion under "difficult" conditions: Changing lighting and poor scene texture.

Typical methods for scene and motion recovery can be split up into two categories: featurebased methods and direct methods. Feature-based methods rely on feature extraction mechanisms, such as SIFT [10], SURF [11], BRISK [12] etc., using only the 2D position of landmarks. Direct methods, on the other hand, work directly on image intensities, and are naturally better suited for cases where the scene does not provide much texture.

Some early examples for feature-based systems are MonoSLAM by Davison [13] and VGPS by Burschka and Hager [14], while FrameSLAM by Agrawal and Konolidge [15] and PTAM by Klein and Murray [16] are more recent developments. There has been a strong trend in recent feature-based approaches towards sliding-window methods that do not update their estimates based on only one image at a time, but instead perform an update over a small set of key-frame images via bundle adjustment. Strasdat et al. [17] have investigated this approach and found it to perform favourably compared to traditional methods, both in terms of performance and accuracy, except for very small feature sets.

Feature-based methods work fine as long as enough features can be detected and matched in images. However, this is by far not always the case. Consider Figure 1.1, which shows an example image from a video-endoscopy sequence. Note that the image quality is rather bad, and that there is not much texture in the scene. Not surprisingly, feature detection and matching turns out to be quite difficult on such images. We have run SIFT on two images of the sequence, which yielded 9 matches. However, only 2 of these 9 were actual good matches, and 2 matches are definitely not enough for recovering pose or any scene structure.

## 1. MOTIVATION



Figure 1.1: Example images from video-endoscopy, showing SIFT matches.


Figure 1.2: Face reconstruction example. Note that the forehead region exhibits almost no texture at all, except for a slight gradient due to shadowing.

Performing structure and motion recovery from such low-quality images remains challenging for intensity-based methods as well. But, as we will see in Chapter 7, we are at least able to perform an approximate reconstruction.

Another example for a difficult reconstruction scenario is shown in Figure 1.2, along with reconstruction results produced by one of our algorithms. Note that the reconstruction works quite well despite large, homogeneous regions that are present in the image. We have also run the SIFT feature detection and matching algorithm on some images, and found only a very small number of features. Especially on the forehead, features are very sparse, and definitely insufficient to reconstruct the associated surface. The detected features are shown in Figure 1.3. We do not show the feature matching lines for the sake of clarity.

Direct methods are better suited for such difficult cases, since they can make better use of the information that is present in the images [18]. Consider again the video-endoscopy example of Figure 1.1: while there are no strong edges, corners, or other features, the shading of the environment does provide information in brightness variation that can be used for matching. The methods developed in this thesis make use of this idea, and combine it with the sliding-


Figure 1.3: Detected SIFT features in two images of the face reconstruction sequence.
window approach that has been used with great success in feature-based approaches.
Earlier direct methods are typically restricted to planar surfaces, such as the method proposed by Benhimane and Malis [19]. These methods have subsequently been extended by Malis [20] to account for more general surface types. One of the contributions of this thesis is the combination of the sliding-window paradigm with such direct methods.

Silveira and Malis have also proposed a method that accounts for changing lighting conditions [21]. Their idea is quite general and allows for significant variation in lighting, modelling the lighting variation as a parametrized image that is multiplied with the intensities of the image to be tracked. In this thesis, we will also present an approach for dealing with lighting variations, but our approach will be more specialized than that of Silveira and Malis. More specifically, we will explicitly model the light source and compute its influence on image formation as is done in shape-from-shading.

Shape from shading methods [22,23] are single-view methods that also use the entire image to assign a 3D position to each pixel, but are typically a lot less accurate than multi-view methods. They assume either a point light at the camera center or distant light, Lambertian surface reflectance, and a uniform albedo of the surface under consideration. Especially the assumption of an uniform albedo is problematic, because it is rarely fulfilled in real scenarios. Nevertheless, these methods have been applied with some success in video-endoscopic settings [24, 25]. However, they will typically run into problems whenever some of their premises are not fulfilled.

In this thesis, we pick up the idea of modelling a point light source as well, thus combining the approach of shape-from-shading with direct, multi-view structure and motion recovery. Thus, we combine the advantages of both methods and are able to perform reconstruction also under difficult lighting conditions, by which we mean that there is only one source of light in the scene which is linked rigidly to the camera. A very relevant real-world example for such a scenario is video-endoscopy.

### 1.1 Contribution

The contribution of this work is threefold:

1. An optimization engine is provided to solve intensity-based bundle adjustment problems. We have developed a specialized, modular engine that is flexible yet efficient at the same time. This optimization engine will be described in Chapter 4.
2. We have implemented three different variants of intensity-based bundle adjustment algorithms. The modules needed to implement them within our optimization framework will be described in detail in Chapter 5.
3. Furthermore, we have developed a method that is capable of calibrating the position and the spatial intensity distribution of a small light source from camera images showing a calibration pattern. The light source should be small compared to the distance at which objects are observed, such that it can be approximated as a point light source. This method will be discussed in Chapter 6.

The main focus of this work, however, is on the three mentioned variants of direct bundle adjustment algorithms that are useful for surface and motion recovery in different, special settings. We will introduce our notation and recapitulate some basics of bundle adjustment in Chapter 2. Chapter 3 will provide detailed problem specifications, while Chapter 7 contains experimental results obtained with each of our methods, and discusses the applicability of these methods in different situations. Finally, Chapter 8 concludes the thesis with a summary and outlook on future work.

## Chapter 2

## Bundle Adjustment Basics

Bundle-adjustment (BA) is a well-known technique that allows simultaneous retrieval of scene geometry and extrinsic camera parameters from a set of images. All of the algorithms developed in this work have been inspired by intensity-based bundle adjustment methods. While these methods have been known for a long time (see e.g. [26, 27, 28]), computer hardware development only recently reached a point where such algorithms run in real-time [21] or at least close to real-time [29, 30].

A different interpretation of such techniques is that of image registration algorithms. To this end, intensity-based bundle adjustment methods can be seen as instances of optical flow algorithms $[31,32]$ equipped with a special parameterization that encodes the structure of the scene and extrinsic camera parameters.

Bundle adjustment was originally conceived as a method that retrieves scene structure and camera parameters accurately from large sets of images. However, in recent years, slidingwindow approaches have become increasingly popular [33, 15, 16]. These methods are suitable for real-time navigation with high accuracy. The basic idea is to apply bundle adjustment only to a small subset of images, including the most recent image. Until now, such methods have been limited to the case of feature-based bundle adjustment. One of the contributions of this work is the development of sliding-window intensity-based bundle adjustment algorithms.

A good introduction to bundle adjustment is contained in Hartley's book [34]. The paper by Triggs et al. [35] provides a detailed overview. For the reader's convenience, and also to introduce our notation, we are going to give a brief overview of bundle adjustment methods and intensity-based approaches in this chapter.

Since we are now going to explain the mathematics underlying our algorithms in detail, we want to point the reader to the appendix Chapters A and B, where we introduce the most important parts of our mathematical notation and explain our convention of using color-coded images to display depth images, error images, etc.


Figure 2.1: Toy problem illustrating bundle adjustment: A cube is observed from several different locations. Feature points project to different coordinates in those different views. The task is to reconstruct the camera position as well as the 3D coordinates associated with the feature points.

### 2.1 Feature-Based Bundle Adjustment

Intensity-based bundle adjustment methods are very closely related to more common case of feature-based bundle adjustment. Actually, as Triggs et al. [35] point out, the only difference to the feature-based case is that the objective function is composed with a smooth approximation of the image function itself, such that residuals are computed in image intensity space instead of pixel coordinate space. For this reason, we are going to quickly recapitulate the basics of feature-based methods, before we explain intensity-based methods in more detail.

The problem addressed by classic bundle adjustment is as follows: given $n$ images of the same scene, taken from different camera positions, and some features in these images that were detected and matched, determine the camera positions associated with the $n$ images and the 3D coordinates of the detected feature points. The feature matching step is typically performed by using SIFT [10], SURF [11], or similar feature detection methods. Figure 2.1 shows a schematic overview.

In what follows, we are going to focus on the case of a finite projective camera whose intrinsic parameters are known [34, pp. 153-157]. We will describe the projective properties of cameras using $3 \times 3$ camera matrices $\mathbf{K}$ that contain the intrinsic calibration parameters. The most practically relevant case is that of a pinhole camera, where the camera matrix has the structure

$$
\mathbf{K}=\left(\begin{array}{ccc}
\alpha_{x} & 0 & p_{x}  \tag{2.1}\\
0 & \alpha_{y} & p_{y} \\
0 & 0 & 1
\end{array}\right),
$$

where $\alpha_{x}$ and $\alpha_{y}$ are the focal lengths and $p_{x}, p_{y}$ are the coordinates of the principal point of the camera. Throughout this thesis, we assume that cameras have been calibrated (using, e.g., the method by Zhang [36]), and that any significant radial distortions have been rectified.

The matrix $\mathbf{K}$ maps inhomogeneous 3 D coordinates $\mathbf{b} \in \mathbb{R}^{3}$ to homogeneous 2 D pixel coordinates $\mathbf{K} \cdot \mathbf{b}$. To get the inhomogeneous pixel coordinates from $\mathbf{K} \cdot \mathbf{b}$, we would then need to divide through the homogeneous component, a process that is known in computer graphics as projective divide. It will be convenient for us to define a function $\boldsymbol{\pi}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ that performs the perspective divide:

$$
\begin{equation*}
\boldsymbol{\pi}(\mathbf{x})=\left(\frac{\mathbf{x}_{1}}{\mathbf{x}_{3}}, \frac{\mathbf{x}_{2}}{\mathbf{x}_{3}}\right)^{\mathrm{T}} \tag{2.2}
\end{equation*}
$$

Conversely, feature detection and localization yields feature coordinates $\boldsymbol{\pi}(\mathbf{K} \cdot \mathbf{b}) \in \mathbb{R}^{2}$ that are usually related to homogeneous 2 D coordinates by extending the 2 D vector $\boldsymbol{\pi}(\mathbf{K} \cdot \mathbf{b})$ with an entry of 1 . The resulting homogeneous coordinates represent the same point as $\mathbf{K} \cdot \mathbf{b}$, since homogeneous coordinates are equivalent up to scale (indicated by the symbol $\propto$ ):

$$
\binom{\pi(\mathbf{K} \cdot \mathbf{b})}{1}=\left(\begin{array}{c}
\frac{(\mathbf{K} \cdot \mathbf{b})_{1}}{(\mathbf{K} \cdot \mathbf{b})_{3}}  \tag{2.3}\\
\frac{(\mathbf{K} \cdot \mathbf{b} 2}{(\mathbf{K} \cdot \mathbf{b})_{3}} \\
1
\end{array}\right) \propto\left(\begin{array}{c}
(\mathbf{K} \cdot \mathbf{b})_{1} \\
(\mathbf{K} \cdot \mathbf{b})_{2} \\
(\mathbf{K} \cdot \mathbf{b})_{3}
\end{array}\right)=\mathbf{K} \cdot \mathbf{b} .
$$

We can then use the inverse camera matrix $\mathbf{K}^{-1}$ to determine a 3 D direction vector that points from the camera's principal point towards $\mathbf{b}$, such that

$$
\begin{equation*}
\mathbf{b} \propto \mathbf{K}^{-1} \cdot\binom{\boldsymbol{\pi}(\mathbf{K} \cdot \mathbf{b})}{1}, \text { or } \mathbf{b}=\mathbf{b}_{3} \cdot \mathbf{K}^{-1} \cdot\binom{\boldsymbol{\pi}(\mathbf{K} \cdot \mathbf{b})}{1} \tag{2.4}
\end{equation*}
$$

Note that the parameter $\mathbf{b}_{3}$ represents the $z$-coordinate of the point $\mathbf{b}$, measured in the camera's frame of reference. The vector $\mathbf{K}^{-1} \cdot\left(\boldsymbol{\pi}(\mathbf{K} \cdot \mathbf{b})^{\mathrm{T}}, 1\right)^{\mathrm{T}}$ alone is a vector from the principle point of the camera to the 2D projection of the point $\mathbf{b}$ onto an $x y$ plane at distance 1, as illustrated in Figure 2.2.

In the mathematical framework of projective cameras described above, images taken from different viewpoints correspond to images of the same point cloud as seen from different camera frames. Discussing the intrinsic parameters of cameras, we have shown now how 3D coordinates that are relative to a camera's frame can be mapped to 2D coordinates. However, we also need to introduce the extrinsic camera parameters, which are used to describe transformations of 3D coordinates from one camera frame to another.

Transforming coordinates is done via so-called rigid transformations, and these transformations consist of a rotation and translation in 3D space. It is well-known that the minimal number of parameters needed to describe such a rigid transformation is 6 , encompassing 3 parameters for translation and 3 parameters for rotation. Rotations can be represented using many different schemes, such as, e.g., Euler angles, quaternions, rotation matrices, each of which uses at least 3 parameters. The topic of rotation representation is indeed quite complex and will be discussed in more detail later on. For our algorithms, we have decided to use quaternions for


Figure 2.2: Relation between pixel coordinates and 3D coordinates.
our rotation representation, such that extrinsic parameters can be represented by 7-dimensional vectors $\mathbf{a}=\left(\mathbf{a}_{\mathrm{t}}^{\mathrm{T}}, \mathbf{a}_{\mathrm{q}}^{\mathrm{T}}\right)^{\mathrm{T}}$, where $\mathbf{a}_{\mathrm{t}} \in \mathbb{R}^{3}$ is a vector of translation between our coordinate frames, and $\mathbf{a}_{\mathrm{q}} \in \mathbb{R}^{4}$ is the rotation quaternion representing the rotation between frames.

Using this scheme, our definition of rigid transformations becomes

$$
\begin{equation*}
\mathbf{T}(\mathbf{a}, \mathbf{b})=\mathbf{R}\left(\mathbf{a}_{\mathrm{q}}\right)^{\mathrm{T}}\left(\mathbf{b}-\mathbf{a}_{\mathrm{t}}\right) \tag{2.5}
\end{equation*}
$$

where $\mathbf{R}\left(\mathbf{a}_{\mathrm{q}}\right)$ denotes the $3 \times 3$ rotation matrix corresponding to the rotation quaternion $\mathbf{a}_{\mathrm{q}} \in \mathbb{R}^{4}$, and $\mathbf{b} \in \mathbb{R}^{3}$ are the 3 D coordinates of a point to be transformed. Thus, in our case rigid transformations are functions of type $\mathbb{R}^{3} \times \mathbb{R}^{7} \rightarrow \mathbb{R}^{3}$ that take point coordinates in one frame together with transformation parameters to point coordinates in another frame.

Sometimes, it will be convenient to refer to the specific coordinate frames involved in a certain rigid transformation. This requires us to introduce some new notation, which is shown in Figure 2.3. There, a rigid transformation relates point coordinates relative to coordinate frame $\{A\}$ to point coordinates relative to frame $\{B\}$ and vice versa. In the following, whenever we want to be be more specific about the coordinate frames involved, we will use leading sub- and superscripts to refer to the source and destination coordinate frames of a rigid transformation, such that the transformation parameters for moving from coordinate frame $\{A\}$ to coordinate frame $\{B\}$ would be denoted as ${ }_{A}^{B} \mathbf{a}$. Similarily, we may denote the frame of reference of the coordinates of some point with a leading superscript, such that the coordinates of point $\mathbf{b}$ relative to frame $A$ would be ${ }^{A} \mathbf{b}$. Mathematically, the following Equations hold: $\mathbf{T}\left({ }_{A}^{B} \mathbf{a},{ }^{A} \mathbf{b}\right)=$ ${ }^{B} \mathbf{b}$ and $\mathbf{T}\left({ }_{B}^{A} \mathbf{a},{ }^{B} \mathbf{b}\right)={ }^{A} \mathbf{b}$.

Now we are ready to formulate the basic idea underlying bundle adjustment: Assume we have applied a feature detection and matching algorithm to a set of $N$ images $\mathfrak{J}_{n}$, where $1 \leq n \leq N$.


Figure 2.3: Illustration of rigid transformations.

The algorithm has produced, for each image $\boldsymbol{J}_{n}$, a set of $M 2 \mathrm{D}$ image feature coordinates $\mathbf{p}_{n, m}$. Not all features are neccessarily visible in all frames, so the algorithm also produces values $v_{n, m}$ indicating whether feature $m$ has been found in image $n$. The numbering is such that $\mathbf{p}_{i, k}, \mathbf{p}_{j, k}$ denote the image coordinates of some feature $k$ that has been detected and matched in the two images $\boldsymbol{J}_{i}, \boldsymbol{J}_{j}$. Neglecting for now the possibility of false matches and assuming the feature localization to be $100 \%$ accurate, this means that $\mathbf{p}_{i, k}, \mathbf{p}_{j, k}$ are 2 D projections of the same 3 D point $\mathbf{b}_{k}$, seen from two different positions. Let $\mathbf{a}_{i}$ denote the extrinsic camera parameters (rotation and translation) and $\mathbf{b}_{j}$ the 3 D coordinates of a point $j$. Furthermore, define $\mathbf{a}$ and $\mathbf{b}$ to be the vectors resulting from stacking all $\mathbf{a}_{i}$ respectively $\mathbf{b}_{j}$ on top of each other.

The image reprojection error associated with a point $\mathbf{b}_{j}$ seen in view $\mathbf{a}_{i}$ is defined as

$$
\begin{equation*}
\left|\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{b}_{j}\right)\right)-\mathbf{p}_{i, j}\right| \tag{2.6}
\end{equation*}
$$

which is simply the length of the displacement vector between the predicted position of a point and its actually measured position. The goal of bundle adjustment algorithms is to find solutions $\mathbf{b}_{j}, \mathbf{a}_{i}$ that minimize these reprojection errors.

This is typically achieved by minimizing the following sum ${ }^{\mathrm{F}} E(\mathbf{a}, \mathbf{b})$ of squared image reprojection error vectors:

$$
\begin{equation*}
{ }^{\mathrm{F}} E(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{N} \sum_{j=1}^{M} v_{i, j}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{b}_{j}\right)\right)-\mathbf{p}_{i, j}\right)^{2} \tag{2.7}
\end{equation*}
$$

Note that the pre-superscript F is used to distinguish this error term from the intensity-based one that will be introduced later on.

The minimization of above objective function is typically performed using a non-linear optimization method. Such optimization involves repeated solution of sparse linear systems, and the exploitation of this sparsity of these systems is essential. Solving the involved linear


Figure 2.4: Illustration of reprojection errors: Blue crosses indicate current projection estimates, green crosses are measured projection coordinates, red line segments show the reprojection error.
problems would be infeasible if the linear system was treated as a dense system.
In the hypothetic case of perfectly accurate values $\mathbf{a}_{i}, \mathbf{b}_{i}$, the image reprojection error would be 0 . More realistically, the values will never be completely accurate, but still, the reprojection error will be minimal if the parameters $\mathbf{a}_{i}, \mathbf{b}_{j}$ reflect the real values of point coordinates and extrinsic camera parameters as closely as possible. This is our basic formulation of the bundle adjustment problem: Given measurements $\mathbf{p}_{i, j}$, determine parameters $\mathbf{a}_{i}, \mathbf{b}_{j}$ such that the sum of squared reprojection error (2.7) is minimized.

In practice, this problem is typically solved as a two-step process:

1. Initial estimates for all $\mathbf{a}_{i}, \mathbf{b}_{j}$ are generated via algorithms for fundamental matrix estimation and successive triangulation [37]. Another option to perform this initialization is the use of an $L_{\infty}$-norm (maximum norm) formulation of above problem together with second-order cone programming methods [38].
2. The initial fit is subsequently refined using a nonlinear optimization technique that minimizes the reprojection error. This is usually done using the Levenberg-Marquardt nonlinear optimization method [39].

It is quite common that feature coordinates determined by feature detection algorithms are unreliable, and affected by noise, gross outliers, and false matches. This has a drastically deteriorating effect on the quality of the solution found by solving the BA equation (2.7), at least if the equation is used in its original formulation. A typical approach for reducing the influence of such corrupted measurements is the usage of robust cost functions [34, pp. 616-622].

Such a cost function basically takes as input a displacement vector, and assigns to it a specific cost. Robust cost functions are typically designed such that they assign less cost to outliers. We reformulate Equation (2.7) for the case of using some cost function $\mathcal{C}$ as follows:

$$
\begin{equation*}
{ }^{\mathrm{F}} E_{\mathrm{C}}(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{N} \sum_{j=1}^{M} v_{i, j} \cdot \mathcal{C}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{b}_{j}\right)\right), \mathbf{p}_{i, j}\right) \tag{2.8}
\end{equation*}
$$

We see that the original formulation (2.7) is coincident with this slightly generalized version for
the case of $\mathcal{C}(x, y)=(x-y)^{T} \cdot(x-y)$.
Sliding-window based approaches also solve the bundle adjustment problem, but typically, this is only done for a relatively small set of images taken from a camera stream. Thus, their main purpose is the computation of an incremental motion and structure update. Georg Klein's widely known PTAM system [16] can probably be considered the gold standard when it comes to implementing this idea. One of our contributions is the transfer of sliding-window methods to the case of intensity-based bundle adjustment.

This concludes our discussion of classical feature-based bundle adjustment, and we will now turn to the intensity-based variant of bundle adjustment, which is the main idea underlying all algorithms presented in this thesis.

### 2.2 Intensity-Based Bundle Adjustment

As we have mentioned before, the intensity-based bundle adjustment formulation is very similar to the feature-based one, but some small changes have to be made. First of all, we will no longer rely on a feature detection mechanism, but instead match a reference image $\mathfrak{J}_{0}$ to the other images $\mathfrak{J}_{1}, \mathfrak{J}_{2}, \ldots, \mathfrak{J}_{N}$. Furthermore, we will associate some camera parameters $\mathbf{a}_{0}$ with the reference image, and all other images should be localized relative to that image. If we still model the scene as consisting of single points, the image re-projection error would be rewritten as

$$
\begin{equation*}
E_{\mathbb{C}}(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{N} \sum_{j=1}^{M} v_{i, j} \cdot \mathcal{C}\left(\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{b}_{j}\right)\right)\right), \quad \mathfrak{J}_{0}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{0}, \mathbf{b}_{j}\right)\right)\right)\right) . \tag{2.9}
\end{equation*}
$$

This formulation, however, is slightly problematic, since it indirectly assumes that pixels can be identified solely based on their intensity. However, images usually contain many pixels of the same intensity value, which makes finding a correct match very unlikely. On the other hand, pixels that are close to each other in an image have a high probability that their depth values are also close together. This observation leads to the idea of restricting the points to lie on some kind of surface.

The natural choice for such a surface model is usage of a parametrized depth map $z$ that assigns a depth value $z(\mathbf{p}, u, v)$ or an inverse depth value $\frac{1}{z(\mathbf{p}, u, v)}$ to pixels $(u, v)$ of the template image. We will call the former approach a direct depth parametrization, and the latter approach an inverse depth parametrization. It has been shown that for several reasons, inverse depth parametrizations are superior to direct depth parametrizations in the context of SLAM methods [40], which is why we will employ an inverse depth parametrization in our algorithm.

The concept of depth maps has been applied with considerable success in many reconstruction methods. One quite recent example is the on-line dense reconstruction algorithm by Newcombe [41], where a per-pixel depth map is determined directly from image data, and a total variation regularizer to enforce a certain degree of smoothness on the depth map. Figure 2.5 shows an example of a direct depth map and an inverse depth map for an artifically rendered scene.


Figure 2.5: Left: Synthetic scene, Middle: Direct depth map, Right: Inverse depth map.

These considerations finally lead to a formulation of intensity-based bundle adjustment where all images are involved. Thus, we will call this the complete intensity-based objective, as opposed to the pair-wise and sliding-window variants that we will define later. The complete objective is defined as

$$
\begin{equation*}
{ }^{\mathrm{CI}} E_{\mathrm{C}}(\mathbf{a}, \mathbf{p})=\sum_{i=1}^{N} \sum_{j=1}^{M} \mathcal{C}\left(\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{d}_{z}\left(\mathbf{p}, u_{j}, v_{j}\right)\right)\right)\right), \quad \boldsymbol{J}_{0}\left(u_{j}, v_{j}\right)\right) \tag{2.10}
\end{equation*}
$$

where $\mathbf{d}_{z}$ denotes the surface induced by the depth map function $z$. The reference pixel coordinates $\left(u_{j}, v_{j}\right)$ are typically chosen before the optimization process, and remain constant. Due to the computational expense of intensity-based bundle adjustment, it is quite common not to include all image pixels in the set of reference pixels. In our case, the reference pixels will be distributed uniformly across a user-chosen rectangular region of interest. Figure 2.6 shows the concept for the simple case of alignment between two frames.

This formulation of intensity-based bundle adjustment makes use of the well-known color constancy assumption, which is intuitively understood as the assumption that the same scene point has the same color when seen from different points of view. For nearly Lambertian surfaces, constant illumination and non-significant camera vignetting, the color constancy assumption is a reasonable approximation.

The objective term formulated above is a bit complicated, thus we will define a helper function to keep our presentation concise. Exploiting the fact that the reference pixel coordinates $\left(u_{j}, v_{j}\right)$ remain constant, we can define a warping function $\mathbf{w}_{j}$ for each reference pixel $\left(u_{j}, v_{j}\right)$ as

$$
\begin{equation*}
\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)=\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{d}_{z}\left(\mathbf{p}, u_{j}, v_{j}\right)\right)\right) . \tag{2.11}
\end{equation*}
$$

This function represents a warp of 2D coordinates, since it describes, for any surface point $\left(u_{j}, v_{j}\right)$, its 2D position in a different frame. The warping function can thus be interpreted as the optical flow of the reference points $\left(u_{j}, v_{j}\right)$. Using this warping function, we can shorten above objective term to

$$
\begin{equation*}
{ }^{{ }^{\mathrm{CI}}} E_{\mathrm{C}}(\mathbf{a}, \mathbf{p})=\sum_{i=1}^{N} \sum_{j=1}^{M} \mathcal{C}\left(\boldsymbol{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right), \quad \boldsymbol{J}_{0}\left(u_{j}, v_{j}\right)\right) \tag{2.12}
\end{equation*}
$$



Figure 2.6: The intensity matching process: The current estimate yields a prediction of intensity values, which are compared to the template image values. This yields the image intensity error. Intensity-based bundle adjustment minimizes the intensity re-projection error, yielding an improved surface and camera position estimate.

## 2. BUNDLE ADJUSTMENT BASICS

In the case of changing illumination, the situation gets more difficult, since the color of one point might change from one image to the next. It is, in general, quite difficult to incorporate lighting changes into intensity-based reconstruction methods. One way to deal with the problem is the approach suggested by Silveira and Malis [21], where the lighting variation is parametrized in a similar way as the surface model, and the lighting parameters are then simply estimated along with the surface and camera parameters. This approach, however, can only work if the surface to be reconstructed and tracked provides enough texture, since the lighting change model provides quite a lot of degrees of freedom. In case of a weakly textured surface, it seems likely that such an algorithm would not be able to discern whether a color change is due to a change in lighting or due to movement of the surface.

## Chapter 3

## Approach

We are now going to provide exact problem descriptions for each of the three algorithms that we have mentioned earlier, and sketch the solutions we have developed. Since the problem of motion and scene recovery from monocular images is an ill-posed problem, we need to rely on a couple of assumptions to make it feasible. The assumptions that are made for all three cases are the following:

- The surface to be reconstructed exhibits Lambertian reflectance, and it is smooth, such that it can be represented well using a smooth surface model.
- The surface is not occluded and fully visible.
- Intrinsic camera parameters and camera distortion coefficients are known, and do not change during an image sequence. The images we are working with have been rectified, such that distortion effects are removed.
- The photometric properties of the camera (inverse response function and vignetting profile) have been calibrated, and the images we are working with show no significant photometric distortions or have been rectified accordingly.

For each of the three algorithm variants, there are some specific additional assumptions as follows:

1. Lighting conditions are arbitrary, but do not change during the reconstruction.
2. There is a point-shaped light source that is located at the camera's principle point. Except for that light, there is no other source of light in the scene. Light inter-reflections from surfaces are neglected.
3. There is a small light source that is linked rigidly to the camera itself. The light is very small, but not a perfect point source. Thus, we treat the light source as having a non-uniform spatial intensity profile. A calibration method is used to determine both the light's position and the intensity profile. Again, we ignore inter-reflections between illuminated surfaces.

## 3. APPROACH

All of our algorithms are formulated as optimization problems, and their problem structure is very similar, and closely related to the intensity-based bundle adjustment methods that have been described in Chapter 2.

Basically, the algorithms work by finding parameters that warp the image intensity values in the current frame back to the reference image, minimizing the intensity differences. Figure 3.1 shows a coarse overview in form of a flow chart. We apply a coarse-to-fine pyramidal optimization scheme as is done frequently in optical flow algorithms [42], with a downscaling factor of 0.5 and three pyramid levels.

For solving the optimization problem, we employ the well-known SQP method [43]. This is basically a Newton-type optimization method that supports enforcing some constraints on the problem parameters. It has also been suggested by Triggs et al. [35] as the method of choice when solving constrained bundle-adjustment problems. The need for constrained optimization arises because of our choice of unit quaternions as rotation representation, and because of the need to constrain the scale of there reconstruction, which is non-observable. We have developed an efficient and flexible optimization framework that will be described in detail in Chapter 4.

The optimization is performed over a sliding window of images. To assure that the baseline between images in the sliding window is large enough, we check the average translational flow magnitude of every new image before adding it to the sliding window. A new image is accepted into the sliding window buffer if its average translational flow magnitude against the reference image and all other images in the buffer is larger than some threshold value. We are using a threshold value of 10 pixels that has been determined empirically.

As we have mentioned in Chapter 2, it is typically very difficult to match points through their image intensities alone, so usually they are constrained to lie on some kind of parametric surface. A very common scene representation for dense scene recovery methods is that of a direct or inverse depth map. Figure 3.2 shows an example of curves induced by a cosine depth profile for the 2 D case, which is analogous to the 3D case.

Our surface model is that of an inverse B-spline depth map, where different spline orders and different amounts of control points can be chosen. These parameters influence the smoothness and the the level of detail that the surface model can represent. Typically, we use 8 control points for the spline surface in each direction, and a spline order of 2 in both directions, corresponding to a bi-quadratic spline surface.

Because the optimization is computationally very expensive, we do not perform an exhaustive minimization of the objective for every pixel of the ROI. Instead, we only sample a certain number of pixels for each control point. Typically, the sampling resolution is $8 \times 8$ pixels per control point, and the sampling points are spread evenly over the ROI. More sophisticated methods for determining effective pixel sampling sets have been proposed by Brooks et al. [44]. Essentially, such a method allows for higher computational performance without losing much accuracy. We have not yet integrated their scheme into our algorithms, but would like to do this in the future.

In the case of constant lighting conditions, the resulting algorithm is basically an optical flow method, trying to find the 2 D position of reference points in another image. In the other two


Figure 3.1: Coarse flowchart overview showing the overall structure of our surface and motion recovery algorithms.


Figure 3.2: A very simple, synthetic example for a 2 D depth profile. The function shown in the topmost plot is defined as $f(x)=\frac{1}{2} \cdot(\cos (10 \cdot x)+2.5)$. The middle and bottom plots show the corresponding direct and inverse depth maps in the 2D case, respectively.
cases, we do not only warp the 2D positions of pixels, but also their brightness values according to the illumination model. Implementation-wise, the difference between these methods is merely the usage of different modules within our optimization framework, thus optimizing different objectives.

This concludes our introduction of the common concepts that are shared by all of our algorithms. The only remaining difference between the algorithms is then the optimization objective used, and the rest of this chapter will be devoted to introducing the different objective functions.

In the next Section, we will discuss the first of these three cases, which is the sliding-window method for constant lighting. It is basically a small modification of the original intensity-based bundle adjustment Equation (2.10). Before going into detail about the other two methods that use an explicit illumination model, we introduce the reader to the theory of image formation for Lambertian surfaces for point light sources in Section 3.2. Using this knowledge, we can provide mathematical specifications for the second and third algorithm variants in Sections 3.3 and 3.4.

### 3.1 The Constant Light Case

The first algorithm uses a cost function similar to the one in Equation (2.10), and makes use of the color constancy assumption. Our main contribution is the development of a sliding-window approach, which improves the robustness and accuracy of the approach. The sliding-window paradigm has been applied with great success in feature-based bundle adjustment [45, 16].

Typical direct methods compare only two images, minimizing the pair-wise objective

$$
\begin{equation*}
{ }^{\mathrm{PI}} E_{\mathcal{C}}\left(\mathbf{a}_{i}, \mathbf{p}\right)=\sum_{j=1}^{M} \mathrm{C}\left(\mathcal{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right), \quad \boldsymbol{J}_{0}\left(u_{j}, v_{j}\right)\right) \tag{3.1}
\end{equation*}
$$

where $i$ is the index of the newest image. Our method, however, will use the objective function

$$
\begin{equation*}
{ }^{\mathrm{SI}} E_{\mathbb{C}}\left(\mathbf{a}_{\mathcal{V}}, \mathbf{p}\right)=\sum_{i \in \mathcal{V}} \sum_{j=1}^{M} \mathcal{C}\left(\mathcal{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right), \quad \boldsymbol{J}_{0}\left(u_{j}, v_{j}\right)\right) \tag{3.2}
\end{equation*}
$$

where $\mathcal{V}$ is a set of image indices containing the newest image, and $\mathbf{a} v$ is a vector containing the corresponding extrinsic parameters. An example reconstruction obtained using this method is shown in Figure 3.3.

### 3.2 Light Source Modelling

Furthermore, we developed two variants of the aforementioned algorithm that are able to cope with two special cases of changing illumination. The second variant of our algorithm assumes that the only source of light in a scene is a point light source located at the camera's optical

## 3. APPROACH



Figure 3.3: Face reconstruction example. The input data was the same as used in Figure 2.6.
center. A typical, very relevant example for real-world applications of this idea is medical videoendoscopy. The idea has been previously exploited in the case of shape-from-shading [46, 23].

To our knowledge, nobody has applied this idea yet to bundle-adjustment algorithms, so our main contribution is transferral of the explicit light model to direct bundle adjustment. Besides assuming that the light source is located at the camera center, the mentioned shape-from-shading approaches also assume that the surface reflectance is Lambertian with uniform albedo, and that there are no inter-reflections. In comparison, our method has the substantial advantage that it does not require an uniform albedo, but is able to deal with varying albedo as well.

The third variant of our algorithm is a further generalization which allows the point light source to be located at an arbitrary fixed position relative to the camera, and it furthermore allows the light source to have a non-uniform, direction-dependent intensity distribution.

The objective functions for these variants of intensity-based bundle adjustment combine the original objective (2.10) with a correction factor that couples the image intensity differences with the camera motion. We will now discuss the mathematical theory behind modelling of point light sources, which is illustrated in Figure 3.4.

Following the approach presented by Prados et al. [23], we can compute the intensity values as

$$
\begin{align*}
\mathfrak{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right) & =\mathbf{C} \cdot \frac{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)}{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)\right|^{2}}  \tag{3.3}\\
\mathfrak{J}_{0}\left(u_{j}, v_{j}\right) & =\mathbf{C} \cdot \frac{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)}{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)\right|^{2}} \tag{3.4}
\end{align*}
$$

where $\mathbf{C}$ is a constant depending on light intensity and surface albedo at the scene point corresponding to surface coordinates $\left(u_{j}, v_{j}\right)$, the vector $\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)$ points from the surface point $\left(u_{j}, v_{j}\right)$ to the light source in frame $i$, and $\alpha\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)$ is the angle between the surface normal $\mathbf{n}_{z}\left(\mathbf{p}, u_{j}, v_{j}\right)$ and the incident light at the surface point in frame $i$. In our algorithms,


Object Surface
Figure 3.4: Lighting situation in case of a point light source moving with the camera.
the light source is linked rigidly to the camera, so we have

$$
\begin{equation*}
\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)=\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{l}_{\mathrm{t}}\right)-\mathbf{d}_{z}\left(\mathbf{p}, u_{j}, v_{j}\right) \tag{3.5}
\end{equation*}
$$

where $\mathbf{l}_{\mathrm{t}}$ is the constant position of the light source relative to the camera, expressed in the camera's frame of reference, and $\widetilde{\mathbf{a}}_{i}$ are the inverse extrinsic parameters such that

$$
\begin{equation*}
\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{b}\right)\right)=\mathbf{b} \tag{3.6}
\end{equation*}
$$

Thus, $\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{l}_{\mathrm{t}}\right)$ computes the position of the light source in frame $i$ with respect to the reference frame's coordinate system $\mathbf{a}_{0}$.

Above equations can be rearranged into

$$
\begin{array}{r}
\mathfrak{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right) \cdot \frac{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)\right|^{2}}{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)}=\mathbf{C} \\
\boldsymbol{J}_{0}\left(u_{j}, v_{j}\right) \cdot \frac{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)\right|^{2}}{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)}=\mathbf{C} \tag{3.8}
\end{array}
$$

which in turn leads to

$$
\begin{equation*}
\boldsymbol{J}_{0}\left(u_{j}, v_{j}\right)-\boldsymbol{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right) \cdot \frac{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)\right|^{2}}{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)} \cdot \frac{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)}{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)\right|^{2}}=\mathbf{0} \tag{3.9}
\end{equation*}
$$

the left hand side of which constitutes the new intensity re-projection error to be minimized. The
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term multiplied to the right of $\boldsymbol{J}_{i}$ is a correction factor that maps the intensities as measured in frame $i$ to intensities as measured in frame 0 , compensating intensity changes due to the moving light source.

To simplify the notation, we will now define an abbreviation of the correction term formula by means of a brightness warping function ${ }_{\mathrm{B}}^{\mathrm{l}_{\mathrm{t}}} w_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)$ as

$$
\begin{equation*}
{ }_{\mathrm{B}}^{\mathbf{l}_{\mathrm{t}}} w_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)=\frac{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)\right|^{2}}{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)} \cdot \frac{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)}{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)\right|^{2}} . \tag{3.10}
\end{equation*}
$$

This brightness warping function will be useful for both variants of our algorithms that perform light source modelling.

### 3.3 The Case of a Point Light at the Optical Center

Having explored the properties of light modelling, we are now ready to formulate the objective function underlying the second variant of our algorithm, where it is assumed that the scene is lit merely by a point light source at the optical center of the camera. Making use of the intensity warping function defined above, the objective function is

$$
\begin{equation*}
{ }^{\mathrm{L}} E_{\mathbb{C}}(\mathbf{a} v, \mathbf{p})=\sum_{i \in \mathcal{V}} \sum_{j=1}^{M} \mathcal{C}\left(\mathcal{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right) \cdot{ }_{\mathrm{B}}^{\mathbf{0}} w_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right), \quad \mathcal{J}_{0}\left(u_{j}, v_{j}\right)\right) . \tag{3.11}
\end{equation*}
$$

Note that the light source position relative to the camera is $\mathbf{0}$.
During our experiments, we have found that the initialization of this system is significantly more difficult than in the case of static lighting. This can be explained as follows: The objective function in the case of static lighting is already a non-convex function, which is inherently difficult to optimize. Using our assumption that the camera is moving smoothly, and thus image displacements are not too big, we are, however, still able to find a good initial optimum and thus a good initial surface approximation in most cases. This is mostly due to the fact that the objective does not exhibit very strong non-linearity: The pseudo-Huber cost function that we are using looks like a square function for inliers and like a linear function for outliers. This means that the objective can be approximated well through a Taylor approximation, which can be seen as basis for our optimization method.

The objective function (3.11) for this illumination-modelling approach now introduces additional non-linearity through the intensity warping function, which basically computes as a fraction of some terms that even include third-order powers. This is our explanation for the increased difficulty of optimization this objective.

To aid with this initialization, we provided a crude initialization to the system by estimating a pixel's depth from its intensity. The underlying assumption is that the surface albedo is constant, and that the angle between light source and surface is constant. Starting from Equation (3.3), and denoting our initial depth estimates as $z_{i, j}$ and the constant surface-light-angle
as $\alpha^{\prime}$, these assumptions lead to the following formula:

$$
\begin{equation*}
\left|\mathcal{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right)\right| \approx\left|\frac{\mathbf{C} \cdot \cos \left(\alpha^{\prime}\right)}{z_{i, j}}\right| \Leftrightarrow\left|z_{i, j}\right| \approx \sqrt{\frac{|\mathbf{C}| \cdot\left|\cos \left(\alpha^{\prime}\right)\right|}{\left|\mathfrak{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right)\right|}} \tag{3.12}
\end{equation*}
$$

Note that $\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)\right|^{2}=z_{i, j}^{2}$, since $\mathbf{l}_{\mathrm{t}}=\mathbf{0}$. The reconstruction is in any case only up to scale, so the constant values $|\mathbf{C}|$ and $\left|\cos \left(\alpha^{\prime}\right)\right|$ can be chosen arbitrarily and are set to 1 in our case. After the per-pixel initial values have been determined using this formula, we compute an initial interpolation using the depth map surface. The depth surface is subsequently normalized such that our scale constraint is fulfilled.

### 3.4 The Case of Fully Calibrated Light

The third variant of direct bundle adjustment considered in this work goes one step further by using a light source whose position is not coincident with the camera, but has an arbitrary fixed position relative to the camera. In addition to that, the light source is assumed to have a nonuniform intensity profile. Both the position of the light and its intensity profile are calibrated using a novel calibration algorithm that will be described in Chapter 6.

Figure 3.5 shows a 2D schematic view of the situation when a light source is used that is not located at the optical center. A point light source can be modelled as an inverse camera which projects light into the scene instead of measuring it. Actual light sources are, however, not perfect point-shaped sources, and exhibit a non-uniform light intensity in different directions. Our calibration method determines both the position of the light source relative to the camera as well as the intensity profile in terms of a light intensity image ${ }_{L} \mathcal{J}$.

The basic idea underlying this algorithm is the same as in the previous two cases: Using our mathematical model for image formation, we are able to remap the intensities found in some image $i$ to the reference frame. In the case of the uniform point light source, it was enough to take into account the intensity warping factor ${ }_{\mathrm{B}}^{0} w_{j}$. In the more complex case of calibrated light, it is not enough to merely take that intensity warping into account, but we also need to remove the non-uniform light pattern from the intensities of frame $i$, and finally re-project the pattern again to the reference frame's intensities. Figure 3.6 illustrates the concept. After the intensities have been re-projected into the reference frame, they can be compared to each other.

When treating the light source as an inverse camera, determining the brightness of a light ray hitting a surface point becomes an easy task: We merely have to transform the point in question to the light source's frame of reference, and perform the 3D-2D projection according to the light source's projection matrix. We shall define a new coordinate warping function ${ }_{L} \mathbf{w}_{j}$ for this case as follows:

$$
\begin{equation*}
{ }_{\mathrm{L}}^{1} \mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)=\boldsymbol{\pi}\left(\mathbf{K}_{\mathrm{L}} \cdot \mathbf{T}\left(\mathbf{l}, \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{d}_{z}\left(\mathbf{p}, u_{j}, v_{j}\right)\right)\right)\right), \tag{3.13}
\end{equation*}
$$

where $\mathbf{K}_{\mathrm{L}}$ denotes the light source's projection matrix, and $\mathbf{l}$ denotes the constant extrinsic parameters of the light source with respect to the camera frame. Note that the only two
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Figure 3.5: When using a calibrated light source, we treat the source as an inverse camera: Instead of measuring incoming light, it projects light into the scene. Since common light sources are hardly perfect point-shaped sources, the projected light usually exhibits a non-uniform intensity in different directions.
differences to the original warping function $\mathbf{w}_{j}$ is the additional rigid transformation according to the light's extrinsic parameters $\mathbf{l}$ and usage of a different projection matrix $\mathbf{K}_{\mathrm{L}}$. The vector of extrinsic light parameters consists of a translation portion and a rotation portion, just like the extrinsic camera parameters: $\mathbf{l}=\left(\mathbf{l}_{\mathrm{t}}, \mathbf{l}_{\mathrm{r}}\right)$.

Together with the intensity warping function from the previously discussed algorithm, this allows us to re-project the image intensities of some frame $i$ to the reference frame with reference lighting. The idea is then as follows:

1. Multiply each image intensity $\mathcal{J}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right)$ with the inverse light intensity $\left.{ }_{\mathrm{L}} \widehat{\mathfrak{J}}{ }_{\mathrm{L}}{ }^{1} \mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right)$. This will neutralize the light's intensity profile.
2. Multiply the resulting intensities with the brightness warping values ${ }_{\mathrm{B}}^{\mathbf{0}} w_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)$, to account for the brightness changes due to the translation of the point source.
3. Finally, multiply the intensity values with the directional light intensities ${ }_{L} \mathcal{J}\left({ }_{L}{ }^{1} \mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{0}\right)\right)$, in order to fully reproduce the lighting conditions in the reference image.

After these steps have been performed, the computed intensity values can then be matched against the template intensity values. Formulated as an objective function, this would look as


Figure 3.6: Images of a synthetic scene, illustrating the overall warping process from image $i$ back to the reference frame.
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follows:

$$
\begin{align*}
&{ }^{\mathrm{CL}} E_{\mathcal{C}}(\mathbf{a} v, \mathbf{p})=\sum_{i \in \mathcal{V}} \sum_{j=1}^{M} \mathcal{C}\left(\mathcal{J}_{i}\left(\mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right) \cdot{ }_{\mathrm{L}} \widehat{\mathfrak{J}}\left({ }_{\mathrm{L}}^{1} \mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)\right) .\right. \\
&\left.{ }_{{ }_{\mathrm{B}}}^{\mathbf{0}} w_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right) \cdot{ }_{\mathrm{L}} \mathcal{J}\left({ }_{\mathrm{L}}{ }^{1} \mathbf{w}_{j}\left(\mathbf{p}, \mathbf{a}_{0}\right)\right), \quad \mathfrak{J}_{0}\left(u_{j}, v_{j}\right)\right) . \tag{3.14}
\end{align*}
$$

Note that the intensity warping now depends on the baseline between the camera and the light source, which means that this method is no longer an up-to-scale reconstruction, but provides a metric reconstruction instead. This also means that the surface scale constraint is not applied in this variant.

## Chapter 4

## Efficient and Flexible Nonlinear Optimization

While we have already introduced the mathematical formulation of both feature- and intensitybased bundle adjustment methods in the previous chapter, this chapter is dedicated to the theory and practice of nonlinear optimization, which is the core technology applied for solving bundle adjustment.

The mathematical discipline of non-linear optimization (also known as non-linear programming ) is a well-studied field that has produced a multitude of methods for solving the following type of problem: Given an objective function $o: \mathbb{R}^{n} \rightarrow \mathbb{R}$, and functions $\mathbf{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, $\mathbf{h}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$, solve the minimization problem

$$
\min _{\mathbf{x} \in \mathbb{R}^{n}} o(\mathbf{x}) \quad \text { subject to the constraints } \quad \mathbf{g}(\mathbf{x}) \leq \mathbf{0}, \quad \mathbf{h}(\mathbf{x})=\mathbf{0}
$$

where the $\leq$ operator is interpreted in an element-wise fashion. The functions $\mathbf{g}$ and $\mathbf{h}$ thus allow specification of inequality and/or equality constraints on the solution. Many methods for solving this type of problem are known, and each specific method has benefits and drawbacks. For more information about general non-linear optimization methods, see the well-known book by Nocedal and Wright [43].

The bundle adjustment problem that we have introduced earlier is also a problem of this type, but so far, without any constraints. However, when using quaternions for representing rotations, it is necessary to constrain the quaternions to be of unit length, and this is something that can easily be achieved by integrating appropriate constraints in an optimization formulation.

The "gold standard" implementation of bundle adjustment, SBA by Lourakis [47], employs the Levenberg-Marquardt (LM) method [39, 48] to solve the non-linear optimization problem. In its original form, the LM method does not take into account any types of constraints. While there are variants, such as the well-known LEVMAR [49] package, that implement at least linear
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constraints, we require at least quadratic constraints for our specific problem. Thus, we use the slightly more general method of sequential quadratic programming (SQP). Both methods are actually very similar and belong to the class of Newton-type optimization problems.

We have developed our own optimization framework implementing a sparse SQP method for optimization problems that exhibit a modular structure, in the sense that their objective functions are actually compositions of sub-functions, and each of these sub-functions performs a specific, well-identifiable task. In the case of bundle adjustment problems, such sub-functions would be, e.g., the cost function, the rigid transformation, the perspective projection, and so on.

Most optimization problems are of this structure, so it is usually possible to decompose such a problem, represented by the objective function $o(\mathbf{x})$, into several smaller parts as follows:

$$
\begin{equation*}
o(\mathbf{x})=\mathcal{C} \circ \mathbf{f}_{n} \circ \mathbf{f}_{n-1} \circ \ldots \circ \mathbf{f}_{1}(\mathbf{x}) \tag{4.1}
\end{equation*}
$$

We have designed an optimization framework that implements the SQP algorithm and takes advantage of the modular structure of optimization problems. Our main goals were the following:

- Flexibility: Our objective functions are seen as compositions of modular functions, and treated as such within our framework. This means that we are always able to exchange modules, e.g., cost functions, at will, which makes the process of evaluating different alternative algorithms especially simple, and allows for great re-usability of modules.
- Performance: We have taken great care to make sure that the computations are optimized to a very high degree. The main expense during optimization of complex compositional functions is the evaluation of a chain product of sparse Jacobian matrices of the involved functions. Since computing sparse-sparse matrix products is usually an operation with poor performance, we have developed a specialized solution to alleviate this performance problem.

However, our solution is also somewhat specialized to the problems considered in this work, and thus it is also restricted in some ways. More specifically:

- The framework is laid out for sparse matrices, and nothing else. Thus, it will perform suboptimal in the case that dense matrices (Jacobians and/or Hessians) appear in the optimization problem.
- Furthermore, it is required that the sparsity structure of the various derivative matrices is static and not dependant on the parameters.
- The modules represent functions with at least multi-dimensional domain and often also multi-dimensional range. Implementation of those modules requires implementing derivative computation routines, which can be a quite complex, error-prone and cumbersome task in some cases.

While the framework works very well for the intensity-based bundle adjustment problems we are interested in, its restrictions might also limit its usability for some other applications.

The rest of this chapter is structured as follows: In the next Section, we will review the basics of SQP optimization. The topic of Section 4.2 is a discussion of the mathematical theory of Hessian approximation schemes. The core problem for solving any optimization problem is the computation of the derivatives of the objective function, and we will devote Section 4.3 to a discussion of several available techniques for their computation. Our conclusion will be that none of the available methods is completely satisfying for our purposes, so we will introduce our own approach in Section 4.4. We will explain our approach of partitioning the objective function and the equality constraints into a number of sub-modules, and we will show an example for our approach. Section 4.5, then concludes the chapter with a presentation of some basic building blocks that are available within our framework.

### 4.1 Sequential Quadratic Programming

We will now give a short, basic overview of the theory behind the SQP method for equalityconstrained problems. It is well-known that for optimization problems such as the one described above, the so-called Karush-Kuhn-Tucker (KKT) conditions must hold for any value $\mathbf{x}^{*}$ that is a minimum. In the equality-constrained case, these conditions can be formulated in equation form as:

$$
\begin{equation*}
\binom{\nabla_{\mathbf{x}}\left(o(\mathbf{x})+\boldsymbol{\lambda}^{T} \cdot \mathbf{h}(\mathbf{x})\right)}{\mathbf{h}(\mathbf{x})}=\binom{\mathbf{0}_{n}}{\mathbf{0}_{k}} . \tag{4.2}
\end{equation*}
$$

For the equality-constrained case, the KKT conditions are coincident with the linear dependence condition of the Lagrange multiplier. Thus, the term $\boldsymbol{\lambda} \in \mathbb{R}^{k}$ is the Lagrange multiplier associated with the minimum. This is, in general, a nonlinear system of equations. The Lagrange-Newton Method can be applied to these equations, and we can compute an update $\Delta \mathrm{x}$ to x and a new Lagrange multiplier $\boldsymbol{\lambda}^{+}$by solving the symmetric system of equations

$$
\left(\begin{array}{cc}
\nabla_{\mathbf{x x}}^{2}\left(o(\mathbf{x})+\boldsymbol{\lambda}^{T} \cdot \mathbf{h}(\mathbf{x})\right) & \nabla_{\mathbf{x}} \mathbf{h}(\mathbf{x})  \tag{4.3}\\
\nabla_{\mathbf{x}} \mathbf{h}(\mathbf{x})^{T} & \mathbf{0}_{k, k}
\end{array}\right)\binom{\Delta \mathbf{x}}{\boldsymbol{\lambda}^{+}}=-\binom{\nabla_{x} o(\mathbf{x})}{\mathbf{h}(\mathbf{x})} .
$$

It is apparent that any implementation of this algorithm needs some way to evaluate the Hessian matrices $\nabla_{x x}^{2}(o(\mathbf{x}))$ and $\nabla_{x x}^{2}(\boldsymbol{\lambda} \cdot \mathbf{h}(\mathbf{x}))$ as well as the transposed Jacobian $\nabla_{\mathbf{x}} \mathbf{h}$ of $\mathbf{h}$. Since $o$ is, in our case, a quite complex composition of multi-dimensional functions, it is not feasible to compute the exact Hessian. Instead, it is common practice to use one of several wellknown approximation schemes to the Hessian. The next section is dedicated to the discussion of several possibilities to compute function derivatives, and the theory behind second-order derivative approximation will be discussed in Section 4.2.

After evaluation of the required derivatives, the QP system (4.3) is solved repeatedly until convergence. For increased robustness of this process, we add a damping term $\mu \mathbf{I}$ to the Hessian of the system. This method is well-known in the context of Levenberg-Marquardt optimization


Figure 4.1: Overview of the Optimization System: The SQP optimization module interacts directly with three modules: The cost function module, a composite function module, and a Lagrangian term module. The composite function module and the Lagrangian term module themselves interact with other modules.
and can be applied to the SQP method as well. The equation system itself is then solved by employing a sparse Cholesky transformation on the whole system. The efficient Eigen library for Linear Algebra ${ }^{1}$ is used to handle this. Finally, when a solution to the system has been found, a simple step size search according to the Armijo rule is performed.

We have mentioned in the introduction that we are exploiting a certain modular structure of optimization problems. After our introduction of the basic theory of equality-constrained SQP, we are now ready to present an overview of the structure of our framework in Figure 4.1.

[^0]
### 4.2 On Computation of Hessian Matrices

Usually, the computation of the full Hessian of the objective function is a quite complex problem, and is avoided for this reason. Instead of performing the full computation, the Hessian is then approximated using a Gauß-Newton or similar approximation scheme. More accurate approximation are also available, such as the ESM method proposed by Malis [50].

In this section, we will discuss some basics concerning the full computation of Hessian matrices, as well as the Gauß-Newton approximation scheme. Finally, we are going to explain the approximation scheme used in our implementation, which is a slightly enhanced version of Gauß-Newton approximation, using at least the full Hessian of the cost function $\mathcal{C}$, but only first-order derivatives of the function $\mathbf{f}$.

### 4.2.1 Full Computation

While computation of the full Hessian is commonly avoided in practice, we will discuss some basic aspects of full Hessian computation here in preparation for discussing the approximation methods. More specifically, we will consider compositional functions, and there are two cases we are going to investigate:

1. The composition of a scalar function $\mathcal{C}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{1}$ (which is, in our applications, the cost function) with a general multi-dimensional function $\mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$.
2. The composition of two multi-dimensional functions $\mathbf{g}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{l}, \mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. In that case, we are interested in the Hessian matrics of the components $\mathbf{g}_{i}(\mathbf{f}(\mathbf{x}))$ of the composite.

The first-order derivatives are easily determined for both cases. The gradient of the composite function in the first case is computed according to the chain rule as

$$
\begin{equation*}
\nabla_{\mathbf{x}} \mathcal{C}(\mathbf{f}(\mathbf{x}))=\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \nabla_{\mathbf{f}(\mathbf{x})} \mathcal{C}(\mathbf{f}(\mathbf{x})) \tag{4.4}
\end{equation*}
$$

For the second case, the gradient of the $i$-th component of $\mathbf{g} \circ \mathbf{f}$ can be computed as:

$$
\begin{equation*}
\nabla_{\mathbf{x}}\left(\mathbf{g}_{i}(\mathbf{f}(\mathbf{x}))\right)=\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \nabla_{\mathbf{x}} \mathbf{g}_{i}(\mathbf{x}) \tag{4.5}
\end{equation*}
$$

Note that we consider the gradient to be a column vector, thus it is technically the transpose of the first order derivative. Computation of the Hessian for the composite $\mathcal{C}(\mathbf{f}(\mathbf{x}))$ can be performed as follows: Consider a function $\mathbf{d}(\mathbf{x}, \mathbf{y})$, defined as

$$
\begin{equation*}
\mathbf{d}(\mathbf{x}, \mathbf{y})=\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \nabla_{\mathbf{f}(\mathbf{x})} \mathcal{C}(\mathbf{f}(\mathbf{y})) . \tag{4.6}
\end{equation*}
$$
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It is clear that $\mathbf{d}(\mathbf{x}, \mathbf{x})$ is equal to the function for gradient computation specified in (4.4), thus $\frac{d}{d \mathbf{x}} \mathbf{d}(\mathbf{x}, \mathbf{x})$ is equal to the Hessian of the composite. We can rewrite $\mathbf{d}(\mathbf{x}, \mathbf{y})$ as

$$
\begin{equation*}
\mathbf{d}(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{m}\left[\nabla_{\mathbf{f}(\mathbf{x})} \mathcal{C}(\mathbf{f}(\mathbf{y}))\right]_{i} \cdot\left[\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x})\right]_{*, i} \tag{4.7}
\end{equation*}
$$

where the bracket operator is used as follows: In case of a vector, $[\cdot]_{i}$ denotes the $i$-th component, and in case of a matrix, $[\cdot]_{i, j}$ denotes the element at row $i$ and column $j$. The asterisk * in place of a row or column index is used to refer to whole columns or rows, respectively. This means that, e.g., $[\cdot]_{*, i}$ corresponds to the $i$-th column. Above formula makes it easy to determine the derivatives of $\mathbf{d}$ with respect to $\mathbf{x}$ and $\mathbf{y}$ based on formulas (4.7) and (4.6), respectively:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{x}} \mathbf{d}(\mathbf{x}, \mathbf{y}) & =\sum_{i=1}^{m}\left[\nabla_{\mathbf{f}(\mathbf{x})} \mathcal{C}(\mathbf{f}(\mathbf{y}))\right]_{i} \cdot \mathbf{H}_{\mathbf{f}_{i}}(\mathbf{x}),  \tag{4.8}\\
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{y}} \mathbf{d}(\mathbf{x}, \mathbf{y}) & =\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{H}_{\mathcal{C}}(\mathbf{f}(\mathbf{y})) \cdot \mathbf{J}_{\mathbf{f}}(\mathbf{y}) . \tag{4.9}
\end{align*}
$$

Using the fact that $\mathbf{d}(\mathbf{x}, \mathbf{x})=\mathbf{d}(\mathbf{x}, \mathbf{x})$, and applying the chain rule, we see that the derivative $\frac{d}{d \mathbf{x}} \mathbf{d}(\mathbf{x}, \mathbf{x})$, and therefore the Hessian of the composite, is equal to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{x}} \mathbf{d}(\mathbf{x}, \mathbf{x})=\mathbf{H}_{\mathcal{C} \text { of }}(\mathbf{x})=\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{H}_{\mathrm{C}}(\mathbf{f}(\mathbf{x})) \cdot \mathbf{J}_{\mathbf{f}}(\mathbf{x})+\sum_{i=1}^{m}\left[\nabla_{\mathbf{f}(\mathbf{x})} \mathcal{C}(\mathbf{f}(\mathbf{x}))\right]_{i} \cdot \mathbf{H}_{\mathbf{f}_{i}}(\mathbf{x}) \tag{4.10}
\end{equation*}
$$

The second case is seen to be analogous to the first case, we merely have to replace $\mathcal{C}$ with $\mathbf{g}_{i}$. The resulting formula is:

$$
\begin{equation*}
\mathbf{H}_{\mathbf{g}_{i} \circ \mathbf{f}}(\mathbf{x})=\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{H}_{\mathbf{g}_{i}}(\mathbf{f}(\mathbf{x})) \cdot \mathbf{J}_{\mathbf{f}}(\mathbf{x})+\sum_{i=1}^{m}\left[\nabla_{\mathbf{f}(\mathbf{x})} \mathbf{g}_{i}(\mathbf{f}(\mathbf{x}))\right]_{i} \cdot \mathbf{H}_{\mathbf{f}_{i}}(\mathbf{x}) \tag{4.11}
\end{equation*}
$$

### 4.2.2 Gauß-Newton-Approximation

There are several ways to derive the Gauß-Newton optimization scheme from a regular Newton one. Our derivation is based on the preceding considerations regarding computation of the full Hessian of composite functions. The Gauß-Newton method is restricted to optimizing a sum of squared differences, such that the objective function $o(\mathbf{x})$ can be written as

$$
\begin{equation*}
o(\mathbf{x})=\mathbf{f}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{f}(\mathbf{x}) \tag{4.12}
\end{equation*}
$$

With respect to our elaboration on Hessian computation in Subsection 4.2.1, the objective is equivalent to a composite of a squared norm function $c(\mathbf{x})=\mathbf{x}^{2}$ with the multidimensional
function $\mathbf{f}(\mathbf{x})$. We can specialize formula (4.10) to this case as follows:

$$
\begin{equation*}
\mathbf{H}_{c \circ \mathbf{f}}(\mathbf{x})=2 \cdot \mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{J}_{\mathbf{f}}(\mathbf{x})+\sum_{i=1}^{m} 2 \cdot \mathbf{f}_{i}(\mathbf{x}) \cdot \mathbf{H}_{\mathbf{f}_{i}}(\mathbf{x}) \tag{4.13}
\end{equation*}
$$

The approximation consists then in leaving away the right term in above formula, which is seen to contain the higher-order derivatives. This is equivalent to approximating the objective function via a first-order Taylor approximation, and using the approximation as in the Newton method. The step computation of the Newton method looks as follows:

$$
\begin{equation*}
\Delta x=\left[\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{J}_{\mathbf{f}}(\mathbf{x})\right]^{-1} \nabla_{\mathbf{x}} o\left(\mathbf{x}_{n}\right) \tag{4.14}
\end{equation*}
$$

Note that the factors of 2 have been omitted, since they cancel out. The approximation

$$
\begin{equation*}
\mathbf{H}_{\mathcal{C}(\mathbf{f}(\mathbf{x}))} \approx \mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{J}_{\mathbf{f}}(\mathbf{x}) \tag{4.15}
\end{equation*}
$$

is thus called the Gauß-Newton approximation of the Hessian. The approximation scheme is frequently applied in optimization methods. Nevertheless, better approximation schemes are also available, such as the ESM method proposed by Malis [50]. Such higher-accuracy approximations provide higher convergence rates and at the same time increase the convergence basin, so they should be preferred over the Gauß-Newton type approximation whenever applicable.

### 4.2.3 Non-Least-Squares Hessian Approximation

When using a cost function different from least squares, the Gauß-Newton approximation scheme, as developed in the preceding subsection, can be adapted to the new cost function. In that case, we stick with the following approximation derived from equation (4.10):

$$
\begin{equation*}
\mathbf{H}_{\mathcal{C} \circ \mathbf{f}}(\mathbf{x}) \approx \mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{H}_{c}(\mathbf{f}(\mathbf{x})) \cdot \mathbf{J}_{\mathbf{f}}(\mathbf{x}) \tag{4.16}
\end{equation*}
$$

Again, this is equivalent to leaving away the higher-order derivatives associated with $\mathbf{f}$, but at least the second-order derivatives due to $c$ are taken into account. This is the Hessian approximation method that we are going to use within our framework.

### 4.3 Established Algorithms for Derivative Computation

A central problem in the nonlinear optimization methods we are using is the efficient and accurate computation of derivatives (gradient and Hessian) of objective functions. Several methods already exist:

1. Approximation via finite differences.
2. Symbolic Differentiation.
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3. Automatic Differentiation.
4. Hand-coded derivatives.

Each of these methods has its benefits and drawbacks, and we shall quickly highlight them here, and argue why we developed our own solution.

### 4.3.1 Finite Difference Approximation

The most straightforward method is the approximation via finite differences, which is equivalent to evaluating the divided difference term

$$
\begin{equation*}
\frac{(x+h)-f(x)}{h} \tag{4.17}
\end{equation*}
$$

for a $\mathbb{R} \rightarrow \mathbb{R}$ function $f$ and small values of $h$. Some variants exist (using forward, backward, and centralized difference computation schemes), however all of them share very similar properties, with the centralized differences method yielding the most accurate results.

A big advantage of using finite difference approximations is that they are very easy to implement: As long as a routine for evaluating the original function $f$ is available, the derivative approximation can be trivially computed by evaluating formula (4.17).

However, the drawbacks of this method strongly outweigh this advantage. Any of the other methods discussed in this section is more efficient and more accurate than the finite difference approximation, which immediately disqualifies the method for our purposes.

### 4.3.2 Symbolic Derivatives via Computer Algebra Systems

Another way to compute derivatives is by establishing the symbolic equations corresponding to the objective function in a computer algebra system (such as Maple or Mathematica), and subsequently using symbolic differentiation capabilities of these packages to generate formulas for gradient and Hessian computation.

Another interesting alternative to using these established computer algebra systems would be usage of the $\mathrm{D}^{*}$-package [51], which is an algorithm that specializes purely in derivative code generation, and produces quite efficient code.

While symbolic differentiation, when applied carefully, is able to produce moderately fast and very accurate derivative computation codes, it suffers from several other problems. First of all, generating the symbolic formulas can take extremely long. We have experienced this problem when generating code using Maple, where in one case the generation of derivative code of a moderately complex functions already took days, where other techniques (namely Automatic Differentiation) were able to compute derivatives within seconds. Furthermore, the produced code is usually not flexible, which often times means that all of the code has to be regenerated from scratch if some parameters (number of measurements, etc.) of the problem change.


Figure 4.2: Computational graph, complete with derivative annotations on the edges, for the example function $f(x)=\sqrt{x_{1}^{2}+\cos \left(x_{2}\right)}$.

These two problems constitute enough of an obstacle for us to decide against using the method of symbolic differentiation for our algorithms. Even if the code generation performance problem can be tackled, the problem of inflexibility remains.

### 4.3.3 Automatic Differentiation

The technique of Automatic Differentiation (AD) [52] is known to compute derivatives with both high accuracy and good performance, without requiring any additional implementation effort besides implementing the function $f$ itself. Thus, it is as convenient and easy to apply as the finite differences derivative computation scheme. The basic idea behind AD is that of "recording" every basic operation of a more complex computation in a computational graph. Each of the basic operations (e.g., $\sin , \cos , \log ,+,-, \cdot$, etc.) available on standard computers are trivially differentiable, and with extensive use of the chain rule, it is a simple matter to compute the overall derivative of a composite function given the derivatives of these most elemental functions.

As an example, consider Figure 4.2, showing the computational graph of the function $f$ : $\mathbb{R}^{2} \rightarrow \mathbb{R}, \mathbf{x} \mapsto \sqrt{x_{1}^{2}+\cos \left(x_{2}\right)}$. Every edge represents the flow of one of the values $x_{1}, x_{2}, \ldots, x_{6}$, and nodes represent elementary functions that perform computations on the incoming values. Temporary results $x_{4}, x_{5}, x_{6}$ have been introduced. The edges have been annotated with the derivatives of the function nodes with respect to the variable that the edge represents. According to the function graph, the computation would be carried out through the following sequence of assignments:

$$
\begin{equation*}
x_{3} \leftarrow x_{1} \cdot x_{1}, \quad x_{4} \leftarrow \cos \left(x_{2}\right), \quad x_{5} \leftarrow x_{3}+x_{4}, \quad x_{6} \leftarrow \sqrt{x_{5}} \tag{4.18}
\end{equation*}
$$

According to the chain rule, the derivative of $f(x)$ with respect to the variable $x_{i}$ can now be determined by computing the products along all paths from the input node $x_{i}$ to the output value $f(x)$, and adding those products. In the case of our example, the results would be:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} \mathbf{x}_{1}} f(\mathbf{x})=\mathbf{x}_{1} \cdot 1 \cdot \frac{1}{2 \cdot \sqrt{\mathbf{x}_{5}}}+\mathbf{x}_{1} \cdot 1 \cdot \frac{1}{2 \cdot \sqrt{\mathbf{x}_{5}}}  \tag{4.19}\\
& \frac{\mathrm{~d}}{\mathrm{~d} \mathbf{x}_{2}} f(\mathbf{x})=-\sin \left(\mathbf{x}_{2}\right) \cdot 1 \cdot \frac{1}{2 \cdot \sqrt{\mathbf{x}_{5}}} \tag{4.20}
\end{align*}
$$
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and it is easily verified that these results are correct. Note however that evaluation of the function itself, and thus evaluation of the temporary results $x_{4}, x_{5}, x_{6}$ is required for this scheme to work.

For scalar-valued functions, the performance of AD is rather good, since the evaluation of a function's derivatives requires time proportional to the time required to evaluate the original function. In the case of computing sparse Jacobian matrices for multidimensional functions, the performance question turns out to be a little more complicated to answer. For these cases, the computational graph typically contains a lot of redundancies, because edges and/or nodes might be used in many of the paths from input to output nodes. Naturally, the computation can be accelerated by identifying re-usable results and computing those results only once. However, this problem is NP-complete in general [53], and a lot of research has been devoted to finding good heuristics [54] for accumulating the values of the Jacobian.

We have tried out the technique of AD for our algorithms, but unfortunately, it turned out that it is not so well suited to our problems. One minor problem is the performance of AD , which is good, but by far not as good as the performance of our own solution. Empirically, we have tested the performance of AD for computing the derivatives of the rigid transformation function, and we have found our own implementation to be about 3 times as fast as the solution using AD.

A more serious problem is that the complexity of the computation graph grows rapidly when large, piecewise defined functions are used. This is the case for our image interpolation function, for which we use a typical bi-cubic interpolation scheme. This leads to very high memory usage, and it also requires a lot of computation time whenever a new image is loaded. For these reasons, we also discard AD as a potential solution to solve our problem of derivative computation.

### 4.3.4 Hand-Coded Derivatives

Computing derivatives by hand is also a viable alternatives as long as the involved functions do not become too complex. Hand-coding functions is tedious and error-prone, but it is as accurate as automatic or symbolic differentiation, and when done carefully, very likely the most efficient variant. Computer algebra systems typically produce derivative computation formulas that compute derivatives on a per-element basis for vector-valued functions. A human, on the other hand, is capable of computing derivatives at a higher level, recognizing certain algebraic characteristics that result in more elegant and efficient formulae.

As an example, consider computing the Hessian of the following function of type $\mathbb{R}^{n} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
f(\mathbf{x})=\sqrt{\mathbf{x}^{\mathrm{T}} \cdot \mathbf{x}}=|\mathbf{x}| \tag{4.21}
\end{equation*}
$$

The gradient and Hessian of that function are:

$$
\begin{equation*}
\nabla f(x)=\frac{\mathbf{x}}{\sqrt{\mathbf{x}^{\mathrm{T}} \cdot \mathbf{x}}}, \quad \mathbf{H}_{f}(x)=\mathbf{I}_{n} \cdot \sqrt{\mathbf{x}^{\mathrm{T}} \cdot \mathbf{x}}-\frac{\mathbf{x} \cdot \mathbf{x}^{\mathrm{T}}}{\sqrt{\mathbf{x}^{\mathrm{T}} \cdot \mathbf{x}^{3}}} . \tag{4.22}
\end{equation*}
$$

These formulas are short and can be implemented very efficiently using optimized computer algebra libraries. The computation of the outer product $\mathbf{x} \cdot \mathbf{x}^{T}$ is likely to be much faster than the element-wise computation of the Hessian, which would be the typical solution generated by computer algebra systems. Furthermore, our formula is flexible with respect to the dimensionality $n$ of the domain of $f$, while formulae implemented using symbolic computation are typically restricted to some fixed size $n$.

However, for really complex functions, the amount of work involved for manually computing derivatives can be tremendous. Furthermore, the formulas are not very flexible: If one of the functions in the function composition is changed, one would have to recompute all the derivatives from scratch.

### 4.4 A Modular Approach for Computing Derivatives

Instead of applying any of the methods above directly to the objective function $o$, we propose a new method that takes advantage of the modular structure that many optimization problems exhibit. The resulting algorithms make heavy use of the chain rule, as is done in automatic differentiation. However, the chain rule is applied on the higher level of vector-valued functions instead of elementary scalar operations. In our case, such functions would be, e.g., a rigid transformation of a point cloud, a 3D-2D projection, image interpolation etc. Our method combines the flexibility of AD with the speed of hand-coded derivatives. Another advantage of hand-coded derivatives is that they can handle some special function types that are difficult to handle using AD, e.g., piecewise defined functions. This means that we will also be able to deal with the image interpolation function.

In general, the functions we will be optimizing will be functions $o(\mathbf{x})$ that are composed of a number of multi-dimensional functions $\mathbf{f}_{i}$ and a cost function $\mathcal{C}$ :

$$
\begin{equation*}
o(\mathbf{x})=\mathcal{C} \circ \mathbf{f}_{n} \circ \mathbf{f}_{n-1} \circ \ldots \circ \mathbf{f}_{1}(\mathbf{x}) \tag{4.23}
\end{equation*}
$$

We will be interested in computing an approximation to the Hessian of $o$ as well as the gradient of $o$. For notational convenience, we will now define a function $\mathbf{f}:=\mathbf{f}_{n} \circ \mathbf{f}_{n-1} \circ \ldots \circ \mathbf{f}_{1}$ that represents the overall function composed of all functions $\mathbf{f}_{j}$. Thus, we can also think of the objective function as being made up of two "modules" $\mathcal{C}$ and $\mathbf{f}$, such that $o(\mathbf{x})=\mathcal{C} \circ \mathbf{f}(\mathbf{x})$. The function $\mathbf{f}$ is then itself composed of the modules $\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots, \mathbf{f}_{n}$.

The theory behind approximation of Hessian matrices has been discussed in Section 4.2, and we have derived the following approximation scheme:

$$
\begin{equation*}
\mathbf{H}_{o}(\mathbf{x})=\mathbf{J}_{\mathbf{f}}^{\mathrm{T}}(\mathbf{x}) \cdot \mathbf{H}_{\mathcal{C}}(\mathbf{f}(\mathbf{x})) \cdot \mathbf{J}_{\mathbf{f}}(\mathbf{x}) \tag{4.24}
\end{equation*}
$$

Note that this computation scheme also naturally suggests the partition of the objective function into parts $c$ and $\mathbf{f}$ : If we are able to compute the Hessian $\mathbf{H}_{\mathcal{C}}$ of $\mathcal{C}$ and the Jacobian $\mathbf{J}_{\mathbf{f}}$ of $\mathcal{C}$ and $\mathbf{f}$, computing the approximation to $\mathbf{H}_{o}$ is a simple matter.
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Figure 4.3: Schematic overview of the information flow and steps involved in assembling the QP system. Yellow blocks represent modules, blue blocks symbolize computation results or sub-results. Actual computational steps are represented by green blocks.

Now that we have given a hint at our approach of partitioning the optimization problem into modules, let us consider the problem of assembling the QP system from Equation (4.3). The left hand side matrix is put together by combining various derivatives into a block matrix, and the right hand side vector contains the gradient of the objective function and the value of the constraints function $\mathbf{h}$. A schematic overview of the process is shown in Figure 4.3.

This schematic overview shows how the partitioning approach fits in with the problem of preparing the QP system: A Lagrangian term module provides functionality to compute the values of $\mathbf{h}$ and its derivatives, a cost function implements computation of value, gradient and Hessian of $\mathcal{C}$, and the composite function module is in charge of computing the value and Jacobian of $\mathbf{f}$.

Note that the composite function module as well as the Lagrangian term module are themselves containers for other modules. While the composite function module contains the subfunctions $\mathbf{f}_{i}$ and embodies the function $\mathbf{f}$, the Lagrangian term module contains the components of $\mathbf{h}$, which are $\mathbf{h}_{1}, \mathbf{h}_{2}, \ldots, \mathbf{h}_{k}$, where $k$ is the number of constraints.

This partitioning scheme is applicable only to optimization problems that are of the struc-
ture described in Equation (4.23), and for which the Hessian approximation scheme (4.24) is applicable and yields good results. This is certainly a restriction of the proposed method, however, it is still very useful for solving many problems, and it is especially well suited for implementing the BA algorithms discussed in this work.

Now that we have explained the most basic ideas of our modular approach, we can describe the architecture of our framework in more detail. The SQP optimizer module interacts directly with the following three types of modules:

1. Modules representing vector-valued functions with multi-dimensional domain and range. The functionality provided by this type of module are the evaluation of the function value and computation of its Jacobian.
2. Modules implementing scalar functions with multi-dimensional domain and one-dimensional range. Such modules can evaluate their function value, compute their function gradient, and compute their sparse Hessian.
3. The Lagrangian term module: It represents an equality constraint $\mathbf{h}$ as a collection of scalar functions. When looking at the QP problem (4.3), it is evident that the following functionality is required: Evaluation of $\mathbf{h}$, computation of the constraint Jacobian $(\nabla \mathbf{h})^{\mathrm{T}}=\mathbf{J}_{\mathbf{h}}$, and calculation of the Hessian $\nabla^{2}\left(\boldsymbol{\lambda}^{\mathrm{T}} \cdot \mathbf{h}\right)$.

In our C++-implementation, the first two module types exist as abstract base classes, while the actual implementation of any mathematical function would be derived from one of these base classes. The base classes thereby force the user to implement the required functionality of function evaluation and derivative computation.

The Lagrangian term module is not an abstract class, but a separate module that is derived from the scalar function base class. It is a container for scalar functions. Since it adds some very specific functionality to the scalar function base class and plays a specific role in our framework, it is listed separately here.

### 4.4.1 An Example: Feature-Based Bundle Adjustment

Let us demonstrate the partitioning approach on the simple example of feature-based bundle adjustment. Applying our scheme to this problem is straightforward, since the objective function ${ }^{\mathrm{F}} E$ is very simple. While there are several possibilities, we decide to use the decomposition

$$
\begin{equation*}
{ }^{\mathrm{F}} E_{\mathrm{C}}=\mathcal{C} \circ \mathbf{f}_{2} \circ \mathbf{f}_{1}, \tag{4.25}
\end{equation*}
$$

where $\mathcal{C}$ is the cost function, $\mathbf{f}_{2}$ would be the function performing the projective transformation of a point cloud, and $\mathbf{f}_{1}$ would be the function performing the rigid transformation of a point
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cloud of $M$ points to $N$ camera views. The function $\mathbf{f}_{1}$ could be defined as

$$
\mathbf{f}_{1}(\mathbf{a}, \mathbf{b})=\operatorname{vec}\left(\begin{array}{cccc}
\mathbf{T}\left(\mathbf{a}_{1}, \mathbf{b}_{1}\right) & \mathbf{T}\left(\mathbf{a}_{2}, \mathbf{b}_{1}\right) & \ldots & \mathbf{T}\left(\mathbf{a}_{N}, \mathbf{b}_{1}\right)  \tag{4.26}\\
\mathbf{T}\left(\mathbf{a}_{1}, \mathbf{b}_{2}\right) & \mathbf{T}\left(\mathbf{a}_{2}, \mathbf{b}_{2}\right) & \ldots & \mathbf{T}\left(\mathbf{a}_{N}, \mathbf{b}_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{T}\left(\mathbf{a}_{1}, \mathbf{b}_{M}\right) & \mathbf{T}\left(\mathbf{a}_{2}, \mathbf{b}_{M}\right) & \ldots & \mathbf{T}\left(\mathbf{a}_{N}, \mathbf{b}_{M}\right)
\end{array}\right)
$$

where $\operatorname{vec}(\bullet)$ denotes the vectorization of matrices, which is a stacking of the columns of a matrix into one vector. The function $\mathbf{f}_{2}$ then performs the 3D-2D projection, taking a vector $\mathbf{x}$ of $N \cdot M 3 \mathrm{D}$ points as input. Letting $\mathbf{x}_{i}$ denote the $i$-th point contained in that vector, the function is defined as

$$
\mathbf{f}_{2}(\mathbf{x})=\left(\begin{array}{c}
\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{x}_{1}\right)  \tag{4.27}\\
\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{x}_{2}\right) \\
\cdots \\
\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{x}_{N} \cdot M\right)
\end{array}\right) .
$$

The cost function $\mathcal{C}$ takes as input a vector $\mathbf{y}$ of $N \cdot M 2 \mathrm{D}$ points, which consists of a stack of $N \cdot M 2 \mathrm{D}$ vectors. Using a regular least-squares cost, as in (2.7), it would then be defined as

$$
\begin{equation*}
\mathcal{C}(\mathbf{y})=\sum_{i=1}^{N} \sum_{j=1}^{M} v_{i, j}\left(\mathbf{y}_{i, j}-\mathbf{p}_{i, j}\right)^{2} \tag{4.28}
\end{equation*}
$$

where $\mathbf{y}_{i, j}$ is the transformed, projected version of point $\mathbf{b}_{j}$ under camera parameter $\mathbf{a}_{i}$.
We are, however, not finished yet, because we also need an equality constraint to fix the length of the quaternions $\mathbf{a}_{q}$ to 1 . For each quaternion, there will be a component in $\mathbf{h}$ enforcing its length. Thus, $\mathbf{h}(\mathbf{a}, \mathbf{b})$ is a $N$-dimensional vector, where $N$ is the number of views. We can define $\mathbf{h}$ by defining its components $\mathbf{h}_{i}$ as

$$
\begin{equation*}
\mathbf{h}_{i}(\mathbf{a}, \mathbf{b})=1-\mathbf{a}_{q}^{2} . \tag{4.29}
\end{equation*}
$$

It is easily verified that $\mathbf{h}=\mathbf{0}$ holds if and only if all quaternions have unit size.
Overall, the structure of a compositional systems describing an objective function can be visualized well using a graph, similar to the computation graph shown in Figure 4.2. We will, however, be using graphs whose function nodes contain only informal descriptions of the contained functions, and we will also introduce additional nodes for parameters and intermediate results in order to make the structure easier to understand. An example for such a graph is shown in Figure 4.4.

As for actual optimization algorithms realized using our framework, Algorithm 4.1 shows pseudo-code for implementation of the feature-based BA explained above. While this example is extremely simple, it already shows the typical steps necessary for setting up the framework:

1. Create vector-valued function objects.
2. Create composite function object from vector-valued objects.


Figure 4.4: Computational graph of classic bundle adjustment. Yellow nodes are function nodes, and blue nodes correspond to intermediate results.
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3. Create a cost function object.
4. Create equality constraint function objects.
5. Create a Lagrange term object from the equality constraints.
6. Create the SQP optimizer.

After these steps have been performed, the SQP optimizer can be run as often as needed. In the case of new sensor data arriving, e.g., the data can be sent to the object it concerns via a custom method call, and the SQP optimizer can be run again to update the current estimate according to the new data.

```
Algorithm 4.1: Feature-based bundle adjustment, as it could look like when implemented
in our framework. Our pseudo-code notation is similar to C++.
    Input: Number of views \(N\), number of cameras \(M\), visibility information \(\mathbf{v}\), measured
            feature positions \(\mathbf{p}\), initial parameters \(\mathbf{a}, \mathbf{b}\).
    Output: Optimized parameters a, b
    // Create array containing two vector-valued function modules.
    NonScalarFunction non_scalar_funcs [2];
    // Fill array with rigid trans. and persp. proj. objects.
    non_scalar_funcs [1] = new RigidTransform \((N, M)\);
    non_scalar_funcs [2] = new PerspectiveProjection \((N \cdot M)\);
    // Create composite function from non_scalar_funcs.
    CompositeFunction comp_function \(=\) new CompositeFunction(non_scalar_funcs);
    // Create cost function object
    ScalarFunction cost_func \(=\) new \(\mathbf{L S Q C o s t}(N \cdot M, \mathbf{p}, \mathbf{v})\);
    // Declare array of scalar function modules, used to store constraints.
    // There will be one unit quaternion constraint for each view.
    ScalarFunction quat_constraint \([N]\);
    for \(i=1\) to \(N\) do
        quat_constraint \([i]=\) new UnitQuaternionConstraint \((N, M, i)\);
    // Create Lagrangian term module containing all quaternion constraints.
    LagrangianTerm lagrangian_term = new LagrangianTerm(quat_constraint);
    // Create SQP optimizer and provide the three relevant modules.
    SQPOptimizer sqp_opt =
        new SQPOptimizer(comp_function, lagrangian_term, cost_func);
    // Perform optimization.
    sqp_opt.optimize((a,b));
```

Analysis of the Example: The Composite Function as Essential Building Block The functions defined for the feature-based BA example would be classified in our framework as follows: $\mathbf{f}_{1}$ and $\mathbf{f}_{2}$ clearly are vector-valued functions, while $\mathcal{C}$ is a scalar function, and $\mathbf{h}$ would be implemented using a Lagrangian term module. Looking again at Figure 4.3, we see however that we actually need to compute the Jacobian of the function $\mathbf{f}=\mathbf{f}_{2} \circ \mathbf{f}_{1}$. Within our framework, there is a special kind of vector-valued function module that implements such
compositional functions. It internally contains arbitrary collections of vector-valued functions, and acts externally as the composition of those functions would.

This compositional function module is a very essential part of the framework. It allows the user to partition complex multi-dimensional functions into smaller parts that are managed more easily. Without the compositional function module, our framework would be restricted to using hand-coded derivatives only, and nothing would have been gained.

Implementation-wise, it is very convenient if the composite function module behaves exactly like a regular vector-valued function module. That way, a composite will be able to contain other composite functions. Furthermore, it can be exchanged for a non-composite function module if necessary, so using the composite function module is not mandatory. In our C++-based implementation, we have used the composite design pattern [55] to implement this behaviour.

### 4.5 Basic Modules of our Framework

There are some functions that are not only useful for optimizing BA-related problems, but can be used for optimization problems in general. One example for this is the composite function module, which we have already outlined in the previous section, and are going to explain in more detail here. We will also discuss some other universally useful vector-valued function modules.

There are also some generally useful scalar function modules that we have implemented within our framework, namely various robust cost functions. We will discuss the implementation and the respective benefits and drawbacks of least squares, Blake-Zisserman, pseudo-Huber, and Mutual Information cost functions.

Finally, we will give a specification of the Lagrangian term module, which is essentially a scalar function module, but with some specialized functionality.

### 4.5.1 Vector-Valued Functions

We have already mentioned the composite function module, which is a very important building block within our framework. But there are other useful functions belonging to the class of vector-valued functions:

- The function stack module, which allows stacking of an arbitrary number of functions on top of each other, such that the resulting function accepts a stack of parameters and returns a stack of function values. It is another function module that implements the composite pattern.
- An identity function module: Sometimes, it is convenient to simply pass through a certain set of parameters, while others are evaluated by some function. This is made possible by combining the functionality of the function stack module with the identity module.
- A module for mapping input values: It allows the user to specify a function that simply copies its input values to specified locations in the output vector. Thereby, it can be used
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to permute/replicate function values.

### 4.5.1.1 Compositional Function Module

The compositional function module represents a vector-valued function

$$
\begin{equation*}
\mathbf{f}=\mathbf{f}_{n} \circ \mathbf{f}_{n-1} \circ \ldots \circ \mathbf{f}_{1} \tag{4.30}
\end{equation*}
$$

and it is implemented in such a way that it internally contains objects that represent the vector-valued functions $\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots, \mathbf{f}_{n}$, and behaves like the composition $\mathbf{f}$ of those functions. The functionality that the module needs to implement is, according to our specification, the computation of the function value $\mathbf{f}(\mathbf{x})$ and the computation of the Jacobian $\mathbf{J}_{\mathbf{f}}(\mathbf{x})$ of the function.

Evaluation of the function value $\mathbf{f}$ is straightforward. We start by evaluating $\mathbf{f}_{1}(\mathbf{x})$, then we use that result to compute $\mathbf{f}_{2}\left(\mathbf{f}_{1}(\mathbf{x})\right)$, and so on. In our framework, this is implemented as a simple loop over all function modules $\mathbf{f}_{i}$ in ascending order, feeding the parameters $\mathbf{x}$ into the first function $\mathbf{f}_{1}$ and passing the output of function $\mathbf{f}_{i-1}$ as parameter to function $\mathbf{f}_{i}$ for all other functions.

For computing the Jacobian, we can make use of the chain rule for vector-valued functions. To put this in a concise mathematical form, it will be convenient to make use of the definition

$$
\mathbf{f}_{\circ(i)}:= \begin{cases}\mathbf{f}_{i} \circ \mathbf{f}_{i-1} \circ \ldots \circ \mathbf{f}_{1} & \text { if } i>0  \tag{4.31}\\ \mathrm{id} & \text { if } i=0\end{cases}
$$

to refer to the composition of functions $\mathbf{f}_{1}$ up to $\mathbf{f}_{i}$, and to the special case of an empty composition $\mathbf{f}_{\circ(0)}$, where id denotes the identity function. We can now specify the computation scheme for the composite Jacobian $\mathbf{f}$ as

$$
\begin{align*}
\mathbf{J}_{\mathbf{f}}(\mathbf{x}) & =\mathbf{J}_{\mathbf{f}_{\mathrm{o}^{(n)}}}\left(\mathbf{f}_{\circ(n-1)}(\mathbf{x})\right) \cdot \mathbf{J}_{\mathbf{f}_{\circ(n-1)}}\left(\mathbf{f}_{\circ(n-2)}(\mathbf{x})\right) \cdot \ldots \cdot \mathbf{J}_{\mathbf{f}_{\circ(2)}}\left(\mathbf{f}_{\circ(1)}(\mathbf{x})\right) \cdot \mathbf{J}_{\mathbf{f}_{\circ}(1)}(\mathbf{x}) .  \tag{4.32}\\
& =\prod_{i=n}^{1} \mathbf{J}_{\mathbf{f}_{\circ(n)}}\left(\mathbf{f}_{\circ(n-1)}(\mathbf{x})\right) . \tag{4.33}
\end{align*}
$$

Thus, the Jacobian of $\mathbf{f}$ can be computed by evaluating a chain product of Jacobian matrices of the functions $\mathbf{f}_{i}$. Since all the Jacobian matrices are sparse matrices, this is, at first sight, bad news performance-wise, because computation of sparse-sparse matrix products is known to be a quite inefficient operation. However, we have made an effort to remedy the situation by applying the following techniques:

- The order of evaluating the matrix products can make a tremendous difference in evaluation performance: It is well possible that the evaluation of $(\mathbf{A} \cdot \mathbf{B}) \cdot \mathbf{C}$ has a dramatically different count of multiplication operations than computation of $\mathbf{A} \cdot(\mathbf{B} \cdot \mathbf{C})$. This observation leads to the problem of optimal matrix chain product bracketing [56]. In the context of automatic differentiation, it has been shown that the approach of computing

Jacobians as sparse, optimally bracketed chained products is very effective [57].

- Since the sparsity structure of the Jacobians is static, we can pre-compute the sparsity structures of the result matrices, and we can also pre-compute lists of indices of elements to be multiplied and added. Performing a sparse-sparse matrix product is then reduced to executing a prepared list of multiplications and additions, which is a lot faster than carrying out a general sparse-sparse product.

The problem of computing an optimal bracketing of a matrix chain product can be solved by applying a well-known dynamic programming algorithm [56, p. 331-338]. To give the reader an idea of the computational savings that are possible consider the following example: Suppose $\mathbf{A}$ is a $10 \times 30$ matrix, $\mathbf{B}$ is a $30 \times 5$ matrix, and $\mathbf{C}$ is a $5 \times 60$ matrix, and all of these matrices are dense. Then:

- $(\mathbf{A} \cdot \mathbf{B}) \cdot \mathbf{C}$ takes $(10 \cdot 30 \cdot 5)+(10 \cdot 5 \cdot 60)=1500+3000=4500$ multiplications.
- $\mathbf{A} \cdot(\mathbf{B} \cdot \mathbf{C})$ takes $(30 \cdot 5 \cdot 60)+(10 \cdot 30 \cdot 60)=9000+18000=27000$ multiplications.

This observation generalizes to sparse chain products, and the adaptation of the dynamic programming algorithm to the case of sparse matrices is straightforward: The dynamic programming algorithm uses a certain formula to evaluate the cost of matrix-matrix products, and this is the only thing that needs to be changed. Generally, the cost of performing a matrix-matrix product can be evaluated by determining the number of multiplications that need to be carried out in the evaluation. In the case of dense matrix-matrix products, the cost of multiplying a $n \times m$ matrix with a $m \times k$ matrix would thus be $n \cdot m \cdot k$.

For sparse matrices however, the number of multiplications required for evaluating a matrixmatrix product depends on the sparsity structure of those matrices. Let $\mathcal{S}$ denote an operator that maps a sparse matrix to its sparsity structure, which is represented as a $0-1$ matrix. Consider matrices A, B with sparsity structures

$$
\mathcal{S}(\mathbf{A})=\left(\begin{array}{lll}
1 & 1 & 0  \tag{4.34}\\
1 & 1 & 1 \\
0 & 1 & 1
\end{array}\right), \quad \mathcal{S}(\mathbf{B})=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 1
\end{array}\right)
$$

The cost of multiplying $\mathbf{A}$ and $\mathbf{B}$ can be determined by calculating the product $\mathcal{S}(\mathbf{A}) \cdot \mathcal{S}(\mathbf{B})$, and summing up all entries of the resulting matrix. This can be explained as follows: First of all, we note that the product of both sparsity matrices would be

$$
\mathcal{S}(\mathbf{A}) \cdot \mathcal{S}(\mathbf{B})=\left(\begin{array}{lll}
1 & 1 & 1  \tag{4.35}\\
2 & 1 & 2 \\
1 & 0 & 2
\end{array}\right)
$$

and it is easily verified that each entry of the product matrix contains the number of multiplications that is needed to compute that entry. It is clear then that, by summing up all entries, we
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compute the total number of multiplications that are needed to evaluate the matrix product. In general, this can be expressed in a concise mathematical form as

$$
\begin{equation*}
\mathbf{1}_{n}^{\mathrm{T}} \cdot \mathcal{S}(\mathbf{A}) \cdot \mathcal{S}(\mathbf{B}) \cdot \mathbf{1}_{k}, \tag{4.36}
\end{equation*}
$$

if the matrix dimensions are again $n \times m$ for $\mathbf{A}$ and $m \times k$ for $\mathbf{B}$. By replacing the cost evaluation formula in the original dynamic programming algorithm with this scheme, we obtain an algorithm that computes an optimal bracketing for sparse matrices.

The algorithm for fast computation of sparse matrix-matrix products is quite straightforward, and is best explained using an example, using the matrices $\mathbf{A}, \mathbf{B}$ that have been defined above. The sparsity structure of the result matrix $\mathbf{C}$ is easily determined as

$$
\mathcal{S}(\mathbf{C})=\left(\begin{array}{lll}
1 & 1 & 1  \tag{4.37}\\
1 & 1 & 1 \\
1 & 0 & 1
\end{array}\right)
$$

Whatever the actual values of the non-zero entries of $\mathbf{A}$ and $\mathbf{B}$ are, the multiplications and additions needed to compute the values of the result matrix $\mathbf{C}$ are always the same. They can be stored in list form as follows:

$$
\begin{array}{ll}
\mathbf{C}_{0,0}+=\mathbf{B}_{0,0} \cdot \mathbf{A}_{0,0}, & \mathbf{C}_{1,0}+=\mathbf{B}_{0,0} \cdot \mathbf{A}_{1,0}, \\
\mathbf{C}_{1,0}+=\mathbf{B}_{2,1} \cdot \mathbf{A}_{0,2}, & \mathbf{C}_{2,0}=\mathbf{B}_{2,1} \cdot \mathbf{A}_{1,2}, \\
\mathbf{C}_{0,1}=\mathbf{B}_{0,1} \cdot \mathbf{A}_{0,0}, & \mathbf{C}_{1,1}=\mathbf{B}_{0,1} \cdot \mathbf{A}_{1,0}, \\
\mathbf{C}_{0,2}=\mathbf{B}_{1,2} \cdot \mathbf{A}_{0,1}, & \mathbf{C}_{1,2}=\mathbf{B}_{1,2} \cdot \mathbf{A}_{1,1}, \\
\mathbf{C}_{2,2}+=\mathbf{B}_{1,2} \cdot \mathbf{A}_{2,1}, & \mathbf{C}_{1,2}+=\mathbf{B}_{2,2} \cdot \mathbf{A}_{1,2}, \\
\mathbf{C}_{2,2}+=\mathbf{B}_{2,2} \cdot \mathbf{A}_{2,2} &
\end{array}
$$

Obviously, this list can also be determined and stored by a computer program, using simply an array that stores the matrix indices. Performing the matrix-matrix multiplication is then simply a matter of fetching the indices from the list, fetching the values from the matrices, and performing the multiply-add operation.

The performance of this approach is substantially better than that of a generic sparse-sparse matrix multiplication. We have compared the time taken by the Eigen library to compute a general sparse-sparse matrix product to that taken by our algorithm using a prepared multiplyadd list, with the result that our algorithm was more than 4 times faster than the general algorithm on a large matrix with random sparsity structure. We have also tried out different degrees of sparsity and different sparsity patterns, but our algorithm was consistently faster in all cases.

### 4.5.1.2 Input Map

For some applications, it is necessary to replicate some input data or re-order it. We will call the corresponding function an input map. Such an input map can conveniently be described using a 0-1-matrix. An input map that simply duplicates an input vector of dimension $\mathbb{R}^{n}$ would, e.g., be described by a matrix stack of two identity matrices of size $n$, since

$$
\begin{equation*}
\binom{\mathbf{I}_{n}}{\mathbf{I}_{n}} \cdot \mathbf{x}=\binom{\mathbf{x}}{\mathbf{x}} . \tag{4.38}
\end{equation*}
$$

Another simple example is an input map that reverts a vector. It is described by a mirrored identity matrix, because

$$
\left(\begin{array}{cccc}
0 & \cdots & 0 & 1  \tag{4.39}\\
\vdots & . \cdot & . \cdot & 0 \\
0 & . \cdot & . \cdot & \vdots \\
1 & 0 & \cdots & 0
\end{array}\right) \cdot\left(\begin{array}{c}
\mathbf{x}_{1} \\
\mathbf{x}_{2} \\
\vdots \\
\mathbf{x}_{n}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{x}_{n} \\
\mathbf{x}_{n-1} \\
\vdots \\
\mathbf{x}_{1}
\end{array}\right)
$$

Generally, an input mapping function $\mathbf{f}$ is described by some sparse matrix $\mathbf{M}$, and the function evaluation is done simply by evaluating a sparse-dense matrix-vector product:

$$
\begin{equation*}
\mathbf{f}(\mathbf{x})=\mathbf{M} \cdot \mathbf{x} \tag{4.40}
\end{equation*}
$$

The Jacobian of that function is obviously the matrix $\mathbf{M}$ itself.

### 4.5.1.3 Function Stack

The function stack module is another module that is a container for vector-valued functions. Let those functions be denoted as $\mathbf{f}_{i}$, and let the domain and range dimensions be $N_{i}$ and $M_{i}$, such that $\mathbf{f}_{i}$ is of type $\mathbb{R}^{N_{i}} \rightarrow \mathbb{R}^{M_{i}}$. Mathematically, the stacked function $\mathbf{f}$ is then defined as follows:

$$
\mathbf{f}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)=\left(\begin{array}{c}
\mathbf{f}_{1}\left(\mathbf{x}_{1}\right)  \tag{4.41}\\
\mathbf{f}_{2}\left(\mathbf{x}_{2}\right) \\
\vdots \\
\mathbf{f}_{n}\left(\mathbf{x}_{n}\right)
\end{array}\right)
$$

The stacked function $\mathbf{f}$ accepts a parameter vector of overall dimension $\sum_{i=1}^{n} N_{i}$, and evaluates to an output vector of dimension $\sum_{i=1}^{n} M_{i}$. Evaluation of such a function stack is quite simple: Iterate over all $\mathbf{f}_{i}$, and pass the input value $\mathbf{x}_{i}$, evaluate its function value. Finally, stack all function value vectors into one vector, which will be the function value of $\mathbf{f}$.


Figure 4.5: Our way to visualize parameter and function stacking: Light blue resp. light yellow surrounding boxes represent parameter resp. function stacking.

The Jacobian of $\mathbf{f}$ is easily seen to be of the following shape:

$$
\mathbf{J}_{\mathbf{f}}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right)=\left(\begin{array}{cccc}
\mathbf{J}_{\mathbf{f}_{1}}\left(\mathbf{x}_{1}\right) & \mathbf{0}_{N_{1}, M_{2}} & \ldots & \mathbf{0}_{N_{1}, M_{n}}  \tag{4.42}\\
\mathbf{0}_{N_{2}, M_{1}} & \mathbf{J}_{\mathbf{f}_{2}}\left(\mathbf{x}_{2}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0}_{N_{n-1}, M_{n}} \\
\mathbf{0}_{N_{n}, M_{1}} & \ldots & \mathbf{0}_{N_{n}, M_{n-1}} & \mathbf{J}_{\mathbf{f}_{n}}\left(\mathbf{x}_{n}\right)
\end{array}\right)
$$

Despite its simplicity, the function stacking module is also a very important building block within our framework. For this reason, we are going to use a special scheme to done stacks of parameters and stacks of functions in our computational graphs. An example for this is shown in Figure 4.5, and we have already used it in Figure 4.4. Our concept to visualize stacking of parameters is by showing the blue parameter boxes to be part of larger, surrounding boxes (referred to as "Parameter Layer $i$ "), and for visualizing stacked functions, we analogously use light yellow boxes (referred to as "Function Layer $i$ ") that contain the actual functions.

### 4.5.2 Cost Functions

Real data obtained from feature detection algorithms is subject to a multitude of disturbances: Camera images are noisy and have only limited resolution, and as a consequence, the pixel coordinates returned from any feature detection mechanism will also be noisy. In addition to that, false matches might be generated, producing outliers. In Chapter 1, we have already mentioned that the robustness of bundle adjustment methods strongly depends on the cost function employed. In this section, we are going to discuss several useful cost functions in detail.

First of all, we will give an intuitive explanation as to why the least squares cost function reacts very strongly to errors in the data. The basis for this discussion will be Equation (2.7), which is the least-squares objective function for feature-based bundle adjustment. The results can, however, easily be transferred to the intensity-based cases. Consider a situation where there is one gross outlier in the data set. The quadratic error term $\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{b}_{j}\right)\right)-\mathbf{p}_{i, j}\right)^{2}$ grows rapidly, and will take on very large values for that outlier. A solution minimizing the sum (2.7) is likely to neglect the error associated with the inliers in order to reduce the error for that one outlier, causing a significant shift of the optimization result towards the false match.

A mathematically sound explanation for the outlier sensitivity is found via a probabilistic characterization of least-squares minimization. From this viewpoint, the minimization of the objective (2.7) corresponds to computing the maximum likelihood solution for the parameters given measurements that are uniformly affected by Gaussian noise. The assumption of Gaussian noise on measurements is the root cause for the lack of robustness of least-squares estimation: While inliers can be modelled well using a normal distribution, the stochastic behaviour of outliers will not be Gaussian at all.

A number of robust cost functions that are suitable for bundle adjustment problems are described by Hartley and Zisserman [34, pp. 616-622]. Such cost functions aim to address the problem described above by assigning a lower penalty value to outlier terms.

In the following, we consider cost functions $\mathcal{C}(\mathbf{z}, \mathbf{y})$ that assign a scalar cost value to a prediction $\mathbf{z} \in \mathbb{R}^{d}$ and a measurement $\mathbf{y} \in \mathbb{R}^{d}$, as introduced in (2.8). Intuitively, the cost should be small if $\mathbf{z}$ and $\mathbf{y}$ agree, and high otherwise. With $\mathbf{x}$, we denote the parameters of our optimization problem, and $\mathbf{f}$ is the measurement function, such that

$$
\mathbf{f}(\mathbf{x})=\mathbf{z}
$$

Any robust cost function typically depends on an additional parameter, which is the outlier threshold $b$. The outlier threshold is a value that can be interpreted as the border between inliers and outliers with respect to the error norm $|\mathbf{z}-\mathbf{y}|$. Thus, if the error norm $|\mathbf{z}-\mathbf{y}|$ is bigger than $b$, the associated value is treated as an outlier, and it is treated as an inlier otherwise.

Note that while these cost functions are discussed here within the framework of feature-based bundle adjustment, they are also applicable to the case of intensity-based bundle adjustment that we will turn to later. Figure 4.6 shows an overview of the cost functions that will be
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Figure 4.6: Several cost functions.
discussed, and Figure 4.7 shows some results of line fitting using different cost functions.

### 4.5.2.1 Squared Differences

The most straightforward cost function is the squared difference measure, which is the one used in the original definition (2.7). It is defined as

$$
\mathcal{C}_{\mathrm{LSQ}}(\mathbf{z}, \mathbf{y})=(\mathbf{z}-\mathbf{y})^{\mathrm{T}} \cdot(\mathbf{z}-\mathbf{y})=(\mathbf{z}-\mathbf{y})^{2} .
$$

In our experiments, we have found that the least squares cost function is almost unusable for intensity-based bundle adjustment. This is not very surprising, given that the distribution of image intensities differs greatly from a Gaussian distribution.

On the other hand, the property of the squared differences function leading to a maximum likelihood estimate is something that is actually desireable, since the noise distribution of inliers is quite close to a Gaussian distribution. So all of the alternative cost functions seek to preserve this characteristic to a certain degree. This means that the alternative robust cost functions will behave like a squared difference function for inliers, while outliers will be treated differently.

### 4.5.2.2 Blake-Zisserman

As we have outlined above, the main problem of using the least-squares cost function is its tendency to assign very high penalty values to outliers, thus neglecting the values of inliers


Figure 4.7: Fitting results when using robust cost functions.
that we are actually interested in. For inliers, however, it is usually reasonable to assume a Gaussian noise distribution, for which the least-squares estimation is the best estimator in a maximum-likelihood sense.

The Blake-Zisserman cost function [34, p. 618], [58] is maybe the most straightforward approach to tackle this problem of least squares estimation. The basic idea is to assign a quadratic cost to inliers, while a constant cost is used for outliers. Blake and Zisserman [58] have originally defined in a piecewise fashion, such that it would be defined as

$$
\begin{equation*}
\mathcal{C}_{\overline{\mathrm{BZ}}}(\mathbf{z}, \mathbf{y})=\min \left(-(\mathbf{z}-\mathbf{y})^{2}, b^{2}\right) \tag{4.43}
\end{equation*}
$$

when adapted to our notation. However, this function is obviously not continuously differentiable, which is undesirable for continuous optimization problems. It is possible to find a function that is very close to the piecewise function, yet it has continuous derivatives of all orders [34]:

$$
\begin{equation*}
\mathcal{C}_{\mathrm{BZ}}(\mathbf{z}, \mathbf{y})=-\log \left(\mathrm{e}^{-(\mathbf{z}-\mathbf{y})^{2}}+\varepsilon\right) \tag{4.44}
\end{equation*}
$$

The parameter $\varepsilon$ should be chosen as $\varepsilon=\mathrm{e}^{-b^{2}}$. Figure 4.6 shows the resulting function. This is the formulation that we have actually used in our implementation.

Figure 4.7 shows that the Blake-Zisserman cost function actually performs best when trying to fit a line to noisy data. However, it also has one big drawback: It is not convex, which greatly impedes its usefulness when being used in conjunction with non-linear optimization problems.
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The non-convexity means that the function is likely to introduce local minima, which typically prevent convergence of optimization algorithms to the true minimum.

The gradient and Hessian of this cost function are easily determined as

$$
\begin{align*}
\nabla_{\mathbf{z}} \mathcal{C}_{\mathrm{BZ}}(\mathbf{z}, \mathbf{y}) & =2 \cdot(\mathbf{z}-\mathbf{y}) \cdot \frac{\mathrm{e}^{-(\mathbf{z}-\mathbf{y})^{2}}}{\mathrm{e}^{-(\mathbf{z}-\mathbf{y})^{2}}+\varepsilon}  \tag{4.45}\\
\nabla_{\mathbf{z}, \mathbf{z}}^{2} \mathcal{C}_{\mathrm{BZ}}(\mathbf{z}, \mathbf{y}) & =4 \cdot \frac{\mathrm{e}^{-(\mathbf{z}-\mathbf{y})^{2}}}{\mathrm{e}^{-(\mathbf{z}-\mathbf{y})^{2}}+\varepsilon} \cdot(\mathbf{z}-\mathbf{y}) \cdot(\mathbf{z}-\mathbf{y})^{\mathrm{T}} \\
& =\nabla_{\mathbf{z}} \mathcal{C}_{\mathrm{BZ}}(\mathbf{z}, \mathbf{y}) \cdot \nabla_{\mathbf{z}} \mathcal{C}_{\mathrm{BZ}}(\mathbf{z}, \mathbf{y})^{\mathrm{T}} \cdot \frac{\varepsilon}{\mathrm{e}^{-(\mathbf{z}-\mathbf{y})^{2}}} \tag{4.46}
\end{align*}
$$

### 4.5.2.3 Huber and Pseudo-Huber

While the Blake-Zisserman cost function does a good job at reducing the influence of outliers, it also has a property that is very undesirable for smooth non-linear optimization: It is nonconvex. This introduces a lot of local minima, and our experiments have also shown that this cost function frequently does not converge to the desired results, unless one is already close to a solution.

A better choice for optimization problems that need to deal with outliers are the Huber and Pseudo-Huber cost functions [34, p. 619]. These functions can be seen as combination between the non-differentiable $L_{1}$ norm for outliers with the $L_{2}$ norm for inliers. Let $b$ denote the outlier threshold, then the Huber cost function is defined as

$$
\mathcal{C}_{\mathrm{H}}(\mathbf{z}, \mathbf{y})= \begin{cases}(\mathbf{z}-\mathbf{y})^{2} & \text { for }|\mathbf{z}-\mathbf{y}|<b  \tag{4.47}\\ 2 \cdot b \cdot|\mathbf{z}-\mathbf{y}| & \text { for }|\mathbf{z}-\mathbf{y}| \geq b\end{cases}
$$

Since this is a piecewise defined function, it still has one problem: The second-order derivatives are not continuous, which is a disadvantage when applying nonlinear optimization methods. However, the problem can be rectified easily by using the Pseudo-Huber cost function, which has a simple definition and continuous derivatives of all orders:

$$
\begin{equation*}
\mathcal{C}_{\mathrm{PH}}(\mathbf{z}, \mathbf{y})=2 \cdot b^{2} \cdot\left(\sqrt{\frac{(\mathbf{z}-\mathbf{y})^{2}}{b^{2}}+1}-1\right) \tag{4.48}
\end{equation*}
$$

Since we compute the full Hessian matrices of the cost function for our approximation of the objective function Hessian, we prefer this variant over the classic Huber cost function. The function can be seen in Figure 4.6.

As can be seen in Figure 4.7, the Pseudo-Huber cost function (which performs very similar to the Huber cost function) also leads to reasonable estimates that are closer to the ground truth than the result of using the least squares function. The fit is not as good as when using the Blake-Zisserman function, but in practice, the non-convexity of the Blake-Zisserman function is a much bigger problem.

Computation of the gradient and Hessian of the cost function is not very difficult, but we
state the results for completeness:

$$
\begin{align*}
\nabla_{\mathbf{z}} \mathfrak{C}_{\mathrm{PH}}(\mathbf{z}, \mathbf{y}) & =\frac{2}{\sqrt{\frac{(\mathbf{z}-\mathbf{y})^{2}}{b^{2}}+1}} \cdot(\mathbf{z}-\mathbf{y})  \tag{4.49}\\
\nabla_{\mathbf{z}, \mathbf{z}}^{2} \mathcal{C}_{\mathrm{PH}}(\mathbf{z}, \mathbf{y}) & =\frac{2}{\sqrt{\frac{(\mathbf{z}-\mathbf{y})^{2}}{b^{2}}+1}} \cdot \mathbf{I}_{d}-\frac{2}{b^{2} \cdot\left(\frac{(\mathbf{z}-\mathbf{y})^{2}}{b^{2}}+1\right)^{\frac{3}{2}}} \cdot(\mathbf{z}-\mathbf{y}) \cdot(\mathbf{z}-\mathbf{y})^{\mathrm{T}} \\
& =\frac{2}{\sqrt{\frac{(\mathbf{z}-\mathbf{y})^{2}}{b^{2}}+1}} \cdot \mathbf{I}_{d}-\frac{\left(\nabla_{\mathbf{z}} \mathfrak{C}_{\mathrm{PH}}(\mathbf{z}, \mathbf{y})\right) \cdot\left(\nabla_{\mathbf{z}} \mathcal{C}_{\mathrm{PH}}(\mathbf{z}, \mathbf{y})\right)^{\mathrm{T}}}{2 \cdot b^{2} \cdot \sqrt{\frac{(\mathbf{z}-\mathbf{y})^{2}}{b^{2}}+1}} \tag{4.50}
\end{align*}
$$

### 4.5.2.4 Comparison of Pseudo-Huber and Blake-Zisserman Functions

A first evaluation of the cost functions discussed previously is provided through Figure 4.7, showing the results of line fitting using each of the cost functions. Fitting has been performed using the Levmar package [49] for non-linear optimization. The ground truth line had a slope of -1 and an offset of 0 . Noisy measurement data has been generated by adding considerable white noise and some coarse outliers. The result closest to the ground truth was achieved by using the Blake-Zisserman function, the Pseudo-Huber cost function ranks second. The worst result is achieved, as expected, by using the least-squares cost function, which overreacts to the coarse outliers.

However, as we have mentioned earlier, the Blake-Zisserman cost function has a major drawback, which is its strong tendency to introduce local minima as a consequence of its nonconvexity. Local minima, however, constitute a major problem, since optimization of functions with local minima is a difficult problem. And indeed, Figure 4.7 shows only half of the truth: The Blake-Zisserman function is a good cost function, but only if one already has a good initial estimate of the actual minimum. If the optimization process is started with a bad initial value, it does not converge towards any usable value at all.

The line fitting problem is a two-dimensional problem, since only the slope and the offset of the line need to be estimated. This makes it possible to analyse the behaviour of the cost functions by plotting the optimization landscape, and the result of this is shown in Figures 4.8 and 4.9 for the Pseudo-Huber and Blake-Zisserman cost, respectively. The $x$ and $y$ coordinates of these images correspond to the slope and offset values, and the color and intensity encode the gradient direction and the gradient magnitude.

The color coding is explained in Figure 4.10, which is an image of a landscape where all gradients point towards the center, and the gradient magnitudes shrink towards the center. This profile represents the "perfect" landscape, assuming that the optimal value is located in the center, since every gradient points directly towards the minimum, and gradient magnitudes only become small in the vicinity of the minimum.

Looking at Figure 4.8, we can see that the profile resembles the reference profile 4.10 very closely, while the profile for the Blake-Zisserman function is drastically different. In particular, it reveals that there are a lot of local minima, as indicated by the black areas surrounding the actual minimum, which confirms our earlier statement.


Figure 4.8: Gradient direction (encoded by color) and magnitude (encoded by brightness) for the line fitting problem when using the Pseudo-Huber cost function. Comparison with Figure 4.10 reveals a high degree of similarity to the "ideal" behaviour with respect to convexity.

Since the intensity-based bundle adjustment problems that we have introduced are nonconvex optimization problems even in a least-squares formulation, using the Blake-Zisserman cost function worsens that non-convexity significantly. In our experiments, we made the experience that this cost function is basically unsuitable for intensity-based bundle adjustment. It might still prove useful for refining a solution that is already close to a minimum, and thus it might be applied after an initial fit has been found via the Pseudo-Huber cost function.

### 4.5.2.5 Specialization of Cost Functions for Batch Matching

Until now, our discussion of cost functions was limited to the case of comparing two $d$-dimensional vectors $\mathbf{z}, \mathbf{y}$. If we are dealing, e.g., with RGB images, the cost functions would be applied to pairs of 3 -vectors containing red, green and blue intensity values. This does not, however, fit in directly with the architecture of our optimization system, where we expect one vector-valued function $\mathbf{f}$ to generate one big vector of measurement predictions whose cost value must be estimated, and the cost function has to work directly on this vector, thus on multiple measurement values simultaneously.

Let us assume now that the reference values $\mathbf{y}$ consist of a concatenation of $M d$-dimensional values, such that

$$
\begin{equation*}
\mathbf{y}=\operatorname{vec}\left(\mathbf{y}_{1} \mathbf{y}_{2} \ldots \mathbf{y}_{M}\right) \tag{4.51}
\end{equation*}
$$

In the case of intensity-based bundle adjustment, we would have $\mathbf{y}_{i}=\mathbf{I}_{0}\left(\mathbf{p}_{j}\right)$. Similarly, assume that the output $\mathbf{z}=\mathbf{f}(\mathbf{x})$ of $\mathbf{f}$ is a concatenation of $N \cdot M d$-dimensional vectors $\mathbf{z}_{i, j}$ with


Figure 4.9: Gradient direction (encoded by color) and magnitude (encoded by brightness) for the line fitting problem when using the Blake-Zisserman cost function. The black areas indicate a lot of local minima.


Figure 4.10: Gradient direction and magnitude for a hypothetical cost function that would be optimal in the sense that every gradient points towards the minimum located at the center, and that gradient magnitude becomes smaller as the minimum is approached.
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$1 \leq i \leq N$ and $1 \leq j \leq M$, such that

$$
\mathbf{z}=\operatorname{vec}\left(\begin{array}{cccc}
\mathbf{z}_{1,1} & \mathbf{z}_{2,1} & \ldots & \mathbf{z}_{N, 1}  \tag{4.52}\\
\mathbf{z}_{1,2} & \mathbf{z}_{2,2} & \ldots & \mathbf{z}_{N, 2} \\
\vdots & \vdots & & \vdots \\
\mathbf{z}_{1, M} & \mathbf{z}_{2, M} & \ldots & \mathbf{z}_{N, M}
\end{array}\right)
$$

where the operator $\operatorname{vec}(\bullet)$ denotes the vectorization of matrices. The value $\mathbf{z}_{i, j}$ is going to correspond to the value $\mathbf{I}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{D}\left(\mathbf{b}_{j}\right)\right)\right)\right)$ in the basic intensity-based bundle adjustment problem.

Using this notation, we can compute the overall cost associated with vectors $\mathbf{z}, \mathbf{y}$ as

$$
\begin{equation*}
\overline{\mathcal{C}}(\mathbf{z}, \mathbf{y})=\sum_{i=1}^{N} \sum_{j=1}^{M} \mathcal{C}\left(\mathbf{z}_{i, j}-\mathbf{y}_{j}\right) \tag{4.53}
\end{equation*}
$$

This definition of cost functions is compatible with our framework, and its shape is also familiar from Equation (2.10). Note that the reference values $\mathbf{y}$ are constant over an image sequence, so $\overline{\mathfrak{C}}$ will, for our purposes, be treated as a function of type $\mathbb{R}^{N \cdot M \cdot d} \rightarrow \mathbb{R}$.

The formulas for computing the gradient and Hessian matrix of such cost functions are easily determined as long as the formulas for computing $\nabla \mathcal{C}$ and $\mathbf{H}_{\mathcal{C}}$ are known. The gradient is then computed by stacking the gradients $\nabla \mathcal{C}\left(\mathbf{z}_{i, j}, \mathbf{y}_{i}\right)$ on top of each other, while the Hessian is block-diagonal with blocks $\mathbf{H}_{\mathcal{C}}\left(\mathbf{z}_{i, j}, \mathbf{y}\right)$ on the diagonal.

### 4.5.2.6 Another Alternative: Mutual Information

Mutual information is a robust similarity measure based on information theory that is often used for intensity-based matching problems. It has been introduced for visual tracking problems by Viola and Wells [59], where it was shown to be extremely robust to many kinds of perturbations, such as lighting changes etc. We will briefly reproduce some basic theory on mutual information and some details about our specific implementation.

Our optimization framework is laid out for minimizing continuous objective functions, thus we need to use a continuous version mutual information as well. The mutual information of scalar, continuous random variables $Z$ and $Y$ is defined as

$$
\begin{equation*}
\mathrm{h}(Z)+\mathrm{h}(Y)-\mathrm{h}(Z, Y), \tag{4.54}
\end{equation*}
$$

where $\mathrm{h}(Z), \mathrm{h}(Y)$ and $\mathrm{h}(Z, Y)$ denote the entropy of $Z, Y$, and the joint entropy of $Z$ and $Y$.

Entropy and joint entropy are defined as follows:

$$
\begin{aligned}
\mathrm{h}(p(Z)) & =\int_{-\infty}^{\infty} p(Z) \log (p(Z)) \mathrm{d} Z \\
\mathrm{~h}(p(Z, Y)) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(Z, Y) \ln (p(Z, Y)) \mathrm{d} Z \mathrm{~d} Y
\end{aligned}
$$

The mutual information is a measure of correlation between the random variables $Z$ and $Y$. Its value is maximal if the correlation is highest, which means that one of the variables can be perfectly predicted knowing values of the other variable.

Let us assume for now that we are working on single-channel gray-scale images. The random variables $Z$ and $Y$ then represent the intensity values of the reference pixels $\mathbf{y}_{i}=\mathbf{I}_{0}\left(\mathbf{p}_{j}\right)$ and the comparison pixels $\mathbf{z}_{i, j}=\mathbf{I}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{D}\left(\mathbf{b}_{j}\right)\right)\right)\right.$ ), where we are using the notation from Equation (2.10). In a discrete setting, we would use a probability mass function to describe the probability of $Z$ and $Y$ taking certain values. Given samples from the images as defined above, such a probability mass function can be approximated very well using histograms of the sample values.

In the our case, we cannot make use of this technique, because histograms are computed using a limited resolution of histogram bins, and such a representation is inherently discrete and thus non-continuous. In these cases, it is a common approach to use kernel-based probability density estimation, such as, e.g., a Parzen window density approximation [60], which has also been applied in the work by Viola and Wells [59]. The basic idea is to approximate the density function via a weighted sum of Gaussian kernels as

$$
\begin{equation*}
p(Z) \approx \frac{1}{M} \cdot \sum_{i=1}^{M} G_{\psi}(z) \tag{4.55}
\end{equation*}
$$

where $G$ is an appropriate Gaussian kernel with $\psi$ as covariance matrix, and $M$ is the number of samples. The Gaussian kernel typically has the form

$$
\begin{equation*}
G_{\psi}(\mathbf{z})=(2 \cdot \pi)^{-\frac{M}{2}} \cdot|\psi|^{-\frac{1}{2}} \cdot \mathrm{e}^{-\frac{1}{2} z^{\mathrm{T}} \psi^{-1} z} \tag{4.56}
\end{equation*}
$$

Using the Parzen window estimate, it is possible to specify a formula for continuous approximation of the entropy of a random variable given a number of samples. In our case, we would have $M$ samples drawn from the image values, and we could estimate the entropy associated with the random variable $Z$ as

$$
\begin{equation*}
h(Z) \approx-\frac{1}{M} \cdot \sum_{i=1}^{M} \ln \left(\frac{1}{M} \sum_{j=1}^{M} G_{\psi}\left(z_{i}-z_{j}\right)\right) \tag{4.57}
\end{equation*}
$$

From these observations, we derive a MI-based cost function as follows:

$$
\begin{align*}
\mathcal{C}_{\mathrm{MI}}(\mathbf{z}, \mathbf{y})=\frac{1}{M} \cdot & \left(\sum_{i=1}^{M} \ln \left(\frac{1}{M} \sum_{j=1}^{M} G_{\psi_{z}}\left(\mathbf{z}_{i}-\mathbf{z}_{j}\right)\right)+\right. \\
& \sum_{i=1}^{M} \ln \left(\frac{1}{M} \sum_{j=1}^{M} G_{\psi_{y}}\left(\mathbf{y}_{i}-\mathbf{y}_{j}\right)\right)+ \\
& \left.\sum_{i=1}^{M} \ln \left(\frac{1}{M} \sum_{j=1}^{M} G_{\psi_{z y}}\left(\left(\mathbf{z}_{i}, \mathbf{y}_{i}\right)-\left(\mathbf{z}_{j}, \mathbf{y}_{j}\right)\right)\right)\right) \tag{4.58}
\end{align*}
$$

This is our basic formulation for mutual information on gray-scale images. When we are working with multi-channel images, we apply the MI cost function on a per-channel-basis, and add up the results. We omit the formulas for computation of the first and second-order derivatives, as the formulas become quite complicated and lengthy. Results of this can be found in Viola's paper [59], and some results on second-order derivatives have been published in the paper by Arbel and Brooks [61].

During our experiments, we have indeed implemented a computation scheme to evaluate the full Hessian of the mutual information cost function. Unfortunately, it turned out that the computational expense for calculation of the Hessian is tremendous, even in a GPU-supported version. While the convergence rate was better using the full Hessian, the overall performance was considerably worse than when using simple gradient descent. Thus, we decided in the end to abstain from using the Hessian computation code, and settled for simple gradient descent instead. Note that this can easily be implemented in our framework by using a simple identity matrix as Hessian.

Since mutual information has a reputation of being very robust, we have used it to compare the performance of our light source modeling algorithms against it. It has turned out that mutual information is indeed well suited to deal with images that exhibit uniform brightness changes. However, in the case of a moving light source, the brightness changes are strongly non-uniform, and we were not able to get a reliable reconstruction by merely using a mutual information cost function.

### 4.5.3 The Lagrangian Term Module

The Lagrangian term module plays a special role within our framework. Mathematically, it represents a scalar function $\boldsymbol{\lambda}^{\mathrm{T}} \cdot \mathbf{h}(\mathbf{x})$, so it technically depends on two sets of parameters: The Lagrange multipliers $\boldsymbol{\lambda}$, and the parameters $\mathbf{x}$ of the function $\mathbf{h}$. The module is itself a container for other scalar functions.

Since the Lagrangian term is a scalar function, one might be tempted to treat it as such within the framework. However, a close look at Figure 4.3 reveals that the Lagrangian term actually needs to provide some special functionality:

1. Evaluating $\mathbf{h}$, which is actually a vector-valued quantity.
2. Computing the Jacobian of $\mathbf{h}$.
3. Calculation of the Hessian $\nabla^{2}\left(\boldsymbol{\lambda}^{\mathrm{T}} \cdot \mathbf{h}\right)$.

These three tasks are quite simple to solve if the gradients and Hessian matrices of the functions $\mathbf{h}_{i}$ contained in a Lagrange term object can be computed.

Evaluation of $\mathbf{h}$ is done simply by iterating over the contained function objects and storing their evaluation results in a vector:

$$
\begin{equation*}
\mathbf{h}(\mathbf{x})=\left(\mathbf{h}_{1}(\mathbf{x}) \mathbf{h}_{2}(\mathbf{x}) \ldots \mathbf{h}_{k}(\mathbf{x})\right)^{\mathrm{T}} . \tag{4.59}
\end{equation*}
$$

For computing the Jacobian of $\mathbf{h}$, we can similarly iterate over all functions $\mathbf{h}_{i}$, compute their gradients, and store the gradient of function $i$ in column $i$ of a matrix. The end result will be the transposed Jacobian of $\mathbf{h}$ :

$$
\begin{equation*}
\nabla \mathbf{h}(\mathbf{x})=\left(\nabla \mathbf{h}_{1}(\mathbf{x}) \nabla \mathbf{h}_{2}(\mathbf{x}) \ldots \nabla \mathbf{h}_{k}(\mathbf{x})\right) . \tag{4.60}
\end{equation*}
$$

Finally, for computing the Hessian, we note that

$$
\begin{equation*}
\nabla^{2}\left(\boldsymbol{\lambda}^{\mathrm{T}} \cdot \mathbf{h}(\mathbf{x})\right)=\nabla^{2}\left(\sum_{i=1}^{k} \boldsymbol{\lambda}_{i} \cdot \mathbf{h}(\mathbf{x})\right)=\sum_{i=1}^{k} \boldsymbol{\lambda}_{i} \cdot \nabla^{2} \mathbf{h}(\mathbf{x}) \tag{4.61}
\end{equation*}
$$

so that we can again simply iterate over all sub-functions $\mathbf{h}_{i}$, and add up all Hessian matrices, scaled by $\boldsymbol{\lambda}_{i}$.

## Chapter 5

## Modules for Implementing Bundle Adjustment

In the previous chapter, we introduced our framework for flexible and efficient non-linear optimization. However, we did not talk yet about our realization of the intensity-based BA problem stated in Chapter 3 within that framework. This is going to be the main concern of this chapter: We will discuss the details of all the modules that one needs to implement in order to solve our bundle adjustment problems. These modules are essentially implementations of mathematical functions together with their derivatives. In the case of scalar functions, the computation of the gradient and the Hessian are discussed. In the case of non-scalar multi-dimensional functions, we will be concerned with the computation of their Jacobian matrices.

There are three different variants of intensity-based bundle adjustment algorithms that have been realized using this framework, namely:

1. Assuming constant lighting.
2. Assuming a point light source at the camera origin. This is useful when the light source is very close to the camera, and is moving along with it.
3. Using a calibrated light source with non-uniform directional intensity. This can be used in the case of a light source that is not sufficiently close to the camera, and has a non-uniform spatial intensity distribution.

The different functionality of these algorithms has been implemented within our optimization framework by means of exchangeable modules. This allows for a high degree of re-usability and flexibility. Before we start discussing the separate modules in detail, we will give a schematic overview over each of the algorithms to be discussed herein.

- Surface sampling module: A function that maps a set of surface parameters to a 3D point cloud. Our surface model of choice is a surface induced by an inverse B-spline depth map.


Figure 5.1: Computational graph of the algorithm used for reconstruction and tracking under constant light.


Figure 5.2: Computational graph of the algorithm used for reconstruction and tracking with a point light source at the camera's principal point.


Figure 5.3: Computational graph of the algorithm used for reconstruction and tracking with calibrated point light source.

- Surface and normal sampling module: In the variants of our algorithms where lighting is accounted for, it is important to evaluate the surface normals along with the surface points. Mathematically, this is a function that takes a set of surface parameters, and outputs the surface point cloud as well as the normal associated with each point of the cloud.
- Geometry computation module: Performs the rigid transformation of a 3D point cloud to $n$ other frames of reference. It takes as input a 3D point cloud, and $n$ sets of rotation and translation parameters. Rotations will be described as quaternions, and translations via a simple 3D vector, so there are 7 parameters for each view. The output of this function consists of $n$ copies of the original point cloud, each one transformed according to one set of extrinsic parameters provided as input.
- Brightness warping modules: Three modules that compute the brightness warping coefficients for each pixel. Input to the first module is the 3D point cloud together with extrinsic camera parameters and 3D normal vectors associated with each point. The output of that module is used as input to the second module, which performs some intermediate calculations. The third module finally calculates, from the output values of the second module, a vector of brightness warping values that can be used to map the intensity values of some frame $i$ back to the intensity values in the reference frame 0 .
- Camera projection module: Takes as input a point cloud, and computes its 2D projection according to a specified camera matrix.
- Image interpolation module: Takes as input $n$ sets of $2 D$ coordinates, and interpolates the camera images at the specified image coordinates.

These are the most important functions used for realizing intensity-based bundle adjustment algorithms in our optimization framework. All of the main functions, as well as some smaller helper functions, will be discussed in this chapter.

### 5.1 Rigid Transformations

As we have discussed in Chapter 1, the representation of a camera is usually split up into intrinsic and extrinsic parameters [34]. The intrinsic parameters describe the projective properties of the camera, while the extrinsic parameters relate the 3 D coordinates of points in the scene to the camera's coordinate system. In this section, we will give some details on the aspect of rotation representation for extrinsic parameters.

To specify a rigid transformation of a camera, we need to determine translation and orientation with respect to the scene reference frame. Specifying the translation is straightforward via specification of a three-dimensional vector $\mathbf{t} \in \mathbb{R}^{3}$. When it comes to specifying rotations, however, there are many choices, such as $3 \times 3$ rotation matrices, Euler angles, Axis-Angle representation and many more. We choose to represent rotations by means of unit quaternions, which have a number of desirable properties:

1. They are singularity-free, as opposed to all known three-parameter 3 D rotation representations.
2. A quaternion is composed of 4 parameters, which is only one parameter more than needed in a minimal representation, and it is still considerably less than the 9 parameters needed in a rotation matrix representation.
3. Compositions of rotations are performed via quaternion multiplications, which are relatively cheap, yet easy to compute in contrast to some of the other methods.
4. It is quite straightforward to perform spherical interpolation between rotations represented as quaternions.

A drawback of quaternions as rotation representation is that we need to ensure at all times that such a quaternion has unit length. This may or may not be a problem depending on the type of application. We are primarily concerned with optimization problems, where the unity constraint can be implemented easily.

### 5.1.1 Interpretation of Quaternions as Rotations

The function for mapping a vector of point coordinates $\mathbf{x} \in \mathbb{R}^{3}$ to a coordinate frame described by translation vector $\mathbf{t} \in \mathbb{R}^{3}$ and quaternion $\mathbf{q} \in \mathbb{R}^{4}$ can be computed as

$$
\begin{equation*}
\mathbf{T}(\mathbf{t}, \mathbf{q}, \mathbf{x})=\mathbf{R}(\mathbf{q})^{\mathrm{T}}(\mathbf{x}-\mathbf{t}) \tag{5.1}
\end{equation*}
$$

where $\mathbf{R}(\mathbf{q})$ denotes the $3 \times 3$ rotation matrix corresponding to the rotation quaternion $\mathbf{q}=$ $\left(\check{\mathbf{q}}, q_{4}\right)=\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$. In our notation, the fourth component $q_{4}$ of the quaternion is the scalar (real) part. To avoid notational difficulties later on, we will use $\hat{q}=q_{4}$ as another way to specify the scalar component of $\mathbf{q}$. Thus, $\mathbf{q}$ can also be written as $(\check{\mathbf{q}}, \hat{q})$. The rotation matrix corresponding to $\mathbf{q}$ can now be computed as:

$$
\begin{equation*}
\mathbf{R}(\mathbf{q})=\left(\hat{q}^{2}-\check{\mathbf{q}}^{\mathrm{T}} \check{\mathbf{q}}\right) \mathbf{I}_{3}+2\left(\check{\mathbf{q}} \check{\mathbf{q}}^{\mathrm{T}}+\hat{q}[\check{\mathbf{q}}]_{\times}\right), \tag{5.2}
\end{equation*}
$$

with

$$
\check{\mathbf{q}}=\left(\begin{array}{c}
q_{1}  \tag{5.3}\\
q_{2} \\
q_{3}
\end{array}\right), \quad \text { and } \quad[\check{\mathbf{q}}]_{\times}=\left(\begin{array}{ccc}
0 & -q_{3} & q_{2} \\
q_{3} & 0 & -q_{1} \\
-q_{2} & q_{1} & 0
\end{array}\right)
$$

As usual, the operator $[\cdot]_{\times}$denotes the conversion of a three-dimensional vector to its cross product matrix. From this formula, it is also obvious that the inverse (or transposed) rotation matrix is computed through the formula:

$$
\begin{equation*}
\mathbf{R}(\mathbf{q})^{\mathrm{T}}=\left(\hat{q}^{2}-\check{\mathbf{q}}^{\mathrm{T}} \check{\mathbf{q}}\right) \mathbf{I}_{3}+2\left(\check{\mathbf{q}} \check{\mathbf{q}}^{\mathrm{T}}-\hat{q}[\check{\mathbf{q}}]_{\times}\right) \tag{5.4}
\end{equation*}
$$

If this representation is to be used in an optimization framework, we are often interested in computing the derivative of above function with respect to parameters $\mathbf{x}, \mathbf{t}, \mathbf{q}$. This is slightly
cumbersome, but essentially only a matter of basic calculus. The results are as follows:

$$
\begin{align*}
& \frac{\mathrm{d} \mathbf{T}(\mathbf{t}, \mathbf{q}, \mathbf{x})}{\mathrm{d} \mathbf{x}}=\mathbf{R}(\mathbf{q})^{\mathrm{T}}  \tag{5.5}\\
& \frac{\mathrm{~d} \mathbf{T}(\mathbf{t}, \mathbf{q}, \mathbf{x})}{\mathrm{d} \mathbf{t}}=-\mathbf{R}(\mathbf{q})^{\mathrm{T}}  \tag{5.6}\\
& \frac{\mathrm{~d} \mathbf{T}(\mathbf{t}, \mathbf{q}, \mathbf{x})}{\mathrm{d} \check{\mathbf{q}}}=2\left([(\mathbf{x}-\mathbf{t}) \times \check{\mathbf{q}}+\hat{q}(\mathbf{x}-\mathbf{t})]_{\times}+\check{\mathbf{q}}^{\mathrm{T}}(\mathbf{x}-\mathbf{t}) \mathbf{I}_{3}\right)  \tag{5.7}\\
& \frac{\mathrm{d} \mathbf{T}(\mathbf{t}, \mathbf{q}, \mathbf{x})}{\mathrm{d} \hat{q}}=2((\mathbf{x}-\mathbf{t}) \times \check{\mathbf{q}}+\hat{q}(\mathbf{x}-\mathbf{t})) \tag{5.8}
\end{align*}
$$

For some applications, we will be interested in the inverse rigid transformation, described by rotation quaternion $\mathbf{q}^{\prime}=\mathbf{q}^{*}$, and translation vector $\mathbf{t}^{\prime}=-\mathbf{R}(\mathbf{q})^{\mathrm{T}} \cdot \mathbf{t}$. With $\mathbf{q}^{*}$, we denote the quaternion conjugate, which is defined as $\mathbf{q}^{*}=(-\check{\mathbf{q}}, \hat{q})$. It corresponds to the rotation inverse of $\mathbf{q}$. For this case, the rigid transformation would have the specific shape

$$
\begin{equation*}
\mathbf{T}\left(\mathbf{t}^{\prime}, \mathbf{q}^{\prime}, \mathbf{x}\right)=\mathbf{R}\left(\mathbf{q}^{\prime}\right)^{\mathrm{T}}\left(\mathbf{x}-\mathbf{t}^{\prime}\right)=\mathbf{R}(\mathbf{q})\left(\mathbf{x}-\mathbf{t}^{\prime}\right)=\mathbf{R}(\mathbf{q}) \cdot \mathbf{x}+\mathbf{t}=\mathbf{T}\left(\mathbf{0}, \mathbf{q}^{\prime}, \mathbf{x}\right)+\mathbf{t} \tag{5.9}
\end{equation*}
$$

Using this form of the inverse transformation, we can easily determine the derivatives, adapting the results for the forward transformation to the inverse case:

$$
\begin{align*}
& \frac{\mathrm{d} \mathbf{T}\left(\mathbf{t}^{\prime}, \mathbf{q}^{\prime}, \mathbf{x}\right)}{\mathrm{d} \mathbf{x}}=\mathbf{R}(\mathbf{q})  \tag{5.10}\\
& \frac{\mathrm{d} \mathbf{T}\left(\mathbf{t}^{\prime}, \mathbf{q}^{\prime}, \mathbf{x}\right)}{\mathrm{d} \mathbf{t}}=\mathbf{I}_{3}  \tag{5.11}\\
& \frac{\mathrm{~d} \mathbf{T}\left(\mathbf{t}^{\prime}, \mathbf{q}^{\prime}, \mathbf{x}\right)}{\mathrm{d} \check{\mathbf{q}}}=-2\left([-\mathbf{x} \times \check{\mathbf{q}}+\hat{q} \cdot \mathbf{x}]_{\times}-\check{\mathbf{q}}^{\mathrm{T}} \cdot \mathbf{x} \cdot \mathbf{I}_{3}\right)  \tag{5.12}\\
& \frac{\mathrm{d} \mathbf{T}\left(\mathbf{t}^{\prime}, \mathbf{q}^{\prime}, \mathbf{x}\right)}{\mathrm{d} \hat{q}}=2(-\mathbf{x} \times \check{\mathbf{q}}+\hat{q} \cdot \mathbf{x}) \tag{5.13}
\end{align*}
$$

### 5.1.2 Quaternions in Multiple View Geometry

Usually, one is not only interested in rigid body transformations of a single point $\mathbf{x}$, but of whole sets of points $\boldsymbol{\xi}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right) \in \mathbb{R}^{3 n}$. Above definitions allow us to formulate this in a concise manner:

$$
\mathbf{T}_{n}(\boldsymbol{\xi}, \mathbf{t}, \mathbf{q})=\left(\begin{array}{c}
\mathbf{T}\left(\mathbf{t}, \mathbf{q}, \mathbf{x}_{1}\right)  \tag{5.14}\\
\mathbf{T}\left(\mathbf{t}, \mathbf{q}, \mathbf{x}_{2}\right) \\
\vdots \\
\mathbf{T}\left(\mathbf{t}, \mathbf{q}, \mathbf{x}_{n}\right)
\end{array}\right)
$$

The derivative of above function w.r.t. $\boldsymbol{\xi}$ is easily derived from earlier formulae. We see that the Jacobian is a block-diagonal matrix with $n \times n$ blocks of size $3 \times 3$, and with the rotation
$\operatorname{matrix} \mathbf{R}(\mathbf{q})^{\mathrm{T}}$ on the diagonal:

$$
\frac{\mathrm{d} \mathbf{T}_{n}(\mathbf{t}, \mathbf{q}, \boldsymbol{\xi})}{\mathrm{d} \boldsymbol{\xi}}=\left(\begin{array}{cccc}
\mathbf{R}(\mathbf{q})^{\mathrm{T}} & \mathbf{0}_{3} & \cdots & \mathbf{0}_{3}  \tag{5.15}\\
\mathbf{0}_{3} & \mathbf{R}(\mathbf{q})^{\mathrm{T}} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0}_{3} \\
\mathbf{0}_{3} & \cdots & \mathbf{0}_{3} & \mathbf{R}(\mathbf{q})^{\mathrm{T}}
\end{array}\right)
$$

Furthermore, we are also able to specify the form of the derivative w.r.t. $\mathbf{t}, \check{\mathbf{q}}$ and $\hat{q}$ :

$$
\frac{\mathrm{d} \mathbf{T}_{n}(\mathbf{t}, \mathbf{q}, \boldsymbol{\xi})}{\mathrm{d} \mathbf{t}}=\left(\begin{array}{c}
-\mathbf{R}(\mathbf{q})^{\mathrm{T}}  \tag{5.16}\\
-\mathbf{R}(\mathbf{q})^{\mathrm{T}} \\
\vdots \\
-\mathbf{R}(\mathbf{q})^{\mathrm{T}}
\end{array}\right), \quad \text { where }-\mathbf{R}(\mathbf{q})^{\mathrm{T}} \text { repeats } n \text { times. }
$$

We can use the Kronecker matrix product, denoted by $\otimes$, to achieve a more concise notation:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{T}_{n}(\mathbf{t}, \mathbf{q}, \boldsymbol{\xi})}{\mathrm{d} \boldsymbol{\xi}}=\mathbf{I}_{3} \otimes \mathbf{R}(\mathbf{q})^{\mathrm{T}}, \quad \frac{\mathrm{~d} \mathbf{T}_{n}(\mathbf{t}, \mathbf{q}, \boldsymbol{\xi})}{\mathrm{d} \mathbf{t}}=-\mathbf{1}_{n} \otimes \mathbf{R}(\mathbf{q})^{\mathrm{T}} \tag{5.17}
\end{equation*}
$$

Here, $\mathbf{1}_{n}$ is the $n$-dimensional column vector $(1,1, \ldots, 1)^{\mathrm{T}}$. The Jacobians of $\mathbf{T}_{n}$ w.r.t. $\check{\mathbf{q}}$ and $\hat{q}$ compute as:

$$
\begin{gather*}
\frac{\mathrm{d} \mathbf{T}_{n}(\mathbf{t}, \mathbf{q}, \boldsymbol{\xi})}{\mathrm{d} \check{\mathbf{q}}}=2\left(\begin{array}{c}
{\left[\left(\mathbf{x}_{1}-\mathbf{t}\right) \times \check{\mathbf{q}}+\hat{q}\left(\mathbf{x}_{1}-\mathbf{t}\right)\right]_{\times}+\check{\mathbf{q}}^{\mathrm{T}}\left(\mathbf{x}_{1}-\mathbf{t}\right) \mathbf{I}_{3}} \\
{\left[\left(\mathbf{x}_{2}-\mathbf{t}\right) \times \check{\mathbf{q}}+\hat{q}\left(\mathbf{x}_{2}-\mathbf{t}\right)\right]_{\times}+\check{\mathbf{q}}^{\mathrm{T}}\left(\mathbf{x}_{2}-\mathbf{t}\right) \mathbf{I}_{3}} \\
\vdots \\
{\left[\left(\mathbf{x}_{n}-\mathbf{t}\right) \times \check{\mathbf{q}}+\hat{q}\left(\mathbf{x}_{n}-\mathbf{t}\right)\right]_{\times}+\check{\mathbf{q}}^{\mathrm{T}}\left(\mathbf{x}_{n}-\mathbf{t}\right) \mathbf{I}_{3}}
\end{array}\right)  \tag{5.18}\\
\frac{\mathrm{d} \mathbf{T}_{n}(\mathbf{t}, \mathbf{q}, \boldsymbol{\xi})}{\mathrm{d} \hat{q}}=2\left(\begin{array}{c}
\left(\mathbf{x}_{1}-\mathbf{t}\right) \times \check{\mathbf{q}}+\hat{q}\left(\mathbf{x}_{1}-\mathbf{t}\right) \\
\left(\mathbf{x}_{2}-\mathbf{t}\right) \times \check{\mathbf{q}}+\hat{q}\left(\mathbf{x}_{2}-\mathbf{t}\right) \\
\vdots \\
\left(\mathbf{x}_{n}-\mathbf{t}\right) \times \check{\mathbf{q}}+\hat{q}\left(\mathbf{x}_{n}-\mathbf{t}\right)
\end{array}\right) \tag{5.19}
\end{gather*}
$$

When dealing with observations of a set of $n 3 \mathrm{D}$ points taken with the same camera, but from $m$ different views $\boldsymbol{\tau}=\left(\mathbf{t}_{1}, \mathbf{q}_{1}, \mathbf{t}_{2}, \mathbf{q}_{2}, \ldots, \mathbf{t}_{m}, \mathbf{q}_{m}\right)$, we need to further extend above definitions as follows:

$$
\mathbf{T}_{n, m}(\boldsymbol{\tau}, \boldsymbol{\xi})=\left(\begin{array}{c}
\mathbf{T}_{n}\left(\boldsymbol{\xi}, \mathbf{t}_{1}, \mathbf{q}_{1}\right)  \tag{5.20}\\
\mathbf{T}_{n}\left(\boldsymbol{\xi}, \mathbf{t}_{2}, \mathbf{q}_{2}\right) \\
\vdots \\
\mathbf{T}_{n}\left(\boldsymbol{\xi}, \mathbf{t}_{m}, \mathbf{q}_{m}\right)
\end{array}\right)
$$

Given the preceding elaboration on derivative computation, it is a simple matter then to infer a computation scheme for derivatives of $\mathbf{T}_{n, m}$ as well. The block structure of that matrix is as
follows:

$$
\begin{gather*}
\frac{\mathrm{d} \mathbf{T}_{n, m}(\boldsymbol{\xi}, \boldsymbol{\tau})}{\mathrm{d} \boldsymbol{\xi}}=\left(\begin{array}{c}
\mathbf{I}_{n} \otimes \mathbf{R}\left(\mathbf{q}_{1}\right)^{\mathrm{T}} \\
\mathbf{I}_{n} \otimes \mathbf{R}\left(\mathbf{q}_{2}\right)^{\mathrm{T}} \\
\vdots \\
\mathbf{I}_{n} \otimes \mathbf{R}\left(\mathbf{q}_{n}\right)^{\mathrm{T}}
\end{array}\right)  \tag{5.21}\\
\frac{\mathrm{d} \mathbf{T}_{n, m}(\boldsymbol{\xi}, \boldsymbol{\tau})}{\mathrm{d} \boldsymbol{\tau}}=\left(\begin{array}{cccc}
\frac{\mathrm{d} \mathbf{T}_{n}(\boldsymbol{\xi}, \boldsymbol{\tau})}{\mathrm{d} \mathbf{x}_{1}, \mathbf{q}_{1}} & \mathbf{0}_{3 n, 7} & \ldots & \mathbf{0}_{3 n, 7} \\
\mathbf{0}_{3 n, 7} & \frac{\mathrm{~d} \mathbf{T}_{n}(\boldsymbol{\xi}, \boldsymbol{\tau})}{\mathrm{d} \mathbf{x}_{2}, \mathbf{q}_{2}} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0}_{3 n, 7} \\
\mathbf{0}_{3 n, 7} & \ldots & \mathbf{0}_{3 n, 7} & \frac{\mathrm{~d} \mathbf{T}_{n}(\boldsymbol{\xi}, \boldsymbol{\tau})}{\mathrm{d} \mathbf{x}_{n}, \mathbf{q}_{n}}
\end{array}\right) \tag{5.22}
\end{gather*}
$$

### 5.2 The Depth Map Model

Common feature-based bundle adjustment methods typically use a point cloud model to represent the reconstructed scene: Every feature is assigned a set of 3D coordinates, and all coordinates are independent of each other. With intensity-based methods, a point cloud representation is likely to cause difficulties, since intensity values are usually not unique, which makes data association practically impossible. Thus, it is desirable to further constrain the scene model, and this is usually done by imposing some kind of shape prior or smoothness constraint on the surface. Typical examples for this technique are planar [62] and non-planar [21, 29, 30] parametric surface tracking methods such as the ones discussed herein.

In this section, we are going to look at some alternatives for representing parametric smooth surfaces, and we will discuss the basics of B-Spline surfaces, which is the representation we have chosen in our implementation. Furthermore, we will discuss some aspects of inverse depth maps, and we will finally show how inverse depth maps can be implemented using B-Spline surfaces.

In general, we are dealing with three-dimensional parametric surfaces of the form

$$
\begin{equation*}
\mathbf{d}: \mathbb{R}^{n} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{3} \tag{5.23}
\end{equation*}
$$

The surface shape is governed by $n$ parameters and the surface function maps surface parameters $\mathbf{p} \in \mathbb{R}^{n}$ and surface coordinates $(u, v) \in \mathbb{R}^{2}$ to three-dimensional coordinates on the surface. In the variant of our algorithm where scene lighting is also taken into account, we will also be interested in computing the surface normals along with the surface values.

As we have mentioned, our surface representation of choice is a bivariate B-Spline model. Still, we shall give a quick overview of other alternatives as well as their advantages and drawbacks.

Generally, one would want the surface model to be sparse in the sense that surface parameters have only local support. This has the advantage that the resulting bundle adjustment equation (2.10) will be sparse and thus feasible to solve. It is well known for feature-based bundle adjustment that the optimization process quickly becomes infeasible for large feature sets if the sparsity of the bundle adjustment equations is not exploited [47].

| Representation | Pros | Cons |
| :---: | :---: | :---: |
| B-Spline | Sparse surface model <br> Linear in parameters | Limited expressiveness |
|  | Easy to differentiate |  |
| Rational B-Spline | Sparse surface model <br> More general surface | Not linear in parameters |
| Radial Basis Functions | Easy interpolation | Dense model |

Figure 5.4: Overview of surface representations.

What would be even worse than the cost of solving dense bundle adjustment equations is the cost of generating a dense Jacobian of the intensity difference function. For a sparse surface model, we would end up with a sparse matrix with $O(m)$ non-zero entries, where $m$ is the number of intensity comparison points. For a dense model, we would need to generate $O(m \cdot n)$ values, which is prohibitively large already for small values of $m$ and $n$.

The table in Figure 5.4 shows a rough overview over several surface models and their advantages and disadvantages. The rest of this Section is sub-divided into the following parts: First of all, we will introduce B-Spline curves and surfaces, and we will develop some formulas that are relevant for our implementation. Afterwards, we will discuss properties of surfaces induced by direct depth maps and will derive formulas for computation of surface values and surface normals. These formulas will then be adapted to the case of inverse depth maps. Finally, we will combine the formulas for inverse depth surfaces with those for B-Spline surfaces to develop the formulas used in our implementation.

### 5.2.1 On B-Spline Curves and Surfaces

B-Splines are a well-known parametric model with many applications in computer science. In this Section, we will discuss some aspects of B-Splines that are relevant for our implementation. However, we assume the reader to be familiar with the basic theory of B-splines, as presented, e.g., in [63]. Many different notation schemes are in use for dealing with B-splines, and we will introduce our own notation, which is inspired by the notation used in the documentation of the SISL NURBS library ${ }^{1}$.

We start with the formalism for B-spline curves, and we subsequently extend this to B-spline surfaces. According to our notation, the parameters describing a B-spline curve are:

- The order $k$ of the curve.
- The number of control points $n$.
- The dimension $d$ of the domain of the curve.
- The knot vector $\mathbf{t}=\left(t_{1}, t_{2}, \ldots, t_{n+k}\right)^{\mathrm{T}} \in \mathbb{R}^{n+k}$, which is a nondecreasing sequence of real numbers.

[^1]

Figure 5.5: Illustration of a typical B-spline curve. The functions drawn in black are the basis functions, multiplied with the respective control point values $\mathbf{p}_{i}$.

- The control points $\mathbf{p}_{i} \in \mathbb{R}^{d}$ of the curve.
- We also denote with $\mathbf{p}$ the vector $\left(\mathbf{p}_{1}^{\mathrm{T}}, \mathbf{p}_{2}^{\mathrm{T}}, \ldots, \mathbf{p}_{n}^{\mathrm{T}}\right)^{\mathrm{T}}$ of all control points stacked on top of each other.
- The basis function ${ }_{k}^{i} B_{\mathbf{t}}: \mathbb{R} \rightarrow \mathbb{R}$ associated with control point $p_{i}$, for order $k$ and knot vector $\mathbf{t}$.

We only consider clamped B-spline curves and surfaces, which imposes the restriction of having $k$ equal knot values at the beginning and end of the knot vector $\mathbf{t}$. Using this notation, we can define a spline curve $\mathbf{c}: \mathbb{R} \rightarrow \mathbb{R}^{d}$ as follows:

$$
\begin{equation*}
\mathbf{c}(\mathbf{p}, x)=\sum_{i=1}^{n} \mathbf{p}_{i} \cdot{ }_{k}^{i} B_{\mathbf{t}}(x) . \tag{5.24}
\end{equation*}
$$

An example for such a B-spline curve is shown in Figure 5.5. The extension of above definition to a B-spline surface is straightforward:

- The order in first and second parameter direction is specified by $k_{1}, k_{2}$.
- The number of control points in both directions is denoted by $n_{1}, n_{2}$.
- The dimension is $d$.
- There are two knot vectors $\mathbf{q}, \mathbf{r}$, again for first respectively second parameter direction.
- The control points are $\mathbf{p}_{i j} \in \mathbb{R}^{d}$, where $1 \leq i \leq n_{1}, 1 \leq j \leq n_{2}$.
- We also denote with $\mathbf{P}$ the following matrix:

$$
\mathbf{P}=\left(\begin{array}{cccc}
\mathbf{p}_{11} & \mathbf{p}_{12} & \ldots & \mathbf{p}_{1 n_{2}}  \tag{5.25}\\
\mathbf{p}_{21} & \mathbf{p}_{22} & \cdots & \mathbf{p}_{2 n_{2}} \\
\vdots & \vdots & & \vdots \\
\mathbf{p}_{n_{1} 1} & \mathbf{p}_{n_{1} 2} & \ldots & \mathbf{p}_{n_{1} n_{2}}
\end{array}\right)
$$

Each column $i$ of that matrix contains $n_{1}$ control points, enumerated along the first coordinate direction and stacked on top of each other.

- With $\mathbf{p}$, we denote the vectorization of $\mathbf{P}$, which is achieved by stacking the column vectors of $\mathbf{P}$ on top of each other into one big vector. We write $\mathbf{p}=\operatorname{vec}(\mathbf{P})$, and we have

$$
\begin{equation*}
\operatorname{vec}(\mathbf{P})=\left(\mathbf{p}_{1,1}^{\mathrm{T}} \mathbf{p}_{2,1}^{\mathrm{T}} \ldots \mathbf{p}_{n_{1}, 1}^{\mathrm{T}} \mathbf{p}_{1,2}^{\mathrm{T}} \mathbf{p}_{2,2}^{\mathrm{T}} \ldots \mathbf{p}_{n_{1}, n_{2}}^{\mathrm{T}}\right)^{\mathrm{T}} \tag{5.26}
\end{equation*}
$$

The spline surface $\mathbf{s}(\mathbf{p}, u, v): \mathbb{R}^{n_{1} \cdot n_{2} \cdot d} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{d}$ is then defined as follows:

$$
\begin{equation*}
\mathbf{s}(\mathbf{p}, u, v)=\sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \mathbf{p}_{i, j} \cdot{ }_{k_{1}}^{i} B_{\mathbf{q}}(u) \cdot{ }_{k_{2}}^{j} B_{\mathbf{r}}(v) \tag{5.27}
\end{equation*}
$$

### 5.2.1.1 B-Spline Linearity in Parameters

In most of the problems considered within this work, we are interested in determining surface parameters that best describe the camera measurements. For optimization purposes, it is therefore necessary to compute the derivatives of a B-spline surface with respect to parameters.

It is well-known that B-splines are linear in parameters, which makes the problem of derivative computation almost trivial. This linearity means that if the curve respectively surface evaluation coordinates are fixed, the evaluation of the $B$-spline is equivalent to a mere matrixvector multiplication of some basis matrix with the B-spline parameter vector.

For the case of a B-spline curve with $d=1$, we have

$$
\begin{equation*}
c(\mathbf{p}, x)={ }_{k}^{n} \mathbf{B}_{\mathbf{t}}(x) \cdot \mathbf{p}, \tag{5.28}
\end{equation*}
$$

where ${ }_{k}^{n} \mathbf{B}_{\mathbf{t}}(x)$ is defined as $n$-dimensional row vector

$$
\begin{equation*}
{ }_{k}^{n} \mathbf{B}_{\mathbf{t}}(x)=\left({ }_{k}^{1} B_{\mathbf{t}}(x),{ }_{k}^{2} B_{\mathbf{t}}(x), \ldots,{ }_{k}^{n} B_{\mathbf{t}}(x)\right) \tag{5.29}
\end{equation*}
$$

This is easily seen to be equivalent to Equation (5.24). The formula can be generalized to account for the case $d>1$ as follows: We define

$$
\begin{equation*}
{ }_{k}^{n} \mathbf{B}_{\mathbf{t}, d}(x)={ }_{k}^{n} \mathbf{B}_{\mathbf{t}}(x) \otimes \mathbf{I}_{d} \tag{5.30}
\end{equation*}
$$

where $\otimes$ denotes the Kronecker matrix product. Then we can use the formula

$$
\begin{equation*}
c(\mathbf{p}, x)={ }_{k}^{n} \mathbf{B}_{\mathbf{t}, d}(x) \cdot \mathbf{p} \tag{5.31}
\end{equation*}
$$

to evaluate the multidimensional spline curve at parameter location $x$. Note that the resulting matrix exhibits a high degree of sparsity, which is something our optimization framework takes advantage of.

Above result generalizes nicely to the case of evaluation of B-spline curves at multiple parameter locations. Assume that the curve is to be evaluated at parameter positions

$$
\begin{equation*}
\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{m}\right)^{\mathrm{T}} \tag{5.32}
\end{equation*}
$$

In this case, we extend the definition of ${ }_{k}^{n} \mathbf{B}_{\mathbf{t}, d}(x)$ as follows:

$$
{ }_{k}^{n} \mathbf{B}_{\mathbf{t}, d}(\mathbf{x})=\left(\begin{array}{c}
\left(\begin{array}{c}
n \\
{ }_{k}^{n} \mathbf{B}_{\mathbf{t}, d}\left(x_{1}\right) \\
{ }_{k} \mathbf{B}_{\mathbf{t}, d}\left(x_{2}\right) \\
\vdots \\
{ }_{k}^{n} \mathbf{B}_{\mathbf{t}, d}\left(x_{m}\right)
\end{array}\right),  \tag{5.33}\\
\hline
\end{array}\right.
$$

so ${ }_{k}^{n} \mathbf{B}_{\mathbf{t}, d}(\mathbf{x})$ is a $m \times n$-dimensional matrix of vertically stacked row vectors ${ }_{k}^{n} \mathbf{B}_{\mathbf{t}, d}\left(x_{i}\right)$. Using this generalized matrix instead of the original definition allows us to evaluate the curve at multiple locations merely by multiplying with the B-Spline parameter vector $\mathbf{p}$.

The preceding consideration is easily extended to the case of B-spline surfaces. Starting out with Equation (5.27), we have

$$
\begin{align*}
\mathbf{s}(\mathbf{p}, u, v) & =\sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \mathbf{p}_{i, j} \cdot{ }_{k_{1}}^{i} B_{\mathbf{q}}(u) \cdot{ }_{k_{2}}^{j} B_{\mathbf{r}}(v) \\
& =\sum_{i=1}^{n_{1}}{ }_{k_{1}}^{i} B_{\mathbf{q}}(u)\left(\sum_{j=1}^{n_{2}} \mathbf{p}_{i, j} \cdot{ }_{k_{2}}^{j} B_{\mathbf{r}}(v)\right) \\
& =\sum_{i=1}^{n_{1}}{ }_{k_{1}}^{i} B_{\mathbf{q}}(u)\left(\left(\mathbf{p}_{i, 1}, \mathbf{p}_{i, 2}, \ldots, \mathbf{p}_{i, n_{2}}\right) \cdot{ }_{k_{2}}^{n_{2}} \mathbf{B}_{\mathbf{r}}^{\mathrm{T}}(v)\right) \\
& ={ }_{k_{1}}^{n_{1}} \mathbf{B}_{\mathbf{q}, d}(u) \cdot \mathbf{P} \cdot{ }_{k_{2}}^{n_{2}} \mathbf{B}_{\mathbf{r}}^{\mathrm{T}}(v) . \tag{5.34}
\end{align*}
$$

Using some properties of vectorizations and the Kronecker product, this can be turned into a matrix-vector equation. More specifically, we are going to use

$$
\begin{equation*}
\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \operatorname{vec}(\mathbf{X})=\operatorname{vec}(\mathbf{A X B}), \tag{5.35}
\end{equation*}
$$

which can be applied to the surface evaluation problem as follows:

$$
\begin{equation*}
\mathbf{s}(\mathbf{p}, u, v)=\operatorname{vec}(\mathbf{s}(\mathbf{p}, u, v))=\left({ }_{k_{2}}^{n_{2}} \mathbf{B}_{\mathbf{r}}(v) \otimes_{k_{1}}^{n_{1}} \mathbf{B}_{\mathbf{q}, d}(u)\right) \cdot \operatorname{vec}(\mathbf{P}) \tag{5.36}
\end{equation*}
$$

## 5. MODULES FOR IMPLEMENTING BUNDLE ADJUSTMENT

Thus, we have turned the problem of evaluating the surface at a location $u, v$ into the problem of evaluating a matrix-vector product.

When evaluation of the spline surface at multiple parameter locations $\left(u_{i}, v_{i}\right)$ is desired, there exist two possibilities. If the parameter locations are independent of each other, and are specified as vectors

$$
\begin{equation*}
\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{m}\right)^{\mathrm{T}}, \mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{m}\right)^{\mathrm{T}} \tag{5.37}
\end{equation*}
$$

we can achieve evaluation of the B -spline surface at the locations $\left(u_{i}, v_{i}\right)$ by stacking basis matrices. We define a symbol for the resulting matrix as follows:

$$
{ }_{k_{1}, k_{2}}^{n_{1}, n_{2}} \mathbf{B}_{\mathbf{q}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v})=\left(\begin{array}{c}
{ }_{k_{2}}^{n_{2}} \mathbf{B}_{\mathbf{r}}\left(v_{1}\right) \otimes \otimes_{k_{1}}^{n_{2}} \mathbf{B}_{\mathbf{q}, d}\left(u_{1}\right)  \tag{5.38}\\
{ }_{k} \mathbf{B}_{\mathbf{r}}\left(v_{2}\right) \otimes \otimes_{k_{1}}^{n_{1}} \mathbf{B}_{\mathbf{q}, d}\left(u_{2}\right) \\
\vdots \\
{ }_{k_{2}} \mathbf{B}_{\mathbf{r}}\left(v_{m}\right) \otimes{ }_{k_{1}}^{n_{1}} \mathbf{B}_{\mathbf{q}, d}\left(u_{m}\right)
\end{array}\right)
$$

Evaluating the spline at the parameter locations $\mathbf{u}, \mathbf{v}$ is then possible as a mere matrix-vector multiplication as follows:

$$
\left(\begin{array}{c}
\mathbf{s}\left(\mathbf{p}, u_{1}, v_{1}\right)  \tag{5.39}\\
\mathbf{s}\left(\mathbf{p}, u_{2}, v_{2}\right) \\
\vdots \\
\mathbf{s}\left(\mathbf{p}, u_{m}, v_{m}\right)
\end{array}\right)={ }_{k_{1}, k_{2}}^{n_{1}, n_{2}} \mathbf{B}_{\mathbf{q}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v}) \cdot \operatorname{vec}(\mathbf{P})
$$

However, if the B-spline surface is to be sampled on a regular grid of parameter positions, there is a more elegant way to achieve this. Let the parameter coordinates in the first direction be specified as

$$
\begin{equation*}
\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{m}\right), \tag{5.40}
\end{equation*}
$$

and in the second direction as

$$
\begin{equation*}
\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{l}\right) \tag{5.41}
\end{equation*}
$$

Then, the spline surface can be evaluated over the whole lattice by computing

$$
\begin{equation*}
\left({ }_{k_{2}}^{n_{2}} \mathbf{B}_{\mathbf{r}}(\mathbf{u}) \otimes \otimes_{k_{1}}^{n_{1}} \mathbf{B}_{\mathbf{q}, d}(\mathbf{v})\right) \cdot \operatorname{vec}(\mathbf{P}) \tag{5.42}
\end{equation*}
$$

This is the formulation that is used most frequently in our algorithms, and we define the symbol ${ }_{k_{1}, k_{2}}^{n_{1}, n_{2}} \mathbf{L}_{\mathbf{q}, \mathbf{r}, d}$ to refer to the corresponding matrix:

$$
\begin{equation*}
{ }_{k_{1}, k_{2}, n_{2}}^{\mathbf{L}} \mathbf{q , \mathbf { r } , d}(\mathbf{u}, \mathbf{v})={ }_{k_{2}}^{n_{2}} \mathbf{B}_{\mathbf{r}}(\mathbf{v}) \otimes{ }_{k_{1}}^{n_{1}} \mathbf{B}_{\mathbf{q}, d}(\mathbf{u}) . \tag{5.43}
\end{equation*}
$$

From the preceding considerations it follows immediately that the derivatives of a B-spline curve resp. surface with respect to parameters $\mathbf{p}$ is equal to the basis matrix computed above. Alternatively, the derivative values can be deduced directly from equations (5.24) or (5.27),
respectively:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{c}(\mathbf{p}, x)}{\mathrm{d} \mathbf{p}_{i}}={ }_{k_{1}}{ }^{i} B_{\mathbf{q}}(x) \cdot \mathbf{I}_{d}, \quad \frac{\mathrm{~d} \mathbf{s}(\mathbf{p}, u, v)}{\mathrm{d} \mathbf{p}_{i j}}={ }_{k_{1}}^{i} B_{\mathbf{q}}(u) \cdot{ }_{k_{2}}^{j} B_{\mathbf{r}}(v) \cdot \mathbf{I}_{d} . \tag{5.44}
\end{equation*}
$$

### 5.2.1.2 B-Spline Derivatives w.r.t. Curve Coordinates

Another important question that is encountered quite frequently when dealing with B-splines is that of differentiation with respect to the curve resp. surface parameters. This problem appears, e.g., when one has to compute the curve resp. surface tangents, or when we want to compute the length resp. area. Fortunately, this is also rather easily computed, and we can express the corresponding computation concisely as a simple linear transformation on curve resp. surface parameters.

Let us start with the case of curves: When differentiating a spline curve defined by Equation (5.24) with respect to the curve parameter $x$, it is well known that the result will be another spline curve with the following properties:

- The degree is reduced to $k-1$.
- The number of control points is reduced to $n-1$.
- The knot vector will be $\left(t_{2}, t_{3}, \ldots, t_{n+k-1}\right)$, so the first and last entries in the knot vector will have to be discarded.
- The new control points, denoted by $\mathbf{q}_{i}$, are computed according to the following formula:

$$
\begin{equation*}
\mathbf{q}_{i}=\frac{k-1}{t_{i+k}-t_{i+1}}\left(\mathbf{p}_{i+1}-\mathbf{p}_{i}\right) \tag{5.45}
\end{equation*}
$$

The computation of the new control points can be concisely formulated in form of a matrix to be multiplied with the original spline parameters. This is easily seen by realizing that both computation of the differences $\left(\mathbf{p}_{i+1}-\mathbf{p}_{i}\right)$ as well as scaling with $\frac{k-1}{t_{i+k}-t_{i+1}}$ are easily expressible as matrix operations, and the combination of both operations will yield another matrix describing the whole operation.

This is best explained using an example. Assume that we have a set of 4 scalar control points $p_{i} \in \mathbb{R}$, so $d=1$. Then the matrix computing the differences $p_{i+1}-p_{i}$ is simply:

$$
{ }^{4} \boldsymbol{\Delta}=\left(\begin{array}{cccc}
-1 & 1 & 0 & 0  \tag{5.46}\\
0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1
\end{array}\right)
$$

Multiplying the vector of stacked control points against this matrix, we see that the 4 differences will be computed correctly. The overall matrix for computing the curve derivative control points can now be computed by premultiplying the difference computation matrix obtained according
to above scheme with the following scaling matrix:

$$
{ }_{k}^{4} \boldsymbol{\Sigma}_{\mathbf{t}}=\left(\begin{array}{ccc}
\frac{k-1}{t_{1+k}-t_{1+1}} & 0 & 0  \tag{5.47}\\
0 & \frac{k-1}{t_{2+k}-t_{2+1}} & 0 \\
0 & 0 & \frac{k-1}{t_{3+k}-t_{3+1}}
\end{array}\right)
$$

This is easily extended to the case of multi-dimensional spline curves. In the case $d=2$, we can use the following matrix to compute the differences:

$$
{ }^{4} \boldsymbol{\Delta}_{2}=\left(\begin{array}{cccccccc}
-1 & 0 & 1 & 0 & 0 & 0 & 0 & 0  \tag{5.48}\\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 1
\end{array}\right)
$$

More generally, we see that these difference matrices have the following shape:

- The size is $(n-1) d \times n d$.
- All entries are 0 , except for the diagonal and the $d$-th superdiagonal.
- The diagonal contains only the value -1 .
- The $d$-th superdiagonal contains only the value 1 .

The shape of the difference computation matrix depends on two values, which are the number $n$ of parameters and the number $d$ of dimensions. Thus, we will denote the corresponding difference matrices by ${ }^{n} \boldsymbol{\Delta}_{d}$.

Furthermore, the scaling matrix needs to repeat the scaling factors $d$ times. Thus, it has the following shape:

- Size $(n-1) d \times(n-1) d$.
- All values are 0 , except for the diagonal.
- The diagonal contains the values $\frac{k-1}{t_{i+k}-t_{i+1}}$, each is repeated $d$ times.

This matrix is determined by: The number of parameters $n$, the order of the spline $k$, the number of dimensions $d$, and the knot vector $\mathbf{t}$. Scaling matrices constructed according to these values are denoted by ${ }_{k}^{n} \boldsymbol{\Sigma}_{\mathbf{t}, d}$ from now on.

So, all in all, the computation of B-spline derivatives is reduced to multiplying the parameter vector $\mathbf{p}$ of the original curve with the matrix $\left({ }_{k}^{n} \boldsymbol{\Sigma}_{\mathbf{t}, d} \cdot{ }^{n} \boldsymbol{\Delta}_{d}\right)$, and interpreting the new parameters as spline curve with $n-1$ control points, degree $k-1$, and knot vector that has been shrinked at beginning and end.

We conclude that the vector

$$
\left(\begin{array}{c}
\frac{\mathrm{d}}{\mathrm{~d} u_{1}} \mathbf{c}\left(\mathbf{p}, u_{1}\right)  \tag{5.49}\\
\frac{\mathrm{d}}{\mathrm{~d} u_{2}} \mathbf{c}\left(\mathbf{p}, u_{2}\right) \\
\ldots \\
\frac{\mathrm{d}}{\mathrm{~d} u_{n}} \mathbf{c}\left(\mathbf{p}, u_{n}\right)
\end{array}\right)
$$

of tangent values for the spline curve is computed by evaluating

$$
\begin{equation*}
{ }_{k-1}^{n-1} \mathbf{B}_{\mathbf{t}^{\prime}, d}(\mathbf{u}) \cdot{ }_{k}^{n} \boldsymbol{\Sigma}_{\mathbf{t}, d} \cdot{ }^{n} \boldsymbol{\Delta}_{d} \cdot \mathbf{p} \tag{5.50}
\end{equation*}
$$

where $\mathbf{t}^{\prime}$ is the shortened knot vector $\mathbf{t}$ as explained above. Note that the vector of tangent values should not be confused with the Jacobian of the function $\mathbf{c}(\mathbf{p}, \mathbf{x}, \mathbf{y})$, which is a diagonal $n \times n$ matrix. The entries in the diagonal of the Jacobian are exactly the entries of the tangent values vector.

### 5.2.1.3 B-Spline Derivatives w.r.t. Surface Coordinates

These considerations generalize nicely to B-spline surfaces, where we have to compute the derivative not only with respect to one, but to two different parameter directions. This corresponds to computing the surface tangents in both directions.

It is possible to directly apply the computation scheme for curve derivatives to surface derivatives with respect to the first parameter direction: Simply compute the matrix product

$$
\begin{equation*}
{ }_{k_{1}}^{n_{1}} \boldsymbol{\Sigma}_{\mathbf{q}, d} \cdot{ }^{n_{1}} \boldsymbol{\Delta}_{d} \cdot \mathbf{P} \tag{5.51}
\end{equation*}
$$

where $\mathbf{P}$ is the control point matrix as explained above, and this will yield the parameter matrix for the derivative surface. For the other parameter direction, things are equally simple. The derivative parameters can be computed as

$$
\begin{equation*}
\mathbf{P}\left({ }_{k_{2}}^{n_{2}} \boldsymbol{\Sigma}_{\mathbf{r}, d} \cdot{ }^{n_{2}} \boldsymbol{\Delta}_{d}\right)^{\mathrm{T}} . \tag{5.52}
\end{equation*}
$$

Usually, we are not interested in the parameter matrices of the derivative surfaces, but we want to work with parameter vectors instead. This can be achieved by applying the vectorization operator:

$$
\begin{align*}
& \operatorname{vec}\left({ }_{k_{1}}^{n_{1}} \boldsymbol{\Sigma}_{\mathbf{q}, d} \cdot{ }^{n_{1}} \boldsymbol{\Delta}_{d} \cdot \mathbf{P}\right)  \tag{5.53}\\
& \operatorname{vec}\left(\mathbf{P}\left({ }_{k_{2}}^{n_{2}} \boldsymbol{\Sigma}_{\mathbf{r}, d} \cdot{ }^{n_{2}} \boldsymbol{\Delta}_{d}\right)^{\mathrm{T}}\right) \tag{5.54}
\end{align*}
$$

Again, we are going to use the property $\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \operatorname{vec}(\mathbf{X})=\operatorname{vec}(\mathbf{A X B})$ of the Kronecker matrix
product. It can be applied to above equations as follows:

$$
\begin{align*}
& \operatorname{vec}\left({ }_{k_{1}}^{n_{1}} \boldsymbol{\Sigma}_{\mathbf{q}, d} \cdot{ }^{n_{1}} \boldsymbol{\Delta}_{d} \cdot \mathbf{P}\right)= \\
& \operatorname{vec}\left(\left({ }_{k_{1}}^{n_{1}} \boldsymbol{\Sigma}_{\mathbf{q}, d} \cdot{ }^{n_{1}} \boldsymbol{\Delta}_{d}\right) \cdot \mathbf{P} \cdot \mathbf{I}_{n_{2}}\right)= \\
& \left(\mathbf{I}_{n_{2}}^{\mathrm{T}} \otimes\left({ }_{k_{1}}^{n_{1}} \boldsymbol{\Sigma}_{\mathbf{q}, d}{ }^{n_{1}} \boldsymbol{\Delta}_{d}\right)\right) \operatorname{vec}(\mathbf{P})= \\
& \left(\mathbf{I}_{n_{2}} \otimes\left(\begin{array}{c}
n_{1} \\
k_{1} \\
\boldsymbol{\Sigma}_{\mathbf{q}, d}
\end{array}{ }^{n_{1}} \boldsymbol{\Delta}_{d}\right)\right) \operatorname{vec}(\mathbf{P}),  \tag{5.55}\\
& \operatorname{vec}\left(\mathbf{P}\left({ }_{k_{2}}^{n_{2}} \boldsymbol{\Sigma}_{\mathbf{r}, d} .{ }^{n_{2}} \boldsymbol{\Delta}_{d}\right)^{\mathrm{T}}\right)= \\
& \operatorname{vec}\left(\mathbf{I}_{d n_{1}} \cdot \mathbf{P}\left({ }_{k_{2}}^{n_{2}} \boldsymbol{\Sigma}_{\mathbf{r}, d} \cdot{ }^{n_{2}} \boldsymbol{\Delta}_{d}\right)^{\mathrm{T}}\right)= \\
& \left(\left({ }_{k_{2}}^{n_{2}} \boldsymbol{\Sigma}_{\mathbf{r}, d} \cdot{ }^{n_{2}} \boldsymbol{\Delta}_{d}\right) \otimes \mathbf{I}_{d n_{1}}\right) \operatorname{vec}(\mathbf{P}) \tag{5.56}
\end{align*}
$$

Pre-multiplying above matrices with appropriate B-spline basis matrices will allow evaluation of tangent values through a simple matrix-vector product, and it will be convenient to define abbreviations for these tangent evaluation matrices as follows:

$$
\begin{align*}
& { }_{k_{1}, k_{2}}^{n_{1}, n_{2}} \mathcal{B}_{\mathbf{u}, \mathbf{q}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v})={ }_{k_{1}-1, k_{2}}^{n_{1}-1, n_{2}} \mathbf{B}_{\mathbf{q}^{\prime}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v}) \cdot\left(\mathbf{I}_{n_{2}} \otimes\left({ }_{k_{1}}^{n_{1}} \boldsymbol{\Sigma}_{\mathbf{q}, d} \cdot{ }^{n_{1}} \boldsymbol{\Delta}_{d}\right)\right),  \tag{5.57}\\
& { }_{n_{1}, n_{2}}^{k_{1}, k_{2}} \mathcal{B}_{\mathbf{v}, \mathbf{q}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v})={ }_{{ }_{k}, n_{2}-k_{2}-1}^{n_{1}, \mathbf{B}_{\mathbf{q}, \mathbf{r}^{\prime}, d}}(\mathbf{u}, \mathbf{v}) \cdot\left(\left(\sum_{k_{2}}^{n_{2}} \boldsymbol{\Sigma}_{\mathbf{r}, d} \cdot{ }^{n_{2}} \boldsymbol{\Delta}_{d}\right) \otimes \mathbf{I}_{d n_{1}}\right) . \tag{5.58}
\end{align*}
$$

If we want to compute all derivative surface parameter values for both parameter directions using one matrix-vector product, we can stack the above matrices vertically into one matrix

$$
\underset{k_{1}, k_{2}}{n_{1}, n_{2}} \mathcal{B}_{\mathrm{uv}, \mathbf{q}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v})=\left(\begin{array}{l}
n_{1}, n_{2}  \tag{5.59}\\
k_{1}, \mathcal{R}_{2} \\
n_{1}, \mathcal{B}_{\mathrm{a}}, \mathbf{q}, \mathbf{r}, d \\
k_{1}, k_{2} \\
k_{\mathrm{k}}, \mathbf{\mathcal { q } , \mathbf { r } , d}
\end{array}(\mathbf{u}, \mathbf{v}) . \mathbf{v}\right) .
$$

Note that this matrix is extremely sparse, and it is definitely beneficial to exploit that whereever possible. Multiplication with the vector $\operatorname{vec}(\mathbf{P})$ directly yields the tangent values of the surface in both directions, stacked on top of each other. In the case of evaluation parameters being on a regular grid, we can simply use the lattice basis matrices $\mathbf{L}$ instead of the general basis matrices B. Since evaluation of spline surfaces on a regular grid is what we actually use in our implementation, we introduce additional notation for that specific case. The tangent computation matrices will in that case be denoted as

$$
\begin{align*}
& { }_{k_{1}, k_{2}, n_{2}}^{\boldsymbol{L}_{\mathbf{u}, \mathbf{q}, \mathbf{r}, d}}(\mathbf{u}, \mathbf{v})={ }_{k_{1}-1, k_{2}}^{n_{1}-1, n_{2}} \mathbf{L}_{\mathbf{q}^{\prime}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v}) \cdot\left(\mathbf{I}_{n_{2}} \otimes\left(\begin{array}{l}
n_{1} \\
k_{1} \\
\boldsymbol{\Sigma}_{\mathbf{q}, d}
\end{array}{ }^{n_{1}} \boldsymbol{\Delta}_{d}\right)\right),  \tag{5.60}\\
& { }_{k_{1}, n_{2}, k_{2}}^{k_{1}, \mathcal{L}_{\mathbf{v}, \mathbf{q}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v})={ }_{n_{1}, n_{2}-1}^{k_{1}, k_{2}-1} \mathbf{L}_{\mathbf{q}, \mathbf{r}^{\prime}, d}(\mathbf{u}, \mathbf{v}) \cdot\left(\left(\begin{array}{c}
n_{2} \\
k_{2} \\
\boldsymbol{\Sigma}_{\mathbf{r}, d}
\end{array}{ }^{n_{2}} \boldsymbol{\Delta}_{d}\right) \otimes \mathbf{I}_{d n_{1}}\right)} . \tag{5.61}
\end{align*}
$$

The stacked matrices will be defined analogously as

$$
{ }_{k_{1}, k_{2}}^{n_{1}, n_{2}} \mathcal{L}_{\mathrm{uv}, \mathbf{q}, \mathbf{r}, d}(\mathbf{u}, \mathbf{v})=\left(\begin{array}{l}
n_{1}, n_{2}  \tag{5.62}\\
k_{1}, k_{2} \\
n_{1}, \mathcal{L}_{2} \\
n_{1}, \mathbf{q}, \mathbf{r}, d \\
k_{1}, k_{2} \\
\mathcal{L}_{\mathrm{v}, \mathbf{q}, \mathbf{r}, d}
\end{array}(\mathbf{u}, \mathbf{v}) . \mathbf{v}\right) .
$$

### 5.2.2 Surfaces Induced by Depth Maps

The particular surface model used in most of our developments is an inverse B-Spline depth map. Before we continue with describing that specific type of depth map in detail, there are some properties of depth maps that we want to discuss here in a more general setting, so that our formulas can be used for other types of surface models as well.

For our treatment of surface models, it is most convenient to interpret a parametric depth map $z(\mathbf{p}, u, v)$ as a function that assigns depth values to pixel coordinates in some image. Since this is technically not a full 3 D model, it is also often called a 2.5 D surface model.

One of the most important operations on depth maps is the computation of 3D coordinates of a point with known pixel coordinates $u, v$, given the depth map $z$. To achieve this, we make use of the fact that the inverse camera matrix $\mathbf{K}^{-1}$ maps homogeneous pixel coordinates $(u, v, 1)^{\mathrm{T}}$ to 3 D spatial coordinates that lie along the viewing ray associated with pixel coordinates $(u, v)^{\mathrm{T}}$ at depth 1 . This allows us to concisely define the three-dimensional surface $\mathbf{d}_{z}(u, v)$ that is induced by some parametric depth map $z(\mathbf{p}, u, v)$ as

$$
\mathbf{d}_{z}(\mathbf{p}, u, v)=z(\mathbf{p}, u, v)\left(\mathbf{K}^{-1} \cdot\left(\begin{array}{l}
u  \tag{5.63}\\
v \\
1
\end{array}\right)\right)
$$

This will be the basis for further analysis of surfaces that are based on depth maps. We are later going to be interested in the derivatives of functions of this kind with respect to $\mathbf{p}, u$, and $v$.

Often, it is convenient to evaluate the surface at several parameter locations $u_{j}, v_{j}$ simultaneously. Let $m$ be the number of surface parameter locations to be evaluated, and let $\mathbf{u} \in \mathbb{R}^{m}, \mathbf{v} \in \mathbb{R}^{m}$ be the surface coordinates of those locations. Define $\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})$ as the vector of depth values for the coordinate pairs $\left(u_{j}, v_{j}\right)$ :

$$
\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\left(\begin{array}{llll}
z\left(\mathbf{p}, u_{1}, v_{1}\right) & z\left(\mathbf{p}, u_{2}, v_{2}\right) & \ldots & z\left(\mathbf{p}, u_{m}, v_{m}\right) \tag{5.64}
\end{array}\right)^{\mathrm{T}} .
$$

In the following, let $\operatorname{diag}(\mathbf{z})$ denote the diagonal matrix created from a vector $\mathbf{z}$ by setting the diagonal elements equal to the elements of $\mathbf{z}$. $\operatorname{Thus}, \operatorname{diag}(\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}))$ is the matrix with all depth values in its diagonal. Then, we note that the product of matrices

$$
\mathbf{K}^{-1}\left(\begin{array}{c}
\mathbf{u}^{\mathrm{T}}  \tag{5.65}\\
\mathbf{v}^{\mathrm{T}} \\
\mathbf{1}_{1, m}
\end{array}\right) \operatorname{diag}(\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}))
$$

evaluates to a $3 \times m$ matrix containing the surface values $\mathbf{d}_{z}\left(\mathbf{p}, u_{j}, v_{j}\right)$ as columns. Since that expression is bound to appear very often in the following elaborations, it will be convenient to
define the shorthand term

$$
\mathcal{K}(\mathbf{u}, \mathbf{v})=\mathbf{K}^{-1}\left(\begin{array}{c}
\mathbf{u}^{\mathrm{T}}  \tag{5.66}\\
\mathbf{v}^{\mathrm{T}} \\
\mathbf{1}_{1, m}
\end{array}\right)
$$

allowing us to compactly write down above expression as

$$
\begin{equation*}
\mathcal{K}(\mathbf{u}, \mathbf{v}) \cdot \operatorname{diag}(\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})) \tag{5.67}
\end{equation*}
$$

Alternatively, we can write this as

$$
\begin{equation*}
\mathcal{K}(\mathbf{u}, \mathbf{v}) \circ\left(\mathbf{1}_{3,1} \cdot(\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{\mathrm{T}}\right) \tag{5.68}
\end{equation*}
$$

where $\circ$ denotes the Hadamard product, which is the component-wise product of matrices. This alternative formula will be useful later on for computing derivatives. Note that modern linear algebra libraries, like the Eigen library used in our implementation, provide efficient implementations for evaluating both variants of this expression. For more information on the Hadamard product, see [64].

Above expression can be interpreted as a matrix-valued function that performs the mapping that we are looking for, since it takes surface parameters and surface locations to 3D point coordinates. However, we want to avoid matrix-valued functions, and we will instead look at the vectorization of that function, thereby generalizing equation (5.63) as

$$
\begin{equation*}
\mathbf{d}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v})) \circ \operatorname{vec}\left(\mathbf{1}_{3,1} \cdot(\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{\mathrm{T}}\right) \tag{5.69}
\end{equation*}
$$

to the case of vector-valued evaluation positions $\mathbf{u}, \mathbf{v}$. It is easily verified that for $m=1$, this definition coincides with the original definition from equation (5.63). The function $\mathbf{d}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})$ maps surface parameters and surface locations to a vector of $m 3 \mathrm{D}$ surface points that are stacked on top of each other. Each of these surface values is a 3 D vector, so formally $\mathbf{d}_{z}$ is a mapping of type

$$
\begin{equation*}
\mathbf{d}_{z}: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{3 m} \tag{5.70}
\end{equation*}
$$

### 5.2.2.1 Derivatives w.r.t. Surface Parameters

Using the Hadamard product in the surface definition allows a simple and concise formulation of the computation of various derivatives of the surface. Before we continue giving details on those computation schemes, we would like to note two properties of the Hadamard product. The first concerns the derivative of the Hadamard product of two vectors. It reads as follows:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{a}}(\mathbf{a} \circ \mathbf{b})=\operatorname{diag}(\mathbf{b}), \quad \frac{\mathrm{d}}{\mathrm{~d} \mathbf{b}}(\mathbf{a} \circ \mathbf{b})=\operatorname{diag}(\mathbf{a}) \tag{5.71}
\end{equation*}
$$

which is easily verified. Based on this observation, we can formulate a product rule for the Hadamard product of vector-valued functions:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{x}}(\mathbf{a}(\mathbf{x}) \circ \mathbf{b}(\mathbf{x}))=\operatorname{diag}(\mathbf{b}(\mathbf{x})) \frac{\mathrm{d} \mathbf{a}(\mathbf{x})}{\mathrm{d} \mathbf{x}}+\operatorname{diag}(\mathbf{a}(\mathbf{x})) \frac{\mathrm{d} \mathbf{b}(\mathbf{x})}{\mathrm{d} \mathbf{x}} \tag{5.72}
\end{equation*}
$$

which is also easily verified. Using the first of these two observations, we are able to deduce that the derivatives of the surface with respect to parameters are computed as

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{d}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}) & =\operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \operatorname{vec}\left(\mathbf{1}_{3,1} \cdot(\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{\mathrm{T}}\right) \\
& =\operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}}\left(\mathbf{I}_{m} \otimes \mathbf{1}_{3,1}\right) \cdot \mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}) \\
& =\operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) \cdot\left(\mathbf{I}_{m} \otimes \mathbf{1}_{3,1}\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}) . \tag{5.73}
\end{align*}
$$

### 5.2.2.2 Tangents

Tangents of surfaces are generally computed by differentiating the surface function with respect to surface coordinates. This is also true for surfaces that are induced by depth maps, and we can compute tangents ${ }^{\mathrm{u}} T_{z}$ and ${ }^{\mathrm{v}} T_{z}$ in first and second parameter direction as

$$
\begin{equation*}
{ }^{\mathrm{u}} T_{z}(\mathbf{p}, u, v):=\frac{\mathrm{d}}{\mathrm{~d} u} \mathbf{d}_{z}(\mathbf{p}, u, v), \quad{ }^{\mathrm{v}} T_{z}(\mathbf{p}, u, v):=\frac{\mathrm{d}}{\mathrm{~d} v} \mathbf{d}_{z}(\mathbf{p}, u, v) \tag{5.74}
\end{equation*}
$$

at specific locations $u, v$, based on Definition (5.63). For the case of multiple surface locations at which we want to determine tangent vectors, it is tempting to simply differentiate the surface function (5.69) with respect to $\mathbf{u}$ or $\mathbf{v}$. However, proceeding like this will yield blockdiagonal matrices that contain the tangent vectors, which is inconvenient. Again, we would like to avoid matrix-valued functions, and instead compute a stacked vector of tangents.

Therefore, we define functions

$$
{ }^{\mathrm{u}} \mathbf{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\left(\begin{array}{c}
{ }^{\mathrm{u}} T_{z}\left(\mathbf{p}, u_{1}, v_{1}\right)  \tag{5.75}\\
{ }^{\mathrm{u}} T_{z}\left(\mathbf{p}, u_{2}, v_{2}\right) \\
\vdots \\
{ }^{\mathrm{u}} T_{z}\left(\mathbf{p}, u_{m}, v_{m}\right)
\end{array}\right), \quad{ }^{\mathrm{v}} \mathbf{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\left(\begin{array}{c}
{ }^{\mathrm{v}} T_{z}\left(\mathbf{p}, u_{1}, v_{1}\right) \\
{ }^{\mathrm{v}} T_{z}\left(\mathbf{p}, u_{2}, v_{2}\right) \\
\vdots \\
{ }^{\mathrm{v}} T_{z}\left(\mathbf{p}, u_{m}, v_{m}\right)
\end{array}\right)
$$

for computing the vector of stacked tangents in first and second coordinate directions. In what follows, we will only give details for the computation of ${ }^{\mathrm{u}} T_{z}$ and ${ }^{\mathrm{u}} \mathbf{T}_{z}$. It is trivial to adapt those formulas to the case of ${ }^{\mathrm{v}} T_{z}$ and ${ }^{\mathrm{v}} \mathbf{T}_{z}$.

We start by computing the derivative of $\mathbf{d}_{z}$ with respect to $u$, based on (5.63):

$$
\frac{\mathrm{d}}{\mathrm{~d} u} \mathbf{d}_{z}(\mathbf{p}, u, v)=\frac{\mathrm{d}}{\mathrm{~d} u} z(\mathbf{p}, u, v) \cdot \mathbf{K}^{-1} \cdot\left(\begin{array}{l}
x  \tag{5.76}\\
y \\
1
\end{array}\right)+\mathbf{K}_{\mathbf{X}}^{-1} \cdot z(\mathbf{p}, u, v),
$$

where $\mathbf{K}_{\mathbf{X}}^{-1}$ is the first column of $\mathbf{K}^{-1}$. For the depth map tangents, we will now define the shorthands

$$
\begin{equation*}
{ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}, u, v)=\frac{\mathrm{d}}{\mathrm{~d} x} z(\mathbf{p}, u, v), \quad{ }^{\mathrm{v}} \mathcal{T}_{z}(\mathbf{p}, u, v)=\frac{\mathrm{d}}{\mathrm{~d} y} z(\mathbf{p}, u, v) \tag{5.77}
\end{equation*}
$$

in order to keep our presentation as concise as possible. Note that ${ }^{\mathrm{u}} \mathcal{T}_{z}$ and ${ }^{\mathrm{v}} \mathcal{T}_{z}$ are scalarvalued functions. As we have done for depth map values, we also define abbreviations for stacked tangent values:

$$
{ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\left(\begin{array}{c}
\frac{\mathrm{d}}{\mathrm{~d} u} z\left(\mathbf{p}, u_{1}, v_{1}\right)  \tag{5.78}\\
\frac{\mathrm{d}}{\mathrm{~d} u} z\left(\mathbf{p}, u_{2}, v_{2}\right) \\
\vdots \\
\frac{\mathrm{d}}{\mathrm{~d} u} z\left(\mathbf{p}, u_{m}, v_{m}\right)
\end{array}\right), \quad{ }^{\mathrm{v}} \boldsymbol{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\left(\begin{array}{c}
\frac{\mathrm{d}}{\mathrm{~d} v} z\left(\mathbf{p}, u_{1}, v_{1}\right) \\
\frac{\mathrm{d}}{\mathrm{~d} v} z\left(\mathbf{p}, u_{2}, v_{2}\right) \\
\vdots \\
\frac{\mathrm{d}}{\mathrm{~d} v} z\left(\mathbf{p}, u_{m}, v_{m}\right)
\end{array}\right)
$$

These definitions allow us to formulate the computation scheme in a more concise way. Furthermore, routines for computing ${ }^{\mathrm{u}} \mathcal{T}_{z}$ and ${ }^{\mathrm{v}} \mathcal{T}_{z}$ are usually available in implementations. When $z$ is, e.g., a B-spline surface, the computation of these tangent values is simply a matrix-vector multiplication, since B-spline derivatives with respect to surface position are again B-splines. Formula (5.76) shows how to compute the tangent of a surface at a specific location. Using the introduced abbreviations, it can be restated as

$$
{ }^{\mathrm{u}} T_{z}(\mathbf{p}, u, v)={ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}, u, v) \cdot \mathbf{K}^{-1} \cdot\left(\begin{array}{l}
u  \tag{5.79}\\
v \\
1
\end{array}\right)+\mathbf{K}_{\mathbf{X}}^{-1} \cdot z(\mathbf{p}, u, v)
$$

It is possible to extend this computation scheme for computation of ${ }^{4} \mathbf{T}_{z}$ :

$$
\begin{align*}
{ }^{\mathrm{u}} \mathbf{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})= & \operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) \cdot\left(\mathbf{I}_{m} \otimes \mathbf{1}_{3,1}\right) \cdot{ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})+ \\
& \left(\mathbf{I}_{m} \otimes \mathbf{K}_{\mathbf{X}}^{-1}\right) \cdot \mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}) \tag{5.80}
\end{align*}
$$

Note that since $\mathbf{u}$ and $\mathbf{v}$ stay constant in practice, the matrices

$$
\begin{equation*}
\operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) \cdot\left(\mathbf{I}_{m} \otimes \mathbf{1}_{3,1}\right), \quad\left(\mathbf{I}_{m} \otimes \mathbf{K}_{\mathbf{X}}^{-1}\right) \tag{5.81}
\end{equation*}
$$

stay constant as well and can easily be precomputed.

### 5.2.2.3 Normals

The surface normals are computed as cross product between the tangent vectors in both surface directions. Looking at the original definition (5.63), the surface normal at a single surface
location $u, v$ can be determined as

$$
\begin{aligned}
\mathbf{n}_{z}(\mathbf{p}, u, v) & =\frac{\mathrm{d}}{\mathrm{~d} u} \mathbf{d}_{z}(\mathbf{p}, u, v) \times \frac{\mathrm{d}}{\mathrm{~d} v} \mathbf{d}_{z}(\mathbf{p}, u, v) \\
& =\mathbf{K}_{\mathbf{X}}^{-1} \times \mathbf{K}_{\mathbf{Y}}^{-1} \cdot z(\mathbf{p}, u, v)^{2} \\
& -\mathbf{K}_{\mathbf{Y}}^{-1} \times\left(\mathbf{K}^{-1}(u, v, 1)^{\mathrm{T}}\right) \cdot z(\mathbf{p}, u, v) \cdot{ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}, u, v) \\
& +\mathbf{K}_{\mathbf{X}}^{-1} \times\left(\mathbf{K}^{-1}(u, v, 1)^{\mathrm{T}}\right) \cdot z(\mathbf{p}, u, v) \cdot{ }^{\mathrm{v}} \mathcal{T}_{z}(\mathbf{p}, u, v)
\end{aligned}
$$

This can be put in a more concise form. We define $3 \times 3$ matrices $\widetilde{\mathbf{K}}(u, v)$ as

$$
\begin{equation*}
\widetilde{\mathbf{K}}(u, v)=\left(\mathbf{K}_{\mathbf{X}}^{-1} \times \mathbf{K}_{\mathbf{Y}}^{-1}\left|-\mathbf{K}_{\mathbf{Y}}^{-1} \times\left(\mathbf{K}^{-1}(u, v, 1)^{\mathrm{T}}\right)\right| \mathbf{K}_{\mathbf{X}}^{-1} \times\left(\mathbf{K}^{-1}(u, v, 1)^{\mathrm{T}}\right)\right) \tag{5.82}
\end{equation*}
$$

and a function $\mathcal{N}_{z}(\mathbf{p}, u, v)$ as

$$
\mathcal{N}_{z}(\mathbf{p}, u, v)=\left(\begin{array}{c}
z(\mathbf{p}, u, v)  \tag{5.83}\\
\mathrm{u}_{z}(\mathbf{p}, u, v) \\
{ }^{\mathrm{v}} \mathcal{T}_{z}(\mathbf{p}, u, v)
\end{array}\right)
$$

The foregoing definitions allow us to establish a formula for normal evaluation at surface coordinates $(u, v)$ concisely as

$$
\begin{equation*}
\mathbf{n}_{z}(\mathbf{p}, u, v)=\widetilde{\mathbf{K}}_{i} \cdot z(\mathbf{p}, u, v) \cdot \mathcal{N}_{z}(\mathbf{p}, u, v) \tag{5.84}
\end{equation*}
$$

Now we are ready to generalize the computation scheme to simultaneous evaluation of $m>1$ normals. We define two more abbreviations $\widetilde{\mathbf{K}}(\mathbf{u}, \mathbf{v})$ and $\mathcal{N}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})$ :

$$
\widetilde{\mathbf{K}}(\mathbf{u}, \mathbf{v})=\left(\begin{array}{cccc}
\widetilde{\mathbf{K}}\left(u_{1}, v_{1}\right) & 0 & \cdots & 0  \tag{5.85}\\
0 & \widetilde{\mathbf{K}}\left(u_{2}, v_{2}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & \widetilde{\mathbf{K}}\left(u_{m}, v_{m}\right)
\end{array}\right), \quad \mathcal{N}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\left(\begin{array}{c}
\mathcal{N}_{z}\left(\mathbf{p}, u_{1}, v_{1}\right) \\
\mathcal{N}_{z}\left(\mathbf{p}, u_{2}, v_{2}\right) \\
\vdots \\
\mathcal{N}_{z}\left(\mathbf{p}, u_{m}, v_{m}\right)
\end{array}\right)
$$

In the following formulas, we will leave away $\mathbf{u}$ and $\mathbf{v}$ to facilitate a more concise presentation. This is also supported by realizing that $\mathbf{u}$ and $\mathbf{v}$ are, in our case, constant values. This means that the blockdiagonal matrix $\widetilde{\mathbf{K}}$ also remains constant, since the camera calibration matrix is constant as well. Thus, the matrix $\widetilde{\mathbf{K}}$ only needs to be computed once and can be re-used for repeated normal evaluation.

With these definitions, the computation of normals can be done by evaluating

$$
\begin{equation*}
\mathbf{n}_{z}(\mathbf{p})=\widetilde{\mathbf{K}} \cdot\left(\operatorname{diag}(\mathbf{z}(\mathbf{p})) \otimes \mathbf{I}_{3}\right) \cdot \mathcal{N}_{z}(\mathbf{p}) \tag{5.86}
\end{equation*}
$$

which is essentially a sparse-dense product between the constant, precalculated matrix $\widetilde{\mathbf{K}}$ and the dense, parameter-dependent vector $\left(\operatorname{diag}(\mathbf{z}(\mathbf{p})) \otimes \mathbf{I}_{3}\right) \cdot \mathcal{N}_{z}(\mathbf{p})$.
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All in all, we now have an efficient computation scheme for the surface normals. When using this formulation in an optimization problem, it is also important to be able to compute the derivative of this normal computation function with respect to parameters.

Differentiating $\mathbf{n}_{z}(\mathbf{p}, u, v)$ as specified in (5.84) with respect to $\mathbf{p}$ yields the following result:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{n}_{z}(\mathbf{p}, u, v)=\widetilde{\mathbf{K}}_{i} \cdot\left(D_{i}(\mathbf{p}) \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathcal{N}_{z}(\mathbf{p}, u, v)+\mathcal{N}_{z}(\mathbf{p}, u, v) \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} z(\mathbf{p}, u, v)\right) \tag{5.87}
\end{equation*}
$$

Note that $\mathcal{N}_{z}(\mathbf{p}, u, v) \cdot \frac{\mathrm{d}}{\mathrm{d} \mathbf{p}} z(\mathbf{p}, u, v)$ is an outer product, which can alternatively be computed as

$$
\begin{equation*}
\operatorname{diag}\left(\mathcal{N}_{z}(\mathbf{p}, u, v)\right) \cdot\left(\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} z(\mathbf{p}, u, v) \otimes \mathbf{1}_{3,1}\right) \tag{5.88}
\end{equation*}
$$

For computing the full derivative of $\mathbf{n}_{z}(\mathbf{p})$, this suggests the following formula:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{n}_{z}(\mathbf{p})= & \widetilde{\mathbf{K}} \cdot\left(\left(\operatorname{diag}(\mathbf{z}(\mathbf{p})) \otimes \mathbf{I}_{3}\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathcal{N}_{z}(\mathbf{p})+\right. \\
& \left.\operatorname{diag}\left(\mathcal{N}_{z}(\mathbf{p})\right) \cdot\left(\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{z}(\mathbf{p}) \otimes \mathbf{1}_{3,1}\right)\right) \tag{5.89}
\end{align*}
$$

A note on efficient evaluation of the preceding formula: Often, implementations provide ways to directly compute $\mathbf{z},{ }^{\mathrm{u}} \mathcal{T}_{z}$, and ${ }^{\mathrm{v}} \mathcal{T}_{z}$. Thus, it would be trivial to compute the stacked vector $\left(\mathbf{z}(\mathbf{p})^{\mathrm{T}}, \mathcal{T}_{\mathbf{x}}(\mathbf{p})^{\mathrm{T}}, \mathcal{T}_{\mathbf{y}}(\mathbf{p})^{\mathrm{T}}\right)^{\mathrm{T}}$, which we will now abbreviate as $\mathcal{N}_{z}^{*}$. Creating the vector $\mathcal{N}_{z}$, as defined above, from the vector $\mathcal{N}_{z}^{*}$ involves rearranging its values, which incurs a small, but avoidable performance penalty. By exploiting the characteristics of the so-called commutation matrix, we are able to establish a formula that works directly with $\mathcal{N}_{z}^{*}$, thus avoiding that penalty.

More details about the commutation matrix can be found in the paper by Magnus and Neudecker [65], and we adopt their notation here, except for using the letter $\mathbf{C}$ instead of $\mathbf{K}$ to denote commutation matrices. This is to avoid any confusion with camera matrices. In our case, $\mathbf{C}_{m, n}$ denotes the commutation matrix with the property

$$
\begin{equation*}
\operatorname{vec}\left(\mathbf{A}^{\mathrm{T}}\right)=\mathbf{C}_{m, n} \cdot \operatorname{vec}(\mathbf{A}) \tag{5.90}
\end{equation*}
$$

where $\mathbf{A} \in \mathbb{R}^{m \times n}$. The commutation matrix is thus useful for relating the vectorization of a matrix with the vectorization of its transpose. A commutation matrix $\mathbf{C}_{m, n}$ has size $m n \times$ $m n$, and its inverse is $\mathbf{C}_{n, m}$, such that $\mathbf{C}_{m, n} \cdot \mathbf{C}_{n, m}=\mathbf{I}_{m n}$. Furthermore, for matrices $\mathbf{A} \in$ $\mathbb{R}^{m \times n}, \mathbf{B} \in \mathbb{R}^{k \times l}$, it establishes a relation between $\mathbf{A} \otimes \mathbf{B}$ and $\mathbf{B} \otimes \mathbf{A}$ as follows:

$$
\begin{equation*}
\mathbf{C}_{k, m} \cdot(\mathbf{A} \otimes \mathbf{B}) \cdot \mathbf{C}_{l, n}=\mathbf{B} \otimes \mathbf{A} \tag{5.91}
\end{equation*}
$$

Now we can formulate a relationship between $\mathcal{N}_{z}^{*}$ and $\mathcal{N}_{z}$ as follows:

$$
\begin{equation*}
\mathcal{N}_{z}(\mathbf{p})=\operatorname{vec}\left(\left(\mathbf{z}(\mathbf{p}),{ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}),{ }^{\mathrm{v}} \mathcal{T}_{z}(\mathbf{p})\right)^{\mathrm{T}}\right) \tag{5.92}
\end{equation*}
$$

Using the commutation matrix, this can be changed into

$$
\begin{equation*}
\mathcal{N}_{z}(\mathbf{p})=\mathbf{C}_{m, 3} \cdot \operatorname{vec}\left(\left(\mathbf{z}(\mathbf{p}),{ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}),{ }^{\mathrm{v}} \mathcal{T}_{z}(\mathbf{p})\right)=\mathbf{C}_{m, 3} \cdot \mathcal{N}_{z}^{*}(\mathbf{p})\right. \tag{5.93}
\end{equation*}
$$

Going back to formula (5.86), we see that normals can be computed from $\mathcal{N}_{z}^{*}$ as

$$
\begin{equation*}
\mathbf{n}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\widetilde{\mathbf{K}} \cdot\left(\operatorname{diag}(\mathbf{z}(\mathbf{p})) \otimes \mathbf{I}_{3}\right) \cdot \mathbf{C}_{m, 3} \cdot \mathcal{N}_{z}^{*}(\mathbf{p}) \tag{5.94}
\end{equation*}
$$

This can be further changed into

$$
\begin{equation*}
\mathbf{n}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\widetilde{\mathbf{K}} \cdot \mathbf{C}_{3, m} \cdot\left(\mathbf{I}_{3} \otimes \operatorname{diag}(\mathbf{z}(\mathbf{p}))\right) \cdot \mathbf{C}_{3, m} \cdot \mathbf{C}_{m, 3} \cdot \mathcal{N}_{z}^{*}(\mathbf{p}) \tag{5.95}
\end{equation*}
$$

which we can simplify to

$$
\begin{equation*}
\mathbf{n}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\widetilde{\mathbf{K}} \cdot \mathbf{C}_{3, m} \cdot\left(\mathbf{I}_{3} \otimes \operatorname{diag}(\mathbf{z}(\mathbf{p}))\right) \cdot \mathcal{N}_{z}^{*}(\mathbf{p}) \tag{5.96}
\end{equation*}
$$

Note that $\widetilde{\mathbf{K}} \cdot \mathbf{C}_{3, m}$ remains constant and can be precomputed, as long as $\mathbf{x}$ and $\mathbf{y}$ remain constant. Thus, we see that the effect of reordering $\mathcal{N}_{z}^{*}$ can basically be achieved by reordering $\widetilde{\mathbf{K}}$ instead.

The formula for computation of derivatives can also be adapted to compute derivatives from $\mathcal{N}_{z}^{*}$ instead of $\mathcal{N}_{z}$. Formula (5.89) then becomes

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{n}_{z}(\mathbf{p})= & \tilde{\mathbf{K}} \cdot \mathbf{C}_{3, m} \cdot\left(\left(\mathbf{I}_{3} \otimes \operatorname{diag}(\mathbf{z}(\mathbf{p}))\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathcal{N}_{z}^{*}(\mathbf{p})+\right.  \tag{5.97}\\
& \left.\operatorname{diag}\left(\mathcal{N}_{z}^{*}(\mathbf{p})\right) \cdot\left(\mathbf{1}_{3,1} \otimes \frac{\mathrm{~d}}{\mathrm{~d} \mathbf{p}} \mathbf{z}(\mathbf{p})\right)\right) \tag{5.98}
\end{align*}
$$

### 5.2.3 Surfaces Induced by Inverse Depth Maps

It is well-known that inverse depth parameterization schemes are well-suited for 3D reconstruction problems. Intuitively, they reflect the fact that distant points can be measured with lower accuracy than closer ones.

Since this is a general idea that can be applied to virtually any depth map model, it makes sense to adapt the formulas developed for general depth models to this case. We are going to decouple the depth inversion step from the depth model, which will lead to slightly modified formulas for surface, tangent, and normal computation.

In the following, we will assume that $z(\mathbf{p}, u, v)$ is the inverse depth map, which means that $\frac{1}{z(\mathbf{p}, u, v)}$ is the actual depth map. As in the case of general depth map models, this definition can be extended to encompass simultaneous evaluation at locations ( $u_{i}, v_{i}$ ) specified as vectors $\mathbf{u}, \mathbf{v}$.

For that case, we are going to make use of the Hadamard inverse. In analogy to the Hadamard product being the component-wise product between matrices, the Hadamard inverse is the component-wise inverse of matrices. For a matrix $\mathbf{M} \in \mathbb{R}^{m \times n}$, we denote its Hadamard
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inverse as $\widehat{\mathbf{M}}$, and we formally define the inverse in a component-wise fashion as

$$
\begin{equation*}
\widehat{\mathbf{M}}_{i, j}=\mathbf{M}_{i, j}^{-1} . \tag{5.99}
\end{equation*}
$$

This is consistent with the notation used in [64]. It should be clear that evaluating

$$
\begin{equation*}
\widehat{\mathbf{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v}) \tag{5.100}
\end{equation*}
$$

is equivalent to evaluating the depth map at all locations specified by $\mathbf{u}, \mathbf{v}$ simultaneously. Using this concise notation, the general surface formulation from equation (5.63) turns into

$$
\mathbf{d}_{\hat{z}}(\mathbf{p}, u, v)=\widehat{z}(\mathbf{p}, u, v)\left(\mathbf{K}^{-1} \cdot\left(\begin{array}{l}
x  \tag{5.101}\\
y \\
1
\end{array}\right)\right)
$$

and for simultaneous evaluation of multiple surface locations, we can use

$$
\begin{equation*}
\mathbf{d}_{\hat{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v})) \circ \operatorname{vec}\left(\mathbf{1}_{3,1} \cdot(\widehat{\mathbf{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{\mathrm{T}}\right), \tag{5.102}
\end{equation*}
$$

which is easily derived from equation (5.69).

### 5.2.3.1 Derivatives w.r.t. Surface Parameters

The formulas for evaluating a surface that is defined as an inverse depth map have been really straightforward so far. When computing derivatives, things become a little bit more complicated. In what fallows, we are going to need a formula for differentiating the Hadamard inverse function. It is easily seen that the derivative of the Hadamard inverse of some vector a computes as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{a}} \widehat{\mathbf{a}}=-\operatorname{diag}(\widehat{\mathbf{a}})^{2} \tag{5.103}
\end{equation*}
$$

which is analogous to the scalar rule $\frac{\mathrm{d}}{\mathrm{d} x} \frac{1}{x}=-\left(\frac{1}{x}\right)^{2}$. This rule can now be applied to formula (5.73), and we end up with the following result:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{d}_{\hat{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v})= & -\operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) \cdot\left(\mathbf{I}_{m} \otimes \mathbf{1}_{3,1}\right) \cdot \\
& \operatorname{diag}(\widehat{\mathbf{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} \mathbf{p}} \mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}) . \tag{5.104}
\end{align*}
$$

If $\mathbf{z}$ is linear in parameters, and $\frac{d}{d \mathbf{p}} \mathbf{z}$ is a sparse matrix, the evaluation can be done in an especially efficient way. Details on this technique will be provided in Section 5.9.

### 5.2.3.2 Tangents

Let us reconsider equation (5.76) for computation of the tangents of a depth-map induced surface. The formula given there is

$$
{ }^{\mathrm{u}} \mathbf{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) \cdot\left(\mathbf{I}_{m} \otimes \mathbf{1}_{3,1}\right) \cdot{ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})+\left(\mathbf{I}_{m} \otimes \mathbf{K}_{\mathbf{X}}^{-1}\right) \cdot \mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})
$$

When using an inverse depth map, this computation scheme is easily modified by replacing $\mathbf{z}$ with $\widehat{\mathbf{z}}$. We then need to determine a relationship between ${ }^{\mathrm{u}} \mathcal{T}_{\hat{z}}$ and ${ }^{\mathrm{u}} \mathcal{T}_{z}$. This relationship is:

$$
\begin{aligned}
{ }^{\mathrm{u}} \mathcal{T}_{\hat{z}} & =\left(\begin{array}{c}
\frac{\mathrm{d}}{\mathrm{~d} u} \widehat{z}\left(\mathbf{p}, u_{1}, v_{1}\right) \\
\frac{\mathrm{d}}{\mathrm{~d} u} \widehat{z}\left(\mathbf{p}, u_{2}, v_{2}\right) \\
\vdots \\
\frac{\mathrm{d}}{\mathrm{~d} u} \widehat{z}\left(\mathbf{p}, u_{m}, v_{m}\right)
\end{array}\right) \\
& =-\operatorname{diag}(\widehat{\mathbf{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{2} \cdot\left(\begin{array}{c}
\frac{\mathrm{d}}{\mathrm{~d} u} z\left(\mathbf{p}, u_{1}, v_{1}\right) \\
\frac{\mathrm{d}}{\mathrm{~d} u} z\left(\mathbf{p}, u_{2}, v_{2}\right) \\
\vdots \\
\frac{\mathrm{d}}{\mathrm{~d} u} z\left(\mathbf{p}, u_{m}, v_{m}\right)
\end{array}\right) \\
& =-\operatorname{diag}(\widehat{\mathbf{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{2} \cdot{ }^{\mathrm{u}} \boldsymbol{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})
\end{aligned}
$$

This allows us to state the tangent computation formula as

$$
\begin{aligned}
{ }^{\mathrm{u}} \mathbf{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=-\operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) & \cdot\left(\mathbf{I}_{m} \otimes \mathbf{1}_{3,1}\right) \\
& \cdot \operatorname{diag}(\widehat{\mathbf{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{2} \cdot{ }^{\mathrm{u}} \boldsymbol{T}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})+\left(\mathbf{I}_{m} \otimes \mathbf{K}_{\mathbf{X}}^{-1}\right) \cdot \widehat{\mathbf{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v})
\end{aligned}
$$

### 5.2.3.3 Normals

The computation of normals can also be adopted to the special case of inverse depth maps. We start by recapitulating the original formulas (5.86) and (5.96) for computing normals:

$$
\begin{aligned}
& \mathbf{n}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\widetilde{\mathbf{K}} \cdot\left(\operatorname{diag}(\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})) \otimes \mathbf{I}_{3}\right) \cdot \mathcal{N}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}) \\
& \mathbf{n}_{z}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\widetilde{\mathbf{K}} \cdot \mathbf{C}_{3, m} \cdot\left(\mathbf{I}_{3} \otimes \operatorname{diag}(\mathbf{z}(\mathbf{p}, \mathbf{u}, \mathbf{v}))\right) \cdot \mathcal{N}_{z}^{*}(\mathbf{p}, \mathbf{u}, \mathbf{v})
\end{aligned}
$$

We will only show how $\mathcal{N}_{z}^{*}$ changes in the case of an inverse depth map, since this is the practically more relevant case. Through the relationship $\mathcal{N}_{\hat{z}}(\mathbf{p})=\mathbf{C}_{m, 3} \cdot \mathcal{N}_{\hat{z}}^{*}(\mathbf{p})$, these considerations can be translated to $\mathcal{N}_{\hat{z}}$. The original definition of $\mathcal{N}_{z}^{*}$ is:

$$
\mathcal{N}_{z}^{*}(\mathbf{p})=\left(\begin{array}{c}
\mathbf{z}(\mathbf{p}) \\
{ }^{\mathrm{u}} \boldsymbol{J}_{z}(\mathbf{p}) \\
\mathrm{v} \mathcal{T}_{z}(\mathbf{p})
\end{array}\right) .
$$

In the section about tangents, we have seen that

$$
\begin{equation*}
{ }^{\mathrm{x}} \boldsymbol{T}_{\hat{\mathbf{z}}}=-\operatorname{diag}(\widehat{\mathbf{z}}(\mathbf{p}))^{2} \cdot{ }^{\mathrm{u}} \boldsymbol{T}_{z}(\mathbf{p}) \tag{5.105}
\end{equation*}
$$

This implies the relationship

$$
\mathcal{N}_{\hat{z}}^{*}(\mathbf{p})=\left(\begin{array}{c}
\widehat{\mathbf{z}}(\mathbf{p})  \tag{5.106}\\
-\widehat{\mathbf{z}}(\mathbf{p})^{\circ 2} \circ \circ^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}) \\
-\widehat{\mathbf{z}}(\mathbf{p})^{\circ 2} \circ{ }^{\mathrm{v}} \mathcal{T}_{z}(\mathbf{p})
\end{array}\right),
$$

where the superscript on denotes the Hadamard exponential of a vector, which is the componentwise exponential. This in turn leads to the formula

$$
\mathbf{n}_{\hat{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\widetilde{\mathbf{K}} \cdot \mathbf{C}_{3, m} \cdot \operatorname{diag}\left(\begin{array}{c}
\widehat{\mathbf{z}}(\mathbf{p})^{\circ 2}  \tag{5.107}\\
-\widehat{\mathbf{z}}(\mathbf{p})^{\circ 3} \\
-\widehat{\mathbf{z}}(\mathbf{p})^{\circ 3}
\end{array}\right) \cdot\left(\begin{array}{c}
\mathbf{1}_{m} \\
{ }^{\mathrm{u}} \boldsymbol{T}_{z}(\mathbf{p}) \\
{ }^{\mathrm{v}} \boldsymbol{T}_{z}(\mathbf{p})
\end{array}\right) .
$$

Differentiating this formula with respect to $\mathbf{p}$ yields the following result (we omit some details of the computation):

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{n}_{\hat{z}}(\mathbf{p})=\widetilde{\mathbf{K}} \cdot \mathbf{C}_{3, m} \cdot\left[\operatorname{diag}\left(\begin{array}{c}
\widehat{\mathbf{z}}(\mathbf{p})^{\circ 3} \\
\widehat{\mathbf{z}}(\mathbf{p})^{\mathrm{o3}} \\
\widehat{\mathbf{z}}(\mathbf{p})^{\circ 3}
\end{array}\right)\right. & \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}}\left(\begin{array}{c}
-2 \mathbf{z}(\mathbf{p}) \\
-\left({ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p})\right) \\
-\left({ }^{\mathrm{v}} \mathcal{T}_{z}(\mathbf{p})\right)
\end{array}\right) \\
& \left.+\operatorname{diag}\left(\begin{array}{c}
\mathbf{0}_{m} \\
\widehat{\mathbf{z}}(\mathbf{p})^{\circ 4} \circ{ }^{\mathrm{u}} \mathcal{T}_{z}(\mathbf{p}) \\
\widehat{\mathbf{z}}(\mathbf{p})^{\circ 4} \circ{ }^{\mathrm{v}} \mathcal{T}_{z}(\mathbf{p})
\end{array}\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}}\left(\begin{array}{c}
\mathbf{0}_{m} \\
3 \mathbf{z}(\mathbf{p}) \\
3 \mathbf{z}(\mathbf{p})
\end{array}\right)\right] \tag{5.108}
\end{align*}
$$

Again, this formula can be implemented in an especially efficient way if $z$ is a B-spline surface. We will give details later on.

### 5.2.4 Inverse Depth Maps using B-Splines

Finally, we are ready to describe the inverse B-Spline depth map model used in our implementation. Combining the results from the previous section, it is quite a simple matter now to derive all necessary formulas. The functionality of the associated module is as follows:

1. It accepts a $n \cdot m$-dimensional vector $\mathbf{p}$ of spline surface parameters, as described in Equation (5.26).
2. The output of the module is a point cloud of $M 3 \mathrm{D}$ points $\mathbf{d}_{\hat{s}}(\mathbf{p}, u, v)$, evaluated at the reference surface point coordinates $\left(u_{j}, v_{j}\right)$, where $j$ ranges from 1 to $M$. The surface coordinates are chosen, in our case, to lie on a regular grid, such that the underlying B-Spline surface can be evaluated using the respective basis matrices $\mathbf{L}, \mathcal{L}_{\mathrm{u}}, \mathcal{L}_{\mathrm{v}}$ as defined in Equations (5.43) and (5.62).
3. Optionally, the module outputs the normal vectors $\mathbf{n}_{\hat{s}}$ of the surface. They are useful for implementing lighting calculations.
4. Furthermore, the module computes the Jacobian of the point cloud and, if required, of the surface normals, with respect to surface parameters.

We have developed all the formulas required to compute these values for the general case of arbitrary inverse depth maps, and we will now specialize these formulas to the case of inverse B-Spline depth maps.

We will start with the evaluation of the point cloud from the surface parameters. For this case, Equation (5.102) can be applied directly:

$$
\begin{equation*}
\mathbf{d}_{\hat{z}}(\mathbf{p}, \mathbf{u}, \mathbf{v})=\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v})) \circ \operatorname{vec}\left(\mathbf{1}_{3,1} \cdot(\widehat{\mathbf{s}}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{\mathrm{T}}\right) \tag{5.109}
\end{equation*}
$$

where $\mathbf{s}(\mathbf{p}, \mathbf{u}, \mathbf{v})$ is evaluated by computing the matrix-vector product $\mathbf{L} \cdot \mathbf{p}$.
The computation of the surface normals at the evaluation positions $\mathbf{u}, \mathbf{v}$ can be done by adapting Equation (5.107) to the case of B-Spline surfaces. Leaving away the parameters $\mathbf{u}, \mathbf{v}$ for brevity, the formula becomes:

$$
\mathbf{n}_{\hat{s}}(\mathbf{p})=\widetilde{\mathbf{K}} \cdot \mathbf{C}_{3, m} \cdot \operatorname{diag}\left(\begin{array}{c}
\widehat{\mathbf{s}}(\mathbf{p})^{\circ 2}  \tag{5.110}\\
-\widehat{\mathbf{s}}(\mathbf{p})^{\circ 3} \\
-\widehat{\mathbf{s}}(\mathbf{p})^{\circ 3}
\end{array}\right) \cdot\left(\begin{array}{c}
\mathbf{1}_{m} \\
\mathcal{L}_{\mathrm{u}} \cdot \mathbf{p} \\
\mathcal{L}_{\mathrm{v}} \cdot \mathbf{p}
\end{array}\right)
$$

For computing the Jacobian of the point cloud with respect to surface parameters, we can use Formula (5.104):

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{d}_{\hat{s}}(\mathbf{p}, \mathbf{u}, \mathbf{v})= & -\operatorname{diag}(\operatorname{vec}(\mathcal{K}(\mathbf{u}, \mathbf{v}))) \cdot\left(\mathbf{I}_{m} \otimes \mathbf{1}_{3,1}\right) \cdot \\
& \operatorname{diag}(\widehat{\mathbf{s}}(\mathbf{p}, \mathbf{u}, \mathbf{v}))^{2} \cdot \mathbf{L} \tag{5.111}
\end{align*}
$$

And finally, the most difficult part is the computation of the Jacobian of the surface normals. Formula (5.108) can be adapted to the case of a B-Spline depth map as follows:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} \mathbf{n}_{\hat{s}}(\mathbf{p})=\widetilde{\mathbf{K}} \cdot \mathbf{C}_{3, m} \cdot\left[\operatorname{diag}\left(\begin{array}{c}
\widehat{\mathbf{s}}(\mathbf{p})^{\circ 3} \\
\widehat{\mathbf{s}}(\mathbf{p})^{\circ 3} \\
\widehat{\mathbf{s}}(\mathbf{p})^{\circ 3}
\end{array}\right) \cdot\left(\begin{array}{l}
-2 \mathbf{L} \\
-\mathcal{L}_{\mathrm{u}} \\
-\mathcal{L}_{\mathrm{v}}
\end{array}\right)\right. \\
&+\operatorname{diag}\left(\begin{array}{c}
\left.\left.\begin{array}{c}
\mathbf{0}_{m} \\
\widehat{\mathbf{s}}(\mathbf{p})^{\circ 4} \circ\left(\mathcal{L}_{\mathrm{u}} \cdot \mathbf{p}\right) \\
\widehat{\mathbf{s}}(\mathbf{p})^{\circ 4} \circ\left(\mathcal{L}_{\mathrm{v}} \cdot \mathbf{p}\right)
\end{array}\right) \cdot\left(\begin{array}{c}
\mathbf{0}_{m} \\
3 \mathbf{L} \\
3 \mathbf{L}
\end{array}\right)\right]
\end{array}\right. \tag{5.112}
\end{align*}
$$

Using these formulas, the depth map surface module can be implemented. The evaluation of the Jacobian matrices is done according to the technique described in Section 5.9 in order to avoid computation of matrix products between sparse matrices.

### 5.3 Perspective Projection

According to our presentation in Chapter 1, the perspective projection of a point $\mathbf{b}$ is computed as $\boldsymbol{\pi}(\mathbf{K} \cdot b)$, where $\boldsymbol{\pi}$ represents the perspective divide, and $\mathbf{K}$ is the matrix containing the intrinsic camera parameters. Our module for perspective projection evaluates this function for a set of points $\mathbf{b}_{i} \in \mathbb{R}^{3}$ that it receives as input. In addition to computing the actual perspective projection, the module allows to specify a constant rigid transformation using a rotation matrix $\mathbf{R}$ and a translation vector $\mathbf{t}$, so that the overall computation performed by the module for one point is

$$
\begin{equation*}
\mathbf{g}\left(\mathbf{b}_{i}\right)=\boldsymbol{\pi}\left(\mathbf{K} \cdot\left(\mathbf{R} \cdot\left(\mathbf{b}_{i}-\mathbf{t}\right)\right)\right) \tag{5.113}
\end{equation*}
$$

This additional constant rigid transformation is useful for the case of a calibrated point light source, since the point cloud has to be transformed into the frame of reference of the light source. This transformation is, just like the rigid transformation between a pair of stereo cameras, a constant rigid transformation.

The overall function $\mathbf{f}$ is then a function $\mathbb{R}^{3 \cdot M} \rightarrow \mathbb{R}^{2 \cdot M}$, where $M$ is the number of points to be transformed and projected. Letting $\mathbf{b}$ denote the vector $\left(\mathbf{b}_{1}^{\mathrm{T}}, \mathbf{b}_{2}^{\mathrm{T}}, \ldots, \mathbf{b}_{M}^{\mathrm{T}}\right)^{\mathrm{T}}$ consisting of all vectors $\mathbf{b}_{i}$ stacked on top of each other, the function is then defined as

$$
\mathbf{f}(\mathbf{b})=\left(\begin{array}{c}
\mathbf{g}\left(\mathbf{b}_{1}\right)  \tag{5.114}\\
\mathbf{g}\left(\mathbf{b}_{2}\right) \\
\vdots \\
\mathbf{g}\left(\mathbf{b}_{M}\right)
\end{array}\right)
$$

The derivatives can be determined easily if the derivatives of $\mathbf{g}$ are known. Let $\mathbf{b}_{i}^{\prime}=\left(\mathbf{b}_{i}-\mathbf{t}\right)$, and let $\mathbf{K}^{*}=\mathbf{K} \cdot \mathbf{R}$. Furthermore, let us denote with $\mathbf{K}_{1}^{*}, \mathbf{K}_{2}^{*}, \mathbf{K}_{3}^{*}$ the first, second and third rows of $\mathbf{K}^{*}$. Then, the derivative of $\mathbf{g}$ is computed as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{b}_{i}} \mathbf{g}\left(\mathbf{b}_{i}\right)=\mathbf{J}_{\mathbf{g}}\left(\mathbf{b}_{i}\right)=\binom{\left(\mathbf{K}_{3}^{*} \cdot \mathbf{b}_{i}^{\prime}\right) \cdot \mathbf{K}_{1}^{*}-\left(\mathbf{K}_{1}^{*} \cdot \mathbf{b}_{i}^{\prime}\right) \cdot \mathbf{K}_{3}^{*}}{\left(\mathbf{K}_{3}^{*} \cdot \mathbf{b}_{i}^{\prime}\right) \cdot \mathbf{K}_{2}^{*}-\left(\mathbf{K}_{2}^{*} \cdot \mathbf{b}_{i}^{\prime}\right) \cdot \mathbf{K}_{3}^{*}} \cdot \frac{1}{\left(\mathbf{K}_{3}^{*} \cdot \mathbf{b}_{i}^{\prime}\right)^{2}} \tag{5.115}
\end{equation*}
$$

For computing the overall Jacobian of $\mathbf{f}$, these derivatives are arranged into a block-diagonal matrix as follows:

$$
\mathbf{J}_{\mathbf{f}}(\mathbf{b})=\left(\begin{array}{cccc}
\mathbf{J}_{\mathbf{g}}\left(\mathbf{b}_{1}\right) & \mathbf{0} & \cdots & \mathbf{0}  \tag{5.116}\\
\mathbf{0} & \mathbf{J}_{\mathbf{g}}\left(\mathbf{b}_{2}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{J}_{\mathbf{g}}\left(\mathbf{b}_{M}\right)
\end{array}\right)
$$

Our implementation of this module is a bit more general, since it also allows the user to project the same point cloud to multiple views with possibly different camera matrices and extrinsic transformations. In that case, let us denote the camera matrices for the views with $\mathbf{K}_{j}$, the rotation matrices with $\mathbf{R}_{j}$, and the translation vectors with $\mathbf{t}_{j}$. Furthermore, assume
that there are $N$ views, and let us define

$$
\begin{align*}
\mathbf{g}_{j}\left(\mathbf{b}_{i}\right) & =\boldsymbol{\pi}\left(\mathbf{K}_{j} \cdot\left(\mathbf{R}_{j} \cdot\left(\mathbf{b}_{i}-\mathbf{t}_{j}\right)\right)\right),  \tag{5.117}\\
\mathbf{f}_{j}(\mathbf{b}) & =\left(\begin{array}{c}
\mathbf{g}_{j}\left(\mathbf{b}_{1}\right) \\
\mathbf{g}_{j}\left(\mathbf{b}_{2}\right) \\
\vdots \\
\mathbf{g}_{j}\left(\mathbf{b}_{M}\right)
\end{array}\right) \tag{5.118}
\end{align*}
$$

Finally, we can re-define $\mathbf{f}$ as a function of type $\mathbb{R}^{3 \cdot M} \rightarrow \mathbb{R}^{2 \cdot N \cdot M}$ as follows:

$$
\mathbf{f}(\mathbf{b})=\left(\begin{array}{c}
\mathbf{f}_{1}(\mathbf{b})  \tag{5.119}\\
\mathbf{f}_{2}(\mathbf{b}) \\
\vdots \\
\mathbf{f}_{N}(\mathbf{b})
\end{array}\right)
$$

Note that this definition also makes sense for $N=1$, and then coincides with our initial definition. The Jacobian now also looks a bit different:

$$
\mathbf{J}_{\mathbf{f}_{j}}(\mathbf{b})=\left(\begin{array}{cccc}
\mathbf{J}_{\mathbf{g}_{j}}\left(\mathbf{b}_{1}\right) & \mathbf{0} & \cdots & \mathbf{0}  \tag{5.120}\\
\mathbf{0} & \mathbf{J}_{\mathbf{g}_{j}}\left(\mathbf{b}_{2}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{J}_{\mathbf{g}_{j}}\left(\mathbf{b}_{M}\right)
\end{array}\right), \quad \mathbf{J}_{\mathbf{f}}(\mathbf{b})=\left(\begin{array}{c}
\mathbf{J}_{\mathbf{f}_{1}}(\mathbf{b}) \\
\mathbf{J}_{\mathbf{f}_{2}}(\mathbf{b}) \\
\vdots \\
\mathbf{J}_{\mathbf{f}_{N}}(\mathbf{b})
\end{array}\right)
$$

### 5.4 Image Interpolation

Images recorded by common cameras are discrete, meaning that the image value $\overline{\mathfrak{J}}(u, v)$ of some image $\overline{\mathfrak{J}}$ at pixel coordinates $(u, v)$ is only defined if and only if $(u, v) \in \mathbb{Z}^{2}$, and if $u$ and $v$ are within the image boundaries which depend on the camera's resolution.

For our optimization problems, this is quite bad news because our optimization approach only works with continuous, differentiable functions. This is a well-known problem, and it is typically solved by employing image sub-sampling methods that turn the discrete image function $\overline{\mathfrak{J}}$ into a continuous one by means of interpolation. The most common interpolation methods are nearest neighbour, bi-linear, and bi-cubic interpolation, in order of increasing quality.

For optical flow methods, it is recommended to use bi-cubic filtering, as mentioned in the paper by Sun et al. [42]. As we have mentioned in Chapter 1, our algorithms are actually very close in spirit to optical flow algorithms, which makes bi-cubic filtering seem a good choice for our algorithms as well. In our implementation, we are making use of the well-known OPENCV ${ }^{1}$ library for performing image sub-sampling using the remap function. We will not go into details on cubic spline interpolation methods here, and refer the interested reader to [66].

In the following, we shall denote $\mathfrak{J}$ to be the continuous image approximating $\overline{\mathfrak{J}}$ by applying

[^2]the bi-cubic interpolation scheme. Our image interpolation module performs simultaneous interpolation of the $M$ reference points in each of the $N$ images that currently are in the sliding window. First of all, we will define functions ${ }^{i} \mathbf{f}$ that interpolate a set of $M$ points in image $i$ as follows:
\[

{ }^{i} \mathbf{f}\left({ }^{i} \mathbf{u},{ }^{i} \mathbf{v}\right)=\left($$
\begin{array}{c}
\mathfrak{J}_{i}\left({ }^{i} \mathbf{u}_{1},{ }^{i} \mathbf{v}_{\mathbf{v}}\right)  \tag{5.121}\\
\mathfrak{J}_{i}\left({ }^{i} \mathbf{u}_{2},{ }^{i} \mathbf{v}_{2}\right) \\
\vdots \\
\mathfrak{J}_{i}\left({ }^{i} \mathbf{u}_{M},{ }^{i} \mathbf{v}_{M}\right)
\end{array}
$$\right)
\]

Here, $\left({ }^{i} \mathbf{u}_{j},{ }^{i} \mathbf{v}_{j}\right)$ are sets of pixel coordinates at which the images in the window are to be evaluated, where $j$ denotes the point index and $i$ the image index. These sub-functions can now be used to define the overall functionality of our module as

$$
\mathbf{f}\left({ }^{1} \mathbf{u},{ }^{1} \mathbf{v},{ }^{2} \mathbf{u},{ }^{2} \mathbf{v}, \ldots,{ }^{N} \mathbf{u},{ }^{N} \mathbf{v}\right)=\left(\begin{array}{c}
{ }^{1} \mathbf{f}\left({ }^{1} \mathbf{u},{ }^{1} \mathbf{v}\right)  \tag{5.122}\\
{ }^{2} \mathbf{f}\left({ }^{2} \mathbf{u},{ }^{2} \mathbf{v}\right) \\
\vdots \\
{ }^{N} \mathbf{f}\left({ }^{N} \mathbf{u},{ }^{N} \mathbf{v}\right)
\end{array}\right) .
$$

Thus, the function $\mathbf{f}$ computes the stacked, interpolated image values at the specified positions.

For computing the derivatives of $\mathbf{f}$, there are two main approaches: The first, straightforward one is to take the mathematical definition of bi-cubic sub-sampling and compute the analytic derivatives. An early implementation of our image sub-sampling module actually used this method. However, as Brooks and Arbel point out [61], it is more efficient to compute the derivative image once and for all and subsequently apply a sub-sampling scheme on that image. Our experiments also confirmed that this technique does not interfere with the image alignment process and is much faster.

For computing the image derivatives, it has been suggested to use a 5 -point filter [42]. We will denote the derivative images obtained that way with $\overline{\mathfrak{J}}_{\mathrm{u}}$ and $\overline{\mathfrak{J}}_{\mathrm{v}}$ for the first and second image coordinate direction, respectively. The interpolated images (we use bi-cubic interpolation here as well) will be denoted with $\mathfrak{J}_{\mathrm{u}}$ and $\mathfrak{J}_{\mathrm{v}}$. Then the Jacobian of ${ }^{i} \mathfrak{J}$ is approximated as

$$
\mathbf{J}_{\mathfrak{J}}(u, v) \approx\left(\begin{array}{ll}
\boldsymbol{J}_{\mathrm{u}}(u, v) & \mathfrak{J}_{\mathrm{v}}(u, v) \tag{5.123}
\end{array}\right)=: \mathbf{J}_{\mathfrak{J}}^{*}(u, v)
$$

Thus, we compute an approximation to the Jacobian of functions ${ }^{i} \mathbf{f}$ as

$$
\mathbf{J}_{i \mathbf{f}}\left({ }^{i} \mathbf{u},{ }^{i} \mathbf{v}\right) \approx\left(\begin{array}{cccc}
\mathbf{J}_{i \mathfrak{J}}^{*}\left({ }^{i} \mathbf{u}_{1},{ }^{i} \mathbf{v}_{1}\right) & \mathbf{0} & \ldots & \mathbf{0}  \tag{5.124}\\
\mathbf{0} & \mathbf{J}_{i \mathfrak{J}}^{*}\left({ }^{i} \mathbf{u}_{2},{ }^{i} \mathbf{v}_{2}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \ldots & \mathbf{0} & \mathbf{J}_{i \mathfrak{J}}^{*}\left({ }_{\mathbf{u}}^{M} \text {, }{ }^{i} \mathbf{v}_{M}\right)
\end{array}\right)=: \mathbf{J}_{\mathbf{i} \mathbf{f}}^{*}\left({ }^{i} \mathbf{u},{ }^{i} \mathbf{v}\right),
$$

and an approximation to the Jacobian of $\mathbf{f}$ as

$$
\mathbf{J}_{\mathbf{f}} \approx\left(\begin{array}{cccc}
\mathbf{J}_{\mathbf{1}}^{*}\left({ }^{1} \mathbf{u},{ }^{1} \mathbf{v}\right) & \mathbf{0} & \cdots & \mathbf{0}  \tag{5.125}\\
\mathbf{0} & \mathbf{J}_{{ }_{2} \mathbf{f}}^{*}\left({ }^{2} \mathbf{u},{ }^{2} \mathbf{v}\right) & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \ldots & \mathbf{0} & \mathbf{J}_{N_{\mathbf{f}}\left({ }^{N} \mathbf{u},{ }^{N_{\mathbf{v}}}\right)}^{*}
\end{array}\right.
$$

### 5.5 Brightness Warping

In this Section, we are going to discuss the modules involved in computing the brightness warping function ${ }_{\mathrm{B}}^{\mathbf{l}_{\mathrm{t}}} w_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)$ as introduced in Chapter 1, Equation (3.10). Since the involved formulas are rather complex, the computation process is broken up into three steps, represented by three modules. Before we continue with the discussion of those modules, let us analyse the structure of the correction factors. First of all, we note that the factors can be reshaped such that the cosines of $\alpha_{k, j}$ and $\alpha_{0, j}$ are computed using the dot product formula:

$$
\begin{align*}
{ }_{\mathrm{B}}^{\mathbf{l}_{\mathrm{t}}} w_{j}\left(\mathbf{p}, \mathbf{a}_{i}\right)=\frac{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)\right|^{2}}{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)} & \cdot \frac{\cos \alpha\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)}{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)\right|^{2}}= \\
& \frac{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)\right|^{3} \cdot \mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)^{\mathrm{T}} \cdot \mathbf{n}_{z}\left(\mathbf{p}, u_{j}, v_{j}\right)}{\left|\mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{0}, u_{j}, v_{j}\right)\right|^{3} \cdot \mathbf{d}_{\mathbf{l}_{\mathrm{t}}}\left(\mathbf{p}, \mathbf{a}_{i}, u_{j}, v_{j}\right)^{\mathrm{T}} \cdot \mathbf{n}_{z}\left(\mathbf{p}, u_{j}, v_{j}\right)} \tag{5.126}
\end{align*}
$$

The surface computation module outputs a 3D point cloud along with the associated normals, which are subsequently used as input to this formula, along with the vector a of extrinsic camera parameters. Let the 3 D points be denoted by $\mathbf{x}_{j}$, and the associated normals by $\mathbf{n}_{j}$, and let $\mathbf{x}$ and $\mathbf{n}$ be vectors containing all points resp. normals, stacked on top of each other. Above formula can then be written as

$$
\begin{equation*}
{ }_{\mathrm{B}}^{\mathrm{l}_{\mathrm{t}}} w_{j}\left(\mathbf{a}_{i}, \mathbf{x}, \mathbf{n}\right)=\frac{\left|\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{l}_{\mathrm{t}}\right)-\mathbf{x}_{j}\right|^{3} \cdot\left(\mathbf{T}\left(\widetilde{\mathbf{a}}_{0}, \mathbf{l}_{\mathrm{t}}\right)-\mathbf{x}_{j}\right)^{\mathrm{T}} \cdot \mathbf{n}_{j}}{\left|\mathbf{T}\left(\widetilde{\mathbf{a}}_{0}, \mathbf{l}_{\mathrm{t}}\right)-\mathbf{x}_{j}\right|^{3} \cdot\left(\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{l}_{\mathrm{t}}\right)-\mathbf{x}_{j}\right)^{\mathrm{T}} \cdot \mathbf{n}_{j}} \tag{5.127}
\end{equation*}
$$

In our case, $\mathbf{a}_{0}$ are extrinsic parameters that correspond to the identity transformation, thus we can further simplify the formula into

$$
\begin{equation*}
{ }_{\mathrm{B}}^{\mathbf{l}_{\mathrm{t}}} w_{j}\left(\mathbf{a}_{i}, \mathbf{x}, \mathbf{n}\right)=\frac{\left|\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{l}_{\mathrm{t}}\right)-\mathbf{x}_{j}\right|^{3} \cdot\left(\mathbf{l}_{\mathrm{t}}-\mathbf{x}_{j}\right)^{\mathrm{T}} \cdot \mathbf{n}_{j}}{\left|\mathbf{l}_{\mathrm{t}}-\mathbf{x}_{j}\right|^{3} \cdot\left(\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{l}_{\mathrm{t}}\right)-\mathbf{x}_{j}\right)^{\mathrm{T}} \cdot \mathbf{n}_{j}} \tag{5.128}
\end{equation*}
$$

Using this simplified formula, we can now give an overview of the three modules that we are using to implement the brightness warping function. These are as follows:

1. The first module performs computation of the values

$$
\begin{align*}
&{ }^{1} \mathbf{y}_{i, j}=\mathbf{f}_{1}\left(\mathbf{a}_{i}, \mathbf{x}_{j}\right) \\
&\left.{ }^{2} \mathbf{y}_{j}=\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{l}_{\mathrm{t}}\right)-\mathbf{x}_{j}, \mathbf{n}_{j}\right)=\mathbf{n}_{j} \cdot\left|\mathbf{l}_{\mathrm{t}}-\mathbf{x}_{j}\right|^{3} \\
&{ }^{3} y_{j}=f_{3}\left(\mathbf{x}_{j}, \mathbf{n}_{j}\right)=\left(\mathbf{l}_{\mathrm{t}}-\mathbf{x}_{j}\right)^{\mathrm{T}} \cdot \mathbf{n}_{j} \tag{5.129}
\end{align*}
$$

and stacks the computation results on top of each other. We will call these values the brightness warping components.
2. Afterwards, these values are used by the second module to compute the numerator and denominator values of $(5.128)$ as

$$
\begin{align*}
{ }^{1} z_{i, j} & =g_{1}\left({ }^{1} \mathbf{y}_{i, j},{ }^{3} y_{j}\right) \\
{ }^{2} z_{i, j} & =g_{2}\left(\left.{ }^{1} \mathbf{y}_{i, j}\right|^{3} \cdot{ }^{3} y_{j},\right.  \tag{5.130}\\
, & \left.\mathbf{y}_{j}\right)
\end{align*}={ }^{1} \mathbf{y}_{i, j}^{\mathrm{T}} \cdot{ }^{2} \mathbf{y}_{j} .
$$

Again, these values are stacked on top of each other. We will call these values the brightness warping numerators and denominators.
3. Finally, the brightness warping values are computed by performing a component-wise division of the values $\mathbf{g}_{1}, \mathbf{g}_{2}$. Using the notation $\widehat{v}$ to denote the inverse of some scalar $v$, the corresponding formula is

$$
\begin{equation*}
h\left({ }^{1} z_{i, j},{ }^{2} z_{i, j}\right)={ }^{1} z_{i, j} \cdot{ }^{2} \widehat{z}_{i, j} . \tag{5.131}
\end{equation*}
$$

These values finally are the brightness warping values that can be used to map intensities from some frame back to the template image.

These modules are employed in both of our light-modelling algorithms. Figure 5.6 shows how they typically work together. Note that they are also part of our algorithm diagrams shown in Figures 5.2 and 5.3. The functions themselves have already been defined, but to provide a complete specification of the modules, we still have to discuss formulas for computation of the derivatives of these functions.

We start with the derivatives of the brightness warping components, denoted by functions $\mathbf{f}_{1}\left(\mathbf{a}_{i}, \mathbf{x}_{j}\right), \mathbf{f}_{2}\left(\mathbf{x}_{j}, \mathbf{n}_{j}\right)$, and $\mathbf{f}_{3}\left(\mathbf{x}_{j}, \mathbf{n}_{j}\right)$. All of these derivatives are quite simple to compute, except maybe for the function $\mathbf{f}_{1}\left(\mathbf{a}_{i}, \mathbf{x}_{j}\right)$, where we need to compute the derivative of $\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{l}_{\mathrm{t}}\right)$. This is the inverse rigid transformation corresponding to $\mathbf{a}_{i}$, such that

$$
\begin{equation*}
\mathbf{T}\left(\widetilde{\mathbf{a}}_{i}, \mathbf{T}\left(\mathbf{a}_{i}, \mathbf{x}\right)\right)=\mathbf{x} \tag{5.132}
\end{equation*}
$$

The computation of this derivative has already been discussed in Section 5.1 about rigid transformations, so we will refer the reader to formulas (5.10) through (5.13).


Figure 5.6: Computational graph showing the typical interaction of modules involved in computing the brightness warping functions.

All other derivatives are quite easy to determine, and we state only the results here:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{x}_{j}} \mathbf{f}_{1}\left(\mathbf{a}_{i}, \mathbf{x}_{j}\right) & =\mathbf{I}_{3}  \tag{5.133}\\
\frac{\mathrm{~d}}{\mathrm{~d} \mathbf{x}_{j}} \mathbf{f}_{2}\left(\mathbf{x}_{j}, \mathbf{n}_{j}\right) & =-3 \cdot\left|\mathbf{l}_{\mathrm{t}}-\mathbf{x}_{j}\right| \cdot\left(\mathbf{n}_{j} \cdot\left(\mathbf{l}_{\mathrm{t}}-\mathbf{x}_{j}\right)^{\mathrm{T}}\right)  \tag{5.134}\\
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{n}_{j}} \mathbf{f}_{2}\left(\mathbf{x}_{j}, \mathbf{n}_{j}\right) & =\left|\mathbf{l}_{\mathrm{t}}-\mathbf{x}_{j}\right|^{3} \cdot \mathbf{I}_{3}  \tag{5.135}\\
\frac{\mathrm{~d}}{\mathrm{~d} \mathbf{x}_{j}} f_{3}\left(\mathbf{x}_{j}, \mathbf{n}_{j}\right) & =-\mathbf{n}_{j}^{\mathrm{T}}  \tag{5.136}\\
\frac{\mathrm{~d}}{\mathrm{~d} \mathbf{n}_{j}} f_{3}\left(\mathbf{x}_{j}, \mathbf{n}_{j}\right) & =-\mathbf{x}_{j}^{\mathrm{T}} \tag{5.137}
\end{align*}
$$

The derivatives for the functions $g_{1}$ and $g_{2}$ are then

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d}^{1} \mathbf{y}_{i, j}} g_{1}\left({ }^{1} \mathbf{y}_{i, j},{ }^{3} y_{j}\right) & =3 \cdot\left|{ }^{1} \mathbf{y}_{i, j}\right| \cdot{ }^{3} y_{j} \cdot{ }^{1} \mathbf{y}_{i, j}^{\mathrm{T}}  \tag{5.138}\\
\frac{\mathrm{~d}}{\mathrm{~d}^{3} y_{j}} g_{1}\left({ }^{1} \mathbf{y}_{i, j},{ }^{3} y_{j}\right) & =\left|{ }^{1} \mathbf{y}_{i, j}\right|^{3}  \tag{5.139}\\
\frac{\mathrm{~d}}{\mathrm{~d}^{1} \mathbf{y}_{i, j}} g_{2}\left({ }^{1} \mathbf{y}_{i, j},{ }^{2} \mathbf{y}_{j}\right) & ={ }^{2} \mathbf{y}_{j}^{\mathrm{T}}  \tag{5.140}\\
\frac{\mathrm{~d}}{\mathrm{~d}^{2} \mathbf{y}_{j}} g_{2}\left({ }^{1} \mathbf{y}_{i, j},{ }^{2} \mathbf{y}_{j}\right) & ={ }^{1} \mathbf{y}_{i, j}^{\mathrm{T}} \tag{5.141}
\end{align*}
$$

Finally, the derivatives of $h\left({ }^{1} z_{i, j},{ }^{2} z_{i, j}\right)$ are determined as

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d}^{1} z_{i, j}} h\left({ }^{1} z_{i, j},{ }^{2} z_{i, j}\right)={ }^{2} \widehat{z}_{i, j}  \tag{5.142}\\
& \frac{\mathrm{~d}}{\mathrm{~d}^{2} z_{i, j}} h\left({ }^{1} z_{i, j},{ }^{2} z_{i, j}\right)=-\frac{{ }^{1} z_{i, j}}{{ }^{2} z_{i, j}^{2}} . \tag{5.143}
\end{align*}
$$

In our implementation, the modules actually embody stacks of the functions introduced here, such that they simultaneously compute values for a set of $M$ points and $N$ views of a scene. The extension of our functions that have been defined on a per-view, per-point basis to the case of multiple views and multiple points can be done analogously to the case of rigid transformations, and we will not go into detail here.

Notice that Figures 5.2 and 5.3 actually do not show the brightness warping component computation as a separate module, which might be unexpected. The reason for this is that we have simply extended the already present rigid transformation module to compute the brightness warping components as well, which is more efficient than implementing the module separately.

### 5.6 Unit Quaternion Constraints

As we have explained earlier, our optimization framework implements equality constraints by means of the Lagrange Term module, which expects constraints to be specified by means of scalar function modules. When formulated as a scalar constraint, the condition for ensuring that a 4-dimensional sub-vector of some parameter vector $\mathbf{c}$ is

$$
\begin{equation*}
h_{i}(\mathbf{c})=1-[\mathbf{c}]_{i: i+3}^{2}, \tag{5.144}
\end{equation*}
$$

where the notation $[\mathbf{x}]_{i: j}$ represents the sub-vector $\left(\mathbf{x}_{i}, \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{j}\right)^{\mathrm{T}}$ of $\mathbf{x}$. Using the value of $i$ that represents the position of the rotation quaternion to be constrained within $\mathbf{c}$, this is exactly the constraint that we need. Note that $h_{i}(\mathbf{c})=0$ if and only if $[\mathbf{c}]_{i: i+3}^{2}=1$.

In our case, the overall parameter vector to be constrained is the vector $\mathbf{c}=(\mathbf{a} v, \mathbf{p})$, where $\mathbf{a}_{v}$ contains the extrinsic parameters for the views in the sliding window. Let $\mathcal{V}=\left\{\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{N}\right\}$, where $N$ is the number of views in the sliding window. Then the vector $\mathbf{a} v$ would be composed of sub-vectors $\mathbf{a}_{\mathrm{t}, \nu_{1}}$ and $\mathbf{a}_{\mathrm{q}, \nu_{1}}$ representing translation vector and rotation quaternion, respectively. Formally, the shape of $\mathbf{a}_{v}$ would then be

$$
\mathbf{a}_{v}=\left(\mathbf{a}_{\mathrm{t}, \mathcal{v}_{1}}^{\mathrm{T}}, \mathbf{a}_{\mathrm{q}, \mathcal{v}_{1}}^{\mathrm{T}}, \mathbf{a}_{\mathrm{t}, \mathcal{v}_{2}}^{\mathrm{T}}, \mathbf{a}_{\mathrm{q}, v_{2}}^{\mathrm{T}}, \ldots, \mathbf{a}_{\mathrm{t}, \mathcal{V}_{N}}^{\mathrm{T}}, \mathbf{a}_{\mathrm{q}, \mathcal{v}_{N}}^{\mathrm{T}}\right)^{\mathrm{T}},
$$

and we would need $N$ constraints $h_{(i-1) \cdot 7+4}(\mathbf{c})$ with $1 \leq i \leq N$ to enforce unit length on all rotation quaternions for all views.

The derivatives of this constraint function are:

$$
\begin{gather*}
\nabla h_{i}(\mathbf{c})=\left(\begin{array}{c}
\mathbf{0}_{i-1} \\
2 \cdot[\mathbf{c}]_{i: i+3} \\
\mathbf{0}_{N-i-4}
\end{array}\right),  \tag{5.145}\\
\mathbf{H}_{h_{i}}(\mathbf{c})=\left(\begin{array}{ccc}
\mathbf{0}_{i-1, i-1} & \mathbf{0}_{i-1,4} & \mathbf{0}_{i-1, N-i-4} \\
\mathbf{0}_{4, i-1} & 2 \cdot \mathbf{I}_{4} & \mathbf{0}_{4, N-i-4} \\
\mathbf{0}_{N-i-4, i-1} & \mathbf{0}_{N-i-4, i-1} & \mathbf{0}_{N-i-4, N-i-4}
\end{array}\right) . \tag{5.146}
\end{gather*}
$$

### 5.7 A Scale Uniqueness Constraint

As we have mentioned in the introduction, our algorithms, except for the one using calibrated light, perform reconstructions only up to scale. Since it is not possible to retrieve the scale, we at least need to make sure that it is unique. Otherwise, we would introduce an artificial degree of freedom into our optimization problem, making it infeasible to solve.

Scale uniqueness can be achieved easily by constraining the inverse depth map to have a certain average value as follows:

$$
\begin{equation*}
c=\frac{\sum_{j=1}^{M} z\left(\mathbf{p}, u_{j}, v_{j}\right)}{M}, \tag{5.147}
\end{equation*}
$$

where $c \in \mathbb{R}$ is an arbitrary constant, and the values $z\left(\mathbf{p}, u_{j}, v_{j}\right)$ are the inverse depth values. As we have explained above, we are using an inverse B-Spline depth map, which means that above constraint is, within the SQP framework, equivalent to

$$
\begin{equation*}
h(\mathbf{a} v, \mathbf{p})=\mathbf{1}_{1, M} \cdot \mathbf{L} \cdot \mathbf{p}-M \cdot c, \tag{5.148}
\end{equation*}
$$

where $\mathbf{L}$ is the B-spline basis matrix. This constraint is linear in parameters, and its derivatives are easily computed as

$$
\begin{equation*}
\nabla h(\mathbf{a} v, \mathbf{p})=\binom{\mathbf{0}_{7} \cdot N}{\left(\mathbf{1}_{1, M} \cdot \mathbf{L}\right)^{\mathrm{T}}} \tag{5.149}
\end{equation*}
$$

and the Hessian matrix of this constraint is simply the $\mathbf{0}$ matrix.

### 5.8 Regularization

Our algorithms, as presented up to now, are already capable of performing the task of reconstruction and motion recovery quite well in case of suitable data. However, there is one major drawback that has a strongly adverse effect on the performance of the system: In case of very small camera displacements, large changes to the depth map result in almost no changes in the 2 D re-projected intensities. This gives the system a lot of undesired freedom to play around with parameters, and it frequently leads to the depth map blowing up if the first few images of a tracking sequence do not exhibit enough baseline. Basically, there is not enough information contained in the images to allow recovery of the depth map, so the system should not even try to perform the recovery.

This problem is well-known, and it can effectively be rectified by adding a regularization term to the image alignment objective. Recently, total variation regularization and some variants thereof [67] have been applied with great success to many problems [41, 68, 69] in computer vision. This type of regularization is also applicable to our problem and serves, in that context, to restrain the surface from being distorted. A particularly nice, slightly more practical explanation of regularization is given in the paper by Sun et al. [42] on optical flow principles.

The basic idea for this type of regularization is the addition of a penalty term to the original objective function $E(\mathbf{a}, \mathbf{b})$ as defined in Equation (2.10). In the case of total variation regularization, the penalty term is typically chosen as

$$
\begin{equation*}
\int_{P}|\nabla z(\mathbf{p}, x, y)| d x d y \tag{5.150}
\end{equation*}
$$

such that the actual objective function to be optimized becomes

$$
\begin{equation*}
E(\mathbf{a}, \mathbf{b})+\lambda \int_{P}|\nabla z(\mathbf{p}, x, y)| d x d y \tag{5.151}
\end{equation*}
$$

where $\lambda$ is a weighting term for the regularization. Note that the integral term is only useful for mathematical analysis, but is almost always replaced with a discrete sum in actual imple-


Figure 5.7: Schematic illustration showing the problem with direct depth regularization: When observing a simple slanted plane, the depth associated with a pixel, and thus the accociated area, varies greatly over the whole image. This leads to nonuniform regularization of different parts of the plane, which is undesireable.
mentations, where the underlying function $D$ is typically also defined as a discrete function on a grid. In our case, we will approximate the integral in a very similar manner, using a variant of Simpson's formula.

We have developed a similar regularizer for our algorithm. The concept behind the regularizer is quite simple. First of all, we argue that we should regularize the inverse depth map, and not the actual surface. The reason for this is that we do not want to punish depth variations at higher depth more than depth variations at closer depths. The problem with direct depth regularization is shown in Figure 5.7.

The well-known formula for evaluating the area of some 3 D surface $\mathbf{S}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$ is

$$
\begin{equation*}
\iint_{P}\left|\mathbf{S}_{x}(x, y) \times \mathbf{S}_{y}(x, y)\right| d x d y \tag{5.152}
\end{equation*}
$$

where $P \subseteq \mathbb{R}^{2}$ is the parameter space over which we want to integrate, and $\mathbf{S}_{x}$ and $\mathbf{S}_{y}$ denote the surface derivatives in the first and second parameter direction, respectively. Since we want to do regularization based on inverse depths, our definition of the surface to be regularized is

$$
\mathbf{S}(\mathbf{p}, x, y)=\left(\begin{array}{c}
x  \tag{5.153}\\
y \\
\mathbf{s}(\mathbf{p}, x, y)
\end{array}\right)
$$

where the function $\mathbf{s}$ is the B-Spline surface function as defined in Equation (5.27). Computing the directional derivatives with respect to $x$ and $y$ is rather trivial, since computation of spline derivatives has been shown to be a simple linear function in Section 5.2.1.

Applying Formula (5.152) leads to the following integral to be evaluated:

$$
\begin{equation*}
\iint_{P} \sqrt{1+s_{x}(\mathbf{p}, x, y)^{2}+s_{y}(\mathbf{p}, x, y)^{2}} d x d y \tag{5.154}
\end{equation*}
$$

Replacing the 1 in above formula with a constant $\alpha$ yields a regularization term that is similar to the Huber regularization term as discussed by Pock et al. [70]. The evaluation of such an integral is rather difficult, and it is much simpler to approximate it using, e.g., Simpson's quadrature rule. This is also especially convenient in our case, since the surface is any ways sampled at fixed parameter locations.

More specifically, our approximation of the integral is based on the following composite formulation of Simpson's rule [71]:

$$
\begin{array}{r}
\int_{a}^{b} f(x) d x \approx \frac{h}{48}\left[17 f\left(x_{1}\right)+59 f\left(x_{2}\right)+43 f\left(x_{3}\right)+49 f\left(x_{4}\right)+48 \sum_{i=5}^{n-4} f\left(x_{i}\right)+\right. \\
\left.49 f\left(x_{n-3}\right)+43 f\left(x_{n-2}\right)+59 f\left(x_{n-1}\right)+17 f\left(x_{n}\right)\right] \tag{5.155}
\end{array}
$$

where the values $x_{1}, x_{2}, \ldots, x_{n}$ are spaced equally in the interval $[a, b]$. This formulation holds for the case of a function $f: \mathbb{R} \rightarrow \mathbb{R}$ with one-dimensional real domain. Note that this corresponds to a simple dot product between the weighting constants with a vector of sampling values of the function $f$. Letting $\mathbf{f}$ denote the vector $\left(f\left(x_{1}\right), f\left(x_{2}\right), \ldots, f\left(x_{n}\right)\right)^{\mathrm{T}} \in \mathbb{R}^{n}$ of sampling values, and letting $\mathbf{w}_{n}$ denote the vector $\frac{1}{48}(17,59,43,49,48,48, \ldots, 48,49,43,59,17)^{\mathrm{T}} \in \mathbb{R}^{n}$ of weights used in the formula, we can thus rephrase (5.155) as

$$
\begin{equation*}
\int_{a}^{b} f(x) d x \approx \mathbf{w}_{n}^{\mathrm{T}} \cdot \mathbf{f} \tag{5.156}
\end{equation*}
$$

Extending this formula to the case of a double integral over a two-dimensional real domain $\mathbb{R}^{2}$ is possible by applying it twice. Let us define a matrix $\mathbf{F}$ of function samples such that

$$
\mathbf{F}=\left(\begin{array}{cccc}
f\left(x_{1}, y_{1}\right) & f\left(x_{1}, y_{2}\right) & \ldots & f\left(x_{1}, y_{m}\right)  \tag{5.157}\\
f\left(x_{2}, y_{1}\right) & f\left(x_{2}, y_{2}\right) & \ldots & f\left(x_{2}, y_{m}\right) \\
\vdots & \vdots & \ddots & \vdots \\
f\left(x_{n}, y_{1}\right) & f\left(x_{n}, y_{2}\right) & \ldots & f\left(x_{n}, y_{m}\right)
\end{array}\right)
$$

where $x_{1}, x_{2}, \ldots, x_{n}$ and $y_{1}, y_{2}, \ldots, y_{n}$ are spaced equally over the intervals $[a, b]$ and $[c, d]$, respectively. Then, we can formulate the following approximation formula for the two-dimensional integral over $f$ :

$$
\begin{equation*}
\int_{a}^{b} \int_{c}^{d} f(x, y) d x d y \approx \mathbf{w}_{n}^{\mathrm{T}} \cdot \mathbf{F} \cdot \mathbf{w}_{m} \tag{5.158}
\end{equation*}
$$

Within our framework, it is more convenient to work with the vectorization of $\mathbf{F}$, in which case the formula is expressed simply as

$$
\begin{equation*}
\mathbf{w}_{n}^{\mathrm{T}} \cdot \mathbf{F} \cdot \mathbf{w}_{m}=\left(\mathbf{w}_{n}^{\mathrm{T}} \otimes \mathbf{w}_{m}^{\mathrm{T}}\right) \cdot \operatorname{vec}(\mathbf{F}) \tag{5.159}
\end{equation*}
$$

via the well-known rule $\operatorname{vec}(\mathbf{A X B})=\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \operatorname{vec}(\mathbf{X})$. Applied to the case of Formula (5.155),
the integral approximation boils down to evaluating above expression for the case

$$
\begin{equation*}
f(x, y)=\sqrt{1+s_{x}(\mathbf{p}, x, y)^{2}+s_{y}(\mathbf{p}, x, y)^{2}} \tag{5.160}
\end{equation*}
$$

In our case, the evaluation of the values $s_{x}$ and $s_{y}$ is done through simple matrix-vector products, and we are thus able to specify a concise computation scheme for the vector vec $(\mathbf{F})$ that is formed from the entries of $f$. We have discussed the computation of spline tangent values at length in Section 5.2.1, and we have seen there that those values can easily be computed using some basis matrices $\mathcal{L}_{x}$ and $\mathcal{L}_{y}$. Making use of Hadamard products, the formula we seek is

$$
\begin{equation*}
\operatorname{vec}(\mathbf{F})=\left(\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ \frac{1}{2}} \tag{5.161}
\end{equation*}
$$

where $N=n \cdot m$ is the number of evaluation locations. Overall, our regularization function is then defined as

$$
\begin{equation*}
R(\mathbf{p})=\left(\mathbf{w}_{n}^{\mathrm{T}} \otimes \mathbf{w}_{m}^{\mathrm{T}}\right) \cdot\left(\left(\mathcal{L}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ \frac{1}{2}} \tag{5.162}
\end{equation*}
$$

As usual, it is necessary to compute the derivatives of the regularization term to make it usable within our optimization framework. The gradient of the regularization function is easily computed as follows:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} \mathbf{p}} R(\mathbf{p})=\left(\mathbf{w}_{n}^{\mathrm{T}} \otimes \mathbf{w}_{m}^{\mathrm{T}}\right) \cdot \operatorname{diag}\left(\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ\left(-\frac{1}{2}\right)} \\
&\left(\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)\right.  \tag{5.163}\\
&\left.\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)\right) \cdot\binom{\mathcal{L}_{x}}{\boldsymbol{\mathcal { L }}_{y}}=\nabla_{\mathbf{p}} R(\mathbf{p})^{\mathrm{T}}
\end{align*}
$$

Computing the Hessian is a bit more involved. We start by rearranging the gradient computation formula as follows:

$$
\begin{align*}
& \nabla_{\mathbf{p}} R(\mathbf{p})=\left(\begin{array}{ll}
\boldsymbol{L}_{x}^{\mathrm{T}} & \boldsymbol{L}_{y}^{\mathrm{T}}
\end{array}\right) \cdot\binom{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)}{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)} \\
& \operatorname{diag}\left(\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ\left(-\frac{1}{2}\right)} \cdot\left(\mathbf{w}_{n} \otimes \mathbf{w}_{m}\right) \\
&=\left(\boldsymbol{\mathcal { L }}_{x}^{\mathrm{T}}\right. \\
&\left.\boldsymbol{\mathcal { L }}_{y}^{\mathrm{T}}\right) \cdot \operatorname{diag}\binom{\mathbf{w}_{n} \otimes \mathbf{w}_{m}}{\mathbf{w}_{n} \otimes \mathbf{w}_{m}} \cdot\binom{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)}{\operatorname{diag}\left(\mathcal{L}_{y} \cdot \mathbf{p}\right)}  \tag{5.164}\\
&\left(\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ\left(-\frac{1}{2}\right)}
\end{align*}
$$

The formula is thus reshaped into a chain multiplication of four components: Two constant matrices, a stack of two parameter-dependent diagonal matrices and a parameter-dependent vector. The main challenge when computing the derivative of this expression, and thus the Hessian matrix of $R$, is the computation of the derivative of the matrix-vector product of the
two rightmost terms. To compute this derivative, we define a helper function $\mathbf{h}$ as follows:

$$
\begin{align*}
\mathbf{h}(\mathbf{q}, \mathbf{r})=\binom{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{q}\right)}{\operatorname{diag}\left(\mathcal{L}_{y} \cdot \mathbf{q}\right)} \cdot & \left(\left(\mathcal{L}_{x} \cdot \mathbf{r}\right)^{\circ 2}+\left(\mathcal{L}_{y} \cdot \mathbf{r}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ\left(-\frac{1}{2}\right)}= \\
& \operatorname{diag}\binom{\left(\mathcal{L}_{x} \cdot \mathbf{r}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{r}\right)^{\circ 2}+\mathbf{1}_{N, 1}}{\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{r}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{r}\right)^{\circ 2}+\mathbf{1}_{N, 1}}^{\circ\left(-\frac{1}{2}\right)} \cdot\binom{\mathcal{L}_{x}}{\boldsymbol{\mathcal { L }}_{y}} \cdot \mathbf{q} \tag{5.165}
\end{align*}
$$

where $\mathbf{q}$ and $\mathbf{r}$ are both vectors of the same dimension as the number of surface parameters, so they have the same dimension as $\mathbf{p}$. Note that $\mathbf{h}$ is a slightly generalized version of the matrixvector product of the two rightmost terms in (5.164). Computing the derivatives of $\mathbf{h}(\mathbf{q}, \mathbf{r})$ with respect to $\mathbf{q}$ and $\mathbf{r}$ will be a simple matter based on (5.165), and we will be able to compute the derivative of $\mathbf{h}(\mathbf{q}, \mathbf{r})$ based on the partial results using the chain rule. The derivatives are:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \mathbf{q}} \mathbf{h}(\mathbf{q}, \mathbf{r})= & \operatorname{diag}\binom{\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{r}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{r}\right)^{\circ 2}+\mathbf{1}_{N, 1}}{\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{r}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{r}\right)^{\circ 2}+\mathbf{1}_{N, 1}}^{\circ\left(-\frac{1}{2}\right)} \cdot\binom{\mathcal{L}_{x}}{\boldsymbol{\mathcal { L }}_{y}}  \tag{5.166}\\
\frac{\mathrm{~d}}{\mathrm{~d} \mathbf{r}} \mathbf{h}(\mathbf{q}, \mathbf{r})= & -\binom{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{q}\right)}{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{q}\right)} \cdot \operatorname{diag}\left(\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{r}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{r}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ\left(-\frac{3}{2}\right)} \\
& \left(\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{r}\right) \cdot \boldsymbol{\mathcal { L }}_{x}+\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{r}\right) \cdot \boldsymbol{\mathcal { L }}_{y}\right) \tag{5.167}
\end{align*}
$$

Using the fact that $\mathbf{h}(\mathbf{p}, \mathbf{p})=\mathbf{h}\left(\left(\mathbf{I}_{N} \mathbf{I}_{N}\right)^{\mathrm{T}} \cdot \mathbf{p}\right)$, we can compute the desired derivative of $\mathbf{h}(\mathbf{p}, \mathbf{p})$ using the chain rule as

$$
\begin{align*}
& \operatorname{diag}\binom{\left(\mathcal{L}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\mathcal{L}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}}{\left(\mathcal{L}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\mathcal{L}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}}^{\circ\left(-\frac{1}{2}\right)} \cdot\binom{\mathcal{L}_{x}}{\mathcal{L}_{y}}-\binom{\operatorname{diag}\left(\mathcal{L}_{x} \cdot \mathbf{p}\right)}{\operatorname{diag}\left(\mathcal{L}_{y} \cdot \mathbf{p}\right)} \\
& \operatorname{diag}\left(\left(\mathcal{L}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\mathcal{L}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ\left(-\frac{3}{2}\right)} \cdot\left(\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right) \operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)\right) \cdot\binom{\mathcal{L}_{x}}{\mathcal{L}_{y}} \tag{5.168}
\end{align*}
$$

Combining this result with the linear part of Formula (5.164) yields the overall formula for computing the Hessian matrix of the regularization term:

$$
\begin{align*}
\mathbf{H}_{R}(\mathbf{p})= & \left(\begin{array}{ll}
\boldsymbol{L}_{x}^{\mathrm{T}} & \boldsymbol{L}_{y}^{\mathrm{T}}
\end{array}\right) \cdot \operatorname{diag}\binom{\mathbf{w}_{n} \otimes \mathbf{w}_{m}}{\mathbf{w}_{n} \otimes \mathbf{w}_{m}} \\
& \left(\operatorname{diag}\binom{\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\mathcal{L}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}}{\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}}^{\circ\left(-\frac{1}{2}\right)}-\binom{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)}{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)}\right. \\
& \left.\operatorname{diag}\left(\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ\left(-\frac{3}{2}\right)} \cdot\binom{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)}{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)}^{\mathrm{T}}\right) \cdot\binom{\mathcal{L}_{x}}{\boldsymbol{\mathcal { L }}_{y}} . \tag{5.169}
\end{align*}
$$

### 5.9 Efficient Sparse-Sparse Matrix Products

The optimization framework that has been introduced in Chapter 4 makes sure that the sparse matrix chain products that are needed to compute the overall derivatives are evaluated in a very efficient way. However, as we have seen in this Chapter, the evaluation of sparse Jacobian and Hessian matrices can be a quite complex problem in itself. The more complicated Jacobian/Hessian computation formulas consist themselves of products of several sparse matrices. However, because the surface model underlying most of our computations is linear in parameters (see Section 5.2.1.1), many of the Jacobian and Hessian computation formulas are of the following shape:

$$
\begin{equation*}
\mathbf{J}(\mathbf{p})=\mathbf{A} \cdot \mathbf{X}(\mathbf{p}) \cdot \mathbf{B} \tag{5.170}
\end{equation*}
$$

where $\mathbf{A}$ and $\mathbf{B}$ are some constant matrices (often these are related to the B-Spline basis matrices), and $\mathbf{X}(\mathbf{p})$ is a parameter-dependent matrix. All of the matrices have a constant sparsity structure that is not dependent on $\mathbf{p}$. An example for this is Equation (5.169).

The straightforward way to evaluate that matrix product would be simply carrying out the chained matrix product: We could use the algorithms developed for the optimization framework to determine an optimal bracketing and pre-compute multiplication tables, which would probably provide decent performance. However, there is an even faster way: Accessing the non-zero entries of $\mathbf{J}(\mathbf{p})$ as dense vector, it is possible to compute the values of those entries directly as a sparse-dense matrix-vector product. Carrying out sparse-dense products is usually an operation that is at least as fast as carrying out a pre-recorded matrix multiplication, but does not require any special preparation.

Before we can start to present the theory behind our idea, we need to discuss some technical details of the data structure underlying sparse matrices. Our description will be based on the compressed column storage (CCS) scheme used by the Eigen library for linear algebra. The ideas are, however, certainly applicable to other sparse matrix storage schemes as well. For an overview of sparse matrix storage schemes and some basic concepts, see [72].

To give the reader an idea about the CCS scheme, we will provide an example. Consider the matrix

$$
\mathbf{M}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{5.171}\\
0 & 0 & 5 \\
4 & 0 & 7
\end{array}\right)
$$

In CCS format, such a matrix is represented by a collection of three arrays, which we will denote by $\operatorname{val}(\mathbf{M}), \operatorname{rowidx}(\mathbf{M}), \operatorname{colidx}(\mathbf{M})$. The array $\operatorname{val}(\mathbf{M})$ stores the non-zero values contained in the sparse matrix. In our example, we would have $\operatorname{val}(\mathbf{M})=(1,4,5,7)^{\mathrm{T}}$. For each element, we also need to know its position in the matrix. The row index of each element is stored in the array rowidx $(\mathbf{M})$, which would be $(0,2,1,2)^{\mathrm{T}}$ in our example. Finally, the array colidx $(\mathbf{M})$ stores for each column of the matrix the index into $\operatorname{val}(\mathbf{M})$ at which it starts. For the example, we have colidx $(\mathbf{M})=(0,2,2)^{\mathrm{T}}$. Typically, it is more efficient to access and manipulate the array of sparse matrix values directly instead of using general matrix multiplication algorithms.

To develop our idea for computing the values of the val array directly, we need to define
some mathematical tools that provide a link between the array-based implementation of sparse matrices on computers and the mathematical formulas. Intuitively, we need a way to express the val operator in a mathematical way. This is easily achieved as follows: The vectorization of a sparse matrix $\mathbf{M}$ will in general yield a sparse vector $\operatorname{vec}(\mathbf{M})$. The val operator is now seen to be a mapping that removes the 0 entries from that sparse vector. This means that val is a linear operator on the vectorization of $\mathbf{M}$, and can thus be expressed as a matrix-vector multiplication. In our example, we would have

$$
\operatorname{val}(\mathbf{M})=(1,4,5,7)^{\mathrm{T}}=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.172}\\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) \cdot \operatorname{vec}(\mathbf{M})
$$

Thus, it is possible to implement the val operator as a multiplication of $\operatorname{vec}(\mathbf{M})$ with a matrix of certain shape that selects the non-zero entries of the vectorization of M. More formally, let $\mathbf{M}$ be a sparse matrix with $n$ rows, $m$ columns, and $N$ non-zero entries. Then we define the matrix $\boldsymbol{\chi}(\mathbf{M})$ as follows:

1. The size of $\boldsymbol{\chi}(\mathbf{M})$ is $N \times(n \cdot m)$.
2. For each $0 \leq i<N$, the entry in row $i$ and column $\operatorname{rowidx}(\operatorname{vec}(\mathbf{M}))_{i}$ is set to 1 , and all other entries are set to 0 .

Another notable property of these matrices is that their transpose $\boldsymbol{\chi}(\mathbf{M})^{\mathrm{T}}$ reverses the mapping, such that $\boldsymbol{\chi}(\mathbf{M})^{\mathrm{T}} \cdot \boldsymbol{\chi}(\mathbf{M}) \cdot \operatorname{vec}(\mathbf{M})=\operatorname{vec}(\mathbf{M})$.

Now we are finally ready to discuss our technique. We start by vectorizing the original equation $\mathbf{J}(\mathbf{p})=\mathbf{A} \cdot \mathbf{X}(\mathbf{p}) \cdot \mathbf{B}$, which yields the formula

$$
\begin{equation*}
\operatorname{vec}(\mathbf{J}(\mathbf{p}))=\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \operatorname{vec}(\mathbf{X}(\mathbf{p})) \tag{5.173}
\end{equation*}
$$

Since $\operatorname{vec}(\mathbf{X}(\mathbf{p}))$ is a sparse vector, some of the columns of the Kronecker product $\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}$ will be irrelevant for the computation. Mathematically, this can be explained by observing

$$
\begin{equation*}
\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \operatorname{vec}(\mathbf{X}(\mathbf{p}))=\left(\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \boldsymbol{\chi}\left(\mathbf{X}(\mathbf{p})^{\mathrm{T}}\right) \cdot(\boldsymbol{\chi}(\mathbf{X}(\mathbf{p})) \cdot \operatorname{vec}(\mathbf{X}(\mathbf{p})))\right. \tag{5.174}
\end{equation*}
$$

since $\left(\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \boldsymbol{\chi}\left(\mathbf{X}(\mathbf{p})^{\mathrm{T}}\right)\right.$ is equal to the matrix $\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}$ without the columns corresponding to the zero entries of $\operatorname{vec}(\mathbf{X}(\mathbf{p}))$.

Now, since we want to find the entries of $\operatorname{val}(\mathbf{J}(\mathbf{p}))$, we apply the matrix $\boldsymbol{\chi}(\mathbf{J}(\mathbf{p}))$ as follows:

$$
\begin{align*}
& \operatorname{vec}(\mathbf{J}(\mathbf{p}))=\left(\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \boldsymbol{\chi}\left(\mathbf{X}(\mathbf{p})^{\mathrm{T}}\right) \cdot(\boldsymbol{\chi}(\mathbf{X}(\mathbf{p})) \cdot \operatorname{vec}(\mathbf{X}(\mathbf{p}))) \Leftrightarrow\right. \\
& \quad \boldsymbol{\chi}(\mathbf{J}(\mathbf{p})) \cdot \operatorname{vec}(\mathbf{J}(\mathbf{p}))=\left(\boldsymbol{\chi}(\mathbf{J}(\mathbf{p})) \cdot\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \boldsymbol{\chi}\left(\mathbf{X}(\mathbf{p})^{\mathrm{T}}\right) \cdot(\boldsymbol{\chi}(\mathbf{X}(\mathbf{p})) \cdot \operatorname{vec}(\mathbf{X}(\mathbf{p}))\right. \tag{5.175}
\end{align*}
$$

Finally, we see that the vector $\operatorname{val}(\mathbf{J}(\mathbf{p}))$ of values contained in the sparse matrix $\mathbf{J}(\mathbf{p})$ can be
computed by evaluating a sparse-dense matrix-vector product, with a sparse matrix of

$$
\begin{equation*}
\chi(\mathbf{J}(\mathbf{p})) \cdot\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \boldsymbol{\chi}\left(\mathbf{X}(\mathbf{p})^{\mathrm{T}}\right) \tag{5.176}
\end{equation*}
$$

and a dense vector of $\chi(\mathbf{X}(\mathbf{p})) \cdot \mathbf{X}(\mathbf{p})=\operatorname{val}(\mathbf{X}(\mathbf{p}))$. Since the sparsity structure of all the involved matrices is static, the matrices $\chi(\mathbf{J}(\mathbf{p}))$ and $\boldsymbol{\chi}(\mathbf{X}(\mathbf{p}))$ remain the same, and the whole expression $\left(\boldsymbol{\chi}(\mathbf{J}(\mathbf{p})) \cdot\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \boldsymbol{\chi}\left(\mathbf{X}(\mathbf{p})^{\mathrm{T}}\right)\right.$ is thus constant.

As an example, consider the following simple formula:

$$
\begin{equation*}
\mathbf{J}(\mathbf{p})=\mathbf{A} \cdot \operatorname{diag}(\mathbf{p})^{2} \cdot \mathbf{B} \tag{5.177}
\end{equation*}
$$

According to our elaboration above, we might calculate the values of val(J) directly using the constant matrix

$$
\begin{equation*}
\mathbf{D}=\chi(\mathbf{J}(\mathbf{p})) \cdot\left(\mathbf{B}^{\mathrm{T}} \otimes \mathbf{A}\right) \cdot \chi\left(\operatorname{diag}(\mathbf{p})^{2}\right) \tag{5.178}
\end{equation*}
$$

We would then compute the values as a simple sparse-dense matrix-vector product using

$$
\begin{equation*}
\operatorname{val}(\mathbf{J})=\mathbf{D} \cdot \operatorname{val}\left(\operatorname{diag}(\mathbf{p})^{2}\right) . \tag{5.179}
\end{equation*}
$$

Note that this product can be evaluated quite efficiently since $\operatorname{val}\left(\operatorname{diag}(\mathbf{p})^{2}\right)$ is simply the component-wise squared vector $\mathbf{p}$.

In general, we can say that this computation scheme is only efficient if the computation of $(\boldsymbol{\chi}(\mathbf{X}(\mathbf{p})) \cdot \operatorname{vec}(\mathbf{X}(\mathbf{p}))=\operatorname{val}(\mathbf{X}(\mathbf{p}))$ is efficient. This is, however, always the case in our modules. One example is the formula for computing the Hessian of the regularization term, which is specified in Formula (5.169): The middle, parameter-dependent matrix corresponding to the matrix $\mathbf{X}(\mathbf{p})$ in our computation scheme, would be the matrix

$$
\begin{align*}
\left(\operatorname{diag}\binom{\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\mathcal{L}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}}{\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}}^{\circ\left(-\frac{1}{2}\right)}-\binom{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)}{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)}\right. \\
\left.\operatorname{diag}\left(\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)^{\circ 2}+\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)^{\circ 2}+\mathbf{1}_{N, 1}\right)^{\circ\left(-\frac{3}{2}\right)} \cdot\binom{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{x} \cdot \mathbf{p}\right)}{\operatorname{diag}\left(\boldsymbol{\mathcal { L }}_{y} \cdot \mathbf{p}\right)}^{\mathrm{T}}\right) \tag{5.180}
\end{align*}
$$

The structure of that matrix is quite simple: It is a $2 \times 2$ block matrix consisting of large diagonal matrices. Thus, computing the vector $\operatorname{val}(\mathbf{X}(\mathbf{p}))$ is possible quite easily using simple component-wise vector-vector operations.

## Chapter 6

## Light Source Calibration

In the previous Chapter, we have described an algorithm that makes use of an explicit light model assuming a point-shaped light with a non-uniform intensity distribution. For this algorithm to be of any use at all, we need to provide some means to calibrate the light source, by which we mean determining the light source's position along with its intensity profile. Figure 6.1 visualizes the situation.

We are assuming that the light source to be calibrated is the only source of light in the scene, and we also assume that it is small compared to the scene structures observed. By small, we mean that the extent of the light source can be neglected, such that the rays coming from the source appear to originate from only one point. This is an important prerequisite for treating the light source as an inverse camera.

Camera-to-light calibration methods are quite common in the area of structured light [73], and they typically rely on usage of a projector that is able to project a specific pattern onto the scene. In our case, we do not assume that we are able to project a pattern of choice onto the scene. Rather, we see the non-uniform intensity distribution of a light source as a nuisance that we wish to compensate. The method that we are proposing is able to cope with the calibration problem without requiring projection of specific patterns through the light source.

Our algorithm computes the position of the light source and its intensity profile from a number of images of a calibration pattern at different positions. It is a two-step process that first tries to find the light source's projection center, and then determines its light intensity profile. The calibration pattern is a simple white rectangle surrounded by a black border, such that the rectangle can be detected easily in images.

Since we treat the light source as an inverse camera, the situation is actually very similar to the calibration of a stereo camera pair. The intrinsic parameters associated with the light source will be chosen to match the parameters of the camera. Furthermore, we will determine translation $\mathbf{l}_{\mathrm{t}}$ and rotation $\mathbf{l}_{\mathrm{r}}$ describing the pose of the light source relative to the camera, corresponding to the extrinsic parameters of stereo calibration. Calibrating the rotation of a light source might seem confusing at first sight, since a light source usually emits light in all directions. However, realizing that the camera will only see a limited section of the full light


Figure 6.1: Example scene showing how the light source in a scene is treated as an inverse camera: All the light rays emerge from a common projection center, and they might have different intensities.


Figure 6.2: Top: Two example calibration images, Bottom Left: Recovered light intensity profile, Bottom Right: Projected image. The recovered area corresponds roughly to the lower right quarter of the projected image.
profile, it makes sense to choose the rotation of the light source to point towards the calibrated region. Thus, the rotation will be chosen such that the light source "camera" looks towards the calibration patterns that have been seen by the actual camera.

Our algorithm makes strong use of the image formation laws for Lambertian surfaces that we have described in Chapter 3. Furthermore, we assume that the camera intrinsics and distortion have been calibrated and images rectified accordingly. Also, we need to know the radiometric response of the camera as well as its vignetting profile. There are many calibration methods available [74, 75, 76, 77] for determining these quantities. In our case, all cameras we were using were set to operate in raw mode, thus their response was already linear, and we only needed to determine the vignetting profile. This has been done according to the method described in the paper by Goldman and Chen [75], Section 6.1.

### 6.1 Estimation of the Projection Center

First off, let us recall the Lambertian law of reflection that we have already discussed in Section 3.2 on light source modelling. We shall adapt the formulas presented there to our calibration scenario. Consider a situation where we are looking at a calibration plane that is specified trough normal $\mathbf{n}$ and distance $d$ in Hessian normal form, such that

$$
\begin{equation*}
\mathbf{n}^{\mathrm{T}} \cdot \mathbf{x}-d=0 \tag{6.1}
\end{equation*}
$$

describes the plane in 3D space. Then, the intensity of some point $\mathbf{x}$ on that plane, as observed in image $i$, can be calculated as

$$
\begin{equation*}
\mathcal{J}_{i}(\boldsymbol{\pi}(\mathbf{K} \cdot \mathbf{x}))=\mathbf{d} \cdot \frac{\mathbf{n}^{\mathrm{T}} \cdot\left(\mathbf{l}_{\mathrm{t}}-\mathbf{x}\right)}{|\mathbf{n}| \cdot\left|\mathbf{l}_{\mathrm{t}}-\mathbf{x}\right|} \cdot \frac{1}{\left|\mathbf{l}_{\mathrm{t}}-\mathbf{x}\right|^{2}}, \tag{6.2}
\end{equation*}
$$

where $\mathbf{d}$ is a value depending on surface albedo and light intensity, and $\boldsymbol{\pi}(\mathbf{K} \cdot \mathbf{x})$ is the perspective projection of $\mathbf{x}$ to pixel coordinates. The first of the two fraction terms corresponds to the cosine of the angle between incoming light and surface normal, and the second accounts for light attenuation over distance. This assumes that the intensity, as reported by the camera, is not affected by non-linear camera response or camera vignetting, that the plane's reflectance is Lambertian, and that the light source exhibits inverse squared attenuation over distance.

Note that the quantity $\mathbf{d}$ is one of the actual values that we want to calibrate: Since the calibration pattern is of uniform white color, the only other reason for changing values of $\mathbf{d}$ would be the light intensity. It is a simple matter to rearrange above equation to calculate $\mathbf{d}$, so if the light source position is known, we would already be able to calculate the intensity of that specific ray.

Now consider the situation shown in Figure 6.3, showing a case where two images of calibration planes at different positions have been taken, and there is a light ray that hits them both. We have seen that the value $\mathbf{d}$ can be determined using only one measurement associated with one light ray. Now we have two measurements, so we are also able to compute two
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Figure 6.3: The same light ray passing through two calibration planes.
values of $\mathbf{d}$ that should be equal in the ideal case. We can calculate an optimal value for $\mathbf{d}$ in the least-squares sense. Then, the discrepancy between the intensity values predicted by the Lambertian reflectance law and the actual measurements are used as error quantifier.

Of course, the scheme is not restricted to only two calibration patterns. Generally, the calibration results will improve with the number of calibration images used. Figure 6.4 illustrates the situation when using more than two calibration patterns.

In the following, we assume that we have recorded $M$ calibration images $\mathfrak{J}_{1}, \mathfrak{J}_{2}, \ldots, \mathfrak{J}_{M}$. Each of these images shows the calibration plane, and it is a simple matter to detect that plane and determine its location relative to the camera, e.g., using the functions findContours and solvePnP from the OpenCV library ${ }^{1}$. The planes will be represented in Hessian normal form, and we will denote their normals and distances with $\mathbf{n}_{i}$ and $d_{i}$. Furthermore, let $\mathbf{x}_{j} \in \mathbb{R}^{3}$ denote points that are located on the calibration rectangles, where $j$ ranges from 1 to $N$, and $N$ is the total number of points.

We will formulate the problem of finding the projection center as an optimization problem on the variable $\mathbf{l}_{\mathrm{t}}$, defining an objective function $o\left(\mathbf{l}_{\mathrm{t}}\right)$ on the 3 D coordinates $\mathbf{l}_{\mathrm{t}}$. The objective function rewards a configuration where the calibration pattern brightness values behave according to the Lambertian reflectance law, and penalizes configurations where the brightness values differ from what is computed by the Lambertian law.

[^3]

Figure 6.4: Schematic view of the calibration situation, showing the camera and a number of calibration planes. For the correct light source position, the intensity values at the ray-plane intersections will behave according to the Lambertian reflectance law (blue circles). In the other case, the behaviour will differ considerably from that predicted by the reflectance law (red circles).

## 6. LIGHT SOURCE CALIBRATION

The basic idea is as follows: For a candidate light position $\mathbf{l}_{\mathbf{t}}$, each of the 3 D points $\mathbf{x}_{j}$ induces a ray from the candidate light position to the point $\mathbf{x}_{j}$. Intersections between the calibration planes and these rays can subsequently computed, and we shall denote by $\mathbf{y}_{i, j}$ the intersection of the ray induced by $\mathbf{x}_{j}$ with the calibration plane in image $\boldsymbol{J}_{i}$. It might happen that the line-plane intersection lies outside the calibration rectangle, so we also need a indicator variable $v_{i, j}$ to indicate whether this is the case. The value of $v_{i, j}$ will be equal to 1 if the intersection is inside the rectangle, and 0 otherwise. We will denote the distance between $\mathbf{l}_{\mathrm{t}}$ and $\mathbf{y}_{i, j}$ with $r_{i, j}$, and the corresponding cosine between the calibration plane normal and the light ray is denoted by $c_{i, j}$.

For each ray, we now have $M$ equations of type

$$
\begin{equation*}
\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{y}_{i, j}\right)\right)=\mathbf{d}_{i, j} \cdot \frac{c_{i, j}}{r_{i, j}^{2}} \tag{6.3}
\end{equation*}
$$

Theoretically, the values $\mathbf{d}_{i, j}$ should all be the same for all images $i$ and one specific ray $j$. We can calculate a least-squares solution $\widetilde{\mathbf{d}}_{j}$ representing that common value for each ray $j$ by minimizing the objective

$$
\begin{equation*}
\sum_{i=1}^{M} v_{i, j} \cdot\left(\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{y}_{i, j}\right)\right)-\widetilde{\mathbf{d}}_{j} \cdot \frac{c_{i, j}}{r_{i, j}^{2}}\right)^{2} . \tag{6.4}
\end{equation*}
$$

The solution to this minimization process can be calculated as

$$
\begin{equation*}
\tilde{\mathbf{d}}_{j}=\frac{\sum_{i=1}^{M} v_{i, j} \cdot\left(\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{y}_{i, j}\right)\right) \cdot \frac{c_{i, j}}{r_{i, j}^{2}}\right)}{\sum_{i=1}^{M} v_{i, j} \cdot\left(\frac{c_{i, j}}{r_{i, j}^{2}}\right)^{2}} \tag{6.5}
\end{equation*}
$$

Note that choosing the points $\mathbf{x}_{j}$ to lie on the calibration rectangles makes sure that each ray hits at least one of those rectangles, and prevents situations where $\widetilde{\mathbf{d}}_{j}$ cannot be determined at all because all $v_{i, j}$ are equal to 0 . Now we are ready to formulate the objective function as follows:

$$
\begin{equation*}
o\left(\mathbf{l}_{\mathrm{t}}\right)=\frac{\sum_{j=1}^{N} \sum_{i=1}^{M} v_{i, j} \cdot\left(\widetilde{\mathbf{d}}_{j} \cdot \frac{c_{i, j}}{r_{i, j}}-\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{y}_{i, j}\right)\right)\right)}{\sum_{j=1}^{N} \sum_{i=1}^{M} v_{i, j}} . \tag{6.6}
\end{equation*}
$$

This can be interpreted as the average weighted error for each pixel between the predicted intensity by the Lambertian reflectance law and the measured intensity, using the optimal value $\widetilde{\mathbf{d}}_{j}$ as computed above.

### 6.2 Optimization of the Objective

The objective function (6.6) is a quite complex, non-convex, non-continuous function. Optimization of such functions using a non-linear optimization technique, such as the one introduced in Chapter 4, is difficult, if not impossible. However, there are other optimization techniques


Figure 6.5: The bounding box used for the optimizer: The extent in all three spatial directions is the same, and just big enough to reach the closest point of any calibration rectangle seen by the camera.
available that are better suited for the problem at hand.
Both the non-convexity as well as the non-continuity can be addressed by using probabilistic optimization methods, such as simulated annealing [78]. Recently, Papazov and Burschka [79] have shown how such techniques can be applied to the problem of rigid point set registration. We were able to apply their method to optimize our objective function with great success. We have also tried out a classic non-linear method, using the LEVMAR package, without success.

The probabilistic method requires the parameter space to be a box, such that is has upper and lower bounds in each parameter direction. We assume that the light source is rather close to the camera, and restrict the parameter space of the light source position to a box around the camera's principal point, with extents just big enough to reach the closest point of any calibration rectangle seen in the calibration images. Figure 6.5 shows the situation schematically.

Since the objective function is quite expensive to evaluate, and around 10000 function evaluations of the function are required to find a minimum, we need to limit the number of rays that are considered in the objective function. Typically, values between 150 and 200 rays have been used, and good results could be achieved.

### 6.3 Modelling Constant Intensity Disturbances

The theory developed above assumes that the image measurements behave exactly according to our assumptions, which is normally not the case. Most importantly, we were assuming that there is no other source of light in the scene, which means that we neglect any indirect, scattered light affecting the images. Such indirect lighting, however, is nearly impossible to suppress, and constitutes a major source of calibration error.

## 6. LIGHT SOURCE CALIBRATION

We propose to address this issue by incorporating a constant "ambient" brightness term in our optimization. This is motivated as follows: The objects in a calibration setting that cause this undesired scattered light are usually objects that themselves exhibit diffuse reflection properties: White walls, floor carpets, chairs etc. This means that the reflected light typically is also very diffuse. Such diffuse light often shows very little variation in light strength. The same effect of reflecting light from diffuse surfaces is used by photographers to produce a homogeneous, soft light.

For each calibration rectangle, this term is assumed to be constant, such that the original law (6.3) turns into

$$
\begin{equation*}
\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{y}_{i, j}\right)\right)=\mathbf{d}_{i, j} \cdot \frac{c_{i, j}}{r_{i, j}^{2}}+\mathbf{a}_{i} \tag{6.7}
\end{equation*}
$$

where $\mathbf{a}_{i}$ is the constant ambient light term for frame $i$. We can solve for a per-ray intensity value $\widetilde{\mathbf{d}}_{j}$ along with ambient light values $\mathbf{a}_{i}$ in a least-squares sense, minimizing the following objective:

$$
\begin{equation*}
\sum_{i=1}^{M} v_{i, j} \cdot\left(\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{y}_{i, j}\right)\right)-\widetilde{\mathbf{d}}_{j} \cdot \frac{c_{i, j}}{r_{i, j}^{2}}+\mathbf{a}_{i}\right)^{2} \tag{6.8}
\end{equation*}
$$

Assuring that the points $\mathbf{x}_{j}$ lie on the calibration rectangles is no longer enough to guarantee solvability of the resulting least-squares system. However, we can compute a valid solution in all cases by performing an eigen decomposition of the system, which will yield a valid solution even in degenerate cases.

The objective function is then also adapted to the ambient light estimation:

$$
\begin{equation*}
o\left(\mathbf{l}_{\mathrm{t}}\right)=\frac{\sum_{j=1}^{N} \sum_{i=1}^{M} v_{i, j} \cdot\left(\widetilde{\mathbf{d}}_{j} \cdot \frac{c_{i, j}}{r_{i, j}^{2}}+\mathbf{a}_{i}-\boldsymbol{J}_{i}\left(\boldsymbol{\pi}\left(\mathbf{K} \cdot \mathbf{y}_{i, j}\right)\right)\right)}{\sum_{j=1}^{N} \sum_{i=1}^{M} v_{i, j}} \tag{6.9}
\end{equation*}
$$

This modification turned out to be very useful. Figure 6.6 shows calibration results using the plain algorithm described earlier, and the algorithm with additional estimation of ambient light values. It is evident that the results are better when ambient light is estimated as well: In the left image, the crossover edges between calibration patterns are still visible. The lower half of the intensity profile is darker than the upper half, and there is a visible crossover line just above the lower text line. The right image is much smoother overall.

### 6.4 Determining the Intensity Profile

After the projection center has been found, the next step is determining the full intensity profile of the light source. We proceed as follows:

1. Determine the rotation $\mathbf{l}_{\mathrm{r}}$ such that the light source "camera" faces the calibration patterns. Each calibration pattern can be associated with a number of pixels, and each of these pixels corresponds to a 3D point. All calibration images $\boldsymbol{J}_{i}$ thus define point clouds, and we choose the rotation such that the $z$ axis associated with the light source points


Figure 6.6: Calibration results for intensity profile of a projector. Left: without estimating ambient light, Right: with ambient light estimation.
towards the centroid of the point cloud made up of all pixels belonging to calibration patterns in all images.
2. Compute an intrinsic camera matrix such that the point cloud of calibration rectangles just fits completely into one light intensity image ${ }_{L} \mathcal{J}$ that has the same resolution as the camera images $\mathfrak{J}_{i}$.
3. Each pixel of the intensity profile can be identified with a ray from the light source through the scene, possibly hitting one or more calibration patterns. Thus, by shooting rays through each pixel of the intensity profile, we may calculate intersection points with the calibration rectangles and determine the intensity value $\widetilde{\mathbf{d}}_{j}$ associated with that light ray.

The last step of calculating the per-ray intensities could theoretically be solved by calculating the least-squares solution to (6.9), as we have done before. However, this is infeasible in practice, due to the size of the resulting system of equations. If the intensity profile has a resolution of $640 \times 480$, the system matrix will exceed a size of $(640 \cdot 480) \times(640 \cdot 480)$ for one-channel grayscale images. Storing such a matrix would already be a big problem, since the memory required to do so exceeds 700 GB . Additionally, we would need to calculate an eigen decomposition of that matrix, which is completely out of the question for a matrix of this size.

Instead, we re-use the ambient light values that have been estimated when finding the light source projection center, and subtract those values from the image intensities. Afterwards, we can compute the ray intensity according to Equation (6.5) directly, without the need to resort to an eigen decomposition.

## Chapter 7

## Experimental Results

We have tested all of our algorithms on a variety of synthetic data sets with known ground truth as well as on real camera images where the ground truth is not known. For the synthetic datasets, we are able to make precise statements about the performance of the algorithms. Furthermore, we can analyse the influence of system parameters on the reconstruction results.

The synthetic datasets have been generated using POV-RAY ${ }^{1}$ in the extended MEgaPOV variant ${ }^{2}$, augmented with the $\mathrm{VLPOv}^{3}$ patch by A. Vedaldi. The patch allows generation of motion data and a ground truth depth map for a scene.

### 7.1 Ground Truth Comparison Method

When comparing results generated by POV-RaY with the reconstruction estimates, we would like to evaluate the quality of the estimated depth map, rotation, and translation. Defining meaningful similarity measures on these quantities is not at easy as it might seem on first sight. Monocular reconstruction is always only possible up to scale, so first of all, the scale of the estimated depth and translation will likely differ from the scale of the ground truth values.

The usual way to address such scaling problems is the application of scale-invariant similarity measures such as normalized cross-correlation (NCC). However, our experiments revealed that such a simple approach does not provide meaningful results on our problem. It is known that correlation measures are very sensitive to outliers [80], which explains our observation. Thus, instead of using NCC as similarity measure, we rely on a different method, first performing a registration of depth maps and subsequently determining the overlap between ground truth and estimated surface. This allows us to calculate an estimate of the ratio of the depth map that has been reconstructed correctly.

Before we start discussing our approach to depth map comparison, we will give some details on the normalized cross-correlation measure, and some examples where it performs sub-optimal.

[^4]

Figure 7.1: Left: The template image used for reconstruction, with ROI marked in green. Right: The last image of the sequence. Notice the significant self-occlusion of the cone.

The normalized cross-correlation between two vectors $\mathbf{x}, \mathbf{y}$ is typically defined as

$$
\begin{equation*}
\left(\frac{\mathbf{x}-\mathbf{1}_{n} \cdot \overline{\mathbf{x}}}{|\mathbf{x}|}\right)^{\mathrm{T}} \cdot\left(\frac{\mathbf{y}-\mathbf{1}_{n} \cdot \overline{\mathbf{y}}}{|\mathbf{y}|}\right) \tag{7.1}
\end{equation*}
$$

where $\overline{\mathbf{x}}, \overline{\mathbf{y}}$ denotes the mean value of vectors $\mathbf{x}, \mathbf{y}$, respectively. The range of normalized cross correlation is typically between -1 and 1 , where the value of 1 signifies maximum agreement between the vectors, and -1 indicates that values are directly opposed to each other.

In our case, we skip the step of subtracting the mean, since only the scale of the reconstruction and the ground truth might differ, but there can be no additive offset between both. Thus, we define the depth map correlation function as

$$
\begin{equation*}
\mathcal{C}_{\mathrm{D}}(\mathbf{x}, \mathbf{y})=\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)^{\mathrm{T}} \cdot\left(\frac{\mathbf{y}}{|\mathbf{y}|}\right) . \tag{7.2}
\end{equation*}
$$

We skip the step of subtracting the mean before computing the dot product between vectors, but we still normalize their scales. Note that since the depth values cannot become negative, the range of similarity measures is between 0 and 1 for depth maps, where the value 1 is reached in maximum agreement, when both vectors are equal up to scale.

Now we are ready to give an example of a situation where the NCC similarity behaves in an undesired way. One of our synthetic testing cases is a sequence of images of a cone, with the camera orbiting around the tip of the cone. As soon as the camera reaches a certain angle, a part of the cone's surface becomes occluded. Figure 7.1 visualizes the situation. The last four frames of the sequence are affected by this occlusion. When using our reconstruction algorithm without the sliding-window technique, it is very sensitive to such occlusions, generating significantly corrupted depth maps. One example for this can be seen in Figure 7.2.

The NCC values for the reconstructed depth maps behave in a quite inconsistent way on these results. From visual inspection of the reconstructed 3D model, it appears that the depth


Figure 7.2: The left picture shows a successful reconstruction result, and the right image shows a corrupted result due to self-occlusion.
map corruption present in the last four frames of the sequence is roughly the same. It seems that slightly more than half of the surface is still reconstructed successfully, while the rest is strongly distorted. Since the occlusion becomes slightly larger during these four frames due to the increasing angle, we would expect the reconstruction quality to reduce slightly for these frames.

However, the NCC values show quite the contrary behaviour: In the frame just before the occlusion happens, the NCC value is at 0.999996 , which indicates virtually perfect alignment. For the following frames, the values are $0.83,0.87,0.91$ and 0.93 , so the NCC values are increasing, which would normally indicate an improvement of the depth map. Our registrationbased similarity measure gives an estimate of the percentage of the surface that could not be reconstructed, and it produces the values $39.0 \%, 41.5 \%, 41.6 \%, 45 \%$ for said four frames, which agrees with our reasoning that the reconstruction quality should decrease. Figure 7.3 shows the error of the depth map for the last frame of the sequence.

Furthermore, as we are using splines as an inverse depth model, it is not possible to model sharp peaks such as the tip of the cone. However, in the case of non-occlusion, the NCC value still indicates a nearly perfect match of the whole depth map, which seems inadequate. Our proposed similarity measure, however, correctly recognizes this discrepancy between ground truth and the estimate, and estimates that $0.8 \%$ have not been reconstructed accurately. Figure 7.3 shows the per-pixel error assigned by our method. You can see there that the tip of the cone is correctly recognized as outlier.

When analysing this observation, we quickly find that the problem is the normalization of the depth map values involved in computing the NCC ratio. Figure 7.4 shows a schematic example of the problem that the normalization causes. Since the depth map is corrupted, the normalization is not able to bring the depth maps in significant overlap. Rather, the depth maps overlap at parts that do not constitute a valid reconstruction result at all, which explains the unexpected behaviour.


Figure 7.3: Example similarity measurement results, where red indicates high error, green low error, and black areas indicate outlier values that are classified as unsuccessfully reconstructed. The left image is based on a reconstruction using the last image of the cone sequence with heavy occlusion, the right image is based on the non-occluded case.

### 7.1.1 Depth Map Registration Approach

In the following, let $\mathbf{d} \in \mathbb{R}^{n}, \mathbf{d}^{*} \in \mathbb{R}^{n}$ denote the estimated and ground truth depth maps in a vectorized format, such that all $n$ depth values are stacked on top of each other. Furthermore, let $\varepsilon \in \mathbb{R}$ with $\varepsilon>1$ denote a threshold tolerance parameter. For some scaling value $s \in \mathbb{R}$, we would then consider the values $s \cdot \mathbf{d}_{i}$ and $\mathbf{d}_{i}^{*}$ to be in overlap if they are "similar enough", which we define mathematically as

$$
\mathcal{M}_{\mathrm{T}}\left(\mathbf{d}_{i}, \mathbf{d}_{i}^{*}, s\right)= \begin{cases}1 & \text { if } \frac{\mathbf{d}_{i}^{*}}{\varepsilon}<s \cdot \mathbf{d}_{i}<\mathbf{d}_{i}^{*} \cdot \varepsilon  \tag{7.3}\\ 0 & \text { otherwise }\end{cases}
$$

It is important to use a multiplicative threshold here, since the notion of matching depth values must be independent of the scale of the ground truth depth map $\mathbf{d}$. To see this, let us look at the case of an additive threshold, where the matching function would be defined as

$$
\mathcal{M}_{\mathrm{A}}\left(\mathbf{d}_{i}, \mathbf{d}_{i}^{*}, s\right)= \begin{cases}1 & \text { if }\left|s \cdot \mathbf{d}_{i}-\mathbf{d}_{i}^{*}\right|<\varepsilon  \tag{7.4}\\ 0 & \text { otherwise }\end{cases}
$$

If the scale of $\mathbf{d}^{*}$ is changed, the inlier/outlier classification of the values of $\mathbf{d}$ may change, which is undesirable. This is not the case for our function $\mathcal{M}_{\mathrm{T}}$, where intuitively, larger discrepancies are allowed for larger ground truth depth values. Furthermore, using a multiplicative threshold takes into account that large depth values are more difficult to reconstruct accurately, and thus


Figure 7.4: An intuitive explanation for the bad performance of NCC: The normalization of both depth map and estimate does not lead to a maximal overlap of both, in contrast to the registrationbased approach. The green lines indicate overlap, while the red lines indicate disagreement.

## 7. EXPERIMENTAL RESULTS

larger error values should be allowed for them.
The matching function $\mathcal{M}_{\mathrm{T}}$ can be reformulated into an equivalent form as follows:

$$
\mathcal{M}_{\mathrm{LT}}\left(\mathbf{d}_{i}, \mathbf{d}_{i}^{*}, s\right)= \begin{cases}1 & \text { if }\left|\log (s)-\log \left(\frac{\mathbf{d}_{i}^{*}}{\mathbf{d}_{i}}\right)\right|<\log (\varepsilon),  \tag{7.5}\\ 0 & \text { otherwise } .\end{cases}
$$

To find a value $s$ that leads to a maximal agreement of depth map functions under the similarity indicator function $\mathcal{M}_{\mathrm{LT}}$, we minimize the objective function

$$
\begin{equation*}
{ }^{\mathrm{LT}} O(s)=-\sum_{i=1}^{n} \mathcal{M}_{\mathrm{LT}}\left(\mathbf{d}_{i}, \mathbf{d}_{i}^{*}, s\right) \tag{7.6}
\end{equation*}
$$

which is simply the number of inliers generated by the scaling value $s$. To perform this minimization, we use the approach proposed by Papazov and Burschka [79], which has been applied with great success to the much more complicated problem of 3D point set registration. The method also copes very well with our optimization objective.

However, as mentioned in the article by Papazov and Burschka, even better registration results can be achieved by replacing the simple thresholding mechanism with a continuous approximation. They propose to use the function $\left(\alpha+\beta \cdot \delta^{2}\right)^{-1}$ as a smooth matching indicator, where $\delta$ is the difference between the values to be matched. Applied to our threshold-based matching function, this leads to the definition of a soft matching function as follows:

$$
\begin{equation*}
\mathcal{M}_{\mathrm{LS}}\left(\mathbf{d}_{i}, \mathbf{d}_{i}^{*}, s\right)=\left[\alpha+\beta \cdot\left(\log (s)-\log \left(\frac{\mathbf{d}_{i}^{*}}{\mathbf{d}_{i}}\right)\right)^{2}\right]^{-1} . \tag{7.7}
\end{equation*}
$$

Replacing the matching function in the optimization objective above with this smooth function generally leads to a higher quality of fit with a smaller residual error on the matched parts, so we prefer this matching function over the simple threshold function. Some guidelines for choosing the values $\alpha$ and $\beta$ are given in the article by Papazov and Burschka. For our registration method, we use the values $\varepsilon=1.02, \beta=\frac{20-1}{\log (\varepsilon)^{2}}$, and $\alpha=1$.

Once the scale has been retrieved through optimization, we are able to compute the ratio of outlier depth values to total depth values, which finally yields one scalar similarity measure for depth maps. For this computation, we use the threshold-based matching function, because interpretation of the soft matching values in such a sense is difficult.

Another interesting question is the quality of the reconstruction in those parts of the surface that could be reconstructed at all. Again, we should use a scale-invariant measure here, and thus associate the errors on a logarithmic scale, such that the error value calculated for some entry $\mathbf{d}_{i}$ of the estimated depth map would be $\left|\log (s)-\log \left(\frac{\mathbf{d}_{i}^{*}}{\mathbf{d}_{i}}\right)\right|$.

We have already shown two examples for error images created using these values in Figure 7.3 , where green color signifies a low error value, red color signifies high error value, and black areas denote estimation outliers, so the images aim to show both the reconstructed area of a depth map and the reconstruction quality in that area. For computing a scalar measure of
reconstruction quality for the reconstructed parts only, we will compute the root mean squared error of the values $\left|\log (s)-\log \left(\frac{\mathbf{d}_{i}^{*}}{\mathbf{d}_{i}}\right)\right|$ for all $i$.

### 7.1.2 Rotation and Translation Similarity Measures

For comparing two rotations, there are several known similarity measures. The article by Huynh [81] gives a good overview of the most commonly used ones, and also provides an analysis of each of those rotation metrics. Among the six comparison measures analysed, there is also one that operates on rotation quaternions, which is very convenient for us since our implementation also works with rotation quaternions. Let $\mathbf{q}, \mathbf{q}^{*}$ denote the rotation estimate and the ground truth rotation, respectively. Then, we adapt the metric described as $\Phi_{3}$ in the article by Huynh, and define our rotation similarity measure as

$$
\begin{equation*}
\mathcal{C}_{\mathrm{R}}\left(\mathbf{q}, \mathbf{q}^{*}\right)=\arccos \left(\left|\mathbf{q}^{\mathrm{T}} \cdot \mathbf{q}^{*}\right|\right) \cdot \frac{2}{\pi} \tag{7.8}
\end{equation*}
$$

This similarity measure yields values in the range $[0,1]$, where 0 indicates maximum agreement.
For comparing translations, we have to deal with the same scale ambiguity as in the case of the depth maps. The correct scale $s$, however, is determined through the depth map registration process. Denoting with $\mathbf{t}$ our translational motion estimate and with $\mathbf{t}^{*}$ the ground truth motion, we can calculate an error relative to the average of the depth map as

$$
\begin{equation*}
\mathcal{C}_{\mathrm{T}}\left(\mathbf{t}, \mathbf{t}^{*}\right)=\frac{s \cdot \mathbf{t}-\mathbf{t}^{*}}{\overline{\mathbf{d}}^{*}} \tag{7.9}
\end{equation*}
$$

where $\overline{\mathbf{d}}^{*}$ denotes the average of the ground truth depth values. The values of the translation comparison function will be greater or equal to 0 , with 0 indicating minimal error.

### 7.2 Synthetic Datasets Used for our Evaluation

For evaluating our algorithms, we have set up an automated testing environment that generates testing data and evaluates the reconstruction results for a set of combinations of scenes, camera motion paths, textures, and lighting conditions. We have used five different synthetic scenes:

- The surface of a sphere. This has turned out to be a quite easy scenario for our algorithms, mainly because a sphere surface can be easily approximated by a spline surface.
- A slanted plane. Again, this is can be modelled quite well using a spline surface.
- A cone that is viewed from above. The tip of the cone presents some difficulty to the algorithms, since its first order derivative would be non-continuous, which is something that cannot be modelled well using a spline.
- A plane with 4 bumps on its surface. The bumps are modelled as half-spheres. This scenario is more difficult than the cone scenario, since the depth surface has a non-
continuous second-order derivative along the joining line between the half-spheres and the plane.
- Finally, we emulate a setting similar to video-endoscopy with a scene containing a tube that the camera is viewing downwards. This has turned out to be the most difficult scenario for the algorithm, due to the large variations in depth and presence of a discontinuity.

Snapshots of all the above scenes are shown in Figure 7.5.
As for camera motion, we have tried a number of different paths for the camera to follow:

- Linear motion in $x$-direction, with the camera looking at a fixed point close to the object to be reconstructed.
- Spiralling motion in the $x-y$ plane, with the camera looking at a fixed point.
- Linear zoom-out motion, where the camera moves backwards along $z$ direction.
- A linear motion parallel to the viewing plane in $x-y$ direction.
- As a special case for the tube scenario, there is a motion path that moves backward along the tube. The motion is backwards to assure that as much of the reference image as possible remains visible in the subsequent images.

Schematic views of all those motion paths are shown in Figure 7.6.
Finally, we have also tested the influence of the texturedness of the surfaces. To this end, we have run tests with two different textures exhibiting medium and low texturedness. The textures are shown in Figure 7.7.

Not all combinations of scenes and motion paths lead to meaningful scenarios. When combining, e.g., the tube scenario with the spiralling motion path, the camera moves through the boundary wall of the tube, such that a reconstruction becomes completely impossible at that point. Thus, we only use the specialized tube following motion path in conjunction with the tube scenario, and all other motion paths in combination with all other scenarios. Not counting the tube scene, we have then 4 scenes to combine with 4 paths and 2 textures, which makes all in all 32 scenarios. The tube scene is only combined with the two different texture choices, yielding another 2 testing scenarios.

The data is evaluated as follows: We have defined several sets of parameter values in order to systematically determine the influence of system parameters on reconstruction results. The reconstruction algorithm is then run on all possible combinations of scenes, motion paths, textures, and parameters, which generates a lot of data. We calculate the similarity of the estimated quantities with the ground truth, using the comparison functions defined above. If nothing else is mentioned, we use an empirically determined baseline set of parameters which worked well in most cases. Those parameters are:

- The spline order is 2 in both directions, so we are using a bi-quadratic spline.


Figure 7.5: An overview of our rendered scenes, along with associated inverse depth maps. From top to bottom: A sphere, a slanted plane, a cone viewed from above such that its tip is in the image center, a plane with four half spheres attached, and a tube.


(d) Camera Zooming out, viewing direction constant

(e) Tube-following motion

Figure 7.6: Schematic overview of different motion paths used in our evaluation. Note that these plots are not accurate, but are only intended to illustrate the different motion types.


Figure 7.7: The two different types of textures used in our experiments: A soft, diffuse cloud-like pattern, and a more structured, granite-like one.

- The number of control points is 8 in both directions.
- The sliding window buffer size is 3 .
- The regularization multiplier is 0.01 .

We have tested the behaviour of the system under the following changes of the baseline parameter set:

- Different window sizes: No sliding window, and window sizes 2 up to 4 .
- Regularization multiplier: The influence of different regularization weights was tested for values $0,0.001,0.01,0.1,0.2,0.5$, and 1 .
- Spline resolution: The number of control points used in the spline surface model affects the level of detail that can be achieved using that model. We have tested $6,7,8,9,10$, and 11 control points.

All in all, this amounts to testing $4+7+6=17$ parameter sets in combination with the 34 different scenarios we have described above, amounting to 578 test scenario runs all in all. There have been additional, separate evaluation runs for empirically analysing the sensitivity of the algorithm to different amounts of motion.

We want to analyse the expected behaviour of the algorithms under certain settings, and to do this, we proceed as follows:

1. For the parameter we are interested in, say a certain setting of the regularization multiplier, we evaluate the performance of the algorithm for each of the 34 test scenarios. We determine the associated average performance values that have been achieved for depth map similarity, motion similarity, and rotation similarity each. If the parameter settings can be ordered in a sequential manner, we can analyse the behaviour of the algorithm by plotting said evaluation results sequentially.
2. Sometimes, it is more informative to look at the progression of the reconstruction performance values over time. This is the case, e.g., when examining the performance of the algorithm on different scenes, because there is no clear ordering on the scenes, as opposed to, e.g., the regularization multiplier or the spline resolution. To obtain information about the expected behaviour, we group the values per frame, so that we can calculate the average performance of the system per frame for a specific setting.

The graphs display the depth map, rotation, and angular comparison values as defined above, and we use the colors red, green, and blue, respectively. An example for the first kind described above can be seen in Figure 7.15, which shows the overall reconstruction performance for different regularization settings. An example for the second kind of plot can be seen in Figure 7.14. These plots show the development of the estimates over time, where the plots on the left show the worst case performance achieved by the system, while the plots on the right show the median performance ratings for each frame of the specified sequence.

### 7.3 Static Lighting Conditions

We will start our evaluation with the most simple case, which is the case of static lighting. Our evaluation will discuss several different aspects that influence the reconstruction and motion estimation quality. Furthermore, we have run some experiments on a publicly available benchmarking data set, and we will show the results here. Finally, we will also present some reconstruction results on real data whose quality can be evaluated only through visual inspection.

### 7.3.1 Importance of Adequate Initialization

Intuitively, we would expect the system to be a lot more robust against large motions once it has been initialized properly. This is because the distance between the parameter sets that explain measurements for successive images are much smaller if the surface parameters have already been computed correctly, and it is easier for the optimization algorithm to find a way from one parameter set to the other. We have verified this conjecture using a specialized data set that uses a motion path that uses two different movement speeds. This allows us to choose the movement speed for the initialization frames and the other frames independently.

For this experiment, we have again used the cone scene. The movement path was a special movement path where the camera moves along a Lissajous curve with $x=2 \cdot \sin (2 \cdot t), y=$ $\sin (3 \cdot t)$. Figure 7.8 visualizes the camera motion. The speed of camera motion for the initialization frames was varied from very small to very high. The speed for the other frames was chosen constant, but high enough that the system would not be able to initialize from these images. To quantify the amount of camera motion, we specify the ratio $\frac{|\mathbf{t}|}{\mathbf{d}_{\text {max }}^{*}}$ of the translation baseline magnitude in relation to the maximum value $\mathbf{d}_{\max }^{*}$ of the vectorized depth map $\mathbf{d}^{*}$. We will call this measure the normalized baseline.


Figure 7.8: The motion path used for our test of the importance of proper initialization. The red line denotes the motion curve of the tip of the cone.


Figure 7.9: Evaluation results for different average normalized baseline values. The left plot shows the average performance of the reconstruction algorithm for the 20 -image sequence against the ground truth average normalized baseline in the first three frames, the right plot shows the best case similarity obtained.

The algorithm has shown the following behaviour: For smaller initial motion, it was able to initialize properly, as well as track the subsequent images exhibiting very fast object movement. For a larger amount of initial camera motion, the system was not able to initialize properly from the first few frames, and the fast movement after the initialization frames prevented the system from recovering from the bad initial reconstruction. Figure 7.9 shows the average performance of the algorithm against the average normalized baseline for the initialization frames.

The plots show that while an increase in the baseline leads to a better average performance at first, having a baseline that is too large leads to unrecoverable problems. As seen in the best case plot, which shows the best reconstruction similarity values achieved during the whole 20 frame sequence, the performance is really bad as soon as the average baseline exceeds a certain value. This is caused by the inability of the algorithm to initialize properly from the first few images, and it is subsequently not able to recover due to the quick motion of the camera.

## 7. EXPERIMENTAL RESULTS

### 7.3.2 Sensitivity of the Initialization to Motion

One of the most important steps in our system is the initialization of the depth map. We have seen in the previous section that without a proper initialization, the algorithm can get lost in a local minimum easily and it might not be able to recover. In this section, we will try to answer the question of which motion paths and motion speeds are likely to lead to a good initialization. To quantify the amount of motion in a scale-independent way, we again use the normalized baseline as introduced above.

For this test, we consider the slanted plane, sphere, cone, and plane with bumps scenarios, in combination with the paths (a)-(d) shown in Figure 7.6. The tube scenario is left out because it is an especially difficult case that shall be discussed separately.

We have evaluated the initialization performance achieved when using the mentioned paths at different speeds, computing our similarity measures for the first three images of the sequence after the initialization. Our first will be on focused on the performance of the different motion paths using different motion speeds. Figures 7.10 and 7.11 show plots of the average reconstruction accuracy against the normalized baseline.

There are several things that we want to show with this experiment:

- Certain types of motion are more suitable for initialization than others.
- The normalized baseline between frames must neither be too small nor too large.
- Initialization is "easier" when the initial surface model is close to the actual model.

As for the most suitable type of motion, the plots clearly indicate that the two paths (a) and (b), which combine translational and rotational motion, perform best, while paths (c) and (d) that consist of purely translational motion consistently perform worse. This observation can be explained by noting that the camera facing a constant point in the scene leads to a bigger overlap of surface regions in consecutive images, while at the same time allowing a large baseline without the ROI leaving the image region. The initial overlap helps the algorithm to correctly align the rest of the image, while the comparatively large baseline makes the determination of depths easier. The bad performance of the zoom-out motion can be explained by observing that the camera moves away from the surface, which has the effect that the depth resolution quickly gets worse.

Finally, we can see that the initialization of the system performs better when the initial surface model, which is a plane parallel to the camera plane, is close to the ground truth model. The initial model is a plane at distance 1, which means that the initial model does not need to be modified much for the slanted plane and plane with bumps scenarios. For the slanted plane scenario, it is only necessary to rotate the initially estimated plane slightly, and in the plane with bumps scenario, the initial guess is already perfect except for the bumps. The plots show that the error values are very good already for a small normalized baseline. For the sphere and cone scenarios, this is not the case, and larger motion is required to achieve an accurate reconstruction.


Figure 7.10: Initialization results for all four movement paths on the slanted plane and sphere scenarios, where different motion speeds have been used. All plots show the average reconstruction accuracy against the average normalized baseline during the first 5 frames on a logarithmic scale.



Figure 7.11: Initialization results for all four movement paths on the cone and plane with bumps scenarios, where different motion speeds have been used. All plots show the average reconstruction accuracy against the average normalized baseline during the first 5 frames on a logarithmic scale.


Figure 7.12: Some reconstruction results showing the reverse depth map phenomenon for the synthetic cone dataset. Note that the reconstructed surfaces are shown from approximately the same camera position.

### 7.3.2.1 Ambiguous Configurations

During our experiments, we have found another class of motions that lead to undesirable behaviour. This is the class of motions that perform pure rotations and no additional translations. We have tested variants of both paths (a) and (b) that were pure rotations about the look-at point. The performance of the algorithm under this class of motion was highly unstable, sometimes leading to a good reconstruction, but almost equally often leading to a surface model that resembles a stretched mirror image of the actual depth map. Figure 7.12 shows an example for this phenomenon on our synthetic data.

We are not sure about the reason for these singularities. It is known that there exist some configurations [82] that are critical for euclidean multi-view reconstruction, and do not admit a unique solution. However, considering the appearance of these reversed reconstructions, it seems unlikely that our testing cases belong to this class. A different class of ambiguities for euclidean structure-from-motion problems has been described by Oliensis [83]. The author

(c) Reversed reconstruction, front view, camera (d) Reversed reconstruction, front view, camera moved slightly to the left.

Figure 7.13: Face reconstruction results, showing a comparison between successful and reversed reconstructions.
describes the reconstructions as resembling inverse perspective images, which seems to fit our observations well. This makes it seem quite likely that this is the ambiguity that our algorithm encounters. However, a thorough analysis of this situation has yet to be done.

The described problem of reversed depth maps is encountered very rarely on real camera images. One example is shown in Figure 7.13, showing the result of a face reconstruction from two sequences with different camera motion. The surfaces shown in the top two images are viewed from different camera positions, in order to better highlight the distortion of the model. The bottom images show what the inverted model would look like under small translation from the camera's reference position. Note that the camera motion is exactly the inverse of what one would expect. These images show that the reverse depth map is actually a good approximation to the actual images for small camera displacements.

### 7.3.3 Importance of Window Size

One of the main contributions of this work is the transferral of the sliding-window technique to the domain of intensity-based algorithms. Thus, this benchmark is of special importance to us. The results are shown in Figure 7.14 for the window sizes 1 up to 4 . From looking at the plots, it is apparent that the reconstruction results are consistently better for increasing window sizes, both in the worst case and on average.

Note that the algorithm tends to diverge towards the end of some sequences, as seen in the upper left plot and the one below. This phenomenon is due to partial self-occlusion in the cone and sphere scenarios when paths (a) and (b) are used. The disastrous effect that such a self-occlusion can have on the reconstruction has already been shown in Figures 7.2 and 7.3. For window sizes 3 and 4, however, the robustness of the algorithm against this occlusion is improved significantly. The corresponding plots show almost no increase of the reconstruction error for the last couple of frames.

Furthermore, it is apparent that the overall reconstruction quality is also improved by using a bigger window size. Very good results are achieved for window sizes 3 and 4 . The difference in quality between window sizes 3 and 4 is marginal, which is why we have settled for a window size of 3 as baseline for our tests due to its lower computational complexity.

### 7.3.4 Influence of Regularization

The usage of spline surfaces in our algorithm already provides some inherent regularization for surface points that are close to each other. If there are large homogeneous regions in the image, this local regularization will not suffice, and additional regularization can be helpful. We have described our implementation of a regularization term in Section 5.8, and now we want to determine the multiplier that should be used for the regularization term.

We have run all of our test cases for the regularization multipliers $0,0.001,0.01,0.1,0.2,0.5,1$, and the results are shown in Figure 7.15. We show both the failure rates and the average reconstruction accuracy achieved. A reconstruction run is classified as failure if the best reconstruction quality achieved is below $50 \%$, or if the initialization completely fails. To assure comparability of the results used in the reconstruction quality evaluation, we consider only scenarios that have not been classified as failure for any regularization parameter setting.

The plots show that the failure rates are lowest for the multiplier values between 0 and 0.2 , while they rise significantly for higher multiplier values. The quality plot, on the other hand, reveals that the reconstruction quality reaches the best value for the third parameter setting, which corresponds to a multiplier of 0.1 . Overall, it seems that a regularization multiplier of 0.1 performs best with respect to the achieved quality as well as failure rates.

### 7.3.5 Effect of Spline Resolution

Another parameter of our system is the number of control points used to determine the shape of the reconstructed surface. With an increasing number of spline control points, we are able


Figure 7.14: Evaluation results for different sliding window sizes. The plots on the left and the right show the worst and average performance values over time, respectively. From top to bottom, the results are obtained using sliding window sizes 1 to 4 . The window size of 1 corresponds to no sliding window at all.


Figure 7.15: Evaluation results for different regularization multipliers. The plot on the left shows the failure rates associated with different regularization multipliers. On the right, the average reconstruction error achieved by different parameter settings is shown. The $x$ axis represents different parameter settings $0-6$, which correspond to the regularization multipliers $0,0.001,0.01,0.1,0.2,0.5,1$.
to model the surfaces at higher detail. On the other hand, the additional degrees of freedom make the parameter estimation problem more difficult. The behaviour we would expect from the system is as follows:

- For a small number of control points, the reconstruction accuracy should be worse, because small details cannot be modelled well. On the other hand, when data is ambiguous due to large homogeneous regions, lowering the number of control points can help to retrieve better reconstructions, because this increases the effect of the regularization inherent to spline surfaces.
- When increasing the number of control points, the reconstruction quality should increase. However, a higher number of control points also means that the surface has more degrees of freedom for deformation, and this can lead to undesired over-fitting.

We have tested our synthetic data sets with spline resolution parameters 6 up to 11, and the results are shown in Figure 7.16. We can see that the influence of the spline resolution is surprisingly small. Looking closely at the plots, it seems that spline resolutions $9 \times 9$ and $11 \times 11$ yielded the best results, even though the improvement is not substantial.

This is most likely the result of the scenes that have been used for this evaluation. Most of them can already be modelled well with a low spline resolution. The only scene that has some smaller details is the plane with bumps scene, and here, the differences between reconstruction results are also most pronounced. Also, the tube scenario did benefit slightly from an increased spline resolution. See Figures 7.17 and 7.18 for reconstruction results under different spline resolutions.

The reconstruction results for the plane with bumps scenario shows that for a very low spline resolution $6 \times 6$, the surface is reconstructed as an almost perfect plane. This is visible from the error map, which shows that the bumps are completely ignored by the algorithm for


Figure 7.16: Evaluation results for different spline resolutions. The plots show the average error per frame for all test cases. From top left to bottom right, the spline resolution increases from $6 \times 6$ up to $11 \times 11$.


Figure 7.17: Tube reconstruction results for different spline resolutions.
this spline resolution, but the plane is reconstructed well. For the higher $11 \times 11$ resolution, the reconstructed surface now contains the bumps, but there are also artefacts at their borders.

These artefacts are due to the inability of splines to model surfaces with discontinuities in their first derivative. Thus, we see that the increased detail level accounts only for a slight improvement in quality. Our similarity measure gave an error measure of $9.1 \%$ for the $6 \times 6$ resolution result, and $5.9 \%$ error for the $11 \times 11$ result, which is a rather minor improvement.

For the tube sequence, the improvement at a higher spline resolution is even smaller. For a resolution of $11 \times 11$, the tube was reconstructed with an error of $16.7 \%$, while the result for a resolution of $8 \times 8$ was $19.1 \%$. From inspecting the reconstructed surface, it is apparent that the algorithm did a good job for reconstructing the tube walls close to the camera, but was not successful in determining the depths for the parts of the tube that are further away.

### 7.3.6 Behaviour for Medium and Weak Textures

Even though our algorithm can deal quite well with weakly textures surfaces, a higher degree of texturedness does improve the reconstruction results slightly. We have already shown the textures that are used in our evaluation in Figure 7.7. The cloud-like texture does provide considerably less structure than the granite-like one, so we would expect better results when using the granite texture.


Figure 7.18: Plane with bumps reconstruction results for different spline resolutions.

Figure 7.19 shows the average reconstruction errors for both texture types. And indeed, the system behaves according to our expectation: The reconstruction results are consistently better for the granite texture, even though not by a large margin. This shows that while the system can cope well with weakly textured surfaces, stronger texturedness does help.

### 7.3.7 The Tube Scenario

As we have mentioned earlier, the tube scenario is an especially difficult scenario to reconstruct. This can be explained as follows:

- As we have seen, B-splines already have trouble modelling surfaces whose first-order derivative is non-continuous, leading to such artefacts as shown in Figure 7.18. The tube scenario, however, is even more difficult, because its depth map is itself already non-continuous.
- As we have mentioned, the initial surface model is a plane that is parallel to the camera plane. This surface shape, however, is very far away from that describing a tube in parameter space. This makes it especially difficult for the optimization algorithm to converge towards a usable approximation to the tube shape.

Despite these difficulties, we were able to successfully reconstruct the tube, but the success rate was only about $50 \%$ across all different parameter settings. Furthermore, we experimented


Figure 7.19: Evaluation results for different texture types. The plots on the left and the right show the average reconstruction performance when using the cloud-like texture and the granite-like texture, respectively.
a long time with different camera motions, and we found the tube-following motion moving backwards through the tube to performed quite well. This is a bit surprising, given that this kind of motion is very similar to the zoom-out camera motion which has been shown to perform rather suboptimal for the other scenarios.

Some reconstruction results have already been shown in the discussion on spline resolution in Section 7.3.5, see Figure 7.17. Figure 7.20 shows the best and worst reconstruction results that can be expected from our algorithm.

It can be seen that the algorithm is able to reconstruct the parts that are close to the reference camera quite accurately, but has trouble retrieving the correct depths for parts of the tube that are far away. From visual inspection, the difference between both reconstructions is quite difficult to see. However, the error map shows that the main difference is the reconstruction quality in the vicinity of the reference camera.

These observations show that the reconstruction of tube-like structures is indeed possible using our system, even though such reconstructions are difficult and have some accuracy problems for parts of the depth map that are far away. It would probably be possible to drastically improve the performance of the algorithm by initializing the system properly. Furthermore, there are probably other depth map models than B-spline surfaces that could be better suited for representing tube-like structures. Exploring such improvements is one of our topics for future work.

### 7.3.8 Results on Independent Benchmarks

To our knowledge, there are no proper benchmarks for such direct structure-from-motion algorithms as proposed in this work. Lieberknecht et al. [84] have, however, developed a benchmark for planar tracking algorithms. We have run our constant-light reconstruction algorithm on two of their data sets, making only one minor change to our reconstruction algorithm, namely the usage of a purely planar surface model.

The datasets we have used for this evaluation are the "bump sign" and "stop sign" sequences,
lighting_static.tube.gradient.tfollow00


Figure 7.20: Tube scenario reconstruction results.
which are classified as weakly textured scenarios in the benchmark. We have also restricted our tests to the "angle" sequences in both cases, because these are the only sequences where the tracking target stays within the image. We have not yet taken measures to make the algorithm robust against parts of the ROI leaving the image, so our algorithm is at an disadvantage here. This is the main reason why we have only verified our algorithm with the two mentioned datasets.

The benchmark expects as input the 2D pixel coordinates of four reference pixels that should be tracked by the algorithm, and it evaluates the accuracy of the tracking result by computing the root mean squared error for the coordinates of these four pixels. Frames where this mean squared error is below 10 pixels are counted as successfully tracked, and another RMS value is computed based only on these successfully tracked images. The evaluation results for both mentioned datasets are shown in Figure 7.21.

The results show that, with tracking success rates of $80.4 \%$ and $99.8 \%$ and average pixel RMS errors of 3.13 and 3.0, our algorithm performs better than any of the feature-based tracking methods evaluated by Lieberknecht et al. in their original paper. Three feature-based tracking methods have been tested, using the FERNS [85], SURF [11] and SIFT [10] feature detection and matching methods, and the performance of all these algorithms is consistently below $50 \%$, supporting our conjecture that intensity-based methods are better suited for tracking and reconstructing sparsely textured scenes.

The only algorithm that performs better than ours is the ESM [86] algorithm, which is also a direct method. This is, however, not very surprising, since the ESM algorithm specializes in tracking of pre-specified planar targets. In other words, the ESM algorithm already knows what the planar tracking template looks like, and merely has to find it in the image.

Our method, on the other hand, performs a simultaneous reconstruction while tracking the ROI, which is more difficult. It does not know what the planar template looks like at the beginning, but it determines the template on the fly while tracking. All in all, the benchmark results show that our algorithm is well capable of tracking and reconstructing real-world planar scenes that exhibit only low texturedness.

### 7.3.9 Non-Verified Reconstruction Results

Finally, we would like to present some results of reconstruction on real-world images where we do not have any ground truth to compare to. The only way to verify these results is by visual inspection. Figure 7.22 shows the reconstruction results for a cup that has been covered by a piece of white cloth. As can be seen from the images, the scene exhibits very little texture. Still, the reconstruction seems to be accurate, since the shape of the cup under the cloth is clearly recognizable.

Furthermore, we present two more face reconstruction results in Figure 7.24. These reconstructions have been performed using $11 \times 11$ spline control points, and a sliding window size of 4. The results are quite good, but especially from the profile views it is apparent that the spline surfaces offer only limited modelling accuracy. However, generating high-detail models


Figure 7.21: Tracking results for the planar tracking benchmark.


Figure 7.22: Reconstruction results for a cup that has been placed under a white piece of cloth.


Figure 7.23: Face reconstruction example.


Figure 7.24: Another face reconstruction example. Note that there is an outlier that is caused by a depth discontinuity in the ROI.
of the environment is not the main focus of our algorithm, our intent is instead to facilitate reconstruction under difficult situations.

### 7.4 Camera-Centered Light Source

For evaluating the illumination-modelling reconstruction algorithm that assumes a light source at the camera position, we are again relying mainly on synthetic data sets, where ground truth is available. We are using the same scenarios as in the case of constant light. Generally, we have found the light-modelling algorithm's performance to be very similar to that of the constant-light algorithm. There were, however, also some differences:

- We have claimed that the changing illumination actually helps to improve the reconstruction results of our algorithm, since the changing pixel intensities actually contribute additional information about the shape that is being observed. This is reflected in the reconstruction accuracy.
- However, the initialization is more difficult than that of the constant-light algorithm. This can be explained by observing that the intensity-warping function used to explain the intensity changes introduces even more non-linearity into the non-convex optimization problem, so it can be hard for the algorithm to find its way to a correct minimum.


Figure 7.25: Per-frame average performance results for the static lighting case on the left and for the camera-centred lighting case on the right.

The plots in Figure 7.25 show that the reconstruction quality of the light-modelling algorithm is indeed slightly better than that of the static-light algorithm for the major part of the frames. However, it can also be seen that the decline in quality over last couple of frames is higher than in the constant light case. It seems that the partial occlusions that appear at the end of some of the synthetic sequences are more problematic for the light-modelling algorithm than for the simple constant-light algorithm.

We have also performed the benchmark for suitable initialization motions and speeds that has been performed for the static light algorithm in Section 7.3.2. According to our expectation, the initialization of the illumination-modelling algorithm is much more difficult than that of the static-light algorithm. We have prepared some plots showing the relation between baseline and motion types and initialization accuracy in Figures 7.26 and 7.27. We can see that the algorithm is much more sensitive to the initial baseline. For example, the paths (a) and (b) produced very good results when using the static-light algorithm, but in this case, we can see that the initialization fails quickly if the baseline becomes too big. Also, the results for some of the other movement paths look drastically worse.

Furthermore, for the tube scenario, it was not possible to initialize the system at all unless the initialization described in Section 3.3, Equation (3.12) was used. This shows that, as expected, the initialization of the system is made considerably more difficult because of the additional non-linearity introduced through the intensity warping function.

However, it is also striking that the initialization results for small baselines, where successful, are very good, and mostly better than the corresponding results in the constant-light case. This is another observation that supports our claim that the changing image intensity values can contribute additional information to the system, leading to a better overall reconstruction quality.

### 7.4.1 Non-Verified Reconstruction Results

The reconstruction of real-world images using the illumination modelling approach has turned out to be much more difficult than for constant-light images. The main reason is that our



Figure 7.26: Initialization results for all four movement paths on the slanted plane and sphere scenarios when using the light source modelling algorithm. All plots show the average reconstruction accuracy against the average normalized baseline during the first 5 frames on a logarithmic scale.



Figure 7.27: Initialization results for all four movement paths on the cone and plane with bumps scenarios when using the light source modelling algorithm. All plots show the average reconstruction accuracy against the average normalized baseline during the first 5 frames on a logarithmic scale.
algorithm is quite sensitive to sub-optimal photometric characteristics of the employed system. We have only had the chance to work with images that were not photometrically rectified, so that vignetting and a non-linear camera response could not be removed from the images. Furthermore, as we have described above, reconstruction results may be affected considerably by a non-zero displacement between the camera and the light source.

Nevertheless, we present here two reconstruction results obtained from video-endoscopic images, shown in Figure 7.28. The first result is a reconstruction of a rolled-up newspaper, and the other image shows a reconstruction of an airway. For comparison, we also show the reconstruction of a nearly "perfect" circular tube from synthetic data, which has been evaluated as showing an error of $\sim 24 \%$ by our comparison method. The reconstruction is accurate for the opening area of the tube, and is only inaccurate for the part of the tube that is far away.

It is apparent that the reconstruction quality is not quite optimal for the real-world images, however the newspaper reconstruction came out lot better than the airway reconstruction. The rolled-up newspaper result shows one large outlier corresponding to one corner of the ROI. Apart from that, the reconstruction seems quite close to the reconstruction of the synthetic tube.

For the airway result, we can only say that the shape of the tube has been reconstructed very roughly. The border of the ROI has been reconstructed with unsatisfactory accuracy, showing several outliers. We attribute these difficulties to four factors:

- The photometric response curve of the employed camera system is not known.
- The vignetting profile is also unknown.
- Even though the light source is very close to the camera, there still is a notable displacement between the light source and the camera center.
- Assuming a point light source is unrealistic, and it would be better to approximate the light source as a point light with non-uniform spatial intensity distribution.

The last two points have been discussed, e.g., by Wu et al.[24], who have shown that these two problems can be dealt with through proper calibration. Overall, it is hard to say which of these four sources of error is most problematic for our method. Exploring possible measures to alleviate these problems is a subject of future work.

### 7.4.2 A Short Evaluation of Mutual Information

To support our claim that illumination modelling is necessary to achieve satisfying reconstruction results, we have compared our approach to the well-established method of mutual information (MI) [59], which has a reputation of being resistant against many types of lighting changes. We were, however, able to show that mutual information performs considerably worse than our proposed algorithm in the specific case of a light source at the camera center.

This can be explained by realizing that mutual information can deal well with uniform changes of intensities that affect the whole image, but not with local changes, where one part


Figure 7.28: Reconstruction results on two real-world sequences (top two rows) and one synthetic sequence for comparison (bottom row).


Figure 7.29: Some reconstruction results generated by using the mutual information similarity measure (left two columns), and reconstruction results produced by our proposed algorithm for comparison (right column).
of the image becomes brighter and another part darker due to the moving light source. By maximizing the mutual information between two sample sets, we are essentially aligning the histograms associated with those sets. The mutual information similarity measure rewards situations where the joint histogram between both sample sets is sparse, and penalizes dispersed joint histograms. However, a non-uniform change in intensities provokes a non-uniform change in histograms as well, and mutual information cannot align such histograms.

To support this claim, we have equipped our algorithm in the static-light variant with the mutual information similarity measure, and compared the reconstruction results with those from our illumination-modelling algorithm. The results can be seen in Figure 7.29. It is apparent that while the reconstruction using MI does not fail completely, it generates a lot of artificial bumps and other outliers in the reconstructed result, and thus performs significantly worse than our proposed algorithm on both real-world and synthetic datasets. For generating these reconstructions, we have tried a lot of different parameter settings, and we show the best results we could achieve.

The cone reconstruction results are especially bad and the surface reconstructions are basically unusable, since they hardly resemble a cone any more. The images show the results of two

## 7. EXPERIMENTAL RESULTS

different reconstruction runs with different parameters. While the tube reconstruction result looks OK when viewed from the outside, a close look from inside the tube through the opening reveals that the border is strongly distorted, which is not the case for the reconstruction that has been retrieved using our algorithm. The result using our algorithm has been verified to be accurate in the region around the opening, which proves that the quality of the MI reconstruction is sub-optimal. Note that there are four small, but visible corners in our reconstruction result. These are no errors, but are caused by the corners of the ROI in the template image.

Even for real-world images, the mutual-information based reconstruction is inferior to the one produced by our algorithm. The reconstruction results from our algorithm are not flawless, but clearly better than that of the MI-based algorithm. We do not know the ground truth for the rolled-up newspaper images, but it seems reasonable to assume that the surface should look very similar to the cone reconstruction. We conclude that using a robust similarity measure such as mutual information is by no means enough to perform surface recovery under moving light conditions, and explicit illumination modelling, as performed by our algorithm, produces much better results.

### 7.4.3 Effect of Camera-Light Source Displacement

For real-world images, it is physically impossible to have the light source coincide with the camera position. This will always only be approximately the case, and it has already been shown that the position of the light source relative to the camera has a substantial influence on reconstruction accuracy in the case of shape-from-shading methods [24]. Having a non-zero displacement between the camera and the light source violates our assumption of having a light source at the camera center, and in this section, we examine the exact effects of this violation on our reconstruction results.

For this test, we have used the same scenarios as in Section 7.3.2 in combination with the same camera motion paths. However, instead of varying the speed of the camera motion, we vary the displacement of the light source against the camera, such that the light source is moved in positive $x$ direction, to the right of the camera.

Our results show that already for very small displacements, the reconstruction quality is reduced drastically. Figure 7.30 shows the plots of average reconstruction qualities for different normalized light displacement values. The normalization is performed by dividing the light displacement vector through the maximum depth value of the ground truth depths, so these values are analogous to the normalized baseline values introduced earlier. It is evident that the light displacement severely disturbs the reconstruction algorithm, and the error values rise consistently with the displacement.

Figures 7.31 and 7.32 show some reconstruction results that visualize the typical distortions that can be expected when camera and light are not coincident. From visual inspection, we can see that the reconstructed surfaces do still resemble the true surfaces, but are distorted. The surfaces show a specific distortion where the surface seems to deform towards one direction. In addition to that, the blurry texture of the surface leads to the algorithm shifting towards false


Figure 7.30: Evaluation results for different amounts of light displacement. The plots show the average error for all 20 frames per normalized light displacement.
matches, which produces artificial bumps on the surfaces. This can be seen especially well in the plane reconstruction results.

All in all, we have shown that the algorithm is rather sensitive to violations of its essential assumption that the light source is located at the camera center, which in turn reinforces our claim that proper calibration is necessary to further improve reconstruction results.

### 7.5 Light Source Calibration Results

Before we move on to our reconstruction results when using a calibrated light source, we first show some example calibration results on synthetic data. Two results of the light source calibration method on some real-world images have already been shown in the corresponding Chapter 6, see Figures 6.2 and 6.6.

There is no way to specify an intensity profile for a light source in POV-Ray. Rather, one has to create semi-transparent objects that affect the color of the light passing through it. This makes it rather difficult to obtain the ground truth profile, so we rely on visual inspection instead. We have created three test cases that can be verified quite easily that way. The calibration results for these cases are shown in Figure 7.33.

We have used a calibration pattern size of $640 \times 480$ for all three test cases. For the first example, we have used a plain white light source. We would expect the intensity profile


Figure 7.31: Reconstruction results for the cone scenario under increasing light displacement.


Figure 7.32: Reconstruction results for the slanted plane scenario under increasing light displacement.

(b) Results for projected translucent spheres.

(c) Results for complex structured light.

Figure 7.33: Light calibration results on synthetic data. The left two images in each row show rendered images used for the calibration. The rightmost image shows the calibrated intensity profile.
to be completely white as well, and the algorithm indeed computes such a uniform intensity profile. The light projection center has been determined as $(100.51,-302.28,-102.31)^{\mathrm{T}}$, where $(100,-300,-100)^{\mathrm{T}}$ would be the true values. The error is thus very low relative to the size of the calibration pattern.

In the second example, we have added some semi-translucent spheres between the light source and the calibration patterns, which results in the projection of coloured circles onto the calibration planes. The intensity profile can be seen to be very accurate, since the circles are reproduced as nearly perfect ellipses in the intensity profile. The projection center of the light source has been computed as $(400.97,296.97,-1.17)^{\mathrm{T}}$, and the ground truth is $(400,300,0)^{\mathrm{T}}$, again a very low error in relation to the observed objects.

Finally, for the third example, we have created a translucent textured sphere with a complex pattern around the light source. In addition to that, we have made the images brighter, to show that our algorithm can cope well with the problem of uniform, diffuse ambient light. Indeed, we can see that the calibrated intensity profile reproduces the projected pattern quite well. The light source position has been determined as $(398.11,-403.19,3.11)^{\mathrm{T}}$, where $(300,-400,0)^{\mathrm{T}}$ is the ground truth position.

### 7.6 Tracking with a Calibrated Light Source

The case of using a calibrated light source is rather difficult when compared to the other two cases of reconstruction scenarios. This is mainly because the reconstruction is now no longer up to scale, which is due to the baseline between the camera and the light source. However, this also means that we cannot initialize the scene estimate with arbitrary scale, but we need a good initial estimate of the actual depth.

This turned out to be a considerable problem in our experiments. We were not able to find an efficient method for computing a useful initialization state for the system. However, it was at least possible to show that the system is able to track the object under consideration after the system parameters had been initialized adequately.

We show here the data obtained for one run of the cone sequence, using motion path (a) and the granite texture. For determining the light calibration parameters, we have used our light calibration method. The system has been initialized with an approximate model of the cone and also the translational part of the camera motion has been specified. The initialization is not perfect, however, as can be seen from the error image shown in Figure 7.34. The initial surface has been evaluated to have an error of $7 \%$. The initial motion was evaluated with error values of 0.03 for the translational error and 0.014 for the rotational error.

The surface reconstruction error is already low to begin with, but it improves considerably after the first optimization run during initialization, and stays low throughout the 20 -frame sequence. This shows that the method is at least capable of tracking and refining a 3D surface under calibrated lighting.

All in all, the results look promising, but without a way to properly initialize the system, the method can not be used for anything else than tracking at present. Finding a solution to


Figure 7.34: Evaluation results for calibrated-light reconstruction and tracking. The plots show the average error per frame, and the first entry shows the accuracy of the initialization.
the initialization problem is one of the topics for future work.

### 7.7 Performance Considerations

While we have taken some efforts in order to improve performance of our algorithms, the efficiency of our methods was never the main concern of our work. Through our optimization framework, we have sought a compromise between flexibility and performance. Consequently, none of our algorithms are currently real-time capable. Depending on the type of algorithm that is used, and also on some parameters such as sliding window size, number of control points, etc., the processing speed for typical reconstruction problems lies between roughly 5 and 0.2 frames per second.

However, there is much potential for performance improvement. First of all, we use a generic sparse Cholesky decomposition to solve the SQP equation system, which is sub-optimal. For feature-based bundle adjustment, it is well-known that the special structure of the bundleadjustment equations can be exploited very well [47, 87]. It seems quite likely that this would be possible for our algorithms as well, leading to a faster, but more specialized algorithm.

Furthermore, many modern structure-from-motion algorithms rely on GPU computation [41, $68]$ to achieve real-time performance. We are quite confident that our algorithms would also benefit greatly from a GPU-based implementation, and would probably be able to achieve real-time performance then.

## Chapter 8

## Conclusion

In this thesis, we presented three different algorithms for recovering structure and motion from monocular images based purely on image intensities under different lighting assumptions, and we described an optimization framework that allows implementation of these algorithms in a uniform, consistent and modular way. Furthermore, we have described a method for calibration of a camera-light pair, in which the light source is modelled as an inverse camera.

For our surface and motion recovery algorithms, the constant-light variant has shown the best overall performance, even though there are some minor problems with ambiguous solutions. The algorithm performs well for both synthetic and real camera images, and it can be easily initialized even from images with a very small baseline. For the algorithm using a camera-centered point light model, we have observed very good results on synthetic datasets, but there are some problems on real camera data. We have discussed possible causes for these problems, which are photometric inconsistencies that can probably be dealt with using calibration methods. Furthermore, we have seen that the camera-centred light algorithm is more difficult to initialize than the constant-light variant. The last type of algorithm, which uses an illumination model based on a calibrated light source, is currently only fit for tracking tasks, and only after the system has been initialized properly. The performance on synthetic data was satisfactory, but due to the initialization problems, we were not able to gather any results from real camera images. Thus, as it is now, this algorithm is more of theoretical interest.

The optimization framework proposed in this work is powerful enough to implement the described algorithms in an efficient and uniform way, facilitating re-usability of components. It is specialized for implementing equality-constrained SQP-type optimization problems for compositional objective functions, where the involved derivatives are sparse and exhibit a static sparsity structure. The framework is the core technology used in our implementations.

Our proposed light calibration method has been shown to work well both on synthetic data and on real image data. It is also capable of dealing with constant additive disturbances to the image data, effectively cancelling out brightness shifts and minor scattered light effects.

## 8. CONCLUSION

### 8.1 Future Work

The topic of surface and camera motion recovery directly from image intensities is a very complex one, and within this thesis, we were only able to explore a limited set of aspects of this problem. Consequently, there are a number of possible improvements that we would like to investigate in the future. Roughly ordered in descending order by importance, these would be:

- As we have mentioned, the reconstruction algorithm for the case of using a calibrated light source is very difficult to initialize. Finding a way to solve this initialization problem is very important to improve the usability of the algorithm. Possible approaches to address the problem are as follows:
- If the light source is close to the camera, we could generate an initial, scale-free estimate assuming that the light is located at the camera center, determine a preliminary scale for the estimate through a separate optimization, and finally use the generated estimate for initialization.
- We could perform some kind of well-defined motion at the beginning of a sequence such that at least the camera parameters can be initialized roughly.
- The centred-light algorithm seems to suffer from photometric inconsistencies that could be removed through proper photometric calibration. A thorough evaluation should be done, examining the potential of this method for video-endoscopy applications.
- The static-light algorithm has been shown to suffer from an ambiguity where "inverse perspective" reconstructions are generated. These solutions correspond to local minima. It should be possible to devise methods to detect these ambiguous configurations and subsequently avoid the erroneous reconstruction.
- All of our algorithms could probably benefit from an extended convergence radius by using a better approximation to the Hessian in our optimization. A potential candidate technology is the ESM method proposed by Malis [50], in the generalized variant described by Brooks and Arbel [61].
- The simple regularization that we have implemented has been shown to be useful, but we suspect that more sophisticated regularization schemes could further improve the performance of our algorithm. The anisotropic regularization scheme described by Werlberger et al. [88] would be a candidate for exploring the possible benefits of better regularization.
- We assume that the observed surfaces exhibit Lambertian reflectance, which is not the case for many surfaces. Using a more sophisticated surface reflectance model, such as Phong shading [89] or the Oren-Nayar reflectance model [90], would probably increase the reconstruction accuracy and make the algorithms more robust.
- Our algorithms are not real-time capable until now. However, real-time performance could probably be achieved easily if time-intensive computational parts are ported to the GPU, using CUDA ${ }^{1}$ or OpenCL ${ }^{2}$. Furthermore, the sparsity structure of the intensity-based bundle adjustment problem could probably be exploited more efficiently [47, 87].

The most important improvements are the first two, because we expect them to have significant impact on our algorithm's performance on real video-endoscopic images, while they seem relatively easy to implement. Supporting different surface reflectance models also seems promising, but we would expect this to be more difficult to implement. Additional parameters might be needed to capture the reflectivity behaviour of surfaces, which means that the optimization formulation needs to be changed drastically. The other improvements are mainly of technical nature, and as such are "nice to have", but do not constitute essential improvements. All in all, we see that the framework we have created and the basic algorithms that have been implemented within it may well serve as a basis for future research projects.

[^5]8. CONCLUSION

## Appendix A

## Mathematical Notation

| Symbol | Meaning |
| :---: | :---: |
| $n$ | Scalar values are denoted by italic letters. |
| $f(x)$ | This is a scalar function of th |
| v | Bold lower |
| $\mathbf{v}(\mathrm{x})$ | A multi-dimensional function $\mathbf{v}$ with vector-valued parameter $\mathbf{x}$. |
| $f \circ g, \mathbf{f} \circ \mathbf{g}$ | If $f$ resp. $\mathbf{f}$ and $g$ resp. $\mathbf{g}$ are both functions, the operator denotes the composition of these functions. |
| $\operatorname{id}(x), \operatorname{id}(\mathbf{y})$ | The identity function. |
| $\mathbf{T}(\mathbf{a}, \mathbf{b})$ | A rigid transformation of the 3D coordinate vector $\mathbf{b}$ according to extrinsic parameters a. |
| $\mathbf{R}(\mathbf{q})$ | The rotation matrix associated with unit quaternion $\mathbf{q}$. |
| $\mathcal{C}(\mathbf{z}, \mathbf{y})$ | A cost function that assigns a scalar penalty value to vectors $\mathbf{z}, \mathbf{y}$, where $\mathbf{z}$ is the prediction and $\mathbf{y}$ is the measurement. |
| $\boldsymbol{\pi}(\mathrm{v})$ | The perspective divide function, performing a 3D-2D projection by dividing the first two elements of a vector $\mathbf{v} \in \mathbb{R}^{3}$ through the third component. |
| $\mathbf{v}_{i}$ | Subscripts are used to refer to the elements of a vector, in this case the $i$-th element of $\mathbf{v}$. |
| $[\mathbf{a}+\mathbf{b}]_{i}$ | Sometimes, we want to refer to a certain element of a vector-valued expression. To enhance readability, we use a subscript in conjunction with square brackets, such that the expression on the left would denote the $i$-th component of the sum of vectors $\mathbf{a}, \mathbf{b}$. |
| M | Matrices are denoted by upper case bold letters. |
| $\mathbf{M}_{i, j}$ | A specific element of a matrix is referred to by using two comma-separated subscripts. The element in row $i$ and column $j$ of $\mathbf{M}$ would be denoted as shown here. |
|  | continued on next page |
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| continued from previous page |  |
| :---: | :---: |
| $[\mathbf{A}+\mathbf{B}]_{i, j}$ | If we want to refer to a certain element of a matrix-valued expression, we will use square brackets in conjunction with two comma-separated subscripts in order to enhance readability. The expression on the left would then denote the element in row $i$ of column $j$ of the sum of matrices $\mathbf{A}, \mathbf{B}$. |
| $[\mathbf{M}]_{i}$ | This is the $i$-th row vector of the matrix $\mathbf{M}$. |
| $[\mathbf{M}]_{*}$ | This is the $j$-th column vector of the matrix $\mathbf{M}$. |
| $\mathbf{I}_{n}$ | The identity matrix of dimension |
| $\mathbf{0}_{n, m}$ | A matrix of zeros of dimension $n \times m$. |
| $\mathbf{0}_{n}$ | A column vector of zeros of dimension $n$. |
| $\mathbf{1}_{n, m}$ | A matrix of ones of dimension $n \times m$. |
| $1_{n}$ | A column vector of ones of dimension $n$. |
| K | The camera projection matrix associated with a calibrated camera. |
| $\mathbf{K}_{\text {L }}$ | The light projection matrix, containing the intrinsic parameters associated with a calibrated light source. |
| A $\cdot \mathbf{B}$ | The dot denotes a regular matrix product. The inner product of vectors $\mathbf{a}, \mathbf{b}$ would be denoted as $\mathbf{a}^{\mathrm{T}} \cdot \mathbf{b}$. |
| $\mathbf{A} \otimes \mathbf{B}$ | The symbol $\otimes$ denotes Kronecker matrix product. |
| A $\circ \mathbf{B}$ | The symbol $\circ$, when used with matrices, denotes the Hadamard matrix product, which is the component-wise product of matrices. |
| $\widehat{\mathbf{A}}$ | The hat symbol is used to denote the Hadamard inverse of a matrix or vector, which is its component-wise inverse. |
| $\mathbf{A}^{\circ n}$ | The superscript on denotes the Hadamard exponentiation of a matrix or vector, which calculated by raising all elements to the power of $n$. This means that $\mathbf{A}^{\circ(-1)}=\widehat{\mathbf{A}}$. |
| $\operatorname{vec}(\mathbf{A})$ | The vectorization of the matrix $\mathbf{A}$, which is a column vector obtained by stacking all columns of $\mathbf{A}$ on top of each other, from left to right. |
| $\operatorname{diag}(\mathbf{v})$ | A diagonal matrix with the vector $\mathbf{v}$ on its diagonal. |
| $\mathcal{S}(\mathbf{S})$ | The 0-1 matrix describing the sparsity structure of a sparse matrix $\mathbf{S}$. |
| $\operatorname{val}(\mathbf{S})$ | Denotes the vector of values of the sparse matrix $\mathbf{S}$, obtained by stacking all non-zero values into one vector. The values are obtained in a column-major fashion, such that the values of columns are collected from left to right. Within a column, they are taken from top to bottom. |
| J | The image function. It can represent single-channel or multi-channel images. If $n$ is the number of channels, then the function is of type $\mathbb{R}^{2} \rightarrow \mathbb{R}^{n}$. When dealing with image sequences, a subscript is used to denote the number of that image within the sequence, such that $\mathfrak{J}_{i}$ denotes the $i$-th image. |
|  | continued on next page |

```
continued from previous page
L}J\mp@code{The light intensity function. Represents the spatial light intensity from the
    light projection center in some direction.
```

Table A.1: Mathematical notation
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## Appendix B

## Diagram Conventions

When displaying images of depth maps, error maps and similar entities, we are using the commonly adopted method of rainbow color maps. In such a map, the color blue represents the lowest value, while red color corresponds to the highest value. Intuitively, this can be understood as a "temperature" chart, with temperatures going from low to high. We usually use normalized plots, unless otherwise stated. Figure B. 1 illustrates the usage of the colour map.


Figure B.1: Top: Colour-coding used for displaying magnitudes. The values are increasing from 0 on the left to 1 on the right. Middle: Colour-coded example depth map, bottom right: Corresponding gray-scale depth map.
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