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Abstract
Protein sensing with solid-state nanopores bears great potential for future bio-analytic appli-
cations. Monitoring of the ionic current through a single nanopore over time permits to detect
the passage of single proteins or other molecules, leaving a fingerprint in the current-time trace,
from which information about the molecule under investigation may be derived. Many ideas
for sensing applications came up in recent years, but still some fundamental questions about the
forces acting during protein translocation need clarification.

In chapter 2 and 3 of this thesis, the fabrication of silicon nitride nanopores by means of electron
beam lithography is presented, the measurement instrumentation is explained and the basic the-
ory necessary for the following experimental chapters is introduced.

In chapter 4, we report on the influence of the electroosmotic flow on protein translocation.
We determine the zeta potential of a model protein (avidin) and a silicon nitride nanopore for
different pH values. The measurements reveal that electroosmotic flow can enhance or even
dominate protein transport over the electrophoretic motion. The resulting translocation direction
can be predicted according to the difference between protein and pore zeta potential. Besides
electrophoretically or electroosmotically driven transport, we report on a third mechanism when
electrophoresis and electroosmosis cancel each other out. In this case, diffusion of proteins
through the pore is observed irrespective of the applied potential.

Chapter 5 deals with experiments on a proteolytically active protein complex, the 20S protea-
some from Thermoplasma acidophilum. First, we show that translocations of the protein through
a conical nanopore are characterized by step-like current blockades. This blockade signature can
be related to transient adsorption at different positions inside the nanopore and depends on pore
size as well as on the applied potential.
In the second part of this chapter, we present trapping of single proteasome molecules in a pit-
pore device. This device is fabricated in a two-step process and comprises a conical pit, fabricated
by e-beam lithography, and a smaller pore, fabricated by TEM milling. A single molecule may
now enter the conical part, but is hindered from translocation by the small pore. Proteasome
molecules can be trapped and released reversibly in this device. If a single molecule is trapped,
the measured ionic current is sensitive on the occupation state of the proteasome. Experiments
at room temperature show that the current is blocked further after the addition of peptide Suc-
LLVY-AMC. This strongly suggests incorporation of peptide in the proteasome for degradation.

The last chapter deals with a possibility to block a nanopore for a certain amount of time with-
out applying an external voltage. Therefore, we conjugate nanoparticles with λ-DNA. Under
the influence of an external electric field, the DNA is pulled through the pore but the attached
nanoparticle stops the motion and blocks the pore. The external potential is now switched off
and the nanoparticle pulls the DNA through the pore by thermal motion. Despite a low yield in
particle–DNA conjugation, we observe blockade times of 1–2 s in pores of ∼15 nm diameter. In
contrast, nanoparticles without DNA did not block the pore appreciably.
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Zusammenfassung
Die Detektion von Proteinen mittels künstlicher Nanoporen bietet viele Möglichkeiten für zukünf-
tige bioanalytische Anwendungen. Indem man den zeitlichen Verlauf des Ionenstroms durch eine
einzelne Pore misst, kann man den Durchgang eines einzelnen Proteins (Translokation) sichtbar
machen. Das Protein hinterlässt einen charakteristischen Fingerabdruck im Strom-Zeit Verlauf,
anhand dessen man Informationen über das untersuchte Protein ableiten kann. In den letzten
Jahren wurden viele Ideen für Sensoranwendungen vorgeschlagen und experimentell untersucht.
Trotzdem sind noch immer einige fundamentale Fragen zu klären, was die physikalischen Kräfte,
die in der Pore auf das Protein wirken, anbelangt.

In Kapitel 2 und 3 dieser Arbeit wird die Herstellung von Nanoporen in Siliziumnitrid mit-
tels Elektronenstrahllithographie beschrieben, der experimentelle Versuchsaufbau erklärt und die
notwendigen theoretischen Grundlagen behandelt, die zum Verständnis der nachfolgenden Kapi-
tel wichtig sind.

In Kapitel 4 wird der Einfluss des elektroosmotischen Flusses auf die Protein-Translokation be-
handelt. Hierzu bestimmen wir zunächst das Zeta-Potential eines Modell-Proteins (Avidin) und
der Nanopore bei verschiedenen pH-Werten der Elektrolytlösung. Unsere Messungen zeigen,
dass der elektroosmotische Fluss den Proteintransport durch Elektrophorese verstärken und sogar
dominieren kann. Die resultierende Translokationsrichtung in Bezug auf das elektrische Feld
kann über den Unterschied der Zeta-Potentiale von Protein und Pore vorhergesagt werden. Außer
dem Transport durch Elektrophorese oder Elektroosmose kann auch ein dritter Transportmecha-
nismus auftreten, wenn sich Elektrophorese und Elektroosmose gegenseitig aufheben. Dann
lässt sich Diffusion der Proteine durch die Nanopore beobachten, unabhängig von der Polarität
des angelegten elektrischen Feldes.

In Kapitel 5 werden Experimente mit einem proteolytisch aktiven Protein, dem 20S Proteasom,
vorgestellt und diskutiert. Im ersten Teil des Kapitels zeigen wir Translokationen durch eine
konische Nanopore, die durch stufenförmige Stromblockaden charakterisiert sind. Diese Block-
adesignatur kann durch transiente Proteinadsorption an verschiedenen Stellen der konischen Pore
erklärt werden und ist abhängig von der Porengröße und dem angelegten elektrischen Feld.
Im zweiten Teil dieses Kapitels zeigen wir das Einfangen einzelner Proteasom Moleküle. Hier-
für verwenden wir ein “pit-pore device”, das aus einer größeren, konischen Öffnung besteht,
und einer daran anschließenden, kleineren Nanopore. Ein Proteasom Molekül kann nun den
konischen Teil passieren, nicht jedoch die kleinere Nanopore, und ist deshalb in der Membran
gefangen. In Abhängigkeit des elektrischen Feldes können Moleküle in dieser Porengeometrie
reversibel gefangen und wieder freigelassen werden. Ist ein Molekül gefangen, so ist der Ionen-
strom über die Membran empfindlich auf Änderungen des Proteasom Zustands. Experimente
bei Raumtemperatur zeigen, dass die Stromblockade durch das Proteasom noch verstärkt wird,
wenn man ein Peptid (Suc-LLVY-AMC) der Lösung zugibt. Diese Beobachtung legt den Schluss
nahe, dass das Peptid vom Proteasom aufgenommen wurde, um zersetzt zu werden.
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Im letzten Kapitel stellen wir eine Möglichkeit vor, wie man eine Nanopore für eine gewisse
Zeit verschließen kann. Hierzu verwenden wir Nanopartikel-DNA Konjugate. Unter dem Ein-
fluss eines elektrischen Feldes wird die DNA durch die Pore gezogen, allerdings nur solange
bis das angehängte Nanopartikel die Pore blockiert. Schaltet man nun das elektrische Feld ab,
benötigt das Partikel eine gewisse Zeit, um die DNA durch thermische Bewegung wieder zurück
durch die Pore zu ziehen, und die Pore so wieder freizugeben. Obwohl bei der Herstellung
nur wenige DNA-Nanopartikel Konjugate entstanden sind, konnten wir einige Blockaden mit
einer Zeitdauer von 1–2 s beobachten, die auf das Vorhandensein eines Konjugates in der Pore
schließen lassen. Nanopartikel ohne DNA haben die Pore dagegen nicht blockiert.
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1. Introduction
Since the first demonstration of fabricating solid-state nanopores [61,108] and experiments to proof
feasibility for molecule detection [60,61], nanopores have evolved into powerful devices to study
and examine single molecules [15,46,91]. A solid-state nanopore is a defined hole with a diameter of
several nanometers, situated on a thin membrane that divides two liquid compartments. The word
“membrane” should not be confused with membranes in the common sense of e.g. fuel cells or
cell membranes, where some sort of molecules or ions can pass. In the field of single molecule
sensing, the membrane is an electrically and physically isolating barrier, which contains exactly
one pore. The thickness of this membrane is typically between 20 and 50 nm. Two electrodes,
placed on opposing sites of the membrane, generate an ionic current exclusively through the
single nanopore. Information about the molecule under investigation (nucleic acids, proteins,
small molecules, etc.) is inferred from fluctuations in the trans-pore ionic current which arise
when the molecule transiently resides inside the pore while being pulled through the pore by the
external electric force or by a flow of ionic solution. In the past, only the external electric field
was considered as driving force. This scheme has worked particularly well for DNA; here, it is
generally accepted that negatively charged DNA moves along the electric field through the pore
towards the positively biased anode, which is defined as electrophoresis (EP) [20,53,116]. Recently,
proteins and peptides have become an important focus of nanopore investigations [33,42,75,99,111].
Aside from their biological counterparts, solid-state nanopores are particularly appealing for this
purpose, not only because of their mechanical robustness, but especially because of the possi-
bility to engineer the pore with respect to its size, structure, and surface properties [25,45,118,121].
However, understanding the translocation behavior of proteins is a challenging task since pro-
teins are only several nanometers in size and feature diverse chemical compositions and complex
structures. Moreover, in contrast to strongly and homogeneously charged biopolymers like DNA,
the charge of a protein may be distributed irregularly on its surface and can be positive, vanish,
or be negative depending on the solution pH. Thus, a fundamental question in the context of
electrically assisted translocation is: what drives proteins into, through, and out of nanopores?
Before the significance of electroosmosis (EO) on protein transport could be revealed by our
experiments, “anomalous” translocation behavior through pores in silicon nitride (Si3N4) mem-
branes has been reported [42] and was also observed by ourselves: positively (negatively) charged
proteins crossed the pore towards the positively (negatively) charged electrode. Clearly, the
direction of these translocations cannot be understood by electrophoresis, so we assumed that
electroosmotic effects might be involved. Electroosmotic flow (EOF) occurs in micro- and nano-
channels with charged sidewalls [95,106]: an electric field applied along the channel sets the elec-
trical double layer (DL), which screens the surface charge, in motion. The DL drags the fluid
along and as a result a net flow is created which, if the Debye length is much smaller than the
channel width, features a plug-like velocity profile, i.e. constant radial flow velocity.

1



1. Introduction

EO effects have been observed before in µm to mm long nano-channels [12,55,115], in carbon nano-
tube membranes [73] and have been discussed in the context of ion current rectification and ion
selectivity in nanopores [2,48,119]. Yusko et al. observed EO in long (275 nm), but not in short
(10 nm) cylindrical Si3N4 nanopores of 30 nm diameter [132]. Wong and Muthukumar theoreti-
cally studied EO in nanopores to rationalize enhanced DNA capture rates [129] and Keyser et al.
discussed the subject in the context of DNA optical tweezer experiments [53,116]. Changes in the
binding of cyclodextrin to a biological pore, α-hemolysin, were attributed to EO flow [38].
In the first part of this thesis, we show that EO flow of sufficient magnitude can develop in ex-
tremely short (30 nm) and narrow (20 nm) solid-state channels, which actually facilitates protein
transport. This experimental demonstration turned out to be helpful for many other researchers
in the field to interpret their results in a coherent way, because electroosmotic effects have been
discussed only as insignificant side effects so far.

Besides general questions about transport mechanisms in nanopores, many new and interest-
ing applications of solid-state nanopore sensing are emerging lately. For these applications,
nanopores are not only used as a simple detector for the presence of proteins, but as a sup-
port layer or trap for biological structures. Such hybrid structures enhance the application of
simple nanopores to a new level of specificity and diversity. Mentionable examples in this
context are: a combination of solid-state pores with lipid bilayers to enable translocation of
sticky molecules [133], a combination of nanopore and nanowire field effect transistor to study
DNA transport [131], forming of biomimetic nuclear pore complex structures (NPC) in solid-
state pores [49,59], chemical modification of gold nanopores to detect and discriminate antibody
classes [124], trapping of DNA-origami nanopore sturctures on solid-state nanopores to add chem-
ical functionality via the origami-pore [9,125], incorporation of Gramicidin-A in polymer pores [7]

and trapping of biological α-hemolysin pores in artificial silicon nitride (Si3N4) nanopores [40].
Motivated by the opportunities of hybrid structures, we had the idea to trap and investigate a large
protein complex in a solid-state nanopore which is not reported in literature so far, namely the
20S proteasome. It is a large (700 kDa) protein complex, located in the nucleus and cytoplasm
of each cell in large (105–106) numbers [89]. It is under steady and intense investigation because it
regulates several important cell functions by degrading old, misfolded or excess proteins. Con-
trol over proteasome activity has potential applications [10] in anti-cancer therapy, is involved in
neurodegeneration processes following an ischemic stroke, shows anti-inflammatory and anti-
viral effects and has potential to fight the tuberculosis bacterium, to name only a few. In contrast
to membrane proteins like α-hemolysin, it is an active channel containing chemically active sites
to cleave peptides. Because proteasome molecules cannot be integrated in lipid bilayers, solid-
state nanopores open up unique options to study proteasome activity on a single molecule level.
Therefore, it has to be trapped in a suitable pore geometry to monitor the ionic current through
the proteasome channel.

In preliminary investigations on proteasome translocations, we observed an unreckoned block-
ade current signature. We explain this signature by protein adsorption, which is an intensely
discussed topic in current publications on protein translocation experiments [34,77,83,100,111]. The
timescale of most observed protein translocation events is 1–2 orders of magnitude larger than ex-
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pected for free translocation, i.e. when only EO and EP forces act on the molecule. Other expla-
nations under discussion for the unexpected long blockade duration are unfolding of molecules
under the intense electric field inside the nanopore [111] but also the opposite effect, namely short
blockades caused by unfolded proteins and long blockades caused by folded proteins, is ob-
served [83,84]. However, protein unfolding can be tested by measuring the excluded volume [111],
and can be excluded for many experiments [77,90,100]. The mobility of the particle may also be
decreased inside the pore due to the short distance to the surface [1,65,78,88], but this effect is not
expected to increase the translocation time by two orders of magnitude.
With our experiments, we show clearly that protein adsorption is observed for translocation of
proteasome through conical nanopores. The observed conductance blockade height can be re-
lated to the position of transient adsorption inside the conical pore.
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2. Fabrication & Instrumentation

Fabricating pores with nanometer dimensions is the key to a new world of single molecule ex-
periments. When Wallace H. Coulter at the beginning of the 1950’s developed the Coulter-
Counter [22] as a tool to study small particles and blood cells with a size of about ten microme-
ters [37], he set the basic idea of single molecule experiments by monitoring the resistive pulses
across an artificial pore. It took about 50 years to push the frontier of pore fabrication to sizes
similar to single DNA strands [61,108]. Nowadays, solid-state nanopores are widely fabricated by
sophisticated electron microscopes or focused ion beam systems.
There are numerous ways of fabricating pores of nanometer dimensions in a variety of solid-
state materials. Milling by focused ion beam (FIB) [21,61,74], shrinking of larger pores by electron
beam induced deposition (EBID) [24], ion beam induced deposition (IBID) [19], direct milling by a
transmission electron microscope (TEM) [54,108,130] and electron beam lithography (EBL) [85] are
common techniques to manufacture pores in silicon nitride (Si3N4) or silicon dioxide. A more
elaborate method which needs a heavy ion accelerator is track etching of silicon nitride after
irradiation with heavy ions [118,134], which was originally used to fabricate pores in polymer ma-
terials [4,32,101]. Furthermore, by electroless plating [69,102] or electron beam evaporation [126], metal
coatings shrink initially larger pores and establish new possibilities for surface chemistry in-
side the pore [124]. In this thesis, only Si3N4 is used as membrane material with a thickness of
30–50 nm. Pores with diameters between 12 and 30 nm are formed by EBL or TEM milling.
Smaller pores for proteasome trapping experiments are formed by a combination of EBL and
TEM milling.

2.1. E-Beam lithography

The basis of our nanopore chip is a 200 µm thick silicon (100) wafer with low stress LPCVD
silicon dioxide (10 nm) and silicon nitride (50 nm) on both sides, as shown in Fig. 2.1 a). The
silicon dioxide acts only as an adhesion layer between the silicon and the Si3N4. The prerequisite
for trans-pore ionic current measurements is a single pore in a Si3N4 membrane that is accessible
from both sides.
In a first step, we pattern a square opening of ∼300–350 µm in the silicon nitride by means of
optical lithography and subsequent reactive ion etching (RIE) with Tetrafluoromethane (CF4) on
one side of the chip (Fig. 2.1 b)). This side will later on be called “back-side”. The exact size of
the opening depends on wafer thickness and desired membrane size and can be calculated easily
with the angle between the silicon (100) surface and the (111) surface of 54.7◦.
The next step is e-beam lithography, where we use ZEP520A positive e-beam resist on the clean
top-side of the wafer. With a Zeiss scanning electron microscope and Raith e-line software,
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2. Fabrication & Instrumentation

we pattern 5x5 dots in the center of the wafer, where we expect the membrane to form. Due
to tolerances in forming the back-side opening, we don’t know the precise position of the later
membrane on the top-side. By patterning 5x5 dots with a distance slightly larger than the mem-
brane size, the chance of exactly one dot hitting the membrane is high (Fig. 2.1 c)–d)). The later
pore size is determined mainly by the goodness of optimizing the electron beam (focus, astig-
matism) and the exposure time, i.e. the time the electron beam hits the resist. For a fixed beam
current, the exposure time is defined by the dwell time multiplied by the dose factor D. The dwell
time is usually adjusted according to the beam current, so exposure can be controlled by the dose
factor to get reproducible results even if the beam current changes over time. After lithography,
the chip is developed in amylacetate and methylisobutylketone (MIBK), which dissolves the dots
formerly hit by the electron beam. A subsequent RIE step etches the pores in the Si3N4 surface.
After removing residual resist from the chip surface by N-Methyl Pyrrilidone (NMP), it is etched
in potassium hydroxide (KOH) to create the freestanding membrane (Fig. 2.1 d)).
Single crystalline silicon has anisotropic etch characteristics in KOH; it shows different etch
rates for the different lattice directions [98]. In our (100) wafer, the large square opening on the
back-side will produce a pyramidal shaped etch pit when put in 20 wt% potassium hydroxide
solution (KOH) at 80 ◦C. At the given concentration and temperature, KOH etches silicon (100)
with 100 µm min−1, but not silicon nitride. The Si3N4 membrane on the top-side therefore acts
as etch stop and forms the membrane.
By e-beam lithography, pore sizes of 20 nm can be reached, but variation in size is high at the
smallest possible diameter. Pores fabricated in the described manner exhibit a conical pore shape
as shown in Fig. 2.2, due to thinning of the ZEP mask by the e-beam intensity profile and due to
exposure of an annular region around the beam center by backscattered electrons.

b)

Si SiO2 Si3N4

a) 200 μm

c)

~300 mμ

d) 30-50 mμ
θ

Figure 2.1: Fabrication of nanopore chips by optical and electron beam lithography. a) Source material:
Si (200 µm) - SiO2 (10 nm) - Si3N4 (50 nm). b) Large opening on the back-side by optical lithography and
RIE. c) Patterning of ZEP resist by e-beam lithography. d) After RIE on top-side and KOH wet chemical
etching. θ = 54.7◦
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2.1. E-Beam lithography

Figure 2.2: TEM micrographs of conical nanopores. The left pictures show the same pore; in the tilted
image, the conical pore shape is apparent.
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2. Fabrication & Instrumentation

2.1.1. Effect of reduced development temperature

Inspired by articles on the effect of development temperature on feature size by e-beam lithog-
raphy [80,120], we developed several nanopore chips at temperatures between -5 and -15 ◦C. This
was done by placing a small beaker with amylacetate inside a larger one containg a mixture of
glycerol and water (1:1)1. The larger beaker was encased by aluminum foil and polystyrene to
ensure thermal isolation. The glycerol-water mixture was cooled down in a freezer to -19 ◦C
prior to developing. Temperature of the amylacetate was determined by inserting a thermocou-
ple into it. Temperature was stable within ±1 ◦C for more than 3 minutes. Table 2.1 shows
mean pore diameters for different e-beam doses, denoted by ‘D’, and development temperatures.
The cooled development seems to reduce the pore diameter by 4–6 nm. The variation of pore
diameters is at the same time high, and not all pores were etched completely. From 52 pores that
were developed at temperatures below 0 ◦C, only 25 were open after reactive ion etching. The
others showed still a thin layer of Si3N4 in TEM. Due to the low yield of open pores, we decided
not to use this procedure regularly.

Table 2.1: Influence of development temperature on pore diameter.

Dose Temp. (◦C) Diameter (nm) Num. of chips
D18 < -10 – no open pores
D18 RT 17± 1 3
D20 < -10 16± 5 10
D20 < 0 14± 5 6
D20 RT 19± 1.5 2
D23 < -10 14.3± 3 4

2.2. TEM milling

Fabrication of pores by TEM was first reported by Storm et al. in 2003 [108]. Hereby a tightly
focused electron beam of a TEM sputters away atoms in the Si3N4 membrane, until a small hole
of ∼1 nm diameter is formed. Slightly larger pores can be formed by defocusing the electron
beam, which works until the electron density is not sufficient anymore for material heating and
sputtering. Larger pores of arbitrary diameter and shape can be formed by moving the sample
slowly under the focused electron beam. The electron beam then ablates the material like in
a milling machine. For this thesis, pores were fabricated with a FEI-Titan 80-300 at 300 keV
in nanoprobe mode with Vextr. = 4.5 kV and a convergence angle of 9.2 mrad. For electroos-
mosis experiments, pores with diameters of ∼20 nm were used. For proteasome experiments,
composite pores with a small opening of 4–8 nm were used.

1The freezing point of a 56 wt% glycerol-water mixture is -28 ◦C;
http://www.dow.com/glycerine/resources/table8.htm
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2.3. The pit-pore device

2.3. The pit-pore device

Lpore

Lpit

Dpore
Dpit

Figure 2.3: Schematic drawing
of the pit-pore with a protea-
some molecule.

To trap proteasome molecules inside a nanopore, composite pores
were used consisting of a pit slightly larger than the proteasome
dimensions and a pore, whose diameter is smaller than the pro-
teasome diameter. A schematic of this pit-pore device is drawn
in Fig. 2.3. We fabricated this device in a two-step process by
e-beam lithography and subsequent TEM milling. In a first step,
we carried out e-beam lithography as described above to form pits
with diameter Dpit = 12–16 nm. In the subsequent RIE step, the
etch time was shortened to stop etching before the membrane was
penetrated completely. In doing so, an etch pit with an estimated
depth Lpit of 20–40 nm formed in the 50 nm thick Si3N4 mem-
brane, as can be seen in Fig. 2.4 a). Subsequently, a small hole
with diameter Dpore between 4 and 8 nm was milled by TEM in-
side the etch pit. Figure 2.4 b) shows the resulting thickness pro-
file for one pore. The profile was obtained from a line scan of the
inset image. This image was recorded in HAADF mode2, which
resembles the material thickness very well. Finally, molecules
with diameter between 10 and 20 nm may now enter the etch pit,
but cannot pass through the small pore at the bottom of the pit —
they are trapped for further investigations.
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Figure 2.4: a) TEM micrographs of two etch pits in top view and tilted by 39◦. b) Cross section of a
pit-pore. The inset shows a TEM image obtained in HAADF mode and reflects the material thickness.
The thickness profile was evaluated along the red line and smoothed for better visibility.

2High-Angle Annular Dark-Field; in this mode, contributions from Bragg-scattering are reduced and the scattering
intensity depends strongly on the atomistic number.
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2. Fabrication & Instrumentation

2.4. Passivation
After successful pore formation, the membrane-side of the nanopore chip is passivated with
polydimethylsiloxane (PDMS) in order to reduce the electrical capacitance and thus electrical
noise during measurements. As suggested by Tabard-Cossa et al., PDMS was painted with a
single looped hair brush around the membrane [110]. It is advisable to partly cure the PDMS
beforehand until it shows very high viscosity. Otherwise, PDMS may flow over the membrane
after painting before it is cured completely. For curing, we place the chip on a hotplate at 150 ◦C
for 30–45 minutes. As PDMS curing is a temperature activated process, partly cured PDMS can
be stored at -20 ◦C for several days without hardening. Figure 2.5 shows two special examples
of passivated membranes (imaged with optical microscopy). As indicated by magenta circles,
two pores are situated on the membrane, which would preclude single channel measurements.
However, by carefully painting PDMS on part of the membrane, one pore is covered and only
one pore remains open.

40 µm

Figure 2.5: Two examples of PDMS passivation, where two pores are situated on the membrane (large,
white square). Underetched pores (small, white squares) are indicated by magenta circles. The reddish
color is the bare silicon nitride, the yellowish color is PDMS. With some sensitiveness and experience,
one pore can be covered with PDMS to enable single channel measurements.
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2.5. Instrumentation

2.5. Instrumentation
Nanopore zeta potential and EOF measurements

A large (20x30 cm) Faraday cage of 1 cm thick iron was suspended vibration free on a granite
plate and a small aluminum Faraday cage containing the measurement chamber was placed inside
the larger one. The outer cage was connected to the external ground connector of the amplifier,
whereas the inner cage was connected to signal ground of the headstage. An EPC-8 patch clamp
amplifier and a LIH1600 DAQ interface (both from HEKA, Germany) were used. The internal
(7-pole) Bessel filter was typically set to 10 kHz and data was sampled at 200 kHz. Current time
traces were exported in binary matlab format for further evaluation. To be able to determine the
nanopore zeta potential, we had to develop a measurement chamber, to which a static pressure
of several bar could be applied. This polycarbonate measurement chamber consists of two sym-
metrical parts in between which the chip is placed vertically and sealed by two silicon gaskets
(0.7 mm inner diameter). As can be seen in Fig. 2.6, several drilled holes permit exchange of
buffer solution, insertion of electrodes and connection to pressurized air. The 400 µl reservoirs
are sealed by M8 screws and electrodes are sealed by two gaskets, crimped by a drilled screw
bushing. Static pressure up to 3 bar could be applied permanently by a Luer-Lock connector at
the end of the reservoir. Pressure could be applied to and released from the chamber by manually
opening and closing a Swagelok two-way valve.

Figure 2.6: 3-d model of the pressure chamber. The length of the mounted chamber is ∼5 cm, the
thickness without connectors ∼2 cm.

11



2. Fabrication & Instrumentation

Proteasome measurements

Proteasome experiments were performed with a different instrumentation. Here, the outer Fara-
day cage was suspended vibration free in a rack and the small Faraday cage containing the mea-
surement chamber was placed inside the larger one as before, as shown in Fig. 2.7. An Axopatch
200B patch-clamp amplifier was used and the headstage directly connected to one Ag/AgCl
electrode. This ensured minimal access resistance and thus minimal electrical noise. The inner
Faraday cage was connected to signal ground and the outer cage to the power socket grounding.
The full bandwidth signal of the amplifier (100 kHz) was further filtered with an external 8-pole
Bessel filter at 20, 50 or 100 kHz, depending on the signal-to-noise ratio. The signal was then
fed into a NI-USB 6229 DAQ card and sampled at 250 kHz. The amplifier and data acquisition
was controlled by a LabView program developed in our lab and data was stored as binary matlab
files for subsequent evaluation.

Faraday Cage

Bessel Filter

Axopatch
Amplifier

Nanopore
Chip O-Ring

1. Faraday Cage

2. Faraday
Cage

Heating Supply

Electrodes Headstage

Measurement Chamber:Liquid
Compartment

Rack:

Figure 2.7: Measurement instrumentation.

For all measurements at room temperature, simple polycarbonate chambers with an open access
to the ionic solution were used, as shown in the lower right picture of Fig. 2.7. The typical solu-
tion volume was 200 µl. In this chamber, protein and analyte can be added without disconnecting
the pore from the amplifier and hence continuous current recordings can be carried out.

12



2.5. Instrumentation

Measurements at elevated temperatures were carried out in the pressure-chamber, which is tightly
sealed and prevents evaporation of solution. For heating, the inner Faraday cage with the mea-
surement chamber was placed on a copper block. The copper block was connected to a Julabo
heating circulator, whose supply pipe can be seen in the upper right picture of Fig. 2.7. The draw-
back of measurements in the pressure chamber is the necessity of disconnecting the electrodes
and unscrewing the gasket seal for adding analytes. Continuous current recording is thus not
possible. All measurement chambers were typically cleaned in Mucasol R© solution by sonication
for 15–30 minutes prior to a new experiment. All ionic solutions were filtered with a 200 nm
cellulose acetate (CA) syringe filter before adding them to the reservoir.

Electrodes

Ag/AgCl electrodes were made by inserting the two ends of a u-shaped 0.5 mm diameter silver
wire 1.5–2 cm deep in 3 M potassium chloride solution and connecting it to the positive terminal
of a current source. A second silver wire in solution was grounded and a current of 250 µA
was applied for 30–45 minutes. The u-shaped electrode has a dark grey to black color after this
treatment and is divided to get two identical Ag/AgCl electrodes. Electrodes could be used for
several weeks before slight offset and hysteresis effects could be observed.
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3. Theoretical Background

3.1. Electrophoretic motion of proteins

The theory of electro-hydrodynamics and zeta potential is given in detail in the books of Bruus [16]

and Hunter [47] and in a review of Schoch [95]. Here, only a collection of the most important as-
pects will be given. The electrophoretic force, exerted by the externally applied electric field
E, is FE = qE, where q is the electric charge of the molecule. If a spherical particle of ra-
dius a is moving through the liquid with velocity vEP , the opposing force is the Stokes drag,
Fdrag = −6πηavEP

[16]. Adding both forces equals zero and hence the electrophoretic velocity is

vEP =
qE

6πηa
= µ · E , (3.1)

where η is the solution viscosity and µ is the mobility of the particle.
The charge q can be calculated by integrating over the charge density ρ around a spherical par-
ticle. ρ is given by the Poisson equation and for small potentials compared to kBT the charge is
given by

q = 4πεaζ(1 + κa), (3.2)

with the zeta potential ζ defined at the slip plane, the dielectric constant ε = ε0εr and the inverse
Debye length κ. As this calculation is based on the Debye-Hueckel approximation, it overesti-
mates the charge if q · ζ >∼25 meV.
The electrophoretic velocity can now be expressed as:

vEP =
2ε

3η
ζprot · E(1 + κa). (3.3)

Henry (1931) showed that this formula is valid only for κa � 1, when the applied electric field
is not deformed by the particle. He introduced a function f(κa), known as the Henry function,
which accounts for the deformation of the electric field around the particle. The velocity is then
expressed as:

vEP =
2ε

3η
ζprot · f(κa) · E, (3.4)

with the Henry function
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3. Theoretical Background

f(κa) =

[
1 +

1

2(1 + (2.5/κa{1 + 2 exp(−κa)}))3

]
. (3.5)

In the limit κa� 1, the function f approaches 1.5, leading to the expression

vEP =
ε

η
ζprot · E, (3.6)

which is also known as the Smoluchowski equation. In this thesis we are dealing with ionic
concentrations between 0.4 and 1 M. For a particle with radius a = 5 nm, we thus get κa ≈ 10–17
and f(κa) ≈ 1.2–1.4, which is close to the Smoluchowski limit.

3.2. Electroosmotic flow in solid-state nanopores

The electroosmotic flow originates in an external electric field parallel to a charged surface. The
electric field acts on the accumulated Debye layer ions of charge density ρ. The motion of
DL ions creates a shear stress τ = η∂vx/∂r which sets the liquid across the whole channel in
motion. The flow profile can be calculated by solving the Navier-Stokes equation for a constant
zeta potential ζ , homogeneous electric field E, steady state flow vx(r) and a Debye length κ−1

much smaller than the channel diameter a. The result is

vx(r) =

(
1− I0(κr)

I0(κa)

)
εζ

η
E (3.7)

where I0 are Bessel functions of order 0. If the Debye layer is small compared to the channel
diameter, the velocity is approximately constant over the pore cross section. This is shown in
Fig. 3.1 together with the space charge density.

Figure 3.1: Flow profile (red) and charge density (black) in a Si3N4 nanopore of 20 nm diameter,
0.4 M KCl, Vext = 150 mV, ζ = -20 mV.
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3.2. Electroosmotic flow in solid-state nanopores

Due to the shape of the velocity profile, it is also called “plug flow profile”. In this case, the
electroosmotic velocity can be expressed as

vEO =
εζ

η
· E, (3.8)

which is essentially the same as for the electrophoretic motion of a particle in the Smoluchowski
limit. In fact, the physical origin of both effects is essentially the same. In EP, a charged particle
moves in a stationary liquid, and in EO the liquid is moving along a stationary and charged wall.
Formula 3.8 is also valid for the experiments presented in this thesis, where λD ≈ 0.5 nm and
dpore ≈ 20 nm. If we assume a zeta potential of -20 mV and a channel length of 50 nm, an
applied voltage of 150 mV would result in a flow velocity of 47 nm/µs.
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3. Theoretical Background

3.3. Nanopore zeta potential

As we have seen before, the EOF depends on the zeta potential of the wall. Measurement of
the zeta potential is possible by changing the driving forces: Instead of the electric field being
responsible for a plug flow, we can apply an external pressure, thereby pushing the Debye layer
ions along the channel and creating an ionic current. This is also called “streaming current” mea-
surement and is used since decades to determine zeta potential in large (µm sized) parallel plate
channels and porous membranes [13,17,44,56,92,95,115,128]. The streaming current can be calculated by
integrating the charge density and flow velocity over the channel volume:

Is =

∫
V

vz(r)ρ(r)dV. (3.9)

A detailed calculation is given by Hunter [47]; it comprises a substitution of ρ from Poisson’s
equation and partial integration. Furthermore it takes advantage of the fact that only the region
at the channel surface (r ≈ rpore) contributes to the integral. Finally, we get the expression:

Is =
A

l

εζ

η
p, (3.10)

where A is the cross sectional area, l the pore length and p the externally applied pressure. It
would be possible to derive the zeta potential from Eq. 3.10. However, the pore geometry must be
known, which could involve an uncertainty in the result. For a cylindrical channel, this problem
can be eliminated by applying Ohm’s law, U = 1

σ
l
A
I , where σ is the bulk solution conductivity.

Substituting A/l in Eq. 3.10, we get an expression for the streaming potential:

∆U

∆p
=
εζ

ησ
. (3.11)

This expression is valid if surface conduction can be neglected [67,68], which implies κa� 1 and
moderate (∼ kBT ) zeta potentials.

3.4. Protein translocation time

3.4.1. Free translocation

For the free translocation of a molecule through a pore, neglecting any protein-pore interaction,
different driving forces exist that influence especially the translocation direction and rate of the
molecule. Until recently, only electrophoresis was considered as the dominating driving force
in nanopore experiments [33,42,43,111]. However, especially electroosmosis and diffusion can influ-
ence the translocation dynamics considerably, as will be shown in the experimental section of
this thesis.
The translocation time for a molecule passing the pore without surface interactions can be ex-
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3.4. Protein translocation time

pressed as τ = lp/v, where lp is the pore length and v the velocity of the molecule. Combining the
electrophoretic velocity vEP (Eq. 3.6) with the velocity of the electroosmotic flow vEO (Eq. 3.8)
gives the effective particle velocity

veff = vEP + vEO =
εE

η
(ζprot − ζpore). (3.12)

Depending on the value and relative signs of protein and pore zeta potentials, translocation may
be dominated by electrophoresis, electroosmosis or diffusion, namely when ζprot = ζpore. In this
case, we would observe translocation events independent of the applied voltage. Eq. 3.12 also
implies that EO and EP forces may counteract or enhance each other.

Diffusion

The diffusion rate of a molecule through a pore is described by Fick’s law: dn
dt

= DAdC
dx

, where
D is the diffusion constant, A the cross sectional area, C the concentration and x the coordinate
along the pore axis. If the pore is short compared to the diffusion length, dC can be set as
the particle concentration on one side of the pore and dx as the pore length lp. If we are only
interested in the time a single particle needs to travel the distance L by Brownian motion, the
diffusion time in one dimension can be expressed as τ = L2

2D
. The Diffusion constant D can be

approximated as D = kBT
6πηr

for spherical particles of radius r.
Usually, translocation by diffusion is slower than by EP or EO forces. For a spherical particle of
radius 5 nm, diffusion through a 50 nm long channel will take ∼30 µs. The expected time for
free translocation of a particle through a pore will thus be in between the diffusion time and the
EO or EP translocation time.

3.4.2. Protein adsorption

Sexton et al. proposed a simple model of unspecific protein adsorption for nanopores [100], which
can be described by well known reaction kinetics. Herein, adsorption and desorption processes
are described by first order reaction rates according to the Arrhenius equation

kd(0) = A · e−Ea/kBT . (3.13)

The translocation time then depends on the number of adsorptions during translocation and the
applied voltage, which lowers the energy barrier for desorption [109]. The dissociation constant
under the presence of an electric field E = V/lp can be written as

kd(F ) = kd(0) · eFelx/kBT

= kd(0) · eq
V
lp
x/kBT ,

(3.14)

where x is a small separation in direction of the applied force that has to be overcome for des-
orption. If translocation is dominated by adsorption processes, we thus expect τ ∝ e−V for
the voltage dependence of the translocation time, whereas we would expect τ ∝ 1/V for free
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3. Theoretical Background

translocation. As we will see in Chap. 5.2.1, both functions can be fitted equally well if the
fitting range is small (-150 to -225 mV), which complicates interpretation of the translocation
mechanism.
If we also consider EOF to act on the particle during adsorption, the situation gets more compli-
cated. Neglecting hydrodynamic surface effects, the EO force acting on an adsorbed particle can
be described by the Stokes drag FEO = −6πηa · vEO. Within the Smoluchowski limit, we use
Eq. (3.8) and get

FEO = −6πaεζpore · E. (3.15)

The force implied by electrophoresis can be derived by using equations (3.1) and (3.6):

FEP = q · E = 6πηa · q

6πηa
· E = 6πaεζprot · E . (3.16)

For the total pulling force acting on a particle inside a nanopore under an EOF follows

Ftot = FEP + FEO = 6πaε · E(ζprot − ζpore) . (3.17)

For the dissociation constant we can thus write

kd(F ) = A · e−Ea/kBT · e6πaε·∆ζ E x/kBT . (3.18)

An exact determination of the first term in Eq. (3.18), kd(0), is difficult because not only electro-
static effects are involved, but also hydrophobic and hydrodynamic interactions, as will become
clear in the experimental chapter.

3.5. Nanopore resistance
To evaluate current blockades from molecules inside nanopores, it is important to know the
pore resistance without any molecule inside. This open pore resistance Ro depends on the pore
geometry and surface effects for salt concentrations below 100 mM [104]. For cylindrical pores, it
can be described as

R =
4lp
πd2

p

(
(µK+ + µCl−)nKCle+ µK+

4σs
dp

)−1

, (3.19)

where µK+ and µCl− is the mobility of potassium and chloride ions, σs is the salt dependent
surface charge, lp the pore length and dp the pore diameter. As we are typically using 0.4–1 M
KCl in our experiments, surface effects may be neglected and the pore resistance is sufficiently
described by

R =
lp

σπr2
p

, (3.20)

where σ is the bulk conductance of the electrolyte solution. For pores with a diameter similar
to the pore length or even bigger, the access resistance Ra has to be taken into account [41].

20



3.5. Nanopore resistance

Ra accounts for the transition of the electric field between its bulk value and the value inside the
nanopore. It is given for cylindrical pores as

Ra =
1

4σrp
(3.21)

and has to be taken twice for the pore opening and end.

Because our self fabricated nanopores have a conical shape as described in chapter 2, the equa-
tions given for cylindrical pores do not hold anymore. For conical pores, the resistance can be
calculated by

R =
1

σ

∫
lp

dx

A(x)
, (3.22)

where A(x) = π(ro + tanα · x)2 is the area of the pore depending on the position x on its center
line, the opening angle α and the radius of the small pore opening ro. This expression can be
approximated by

Rcon =
lp

σπrorl
, (3.23)

where rl is the radius at the large opening of the conical pore. The validity of this geometric mean
approximation was shown by Maxwell [70] and also used by other authors in the nanopore field
to calculate the ionic resistance of conical pores [4,26,62]. For numerical simulations of the pore
resistance, especially when simulating conductance changes due to protein translocations, the
general form (3.22) is used and the area A(x) adapted to the shape of the translocating particle.
The access resistance introduced above plays also a crucial role for conical pores. Neglecting
deviations which might arise for the conical shape, we calculate the total access resistance as

Ra,con =
1

4σro
+

1

4σ(lp tanα + ro)
. (3.24)

Because we can only measure the small diameter of the conical pore in TEM, we prefer the
expression lp tanα + ro for the large radius (rl in Eq. 3.23). The opening angle was determined
in our group by TEM tomography [126] to be around 19± 3◦. Fitting of experimental values is
very critical on this angle, whereas the pore length plays only a minor role, due to the fact that
for increasing length the diameter is also increasing in conical pores with a fixed small pore
opening. The total resistance of a conical pore is then

Rcon,tot = Ra,con +Rcon =
1

4σro
+

1

4σ(lp tanα + ro)
+

lp
σπro(lp tanα + ro)

. (3.25)
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3. Theoretical Background

3.6. Excluded volume

Many authors give expressions for the excluded volume of a particle when it traverses the
nanopore. By calculating the excluded volume from the current blockade height and comparing
it to the theoretical expected volume of the protein, one can draw conclusions on the conforma-
tion of the protein, i.e. if it is folded or unfolded during translocation [34,83,90,111]. For cylindrical
pores, the current blockade height is given by [33]

∆I =
σV d2

mlm
H2
eff

[1 + f(dm, Dp, Lm, Heff )] , (3.26)

which can be used to estimate the current blockade in dependence of the molecule volume d2
m ·lm,

the effective pore length Heff and the applied potential V .
For conical pores, Eq. (3.26) does not hold anymore, as the current blockade varies with the
molecule position inside the nanopore. Here we have to calculate the current blockade height
numerically using equation (3.22).

Because we show experimental investigations on a barrel shaped protein in chapter 5 of this
thesis, we now present theoretical calculations of the conductance blockade caused by a cylin-
drical object of radius rm and length lm in a conical pore. For this simulation, the cross sectional
area of the pore at position x along the pore axis is expressed as Ao(x) = π(ro + tanα · x)2 for
the part without protein and Ab(x) = A0(x)− πr2

m for the part with the protein. We assume the
protein and pore to be oriented uniaxially. The total resistance of the pore with a protein present
can thus be calculated as:

Rb(xm) = Ra,con +

∫ xm

0

(σAo(x))−1 dx+

∫ xm+lm

xm

(σAb(x))−1 dx+

∫ lp

xm+lm

(σAo(x))−1 dx ,

(3.27)

0 xm x +lm m lp

x

Figure 3.2: Definition
of positions in conical
pores.

where xm is the position of the proteasome inside the pore as shown in
Fig. 3.2. Per definition, the protein has already entered the pore com-
pletely at xm = 0, and at the last value of xm the molecule begins to exit
the pore, thus xm(end) = lp − lm. We thereby neglect an influence of the
protein on the access resistance.
The relative change in current depending on the position xm of the
molecule inside the pore can be calculated with Eq. 3.25 and 3.27 as:

∆I(xm) = (1−Rcon,tot/Rb(xm)) · 100% . (3.28)

Three parameters of pore geometry influence the conductance blockade:
Diameter, length and opening angle, as shown schematically in Fig. 3.3.
The influence of different opening angles is depicted in Fig. 3.4. The
different lines belong to different opening angles and for each angle, the
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3.6. Excluded volume

conductance blockade is drawn in dependence of proteasome position along the pore axis. The
opening angle is varied from 16◦ to 22◦ top down. Even if the opening angle influences the
total resistance of the pore considerably, it has only minor influence on the relative conductance
blockade. The maximum blockade at the end of the pore decreases by only 1%.

decreasing
Lpore

increasing
Dpore

increasing
opening angle

Figure 3.3: Variation of conical pore di-
mensions as simulated in Fig. 3.4 and
Fig. 3.5 a) – b).
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Figure 3.4: Conical pore conductance
blockade simulation. Lines top down:
16◦–22◦ opening angle of the pore
(Step 1◦).

The pore length is varied in Fig. 3.5 a), even if we did not change this parameter systematically in
our experiments. The lines from bottom up represent decreasing pore length, from 50 to 20 nm.
It is interesting that the maximum current blockade increases by only 2.5%. The most prominent
difference between different pore lengths is the generally higher blockade for all protein posi-
tions in short pores, which might improve the signal to noise ratio for fast translocating proteins.
However, for molecules which tend to adsorb on the pore walls, the membrane thickness in the
investigated range plays only a minor role, as conductance blockades in the range of 2–4% for
the longest pores are well observable under most experimental conditions.
The strongest effect on conductance blockade can be obtained by variation of the pore diameter.
This is shown in Fig. 3.5 b), where the diameter is decreased from 30 nm to 16 nm. Accordingly,
the maximum blockade increases from 4 to 20% at the end of the pore.
As will be shown in chapter 5.2, the presented theory for modelling position dependent conduc-
tance blockades is in excellent agreement with experiments.
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length. Lines top down: 20, 30, 40 and 50 nm. b) Conductance blockade for different pore diameter.
Lines top down: 16, 18, 20, 22, 25 and 30 nm pore diameter.
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4. Electroosmotic Flow in Silicon
Nitride Nanopores

4.1. Introduction

In this chapter we study the translocation behavior of a model protein, avidin, through a 20 nm
wide and 30 nm long nanopore in a Si3N4 membrane. We investigate the influence of the protein
zeta potential (ζprotein) and the pore wall potential (ζpore) on the translocation direction and the
translocation rate. At first we separately characterize ζprotein and ζpore in solution as a function of
varying pH and salt concentration. Then, we present measurements of the translocation behavior
of avidin through the pore at varying pH values and discuss different cases where the protein
and the pore are likewise positively or negatively charged, and where the protein and the pore
are oppositely charged. We argue that the protein translocation direction and rate is governed
by a combined action of electrophoretic (EP) and electroosmotic (EO) forces, and diffusion.
This argumentation is supported by measurements with a different protein, streptavidin, which is
presented in Appendix A.

4.2. Protein zeta potential

We measured the electrophoretic velocity of avidin in AC electric fields in solution by phase
analysis light scattering (PALS laser Doppler electrophoresis) using a Zetasizer Nano instrument
(Malvern Ltd., UK). From this velocity, the mobility and thus the zeta potential can be derived for
a spherical particle, as described by Eq. (3.4). For a different project in our group, ζprotein was
determined in low ionic strength solutions (Hückel-Onsager limit) by J. Knezevic [58] (10 mM
Tris, adjusted with HCl or NaOH to the desired pH). For zeta potential measurements in higher
ionic strengths, the mobility was corrected with the interpolated Henry function [81] as given in
Eq. (3.5) and the mobility is expressed as µ = 2ε

3η
ζprot · f(κa). For very high salt concentration,

f(κa)→ 3/2, which leads to Smoluchowski’s equation, presented in Chap. 3.
Figure 4.1 a) shows the hydrodynamic diameter (Dh) as determined by dynamic light scattering
(DLS) and Fig. 4.1 b) shows ζprotein of avidin for different pH values under low salt conditions
(blue, filled squares). ζprotein is around +20 mV for pH ≤ 8, then drops rapidly, crosses 0 mV
between pH 9–9.5, and becomes negative for pH > 9.5. Hence, the pI value is 9.3± 0.2. The
hydrodynamic diameter Dh stays approximately constant within 6± 1 nm over the investigated
pH range, indicating that the protein stays intact, i.e. does not unfold under these conditions,
which is in agreement with other reports [36].
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4. Electroosmotic Flow in Silicon Nitride Nanopores
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Figure 4.1: a), b) Hydrodynamic diameter and zeta potential of avidin for varying solution pH values.
Blue points indicate low salt condition (10 mM Tris), red points indicate measurement at 50 mM KCl.
c) Zeta potential of avidin in dependence of salt concentration at pH 7.3. Solid lines are guides to the eye.

Because electrical experiments with nanopores are usually performed with solutions of high con-
ductance (high salinity), we studied the salt concentration dependence of ζprotein. The measure-
ment mode of the Zetasizer was set to monomodal1 with a maximum of 100 runs. Depending on
solution conductivity, the applied potential of the AC field was adjusted to keep the current below
1 mA in order to avoid Joule heating of the sample, which would alter protein mobility. With-
out KCl (buffer only), 150 V could be applied to the capillary cell, but only 20–50 V for a KCl
concentration larger than 30 mM. Consequently, the necessity to apply low voltages impaired
the signal-to-noise ratio which in turn limited the possibility to conduct measurements in high
conductivity solutions. Moreover, the electrode surfaces corroded quickly in high salinity solu-
tions, which required a frequent exchange of the measurement cells. Figure 4.1 c) shows that
ζprotein quickly decreases with increasing KCl concentration, in accordance with observations
for other biomaterials and minerals [39,79,105,112], and saturates at roughly 50% of the low ionic
strength value when [KCl] ≥ 50 mM. A determination of the electrophoretic mobility at higher
salt concentrations was impeded by the effects mentioned above, but the absence of protein ag-
gregation as evidenced by DLS even at KCl concentrations up to 400 mM, strongly suggests that
the proteins retain their charged nature at high ionic strength. This is shown in Fig. 4.2, where
the obtained intensity auto-correlation function was fitted with a number-weighted distribution
of exponential decays. The inset shows the number (red) and intensity (black) distribution of size
classes, which is derived from the exponentials. The intensity distribution gives typically larger

1monomodal means that only one type of dispersant is present in solution, i.e. same size and electrical charge for
all particles.
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4.2. Protein zeta potential

size classes than the number distribution, because the intensity of the scattered light depends on
the particle diameter to the power of 6 (Rayleigh scattering). However, the number distribution
resembles the number fraction of particles and should thus be considered. The measured pro-
tein diameter is 6.2± 1.2 nm, in accordance to the values found for the low salt measurements
(Fig. 4.1 a)). In comparison, protein solutions where the pH value was adjusted close to pI were
unstable and gradual protein aggregation was observed.
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Figure 4.2: Determination of the hydrodynamic di-
ameter of avidin in 400 mM KCl. The correlation
function is fitted with a distribution of exponential
decays (red line). Inset: Number and intensity dis-
tribution of size classes.

The pH dependence of ζprotein representative
for the high ionic strength ([KCl] = 50 mM)
case is shown as open, red symbols in
Fig. 4.1 b). For this measurements, pH was
adjusted by adding HCl (pH 2), sodium cit-
rate (pH 4), sodium actetate (pH 6), Tris-
HCl (pH 8) or sodium carbonate/bicarbonate
(pH 10) in concentrations of 10 mM. These
buffer types were also used for the later protein
translocation experiments. Except for pH 2,
the zeta potential is reduced over the whole pH
range by at least 50%. Together with the find-
ing of zeta potential saturation, see Fig. 4.1 c),
we assume these values to hold also for com-
parison with the pore zeta potential at 400 mM
KCl.
Similar measurements were also conducted for
streptavidin in low conductivity solution [58].
Here, the zeta potential vs. pH dependence is
slightly different to avidin. Streptavidin is pos-
itively charged at pH 4 (+20 mV), carries no
net charge at pH 6 (∼0 mV) and is negatively
charged at pH 8 (-13 mV). For interpretation
of streptavidin translocations in Appendix A,
we use 50% of the just mentioned values as an
estimate of ζSA at high ionic strength.
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4. Electroosmotic Flow in Silicon Nitride Nanopores

4.3. Pore zeta potential

Nanopores were fabricated in free-standing 30 nm thick Si3N4 membranes by direct milling with
a 300 keV electron beam in a TEM [108], as described in chapter 2. The zeta potential of the inner
pore walls in the Si3N4 membrane was determined by streaming potential measurements [47,56].
For that purpose, the nanopore chip was installed in a homebuilt pressure cell, which is described
in chapter 2, where the chip is sandwiched between two liquid compartments to which a differ-
ential static pressure of up to 3 bar could be applied. The streaming potential was determined in
constant current mode of the EPC 8 amplifier. The potential applied to Ag/AgCl electrodes was
adjusted, so that the measured ionic current generated by the pressure driven flow through the
pore vanished. The 7-pole Bessel filter was set to 3 kHz and the sampling rate was 20 kHz. The
pressure was set by connecting pressurized air via a pressure reduction valve to the measurement
chamber and varied between 1 and 2.5 bar in steps of 0.5 bar. For each pressure step, 4 cycles
were performed, where the applied pressure was switched between 0 and the designated value.
Each of this 8 runs lasted for 2 seconds, and the measured streaming potential was recorded
with the patch clamp amplifier. The average value of each run was calculated and the streaming
potential difference for the two subsequent runs in each cycle was calculated. This gives four
potential values, which were again averaged for each pressure and the dU/dP dependence was
obtained for each of the four pressure values. This procedure seems complicated at first sight,
but is necessary to improve statistical relevance of the data. As the surface which determines the
streaming potential is very small, short term variations in surface chemistry or pressure lead to
fluctuations in streaming potential, which have to be averaged out. Figure 4.3 a) shows the dif-
ferential average values for each cycle between 0 and x bar of a streaming potential measurement
in 400 mM KCl (pH 9) for increasing and decreasing pressure; hysteresis effects for decreasing
pressure steps were not observed.
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Figure 4.3: a) Streaming potential measurement for varying pressure. The red line depicts average values.
b) Dependence of streaming potential on the applied pressure. Red line indicates a linear fit.
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4.3. Pore zeta potential

Figure 4.3 b) shows a linear fit to the mean values of the streaming potential, from which the zeta
potential of the nanopore was derived using Eq. 3.11. The inset of Fig. 4.7 also depicts streaming
potential values measured for increasing pressure for a different pore. Under the assumption of
a cylindrical pore, the analysis of the streaming potential does not require the knowledge of pore
diameter and length (as does the analysis of the streaming current), but relies on the conductivity
σpore inside the pore lumen only. Given that the electrical double layer is very thin (λD = 0.5 nm
at 400 mM KCl) compared to the dimensions of the pore (∼20 nm diameter), σpore was approxi-
mated by the bulk solution conductivity (see Chap. 3.3 and 3.5), σbulk = 4.7–5.1 S/m (depending
on pH, measured with a conductometer).
Streaming potential measurements were conducted in solutions of varying pH (2–10) and the
obtained zeta potential is presented in Fig. 4.4. ζpore is slightly positive for acidic pH values≤ 4,
crosses 0 mV at pH ∼5, becomes increasingly negative at higher pH, and saturates at roughly
-25 mV.

2 4 6 8 1 0
- 2 5
- 2 0
- 1 5
- 1 0
- 5
0
5

1 0

 
 

ze
ta 

po
ten

tia
l (m

V)

p H
Figure 4.4: pH dependent zeta potential of a
Si3N4 nanopore in 400 mM KCl. Error bars
reflect variations between different pores. The
solid line is a guide to the eye.
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Figure 4.5: Dependence of zeta potential on
KCl concentration at pH 8.2, 5% Tris-HCl.

The observed trend of ζpore reflects the chemistry of the silicon nitride surface which tends to
hydrate into a surface containing silanol (SiOH) and primary amine (SiNH2) sites [44]. Silanol
sites are amphoteric and may become negatively or positively charged (SiO – / SiOH+

2) while
primary amines can become positively charged (NH+

3). Harame’s two-site model [44] predicts that
the point of zero charge (pHpzc) adjusts according to the ratio of silanol and amine groups on
the surface, which have pKa values of 2 and roughly 10, respectively. For our devices we es-
timate from pHpzc ≈ 5 that 10–30% of the reactive sites are amines, while 70–90% are silanol
groups. The result strongly depends on the assumed equilibrium constants for the silanol and
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4. Electroosmotic Flow in Silicon Nitride Nanopores

amine reactions and should thus not be overestimated. It is furthermore known that the curve
progression depends on the preparation process of the Si3N4 surface [44,72]. Even between dif-
ferent pores (drilled on membranes from the same manufacturer), we observed device-to-device
variations of ± 2 mV. Despite the extremely small dimensions of the nanopore, the dependence
of the obtained zeta potential on the pH value shows reasonable agreement with the literature,
where pHpzc values between 3 and 6 are reported for planar surfaces and long channels [13,14,44].
The fact that our ζpore values are somewhat smaller in magnitude than other literature reports,
can be attributed to the high salinity used here. |ζpore| increases for decreasing salt concentration,
an effect which is expected from theory [105] and experiments [39,79,112].
Figure 4.5 shows a measurement for salt concentrations between 50 mM and 1 M KCl. With
increasing concentration, the zeta potential gradually decreases from -32 mV to -8 mV. This be-
havior can be explained by a concentration dependent amount of adsorbed counter ions, shielding
the surface charge of the pore [105]. An even bigger influence on zeta potential can be observed
for divalent ions, such as NiCl2. As can be seen on Fig. 4.6, addition of only 1 mM NiCl2 to a
solution of 600 mM KCl at pH 9.2 decreases the pore zeta potential by 50%. Interestingly, the
plateau between 1 µM and 100 µM shows very similar zeta potential (-13± 1 mV) as the mea-
surements without NiCl2, indicated by the red horizontal line (-13.5± 1 mV). One possibility
to explain this plateau are contaminations of the KCl salt with divalent ions. The certificate of
analysis for the used KCl salt states upper limits for the content of divalent ions like Cu, Ni, Ca,
Cd and Zn of 50 mg/kg. In the worst case, this corresponds to concentrations of 20–55 µM for
each compound in a 600 mM KCl solution, or a total of 180 µM. It is obvious, if impurities of
divalent ions are present in a ∼100 µM concentration, addition of 1 or 10 µM Ni+

2 has negligible
effect on the zeta potential. From the onset of the zeta potential decrease, we can thus possibly
estimate an impurity content of ∼60 µM, caused by divalent ions.
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Figure 4.6: Dependence of zeta potential on NiCl2 concentration in 600 mM KCl at pH 9.2.
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4.3. Pore zeta potential

Another interesting behavior of the zeta potential in nanopores is the time dependence of ζpore

upon changes in solution pH. Figure 4.7 shows the equilibration of ζpore after the solution pH
was changed from 10 to 4. ζpore changes rapidly from -24 to +5 mV within half an hour; sub-
sequently, a small and slow increase to +8 mV is observed over 27 h. A similar behavior was
described by Bousse et al. for planar Si3N4 surfaces [11], but no conclusive explanation could
be given so far. Because the transport properties of Si3N4 pores may depend critically on the
equilibration time after wetting the chip with fresh buffer solution, we employed a waiting time
of at least 12 h during this work.
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Figure 4.7: Time evolution of the zeta potential after changing the solution pH from 10 (t = 0) to 4 (t > 0).
Error bars reflect variation of individual measurements. Inset: Representative streaming potential mea-
surement in 400 mM KCl at pH 4. Red line depicts the mean value.
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4.4. Protein translocations at different pH values
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Figure 4.8: Current-time traces of avidin translo-
cation events. Data between current blockades
is removed for better visibility. Green and red
crosses indicate peak on- and off-set, as evalu-
ated with our custom Matlab routine.

To achieve a direct relation between pore zeta
potential and protein translocation behavior, the
same chip used for determination of EOF was
subsequently employed for translocation experi-
ments. Avidin was added to the measurement
chamber on one side of the membrane (cis-side),
which was electrically grounded. Positive or
negative potentials (± 150 mV) were then ap-
plied to the other, trans-side of the membrane and
the trans-pore ionic current was monitored over
time. Spikes (pulses) in the current traces are at-
tributed to proteins which pass through the pore
lumen, thereby transiently blocking the current
flow to some degree. Figure 4.8 shows exemplary
translocation events with evaluated peak on- and
off-set, but the blockade duration and height are
not of primary interest in this chapter. A detailed
description of peak evaluation is given by Pedone
et al. [86]. Figure 4.9 shows avidin translocation
experiments at varying solution pH. For pH 2,
pH 6 and pH 8, the situation appears as intuitively

expected: positively charged avidin molecules pass the pore only when the trans-side is nega-
tively charged. While this behavior could – like in the case of DNA translocation experiments
– be interpreted as electrophoretic transport, the situation is in fact more complex. At pH 10,
we clearly observe translocations only when the trans-side is negatively biased; however, zeta
potential measurements evidently show that at pH 10 avidin is negatively charged (cf. Fig. 4.1).
Contrary to electrophoretic transport, the negatively charged proteins move through the pore to-
wards the negatively charged electrode. Another most remarkable behavior is observed at pH 4:
irrespective of the applied bias potentials, avidin translocates the pore as if electrokinetic trans-
port was absent.
To explain these phenomena, we propose that the translocation behavior is governed by a con-
joint action of electrophoresis, electroosmosis, and diffusion. Combining the equations for elec-
trophoretic and electroosmotic transport (Eq. 3.6 and 3.8) yields an effective velocity veff of the
protein inside the pore:

veff = vEP + vEO =
εE

η
(ζprot − ζpore). (4.1)

Depending on the signs and relative magnitudes of ζprotein and ζpore, respectively, electroosmosis
may enhance or counteract electrophoresis.
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inscription indicates average open-pore current. b) Schematic illustration of protein and pore charge. The
resulting electroosmotic and electrophoretic forces are indicated by arrows.
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4. Electroosmotic Flow in Silicon Nitride Nanopores

Table 4.1 summarizes the measured ζ-values and permits to rationalize the experimental ob-
servations: For pH 6 and pH 8, EO and EP are unidirectional (parallel) and therefore enhance
each other. For pH 2, pH 4, and pH 10, EO-flow is directly opposed to the EP-movement (anti-
parallel); yet, the different magnitudes of ζprotein and ζpore for these pH values give rise to dif-
ferent situations. For pH 2, EO-flow weakens the EP-movement, but EP still dominates. For
pH 10, EO clearly dominates over EP (|ζpore| � |ζprotein|) and the resulting translocation direc-
tion is electroosmotic (anti-EP). Translocation events are only observed when the direction of the
effective protein velocity in the pore is cis→ trans, which (in case of the Si3N4/avidin system at
hand) occurs for all the pH values mentioned above when the trans-side is biased negatively.

Table 4.1: Protein and pore zeta potentials and translocation event rates for varying pH.

pH 2† pH 4 pH 6 pH 8 pH 10
zeta potentials (at high ionic strength)
ζprotein (mV)1 18± 3 10± 3 7± 3 8± 3 -5± 3
ζpore (mV)2 4± 4 8± 2 -9± 2 -21± 2 -22± 2
∆ζ (mV) ∼14 ∼2 ∼16 ∼29 ∼17
protein–pore interaction rep. rep. attr. attr. rep.
event rate (s−1) trans = -150 mV 2 6 90 40 15

trans = +150 mV 0 5 0 0 0
τ1 (µs) 17 23 14 15
τ2 (µs) 80 81 51 57

1 Measured in 50 mM KCl solution. 2 Measured in 400 mM KCl solution. † ζpore and event rates measured
with a different Si3N4 pore.

In case of the pH value 4, the protein and pore zeta potentials are similar, ζpore ≈ ζprotein. Con-
sequently, it is expected that EO-flow counterbalances EP transport, the effective velocity of the
protein in the pore should vanish (veff ≈ 0), and electrically assisted transport of proteins across
the pore does not occur. Remarkably though, we do observe translocation events, which notably
do not depend on the direction of the applied bias. We attribute these events to diffusion of
proteins through the pore, which is driven by the concentration gradient between the cis and the
trans chamber.

Comparing the event rates measured at different pH values (see Table 1) we find that the highest
event rates are observed at pH values for which EP and EO flow add up (pH 6 and pH 8). Then
again we note that for these pH values – in contrast to pH 2, pH 4, and pH 10 – the electri-
cal interaction between the pore walls and the protein is attractive, i.e., ζpore and ζprotein feature
opposite signs. We can only speculate whether this attraction might contribute to the observed
high event rates, for instance by providing a “feeding” mechanism facilitating the collection of
proteins from the volume close to the pore mouth, or by slowing the protein inside the pore.
The latter effect would involve transient protein adsorption and result in longer sojourn times,
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4.4. Protein translocations at different pH values

which in turn would enhance the detected event rate, as elucidated below. Figures 4.10 and 4.11
show event distribution plots which correlate the pulse width and pulse height. Two datasets are
depicted which represent translocations that are driven by a combined action of EP & EO (pH 8)
and translocations that are solely driven by EO flow (against EP, pH 10). Despite the different
electrokinetic origin of the translocations, the event distributions are similar. In contrast to other
reports from literature [33,111], we cannot identify several distinct clusters, but find a single pseudo
cluster point instead. This pseudo cluster arises from short current pulses which are attenuated
by the employed electronic filters (10 kHz four-pole Bessel). From a previous characterization
of the time resolution of our setup [86] we can estimate for the present measurements that current
pulses with durations < 20 µs will be attenuated to an extent that they cannot be identified by the
pulse analysis routine anymore. However, it is likely that most of the proteins cross the pore very
rapidly: assuming electrically driven transport with a net ∆ζ of ∼10 mV and an applied voltage
of 100 mV, veff becomes > 20 nm/µs in the pore, i.e., proteins pass the pore on a timescale of µs.
On the other hand, the characteristic diffusion time of a protein across a nanopore is of the order
of 10 µs (see Chap. 3.4, the diffusion coefficient of avidin determined by DLS is 64 µm2 s−1).
Hence it must be expected that most of the translocations without protein - pore interactions oc-
cur on an extremely short timescale and that only a fraction of the actually occurring events are
recorded with adequate fidelity.
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Figure 4.10: Color map plot and histograms of
avidin translocation events at pH 8. Black lines
in the event duration histogram indicate linear fits
with time constants τ1 and τ2.
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Figure 4.11: Color map plot and histograms of
avidin translocation events at pH 10.
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4. Electroosmotic Flow in Silicon Nitride Nanopores

Having a closer look on the event duration histogram with a semi-log scale (Fig. 4.12), we clearly
observe at least two different regimes to which we can attribute two time constants, τ1 and τ2.
The vast majority of events is attributed to τ1, namely 85% (pH 4), 80% (pH 6), 94% (pH 8) and
88% (pH 10). We thus concentrate only on this first regime.
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Figure 4.12: Time constants of avidin translocation events for different pH values at -150 mV. Black lines
indicate linear fits in semi-log scale. Results are summarized in Tab. 4.1.

Results of linear fits are given in Tab. 4.1. An interesting relation between the time constants
of different pH values should be mentioned. Between pH 6 and pH 8, protein and pore are
oppositely charged. The translocation time τ1 decreases from 23 µs (pH 6) to 14 µs (pH 8), a
decrease by 40%. This could be explained by an increase of 81% in the effective velocity, repre-
sented by ∆ζ (Tab. 4.1). If we assume τ ∝ 1/∆ζ , as proposed by formula (3.12), the expected
decrease in translocation time would be (τpH6 − τpH8) /τpH6 = 45% – in good agreement with
the experiment. However, this assumption is valid only for translocation without protein–pore
interaction, where the translocation time is expected to be much faster, in the range of several µs.
We therefore consider transient protein adsorption to be the mechanism determining the translo-
cation time.
If the adsorption process would be purely electrostatic, we would expect that the translocation
time at pH 8 is approximately twice as large than at pH 6, as calculated with Eq. (3.18). For this
calculation, we approximate the attractive electrostatic interaction between protein and Debye
layer with the expression given by Adamczyk et al. [1]:

Fd = 4πκaεζprot · ζpore ·
e−κaH

1 + e−κaH
(4.2)
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4.4. Protein translocations at different pH values

where H = y/a− 1 is the dimensionless particle surface separation of a particle with radius a at
position y above the surface. Assuming Ea = Fdx for a distance x = 0.1 nm and that the pulling
force in parallel to the surface has the same effect on desorption than a pulling force that would
act perpendicular, the dissociation constant is proportional to the zeta potentials of protein and
pore in the following way:

kd(F ) ∝ e−|ζprot·ζpore| · e|∆ζ| (4.3)

As the product of zeta potentials is usually larger than their difference, adsorption time would
always be dominated by the electrostatic interaction. What we observe experimentally is the
opposite, namely a translocation time at pH 6 that is almost twice the time at pH 8. This incon-
sistency shows that electrostatic interaction can not be the dominating adsorption mechanism,
yet this finding is not unexpected, because hydrophobic interactions are also likely to be in-
volved, as well as hydrodynamic interactions, once the protein disturbs the Debye layer on the
pore surface [1,28,123]. The occurrence of multiple adsorption mechanisms is supported further by
the similar translocation times of all pH values, despite the fact that the average electrostatic
protein–pore interaction is repulsive at pH 4 and 10. As reported by Arai at al., proteins adsorb
on hydrophobic interfaces regardless of the charging state of protein and surface [6].
Because proteins are complicated structures, both chemically and geometrically, we are not able
to elucidate details on the adsorption mechanism in the present work. However, from this first
example we can already state that adsorption is dominated by other forces than electrostatic
interaction, and that the pulling force (in this case the EOF), influences the adsorption time.
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Figure 4.13: Potential dependent event rate of
avidin translocation experiments at different pH.

The event rate between pH 6 and 8 also shows
an interesting behavior. Despite an increase in
mass flow through the pore due to the stronger
EOF, the event rate is reduced at pH 8 by 55%.
This can only be explained by an interplay be-
tween the limited time resolution of our setup
and the adsorption mechanism. With increas-
ing velocity of translocating proteins, the prob-
ability for adsorption will decrease and thus the
event rate will decrease. The same effect is ob-
served at fixed pH, once we increase the ap-
plied potential. As shown in Fig. 4.13, the event
rate at pH 8 and pH 10 decreases linearly from
-100 mV on. At pH 6, the decrease starts at
-150 mV owing to the smaller ∆ζ .
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4. Electroosmotic Flow in Silicon Nitride Nanopores

Although electrostatic interaction plays a less significant role in the adsorption process, we can
not neglect it completely. This can be seen at pH 10, where the electrostatic interaction is re-
pulsive and the event rate as well as the translocation time is decreased even further, despite the
similar effective velocity compared to pH 6. As already mentioned, this finding supports the
idea of a feeding mechanism for attractive interaction, but a repelling mechanism for repulsive
interaction. We understand this feeding mechanism as a trigger for adsorption. For pH 6 and 10,
the protein is attracted towards the pore surface by long range electrostatic interaction, but the
adsorption itself also involves hydrophobic and hydrodynamic interactions [1,6,123]. For the other
pH values, the overall electrostatic interaction is repulsive, but nevertheless some proteins hit the
pore surface at a reduced rate and undergo a similar adsorption mechanism than for pH 6 and 8.

The second regime, τ2, shows the same qualitative progression with pH as τ1, but is approxi-
mately four times slower. We can only speculate if these events are caused by multiple adsorp-
tion processes, or by partly unfolded molecules, leading to higher surface affinity.

4.5. Conclusion
The results clearly show that EO effects have a major influence on the translocation of moder-
ately charged nano-objects through nano-scale orifices. For small globular objects like proteins
(as opposed to long DNA molecules which normally do not fit through the pore in a coiled state),
diffusion in a concentration gradient can also be an efficient mechanism to facilitate directed
translocation, in particular when electrokinetic effects cancel each other out.
The electrically assisted translocation direction and rate of proteins through nanopores is gov-
erned by EP and EO forces. Acting in concert, EO can enhance EP transport, but, depend-
ing on the zeta potential difference, EO flow may counteract EP and consequently suppress or
even reverse EP transport. Our experimental findings were recently supported by theoretical
calculations of Jubery et al., where the translocation behavior of high-density lipoprotein and
low-density lipoprotein was simulated in dependence of the pore surface charge [50]. Our results
further indicate that transient protein adsorption is a necessary effect in short nanopores to detect
proteins by slowing them down to a timescale above the time resolution of the measurement sys-
tem. The translocation time is not only determined by the effective force on a free protein (∆ζ),
but also on the kind of protein–pore interaction. As a consequence for future nanopore experi-
ments we conclude that the surface charge on the inner pore walls must be carefully controlled
when conducting experiments with proteins and that the charging state of protein and pore must
be accounted for in the interpretation of protein translocation events.
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5. Towards Single Proteasome
Trapping

5.1. Introduction

The 20S proteasome is a large (700 kDa) protein complex, located in the nucleus and cytoplasm
of each cell in large (105 − 106) numbers [89]. It is under steady and intense investigation because
it regulates several important cell functions by degrading old, misfolded or excess proteins. Al-
beit the individual proteasome structure differs between organisms, they all have in common the
barrel shaped structure, composed of two inner rings (each 7 β-subunits) and two outer rings
(each 7 α-subunits), as depicted in Fig. 5.1. In the proteasome from archaea Thermoplasma aci-
dophilum, which is seen as a kind of “ur-proteasome” [136], all α and β subunits are identical and
the four heptameric rings form two antechambers and one central chamber, which are connected
by small∼2.2 nm wide constrictions [66]. Upon incorporation of a peptide substrate to the central
chamber, it is cleaved unspecifically in smaller peptide fragments of 6–9 amino acids at prote-
olytically active sites (N-terminal threonine) [66,127].

Figure 5.1: Surface plot of 20S proteasome from T. Acidophilum. From the RCSB PDB (www.pdb.org)
of PDB ID 1PMA (Löwe et al. (1995) Science 268: 533-539).

As summarized in a review by Borissenko and Groll (2007) [10], the proteasome is involved in
cell cycle control, apoptosis, induction of heat shock response, transcription activation and inhi-
bition of antigen presentation. It has potential applications in anticancer therapy [18], is involved
in neurodegeneration processes following an ischemic stroke [57], shows anti-inflammatory and
anti-viral effects [82] and has potential to fight the tuberculosis bacterium [64]. Proteasome function
is manipulated by inhibitor substances which can act temporarily or permanently. Usually, large
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screenings with different substances have to be carried out in order to find a suitable inhibitor for
a certain organism, i.e. to affect bacterial but not human proteasome function or to affect only
cancerous cells.

Itrap

Iblock

tdegradation t

Figure 5.2: Trapping of a protea-
some molecule and degradation of
a polypeptide.

Solid-state nanopores open up new ways of investigating
proteasome function and structure on a single molecule
level. Especially the incorporation and degradation of
polypeptides may be studied in real-time for a single
proteasome as depicted schematically in Fig. 5.2. To
this end, a proteasome molecule has to be trapped in-
side a nanopore and the noise level has to be suffi-
ciently low to observe blockage of the proteasome cav-
ities. In this thesis we develop a proof of con-
cept and show the reversible trapping of proteasome
molecules by a pit-pore device as described in Chap. 2.3
and depicted schematically in Fig. 5.2. After trap-
ping of a single proteasome molecule, the ionic cur-
rent is reduced to Itrap. If a polypeptide enters
the proteasome cavities, the ionic current is further
decreased to Iblock, where the relative current block-
ade will depend on the pit-pore geometry. From the
duration of the current blockade τdegradation, informa-
tion of the proteasome–peptide interaction may be de-
rived.

To obtain a complete picture of proteasome behavior in solid-state nanopores, we will study the
translocation behavior of proteasome molecules through nanopores without the pit-pore structure
in a first step. Afterwards, we show trapping of single proteasome molecules in a pit-pore device
and observe promising indications of peptide incorporation in the proteasome.

5.2. Proteasome translocation through solid-state
nanopores

In this section, translocations of proteasome molecules through 18–25 nm wide Si3N4 nanopores
show that the proteins cross the pore in direction of the EO flow and against the electric field,
indicating low zeta potential of the molecule. A so far unknown observation are step-like current
blockades, which are reported here in detail. We explain this behavior by transient adsorption on
the nanopore wall, supported by the conical pore shape and depending on the pore diameter.
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5.2. Proteasome translocation through solid-state nanopores

5.2.1. Transient proteasome adsorption

Proteasome for all experiments was kindly provided by the group of Prof. Dr. Robert Tampé, In-
stitute of Biochemistry, Frankfurt a. M., Germany. The protein from Thermoplasma acidophilum
was expressed in E-coli and His6-tagged on the β-subunits [113]. The buffer solution contained
600 mM KCl, 30 mM Tris-HCl pH 9.1 and 0.4 mM EDTA to prevent proteasome from capturing
free divalent ions. The initial diameter1 of the pore was 22 nm, as determined by the measured
ionic resistance and also confirmed by TEM. Fig. 5.3 shows TEM micrographs of three different
pores used for translocation experiments. Due to the excellent signal-to-noise ratio, we could set
the Bessel-filter to 100 kHz, which gives a filter risetime [93] of 3.3 µs. This is below the sample
rate of 250 kHz and gives a reliable time resolution below 10 µs, taking one sample point as
uncertainty. A power spectrum of the ionic current at 200 mV is given in Fig. 5.4 together with
a TEM image of the pore. For comparison, a second power spectrum from a current-time trace
recorded at 50 kHz is shown (red curve).

Figure 5.3: Left: TEM image of the 18 nm
pore, described in section 5.2.1. Right, top:
TEM image of the pore used in section 5.2.1.
Right, down: TEM image of the largest pore
used for translocation experiments.
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Figure 5.4: Power spectral density of two different
nanopores, extracted from a current-time trace of 1 s
at an applied voltage of 200 mV. fc =50 kHz (red
curve) and fc =100 kHz (black curve), fs = 250 kHz.
To improve visibility, the original PSD was down-
sampled by factor of 5 and smoothed with a 20 points
percentile filter. Inset: TEM image of the nanopore
corresponding to the black curve, 22 nm diameter,
the pale ring indicates the conical pore shape.

After adding proteasome to a final concentration of 5 nM to the cis-side of the measurement
chamber, a voltage of -200 mV is applied to the trans-side. Clear current blockade events are ob-
served in the current-time trace, as depicted in Fig. 5.5 a). Upon reversal of the applied voltage
(Fig. 5.5 b)), no events are observed. This suggests the electroosmotic flow being the dominat-

1We observed in our experiments a slight increase in conductance over a timescale of days. This conductance
increase is attributed to ablation of Si3N4, leading to an increase in pore diameter of typically 1–3 nm
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5. Towards Single Proteasome Trapping

ing transport mechanism, as proteasome has a pI of 5–6 and is thus negatively charged at our
measurement conditions [136]. For simplicity, the term “current blockade event” will be shortened
to “blockade event” or “event” further on. Having a closer look on the events in Fig. 5.5 c),
we observe a fine structure featuring several levels, which is not reported in literature on protein
translocations so far.
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Figure 5.5: a) Current-time trace of 5 nM proteasome, -200 mV, fc = 100 kHz. b) Reference measurement
at +200 mV. c) Zoom of the marked area in a), baseline between the peaks is removed for better visibility.
Green and red circles mark peak-on and -off, blue crosses mark level-on and -off. d) Zoom of the marked
area in c). Solid lines represent evaluation of current levels by a matlab routine. Green and red circle
are peak-on and -off. L1, L2, ... denotes the level number. It should be noted that modelling of the
conductance blockades is limited to the employed filter and sample rate. Especially for L4 of the first
event the duration is probably overestimated [85,86].

In contrast to the avidin translocations reported in Chap. 4, where the blockade events could be
described by duration and height, the detailed structure of proteasome translocation events gives
rise to additional parameters. With these parameters, we describe the level structure of each
event individually, as depicted in Fig. 5.5 d). Each of the levels L1 to L5 for the first event is
characterized by a constant current blockade ∆Ilevel which refers to the baseline and lasts for
a time τlevel. The second event consists of only one level, L1. Usually, the blockade height as
well as the number of levels varies between different events. As will become clear later, they are
statistically distributed on a range determined by the pore geometry. For a complete characteri-
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5.2. Proteasome translocation through solid-state nanopores

zation of proteasome translocation events, we analyze the blockade events by a custom Matlab
routine and evaluate the event duration τevent and mean blockade height ∆Īevent, as well as the
level duration τlevel and level height ∆Ilevel for all levels of each event. (Details on event evalu-
ation can be found in Appendix B). From this information, further characteristic figures can be
derived: The number of levels in an event, the distribution of level durations and level heights,
the sequence of blockades and the position of the maximum current blockade in the event level
structure. Current blockades are usually evaluated as change in current compared to the open
pore current, i.e. % current blockade, which is equal to a relative conductance blockade and
independent of the applied voltage. To emphasize the voltage independence, we usually use the
expression conductance blockade further on.
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Figure 5.6: a) Scatter plot of proteasome translocations, pH 9.1, -200 mV. b) Histogram of mean conduc-
tance blockade height. The solid line represents a modified Gaussian fit to the data. c) Histogram of event
duration. The solid line represents a lognormal distribution fit to the data. d) Mean conductance blockade
for different voltages. e) Median event duration. Red bars indicate the standard deviation. f) Event rate of
5 nM proteasome.

We begin our analysis of translocation events with properties of the whole event: duration, mean
conductance blockade and event rate. Due to the multi-level structure, averaging over all levels
of an event is an appropriate method for its characterization. Figure 5.6 a) shows a scatter plot of
the event duration and mean conductance blockade at -200 mV. The mean conductance blockade
is calculated by dividing the area of blocked current by the event duration. The majority of events
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5. Towards Single Proteasome Trapping

blocks an average of 1–3% for a duration of 100–500 µs. The histogram of the average blockade
height in Fig. 5.6 b) shows a modified Gaussian distribution with a mean current blockade of
2%. For cylindrical pores, the blockade height is usually Gaussian distributed. In our case, as
will be explained in more detail in this chapter, the conical pore shape gives rise to a position
dependent blockade height, which modifies the statistical, Gaussian behavior and leads to a skew
of the Gaussian distribution towards smaller blockade values.
The event duration shown in Fig. 5.6 c) also shows a skew towards smaller blockade times. In
this case, however, the total blockade time consists of several subsequent adsorption processes
and thus the final probability distribution depends in a multiplicative way on the sub processes.
The result is a logarithmic normal distribution, which is also described in more detail by Limpert
et al. [63]. The event duration has a median duration of 242 ·/ 3.9 µs. The symbol ·/ is spoken
“times divided” and σ = 3.9 represents the multiplicative standard deviation or variance of the
system. This means that 68.3% of the values are in the interval 62–944 µs. For fitting the data to
the probability distribution, the formula

P (τ) =
A√

2π s τ
e

−(lnτ−m)2

2 s2 (5.1)

was used. The median value µ and the multiplicative standard deviation σ are then defined by
µ = em and σ = es.
Upon changing the applied potential, the step-like blockade behavior is preserved, but the block-
ade duration gets shorter. The blockade height increases with increasing potential as expected
according to Ohm’s law. After dividing the blockade height by the applied voltage, the resulting
conductance should be independent of the applied voltage. This is confirmed by the data shown
in Fig. 5.6 d), where the mean conductance blockade for different applied voltages is depicted.
It decreases only slightly with increasing potential and is at 2.2± 0.3% for all voltages.
Figure 5.6 e) shows the median event duration. It decreases non-linear between -150 and -225 mV
from 640 to 183 µs. The red bars display the range of σ, which does not fit the scale for all
points, but is given in Tab. 5.1 together with other event data from the 22 nm chip. The red line
depicts an exponential fit for an adsorption dominated translocation process, as mentioned in
Chap. 3.4.2. The fit parameters of the function f(V) = A · exp(V/Vc) are A = 9.2± 2 ms and
Vc = 56± 4 mV.
The event rate is given in Fig. 5.6 f) and increases with the applied potential between -150 and
-200 mV. The saturation between -200 and -225 mV is difficult to explain. One possibility is the
limited time resolution: if the level duration decreases towards the time resolution of the system,
a fraction of the events will be too short and thus missed by the detection routine [86]. However,
the average level duration at -225 mV is 36 µs, which can be resolved with the employed filter.
Another possibility related to time resolution is the probability for adsorption. This probability
will decrease with increasing driving force inside the pore [109]. Obviously, if the adsorption time
is shifted below the time resolution – or if the combination of pore length, drift velocity (free
translocation) and diffusion towards the pore wall is impeding protein adsorption at all – the
event rate will be decreased. The third possibility is a diffusion limited capture process. This
was investigated by Wanunu et al. for DNA molecules [122]. In this model, the rate has a linear
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5.2. Proteasome translocation through solid-state nanopores

dependence on the applied voltage, because the electric field expands on a hemisphere around
the pore entrance and capturing of molecules is governed by the drift velocity in this hemisphere.
In our case, however, the driving force is not of EP nature. The molecules are forced through the
pore by the EO flow, and the observed limiting effect on the event rate might therefore be ex-
plained by a limited EO flow due to hydrodynamic effects on the nanometer scale at high electric
field.
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Figure 5.7: Proteasome translocation process
with transient adsorption steps.

As mentioned at the beginning, the surprising fea-
ture of the observed proteasome translocations is
the level structure, which we attribute to multi-
ple transient adsorption processes of proteasome
molecules on the nanopore wall. This is shown
schematically in Fig. 5.7 together with the ex-
pected current-time signal. Depending on the po-
sition of adsorption, the molecule blocks a certain
ionic current, resulting in a characteristic step pro-
file of the current blockade.
In the following paragraphs we will analyze the
proteasome blockade data in more detail and ar-
gue for the plausibility of the transient adsorp-
tion hypothesis. Having a closer look on the cur-
rent blockades, we can evaluate the level struc-
ture for the level duration and height as shown in
Fig. 5.5 d) and Fig. 5.7. A colormap plot of the
data obtained at -200 mV is shown in Fig. 5.8 a)
together with histograms of level duration and
blockade height. A uniform lognormal distribu-
tion of the level duration is observed, compara-
ble to the event duration but with shorter times,
Fig. 5.8 b). The blockade height histogram in Fig. 5.8 c) shows a clear peak at 1% and a second
broad one and not very pronounced at 8%. In between these peaks, the distribution decreases
almost linearly. The relation between level height and duration is indicated by the grey line in
the scatter plot. It shows the average level duration in dependence of the conductance blockade
(the shown curve is a 9-point adjacent averaging of the original data). Obviously, the average
duration is largest around 2% (∼200 µs) and then decreases for increasing blockade heights to
35 µs. As will become evident in the course of this chapter, the short and large conductance
blockades correspond to adsorption points at the small end of the conical pore, whereas the small
and long lasting levels correspond to adsorption points near the pore entrance.
Figure 5.8 d) shows blockade height histograms for different voltages, which are normalized to
the number of events recorded at each voltage. Only at -150 mV, two more pronounced peaks at
3.3 and 4.7% are visible. The distribution at 8% flattens out with increasing voltage, which we
attribute to an increased drag on the molecule at the narrow end of the pore, thus decreasing the
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5. Towards Single Proteasome Trapping

probability of adsorption. The large peak at small blockade values as well as the largest observed
blockades are similar for all voltages as expected for conductance values.
Figure 5.8 e) shows the median value of a lognormal fit to the level duration data. Between
-150 and -225 mV, the level duration decreases from 87 to 36 µs and shows a broad distribution
between very small and large blockade times (∼10–800 µs) . In Fact, if transient protein adsorp-
tion is considered to be the time determining mechanism of the translocation process, broad time
distributions are also observed and reported by others [83,90,111,124].
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Figure 5.8: a) Color map plot of proteasome translocations, pH 9.1, -200 mV. Red color represents 55
counts. b) Histogram of level conductance blockades. Binning of 0.2% corresponds to 33 pA. c) His-
togram of event duration. d) Conductance blockade histograms for different voltages. e) Median level
duration. Red bars indicate the standard deviation. f) Distribution of conductance blockades separated for
subsequent levels in an event.

Figure 5.8 f) shows a color mapped distribution of blockade heights according to the level num-
ber within a single event (see Fig. 5.5 d)) – not to be confused with the number of levels – for all
events recorded at -200 mV. It can thus be interpreted as an average blockade shape. The highest
plotted level number is 6, as there are only two events with more than 6 levels. Even the num-
ber of 6-level-events is very low (30). Black bars give the average conductance blockade at the
respective level. It shows that successive blockade levels block an increasing amount of current,
which we attribute to the conical pore shape. This explanation is justified by a simulation of the
position dependent proteasome conductance blockade, presented in Fig. 5.9.
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Figure 5.9: Top: Histogram of experimental conductance
blockade for all events at -200 mV. Bottom: Calculated
conductance blockade in dependence of the proteasome
position inside the nanopore.

For this simulation, we first determine
the exact pore diameter by fitting the di-
ameter to the open pore resistance ac-
cording to Eq. (3.25).
A TEM micrograph of the pore agrees
very well with the so calculated pore
geometry, see Fig. 5.3 and Tab. 5.2.
In the second step, the current block-
ade of a cylindrical particle is calcu-
lated for different positions inside the
conical pore, as explained in the the-
ory section 3.6. For better compari-
son with the experimental data, we plot-
ted the independent variable on the ver-
tical axis in Fig. 5.9. Obviously, the
largest theoretically expected conduc-
tance blockade is around 9%, which
agrees very well with the experimental
observation. This finding is a strong ev-
idence that the observed level structure
is caused by transient protein adsorp-
tion.

To complete the characterization of proteasome translocation events, we investigate statistical
properties of the level structure. The left side of Fig. 5.10 shows the probability of the number
of levels per event for different applied potentials. All distributions are quite similar with a most
probable number of 2–4 levels per event. For increasing potential, the distribution shifts slightly
to the left, i.e. from an average of 3.3 levels/event (-150 mV) to 2.7 levels/event (-200 mV) as
determined by Gaussian fits. This is expected if we consider protein adsorption; the probability
for adsorption decreases with increasing external potential. On the right side of Fig. 5.10, the
conductance blockade distribution for the first three levels of the events is shown for different
voltages. Here, only events with increasing blockade levels are considered. We do this, because
one might argue that the protein does not translocate, but diffuses out of the pore again, if an
event shows also decreasing blockade levels. Even if we know that the average blockade shape
shows increasing blockade levels (Fig. 5.8 f)), we see no possibility to clearly decide about this
problem. We therefore state that events with increasing levels only are most likely due to suc-
cessful translocations through the pore. The fraction of this kind of events on the total evaluated
events is 71% for -150 and -175 mV, 78% for -200 mV and 80% for -225 mV. The black lines on
the right side of Fig. 5.10 correspond to the first blockade level with a clear maximum between
0.5 and 1% conductance blockade. Almost no first level is found above 2%. The second level,
represented by red lines, is shifted to the right with a maximum frequency at 2% and a broad dis-
tribution towards larger blockades of up to 9%. The third level is represented by blue lines and
is broadly distributed between 2 and 10%. It dominates the second level from 4% on. Compared
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5. Towards Single Proteasome Trapping

to the theoretical curve of adsorption position and conductance blockade shown in Fig. 5.9, we
can interpret the first level as an adsorption within the first quarter of pore length. The second
level corresponds to an adsorption within two thirds of the pore length with a maximum at half
the pore length and the third level corresponds to an adsorption point within the second half of
the pore length.
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Figure 5.10: Left: Probability for a certain number of levels inside an event. Right: Histograms of
conductance blockades for the first three levels. Black, red and blue lines correspond to the first, second
and third level.
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Similar results as the ones shown above are also found for other nanopores with different di-
mensions. All pores exhibit the step-like conductance blockades, whereas for the largest one
(28 nm diameter) and also for the smallest one (17 nm diameter) the number of levels per event
is significantly decreased compared to the intermediate pores (18–22 nm), as shown in Fig. 5.11.
Furthermore, the probability for one-level events is increased from 5–15% for the smaller pores
to 35% for the largest pore. We attribute this increase in one-level-events to a decreasing proba-
bility for adsorption if the pore diameter is enlarged.
All pores have in common the most probable blockade height, in the range between 0.3–0.6%
with a decreasing frequency for higher blockades as shown on the left side of Fig. 5.12. A slight
and broad peak is found at higher blockade values of 9% (Dp = 17 nm), 8% (Dp = 22 nm) and
2% (Dp = 28 nm). The number of recorded events used for this evaluation is smallest for the chip
with 17 nm (394 events), in contrast to to the chip with 18 nm (1050 events), with 22 nm (2047
events) and with 28 nm (1864 events). The 18 nm chip shows distinct blockade levels, which
we attribute to a contaminant at the pore entrance, favoring adsorption at distinct positions. The
measurement of this effect will be explained in a separate section on page 53 in more detail.
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Figure 5.11: Level probability histograms for different nanopores, as denominated in the particular graph.

The differences in the maximum conductance blockade might look strange at first sight. It can,
however, be excellently explained by the pore geometry, as we show by calculating the conduc-
tance blockade of a proteasome molecule for the different pore geometries. As already mentioned
before, the pore diameter used in the calculation is determined by fitting the diameter to the open
pore resistance, which is in accordance with TEM micrographs (Fig. 5.3 and Tab. 5.2). The
results of these calculations are in excellent agreement with the observed values. As shown on
the right side of Fig. 5.12, we expect a blockade range of 0.8–16% for the 17 nm chip and we
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observe blockades up to around 15%. For the 22 nm chip, we expect blockades between 0.7 and
9% and the observed values reach up to 10%. For the 28 nm chip, blockades between 0.6 and
5% are expected and we observe events up to 5%. Also for the 18 nm chip, we expect blockades
up to 15%, which is essentially what we measure.
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Figure 5.12: Left: Conductance blockade level histograms of pores with different diameters, as indicated.
Right: The respective simulation of proteasome position dependent conductance blockade. According to
the pore geometry, the expected range of conductance blockades differs between the pores, which is well
resembled by the experimental data on the left.
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Finally, we compare all event and level durations as shown in Fig. 5.13 on a semi-logarithmic
scale. Only the 22 nm chip shows a continuous exponential relationship between event / level du-
ration and the applied voltage (black squares). The 28 nm chip has an event duration on a similar
timescale as the aforementioned, but only between -200 and -300 mV. The decreased duration at
-150 mV can not be explained (red pale circle). The only difference is the few recorded events in
contrast to the other voltages, see Tab. 5.1. An interesting difference between the 22 nm and the
28 nm chip is found in the level duration. The level duration of the 28 nm chip is approximately
doubled compared to the 22 nm chip. We explain this effect by the decreased external forces
acting during adsorption in the larger pore. For the event duration, however, the increased level
duration cancels out with the smaller number of adsorptions per event; also an effect of the larger
pore diameter. Both effects lead to similar event durations for both pores.
The single value obtained for the level duration and also for the event duration of the 17 nm chip
(green triangle) is much smaller than all the others. In this case, it is likely that the 17 nm chip is
too small for proteasome translocations. The proteasome molecule is barrel shaped with a diam-
eter of 11 nm and a length of 15 nm. Thus, the diagonal distance is 18.6 nm. For translocation,
the molecule would have to be aligned uniaxially with the nanopore. The probability distribution
of the molecule orientation in front of the pore entrance therefore determines if it translocates,
or if it is repelled. In the last case, we would observe short bumping events [90], which would
explain the short observed event and level duration.
The 18 nm chip, despite the unusual translocation behavior, fits also in the regime of the 22 and
28 nm chip for -50 to -150 mV (blue downward triangles). From -150 to -200 mV, the event
duration increases by 225%, which can only be explained partly by the increase of 23% in level
duration. The most striking difference is the increasing number of levels, accounting for the
larger event duration, as will be presented in the following paragraph.
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Figure 5.13: a) Event duration for different voltages and pores. Each symbol corresponds to a different
pore, as indicated by the inset in the upper left graph. b) Level duration, same symbols as on the left.
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Table 5.1: Event evaluation of proteasome translocations.

Chip Vbias (mV) # of events / ∆Ī ·/σ (%)† τfit
event ·/σ (µs) τfit

lvl ·/σ (µs)
Dp/Lp (nm) good peaks (%)

22 / 50 -150 811 / 93 2.0·/1.6 641·/3.5 87·/6.2
-175 1127 / 91 1.9·/1.6 430·/3.8 62·/6.4
-200 2437 / 84 1.7·/1.6 242·/4.0 44·/6.2
-225 1575 / 81 1.6·/1.6 183·/4.0 36·/5.7
+200 37 / 95 1.2·/1.5 283·/3.5 43·/6.4

28 / 50 -150 275 / 73 1.0±0.7 115·/5.0 51·/5.6
-200 1800 / 78 1.0±0.7 207·/4.2 85·/6.0
-250 987 / 77 0.6±0.6 183·/4.3 76·/5.2
-300 2765 / 74 0.6±0.4 145·/4.5 53·/4.9

17 / 50 -150 637 / 59 2.1·/1.8 65·/2.4 22·/2.6

18 / 40 -50 697 / 73 3.76·/2.4 1460·/3.3 180±10
-100 903 / 78 4.12·/3.2 670·/3.0 100±10
-150 1680 / 77 5.00·/3.2 540·/2.6 77±10
-200 1418 / 74 5.00·/1.6 1760·/3.6 95±10

†: Calculated average values from conductance blockade simulation: 22 nm: 2.8±2.1%, 28 nm: 1.8±1.1%, 18 nm:
5.6±3.7%, 17 nm: 4.3±3.8%. Calculation is based on constant adsorption probability along the pore and adsorption
on the edge of the pore was neglected.

Table 5.2: Pore diameter as determined by TEM and pore conductance measurements. The calculated
diameter is based on 50 nm pore length.

DTEM (nm) Rp · σ (·106 m−1) DCalc. (nm)

16 115 17.4
16 108 17.8∗

21 88 21.8
26 66 27.6

∗ Calculated for 40 nm pore length.

52



5.2. Proteasome translocation through solid-state nanopores

Explanation for the discrete conductance blockade distribution of
the 18 nm chip.

Discrete blockade levels were found for the 18 nm pore, which contradicts the expectation of a
random location of proteasome adsorption inside the pore. The most explicit differences to the
measurements shown above is the increased number of levels per event and the effect of increas-
ing event duration for increasing applied potential, starting from -200 mV on up to -260 mV.
Higher potentials could not be evaluated anymore due the long lasting and very noisy blockade
events with a level-rich blockade structure.
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Figure 5.14: a) Current-time trace of 120 nM
proteasome translocations at -150 mV, pH 7.3,
1 M KCl. b) After reversing the voltage to
+150 mV, only few events are observed. c)
Reference measurement without proteasome at
+150 mV (upper curve) and -150 mV (lower
curve).

Proteasome molecules where added to a final con-
centration of 120 nM to the cis-side of the mea-
surement chamber and a voltage of -150 mV was
applied to the trans-side. The 1 M KCl solution
was adjusted to pH 7.3 by 20 mM Tris-HCl buffer.
The initial diameter of the pore was 18 nm, as de-
termined by TEM.
After evaluation of the measurement data, we rec-
ognized a small shift in the ionic current baseline
upon reversing the applied voltage, which is usu-
ally not observed in clean solid-state nanopores
of this size. Figure 5.14 a) and b) show current
traces for -150 mV and +150 mV applied voltage.
For -150 mV, the baseline is decreased by 2.8 nA
or 18%. Because the pore showed no rectifying
behavior beforehand (Figure 5.14 c)), we attribute
this effect to some protein fraction or other con-
taminant which adsorbed strongly in the vicinity
of the pore entrance. Upon application of a neg-
ative voltage, the EOF drags the contaminant in-
side the pore, thereby decreasing the effective di-
ameter permanently. Upon reversing the voltage,
it is pushed out of the pore and hence does not in-
fluence the pore resistance. Similar effects were
also observed in other measurements but usually
not evaluated.
Figure 5.15 a) shows a scatter plot of the mean
current blockade and event duration at -150 mV.
The majority of events blocks an average of
100–200 pA for a duration of 200–1500 µs.
The histogram in Fig. 5.15 b) shows a Gaus-
sian distribution with a mean current blockade of
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156± 98 pA, in contrast to the other measurements, where we observed modified Gaussian dis-
tribution of the mean blockade height. The event duration is lognormal distributed and has a
median duration of 694 ·/ 2.4 µs. Figure 5.15 d) shows the potential dependent mean current
blockade. As expected, the blockade height increases linearly with increasing potential. The
same data is shown in Fig. 5.15 e) as relative values. Here, the mean blockade height is around
4.5% for all applied voltages. Figure 5.15 f) shows the median event duration. It decreases
non-linear between -20 and -150 mV and increases for -200 mV, which is the unique feature of
this chip. For a measurement at pH 8.2, this unexpected behavior is even more pronounced for
voltages up to -260 mV. The event data is given in more detail in Tab. 5.1.
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Figure 5.15: a) Scatter plot of proteasome translocations, 18 nm pore, pH 7.3, -150mV. b) Histogram
of mean current blockade height. Solid line represents a Gaussian fit to the data. c) Histogram of event
duration. Solid line represents a lognormal distribution fit to the data. d) Mean current blockade for
different voltages. e) Relative mean current blockade. f) Median event duration. Red bars depict the
standard deviation.

Having a closer look on the current blockades, we can extract only the parts of the current-time
trace containing blockade events. This is shown in Fig. 5.16 a) for 810 events of the -150 mV
measurement, which are normalized to eliminate the influence of a drifting baseline. Only a small
fraction of the original data points is drawn for better visibility. Gaps like the one at 0.7–0.8 s
stem from excluded long-lasting events, which would dominate the histogram of the many short
events. As can be seen by the black bars in the histogram of Fig. 5.16 b), a broad distribution of
current levels exists between 0.5 and 12% current blockade. Besides the two dominating levels at
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5.2. Proteasome translocation through solid-state nanopores

4.0 and 5.2%, several smaller levels are visible. Similar level spacings are also found for differ-
ent applied voltages as summarized in Tab. 5.3. All voltages show the same levels at 1.3± 0.1%,
2.2± 0.1%, 4.0± 0.1%, 5.3± 0.04% and 6.4± 0.04%. However, the all-points histogram of a
current-time trace from a measurement presented in the previous section (the 22 nm diameter
pore) also shows some peaks, even though not as pronounced as for the 18 nm chip. This his-
togram is shown in the inset of Fig. 5.16 b). Because we did not observe noticeable discrete level
spacing for this chip, the all-points histogram is obviously not meaningful enough to characterize
the translocation behavior. This is because it overestimates the relevance of long lasting levels
with respect to the short ones. Only a few levels lasting for several tens of milliseconds will
dominate the majority of short levels which last around 100 µs.
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Figure 5.16: a) Normalized current blockades, -150mV, pH7. b) All-points histogram of current block-
ades. Inset: all-points histogram of the 22 nm chip, which showed random blockade heights.

Table 5.3: Evaluation of distinct blockade levels, 18 nm chip.

Vbias (mV) current blockade level ∆Il (%)
-50 – 1.1 2.2 – 3.8 – 5.3 6.4 – –
-100 0.5 1.4 2.1 – 4.0 5.0 5.4 6.4 – –
-150 0.6 1.3 2.4 – 4.0 – 5.2 6.4 7.2 8.2 11.7
-200 – 1.3-1.5 2.2 2.8 4.1 4.8 5.3 6.5 7.0 9.5 11.9
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To count each blockade level only once, no matter how long it is, we have to evaluate the level
structure and hence create the histogram of the level blockade height, as we did also in the pre-
ceding section. This is shown in Fig. 5.17 b), where the red line depicts the scaled all-points
histogram and the black bars the result of the automated evaluation of the level heights. Here, we
also notice the difference in histograms at small blockade values between this and all other chips
(Fig. 5.12). Whereas for the other chips we observe the highest rates at the smallest blockade
value, we now observe a decreased rate for small values and a maximum at around 5%.
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Figure 5.17: a) Color plot of blockade levels at -150mV. b) Black bars: Histogram of level blockades. Red
line: All-points histogram of current-time trace. c) Histogram of level duration. Green line: lognormal
distribution fit to the data.

In contrast to the discrete level spacing, the duration of the blockade levels is uniformly dis-
tributed, Figure 5.17 c) and 5.18. For -150 and -200 mV, the level duration can be described with
a single lognormal distribution. For -50 and -100 mV, the single distribution describes the data

56



5.2. Proteasome translocation through solid-state nanopores

only up to ∼250 µs. However, fitting the data with two lognormal distributions is difficult, as
the dependencies between the parameters are very high (> 0.99). This means different values of
the parameter give the same or similar results, which precludes a meaningful interpretation. Due
to the problems with fitting, we derive the median blockade duration from a graphical represen-
tation of the cumulative histograms. The inset of Fig. 5.18 shows the distributions for different
voltages. The median level durations extracted from this graph are given in Tab. 5.1 and shown
graphically in Figure 5.19 in dependence of the applied voltage. The level duration gets shorter
for increasing voltage up to -150 mV, as expected. For -200 mV, the level duration increases,
which can not be explained coherently.
As mentioned at the beginning, we attribute this effect to some unidentified protein contaminant,
which adsorbed in the vicinity of the pore entrance. The gap in the blockade histogram between
1 and 5% could thus be explained by a contaminant at the pore opening which prevents the pro-
teasome from adsorption in this area. The long-lasting events in this range might be caused by
interactions with proteasome subunits, i.e. lysine residues at the protein surface. A correlation of
the conductance blockade values with the proteasome position inside the pore gives approximate
distances of the adsorption sites of 4, 7, 3 and 2 nm for the blockade levels at 1.2, 2.2, 4.0, 5.3 and
6.4%. However, these values might be misleading, as we did not consider any adsorbed particle
in the simulation of conductance blockade. We therefore would like to conclude that care must
be taken to ensure a clean pore for protein translocation experiments. As this example shows,
the experimental observations might otherwise lead to conclusions which are only valid in this
special case.
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Figure 5.18: Distribution of blockade level
duration. Inset: Cumulative distribution for
-20 mV (�), -50 mV (�), -100 mV (◦), -150 mV
(M), -200 mV (O).
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5.2.2. Discussion

The most interesting feature of the proteasome translocation experiments is the blockade level
structure appearing in most of the events. This contradicts the expectation of a current blockade
for a freely translocating, barrel shaped particle like the proteasome. The constant current of
each level implies a stopped motion of the particle at different positions in the conical nanopore
under the assumption of a folded protein. This assumption is supported by a simulation of the
expected, position dependent current blockade caused by a cylindrical particle, which is in good
agreement with the experimentally observed current blockades. We therefore suggest transient
adsorption of the proteasome on the pore wall. This effect is also discussed by Sexton et al. for
long polymer pores. They don’t observe single current levels, but an apparently linear decrease
in current as the molecule translocates the pore. However, the opening angle of polymeric pores
is much smaller (1.2◦ [100]) and the length of the active region much larger (∼1 µm) as in Si3N4
pores. Thus, the difference between the subsequent blockade levels is smaller than the signal to
noise ratio, which gives the impression of a linear decrease. In our case, the short pore length
(40–50 nm) together with the large opening angle (17–19◦) leads to detectable changes in current
for small changes in the position of the molecule inside the pore. The decreasing frequency of
adsorption for increasing blockade height resembles the probability of hitting the surface. The
increased blockade rate between 0.3 and 0.8% in Fig. 5.12 for all pores corresponds to the point
of first adsorption. This is equivalently shown in Fig. 5.10 for the 22 nm pore, where the most
probable adsorption point is at 0± 8 nm, according to the maximum at 0.7± 0.3% for the first
level and the simulated curve in Fig. 5.12. Here, a negative position means that the molecules hit
the edge of the pore entrance or the membrane surface in striking distance to the pore, thereby
affecting the access resistance. We have to point out that these events are no bumping events!
As shown in Fig. 5.10 and explained in the text, several larger blockade levels follow this first
adsorption point, indicating translocation of the protein. We conclude that most of the molecules
first adsorb in the vicinity of the pore entrance before being pulled further through the pore,
where additional adsorption events may occur.
The expected translocation time is another indication for protein adsorption. As shown in the
theory section, the expected velocity for free translocation of a particle can be estimated as
vfree = ε0εr

η
· E · (ζprot − ζpore). We therefore would have to measure the zeta potential of

proteasome to give a precise estimation of the resulting velocity of free translocation. How-
ever, approximately 1 mg of protein is needed for a single zeta potential measurement, which
was not available for this purpose. We can though give an upper value of the zeta potential,
because we know its sign [27,136] and we know that it translocates in direction of the electroos-
motic flow. If EO flow dominates protein transport and both potentials have equal sign, ζprot

has to be smaller than ζpore, i.e. ζprot < -20 mV because we know the pore zeta potential from
measurements [30]. We can therefore conclude that the free translocation time of the proteasome
has to be in between the extremes of zero zeta potential (τ = lp/vEO ≈ 1.2 µs) and diffusion
(ζprot = ζpore, τ = tdiff = l2p/2D ≈ 100 µs). The last point can be excluded, because we observe
proteasome translocations only for one polarity and not for both polarities, as for avidin at pH 4.
Even a small difference in zeta potential of only 5 mV would result in a translocation time of
4 µs. This is much smaller than what we observe in our experiments, where τ = 100–2000 µs.
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Figure 5.20: a) Selected blockade events at -200 mV. Proteasome translocates the pore from the large to
the small opening. b) Selected blockade events at +200 mV. Proteasome translocates the pore from the
small to the large opening. c) Conductance blockade histogram at +200 mV. d) Level duration histogram
at +200 mV. e) Level probability at +200 mV.

Evidence that the observed level structure is caused by the conical pore shape and not by partly
unfolded proteasome is shown in Fig. 5.20. Here, we reversed the voltage from -200 mV to
+200 mV after 30 minutes of translocating molecules. In contrast to the reference measurement
shown in Fig. 5.5 b), we now observe blockade events at positive voltage. Reversing the voltage
has the effect that formerly translocated molecules enter the pore at the small opening. Having a
closer look on the event structure, we observe primarily events with a large conductance block-
ade at the beginning and decreasing blockades in subsequent levels. We evaluated the fraction
of events which show only increasing blockades and the fraction of events which has the largest
blockade in the first or second level. It turns out that for -200 mV, 78% of the observed events
show exclusively increasing blockades and 19% have their maximum in the first or second level.
For +200 mV, 71% have their maximum in the first or second level and only 25% show increasing
level blockades. The range of the observed conductance blockades as evaluated in the histogram
in Fig. 5.20 c) is similar to the range obtained at -200 mV, and the same is observed for the level
duration. Only the number-of-levels probability is decreased for one- and two-level events. We
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attribute this effect to an increased probability for hitting the pore rim if the translocation is di-
rected from the small to the large pore opening and to a decreasing pulling force if the molecule
traverses towards the large exit of the pore, thus favoring multiple adsorption.
Besides the transient adsorption of the protein, we also suggest that the drag on the adsorbed
molecule increases from the large pore entrance to the small end of the conical pore. This could
be caused by retardation or electroviscous effects or an increase in flow velocity by a decreas-
ing channel diameter and a simultaneously increasing electric field. The electroosmotic force
on the particle might thus increase stronger than the electrophoretic force, leading to a reduced
adsorption probability near the tip region. Even if these effects are difficult to evaluate in detail,
due to the complicated geometrical and chemical structure of the molecule and the pore, this
assumption is supported by the experimentally observed decrease of the level blockade rate at
the end of the pore upon increasing the applied potential, as shown in Fig. 5.8 d). The average
level duration depending on the conductance blockade, shown in Fig. 5.8 a) also shows that the
large level blockades, which are associated with an adsorption position at the small end of the
pore, correspond to very short levels.

5.2.3. Conclusion
We showed that proteasome molecules translocate Si3N4 nanopores in direction of the electroos-
motic flow at pH 7–9. Translocation events show a detailed blockade level structure, indicating
multiple (1–6) adsorption events during translocation. The observed blockade heights corre-
spond to the position inside the pore, where the protein adsorbs transiently between 30 and
80 µs, depending on the applied voltage and pore geometry. A larger pore diameter increases
the adsorption time which can be explained by a decreasing pulling force on the molecule due to
the decrease in electric field and electroosmotic flow. At the same time, the larger pore diameter
leads to a smaller number of adsorption processes, owing to the interplay between the fast (∼µs)
electroosmotic transport parallel to and the slow diffusion towards the pore wall.
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5.3. Proteasome trapping in small nanopores

Lpore

Lpit

Dpore
Dpit

Figure 5.21: The pit-pore
device.

Trapping of single proteasome molecules in a nanopore is a challeng-
ing task. In contrast to membrane proteins, which incorporate them-
selves in lipid bilayers and build a perfect seal against ionic leakage
currents, we have to tailor the solid-state pore in a way that it not
only traps the molecule, but also minimizes leakage currents. The
initial idea of trapping the molecule was to use the His-tags at the
side of the molecule. One could make a self-assembled monolayer
with Tris-NTA headgroups, which would grab the molecule, once it
passes through the pore. The difficulty in this approach lies in the
necessity of very high accuracy concerning the pore diameter. Fur-
thermore, if the pore would be cylindrical, it is very unlikely that
the proteasome enters a pore which has almost the same diameter
than the molecule itself. If it would be conical, as are the e-beam
lithographically fabricated pores, it could enter the pore at the large
opening, but bind to the sidewall somewhere near the orifice, thus not
sealing the pore properly. Because of these concerns, we invented the
spot-drilled pit pore drawn schematically in Fig. 5.21 and described

in the fabrication section in detail. Here, the proteasome can enter the conical part of the pore,
and might adsorb transiently on the Si3N4 sidewall, as shown in the section before. It can, how-
ever, move down to the bottom of the spot-drilled pit and is thus trapped. A frequent and expected
problem in this device is the signal-to-noise ratio. Thermal fluctuations of the proteasome inside
the pore increase electrical noise considerably. However, the timescale of peptide residence in
the central proteasome chamber (substrate processing) is usually much larger than the observed
thermal current fluctuations, which permits to use a small electronic filter frequency or to smooth
the signal for evaluation.

5.3.1. Reversible trapping of single proteasome molecules

The first experiment shows reversible trapping of proteasome molecules. The molecule is dragged
towards and inside the pore by the EOF and can be released by reversing the applied potential.
Proteasome was added to a final concentration of 0.5 nM in 600 mM KCl and 30 mM Tris-HCl
at pH 9.3. Upon application of -200 mV at the trans-side, a permanent decrease of the open pore
current from -12.8 nA to -10.5± 1 nA is observed. Reversing the potential leads to an immediate
conductance increase to the open pore level of +13.8 nA (Fig. 5.22, left side). The open pore
current is 7% smaller at negative voltages due to a slightly rectifying behavior of the pore. This
is shown by a current–voltage measurement presented in Fig. 5.23. Similar rectification is also
observed for other pit-pore chips and attributed to the small diameter in combination with the
conical pore shape [5,101]. The normalized histogram on the right side of Fig. 5.22 compares the
ionic current at positive and negative voltage. The black line shows the conductance blockade at
positive voltage (+200 mV), i.e. after releasing a trapped proteasome.
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Figure 5.22: Left: Reversible proteasome trapping. The applied potential is switched between +200 mV
(black) and -200 mV (red) during continuous current recording. The middle part shows a single capture
event with the characteristic steps due to adsorption. Data is down-sampled to 250 Hz for better visibility.
Right: Normalized histograms of the reversible trapping events on the left, split in positive (black) and
negative (red) currents. The inset shows the same histogram at negative potential in units of relative
conductance blockade.
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Figure 5.23: Current-voltage characteristics of a pit-pore device, drawn schematically in the upper left
corner. Inset: Thickness profile of the pit-pore and corresponding TEM image, acquired in HAADF
mode. Right, top down: TEM image of the pit before TEM drilling of the small pore. The same image
tilted by 30◦. TEM image after TEM drilling. The pit can be slightly seen as a brighter circle around the
pore.
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Besides the open pore current at 13.8 nA (0% conductance blockade) only a small fraction at
12.5–13 nA (6–8%) is visible, which can be attributed to few long-lasting adsorption events. The
histogram for the negative voltage (-200 mV), depicted by the red line, shows a peak at -10 nA
(21%) and a broad distribution between -9 and -12 nA (15–25%), which can be explained by ad-
sorption of the proteasome inside the pit and random motion, leading to an increased noise level.
The inset shows the same histogram of the current-time trace with a relative conductance block-
ade scale. Similar behavior is found for other voltages: Figure 5.24 shows all-point histograms
from reversible proteasome trapping events at -100 mV (black curve), -200 mV (red curve) and
-300 mV (green curve). For -100 mV, the maximum conductance blockade is at 7% and also
blockades up to 20% are observed. At -300 mV, a broad distribution between 11 and 27% indi-
cates an increased tendency of sealing leakage currents around the proteasome molecule.
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Figure 5.24: Conductance blockade histograms
(all-point histograms) of reversible proteasome
trapping at different negative potentials: -100 mV
(black), -200 mV (red), -300 mV (green).
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Figure 5.25: Conductance blockade histograms of
a single proteasome trapping event for increasing
trapping potential.

Figure 5.25 illustrates the pore conductance at different trapping voltages of the same protea-
some molecule. Starting with an empty pore at +200 mV (no histogram shown), the potential
was set to -20 mV and the pore got blocked by a proteasome molecule. The conductance block-
ade histogram of this state is shown as the leftmost peak, labelled ’-20 mV’ in Fig. 5.25. With the
same molecule still present in the pit-pore, we increased the potential stepwise up to -300 mV
(steps: -30, -50, -100, -200 mV) and measured the pore conductance at each voltage. The con-
ductance blockade histograms summarized in Fig 5.25 show apparent shifts towards increasing
conductance blockades with increasing potential from 10% (-20 mV) to 24% (-300 mV), which
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is well comparable to the reversible trapping histograms shown in Fig. 5.24. We attribute the
decreasing conductance with increasing applied potential to an increasing electroosmotic force,
pushing the proteasome towards the bottom of the conical pit, thereby reducing leakage current
around the molecule.

Estimation of conductance blockades

At a first glance, the small conductance blockades of only 20–30% might seem too small for full
blockage of the pore by a proteasome molecule. We therefore simulated the pit pore device ac-
cording to the drawing in Fig. 5.21. We call the conical part of the pore “pit” with small diameter
at the bottom Dpit, length Lpit and resistance Rpit. The narrow constriction of the pore is assumed
to be cylindrical with diameter Dpore, length Lpore = 50 nm− Lpit and resistance Rpore. We also
included the access resistance as described in chapter 3.5 and the proteasome dimensions are
increased by 0.5 nm to account for the hydration shell. The channel of the proteasome itself is
modelled as a simple cylindrical pore with diameter dprot, length Lprot and resistance Rprot.
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Figure 5.26: Simulation of conductance blockade
in a pit-pore. The schematic drawings depict the
proteasome position at 0 and 9 nm. Proteasome
channel diameter: 3.0, 2.0, 1.5, 1.0, 0.5, 0.0 nm.
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Figure 5.27: Position dependent conductance
blockade for different diameters of the small Si3N4
pore (4–10 nm).

Figure 5.26 shows the expected conductance blockade in dependence of the proteasome posi-
tion inside the nanopore with Lpit = 25 nm, Dpit = 12 nm and Dpore = 8 nm. The position scale
shows the distance between proteasome and bottom of the conical pit in nm. The different curves
correspond to different diameters of the proteasome channel, namely 0, 0.5, 1.0, 1.5, 2.0 and
3.0 nm. As expected, if the proteasome wouldn’t contain any channel, the conductance blockade
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rises up to 100% at 0 nm proteasome to pore distance (upper curve), which is not visible in the
figure. For reasonable effective proteasome channel diameters between 0.5 and 2 nm, the con-
ductance blockade shows noteworthy deviations only for a protein to pore distance smaller than
1 nm.
Changing the diameter of the small Si3N4 pore shows a much larger effect on the conductance
blockade (Fig. 5.27). Here, the proteasome channel diameter is fixed at 2 nm and the pit length
at 25 nm. By increasing Dpore from 4 to 10 nm, the conductance blockade increases by 20% at
a distance of 1 nm from the bottom. This behavior is easily understood if we consider the pit-
pore as a system of two individual resistors in series. The overall resistance is dominated by the
largest resistance. If the cylindrical pore is very small and thus its resistance very high, changes
in the small pit resistance due to a proteasome molecule do not alter the total resistance much and
vice versa. It is therefore preferable to fabricate pores just small enough to hinder proteasome
translocation, but not smaller, in order to increase the proteasome signal.
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Figure 5.28: Position dependent conductance blockade for different pit lengths, as indicated. The total
thickness of the pit-pore device is always 50 nm. The normalized distance to pore Dp−p is defined by the
distance between proteasome and pore Dp−p and the pit length Lpit as follows: Dp−p =

Dp−p
Lpit

.

The length of the pit may also vary, and this is simulated in Fig. 5.28. Here the distance to the
pore is normalized to the pit length. Like before, at position 0 the proteasome is situated at the
bottom of the pit for all Lpit. The pit length is given at the right side in Figure 5.28. For protea-
some to pore distances larger than ∼0.3Lpit, the conductance blockade is almost independent of
the pit length. For example, if a proteasome molecule is 13.5 nm in front of the pore in a 45 nm
long pit, it gives almost the same small conductance blockade as if the molecule would be 7.5 nm
in front of the pore in a 25 nm long pit. This is the result of a decreasing influence of Rpore if the
pit length is increasing. Furthermore, with increasing pit length the resistance at the pit entrance
decreases, as the diameter gets wider. Thus, the conductance blockade rises only slowly with the
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5. Towards Single Proteasome Trapping

position of the proteasome inside the pit. Only several nanometers before the pore, the change in
Rpit influences the overall resistance and thus the conductance blockade considerably. Here, the
conductance blockade increases with increasing pit length due to the increasing influence of Rpit.
Assuming a position of the proteasome near the pit bottom, it is thus preferable to fabricate long
pits and short pores. Then the pit resistance gains influence on the overall pit–pore resistance,
thus increasing the proteasome blockade signal.

In the last three paragraphs it was shown that the expected conductance blockade for a trapped
proteasome is between 25 and 35% for a pit length of 25–35 nm, a pit diameter of 12 nm, a small
pore diameter of 6–10 nm and a proteasome channel diameter of 2 nm, which is in very good
agreement with the measured data. Here, the dimensions of the pit-pore geometry are chosen in
a range as determined by our fabricated pit-pore devices. We therefore assume that the protea-
some enters the pit and is situated at a close distance to the bottom, if the applied potential is
high enough.
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5.3. Proteasome trapping in small nanopores

5.3.2. Proteasomal peptide breakdown

The universal aim of this work is to watch a single proteasome during its natural function, the
degradation of polypeptides to short peptide molecules. A widely used substrate to determine
proteasome activity is Suc-LLVY-AMC, a short peptide (Suc - Leu - Leu - Val - Tyr) bound to the
dye 7-amino-4-methylcoumarin (AMC). The dye absorbs light at 353 nm and emits at 442 nm. If
it is bound to the peptide, the emitted energy is quenched. Upon degradation by the proteasome,
the dye is released and emission can be detected by a spectrometer. The speed of degradation
follows the Michaelis-Menten kinetic and the time needed to degrade one peptide is given by
the catalytic constant kcat. The proteasomal breakdown is determined by the concentration of
proteasome (enzyme, E), peptide (substrate, S) and the enzyme-substrate complex (ES) which
finally reacts to free enzyme and the product (P). The reaction can be described by

E + S
k1−−⇀↽−−

k−1

ES
k2−−→ E + P

From this reaction scheme, the Michaelis-Menten equation can be derived as:

V0 =
Vmax[S]

Km + [S]
(5.2)

Here, V0([S]) is the initial rate, Vmax the maximum rate and Km the Michaelis constant defined
as Km = (k2 + k−1)/k1. If substrate is present in excess, the rate limiting step of substrate
degradation is determined by k2, which then equals the catalytic constant, k2 ≡ kcat. In this case,
the Michaelis constant Km equals the dissociation constant of the ES complex.
Several publications report on degradation of Suc-LLVY-AMC or similar substrates, but the re-
ported enzymatic activity varies strongly within these publications [3,23,29,97,113,137]. As can be seen
in Tab. 5.4, the first two publications used natural proteasome from Thermoplasma acidophilum.
They differ by a factor of 3 in Vmax (the value given by Seemueller has to be multiplied by 14
because it is given for a single active site [97]), which can not be explained by the temperature
difference of 5 ◦C. In the other four publications, recombinant protein from E-coli (Akopian,
Thess, Felderer) and Methanosarcina thermophila (Zwickl) is used. Here the reported values
vary by a factor of 12. The most detailed work is the publication of Akopian and the dissertation
of Felderer, which also come up with quite similar results (but at a 5 ◦C difference in tempera-
ture).
To estimate the time a single proteasome needs to degrade one peptide, we therefore use a
value of kcat ≈ 0.3 1/s, which corresponds to a time of roughly 3 seconds for degradation at
55–60 ◦C. At lower temperatures, the speed of degradation drops rapidly. From the graph pub-
lished by Dahlmann et al., we can extract an enzymatic activity of 2.88 µmol/h/mg at 47 ◦C and
0.42 µmol/h/mg at 24 ◦C. Compared to the value of 6.12 µmol/h/mg at 55 ◦C, this is 2 and 15
times slower, respectively. At room temperature, we would thus expect a degradation time of at
least 45 seconds or longer.
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As will be shown in the next section, a trapped proteasome molecule generates abrupt conduc-
tance changes on a timescale of minutes, which we attribute to changes in position inside the pit.
It would therefore be favorable to examine proteasome molecules at temperatures of 50–60◦C,
where the peptide degradation time is much smaller than the timescale of the spontaneous con-
ductance changes.

Table 5.4: Enzymatic activities of proteasome reported in literature.

Publication Buffer T (◦C) Km (µM) kcat (1/s) Vmax

(
µmol
h·mg

)
Dahlmann1992
(nat.)

20 mM Tris
1 mM NaN3
pH8.0

55 – – 6.12

Seemueller1995
(nat.)

20 mM Tris
1 mM NaN3
1 mM EDTA
pH7.5

60 85±14 0.03∗ 0.15∗

Akopian1997
(rec.)

50 mM Tris
pH7.5

55 39 0.3 1.68

Zwickl1999
(rec.)

50 mM Tris
10 mM MgCl
1 mM DTT
1 mM ATP
pH7.5

60 – 0.15 0.77

Thess2002
(rec.)

50 mM Tris
1.25% DMSO
pH7.5

60 – 1.8 9.5

Felderer2006
(rec.)

20 mM HEPES
150 mM NaCl
DMSO
pH7.5

60 32 0.32 1.64

∗ Value for a single active site.
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5.3. Proteasome trapping in small nanopores

Peptide breakdown at 25◦C

Peptide breakdown at room temperature is expected to be extremely slow, on a timescale of tens
of seconds to minutes, due to the thermophilic nature of the proteasome host. However, we ob-
served an effect on the conductance after trapping a proteasome and adding peptide substrate.
During the reversible trapping experiments shown in Fig. 5.22, we also added Suc-LLVY-AMC.
As shown in Fig. 5.29 a), after addition of 10 nM peptide, conductance blockades up to 30% can
be observed in a third peak (red line), where previously without the substrate only 20% and two
peaks were observed (black line). Also the peaks at 15 and 20% are shifted to the right by approx-
imately 3%. A further increase of peptide concentration to 1000 nM did not result in a further
increase of the conductance blockade, Fig. 5.29 b), which indicates that the observed conduc-
tance change is not caused by diluting the ionic concentration. The third peak, which appeared
after addition of the substrate molecules could be explained by a reorientation of the proteasome
inside the pit. The shift of 3% to the right would then be caused by substrate molecules, blocking
part of the proteasome channel.
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Figure 5.29: a) Reversible proteasome trapping at -200 mV (black) and after addition of 10 nM Suc-
LLVY-AMC (red). b) Reversible proteasome trapping at -200 mV in the presence of 10 nM Suc-LLVY-
AMC (black) and after addition of 1000 nM Suc-LLVY-AMC (red).

Another hint that the observed conductance changes are not due to changes in electrolyte con-
ductance or clogging can be seen in Fig. 5.30, which was recorded with a different pit-pore and
in continuous current recording. Part a) shows the current-time trace of the trapped proteasome
at -250 mV. In part b), 50 pM peptide is added to the chamber, and after one minute a sponta-
neous conductance decrease is observed. Further increasing the peptide concentration to 1 nM
and 100 nM did not change the current level significantly over minutes.
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Figure 5.30: a) Proteasome trapping at -250 mV decreases the conductance to ∼65% of the initial con-
ductance value. b) After adding 50 pM Suc-LLVY-AMC, the conductance decreases to 40%. c) 1 nM
Suc-LLVY-AMC, no further conductance decrease. d) After adding 100 nM Suc-LLVY-AMC, no further
conductance decrease.

Several other measurements in continuous current recording show similar behavior upon addi-
tion of Suc-LLVY-AMC. In part a) of Fig. 5.31, which was obtained with a different pit-pore,
the conductance blockade after addition of proteasome is shown. Similar to the results in the
previous section, the conductance decreases to 60–65% of the open pit-pore conductance. In
part b), the addition of 100 nM Suc-LLVY-AMC is followed by a decrease in conductance to
52–57%. In a second experiment with the same chip, Fig. 5.31 part c) and d), we get the same
conductance blockade due to proteasome trapping, and also a slight conductance blockade due to
peptide of 3%, which is smaller than in part b). These differences in the peptide induced conduc-
tance change might be explained by different orientations of the proteasome inside the pit. If its
orientation deviates from the ideal, axial parallel orientation to the pore, changes in proteasome
channel conductance have a smaller impact on the overall conductance, i.e. if the proteasome
channel would be oriented horizontally inside the pit, ionic current flow through the proteasome
channel would not contribute to the overall conductance and hence no channel blockage signal
could be observed.
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Figure 5.31: a) After adding proteasome molecules to the solution, the conductance decreases to 60%
at -150 mV. b) After adding 100 nM Suc-LLVY-AMC, again a slight decrease in conductance can be
observed. c) After releasing the proteasome and subsequent trapping at -150 mV, a similar blockade as in
a) is observed. d) In the presence of 100 nM Suc-LLVY-AMC.
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Figure 5.32: a) Proteasome trapping at -200 mV. Stable conductance over 40 minutes (not shown in
figure). b) Addition of 10 pM Suc-LLVY-AMC and subsequent conductance decrease.
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Similar behaviour is found for the same chip 4 weeks later, Fig. 5.32. Due to a trapped pro-
teasome, the conductance decreases to 65–70%. After the addition of peptide, the conductance
decreases further to 50–60% between part a) and b).

It is difficult to estimate the conductance blockade of the proteasome channel caused by pep-
tides, because the channel has a nontrivial shape and effects of surface conduction are probably
involved due to the small length scale of 2–6 nm. Moreover, the exact position of Suc-LLVY-
AMC inside the proteasome is unclear and changes in proteasome conformation might further
complicate the problem [107]. Therefore, we only make a crude estimation of the expected, pep-
tide induced conductance change. It is based on a cylindrical proteasome channel geometry with
a length of 16 nm and a diameter of 2.4 nm, which is 0.2 nm wider than the smallest constric-
tion in the real proteasome. The pit has a small diameter of 12 nm and a length of 30 nm. The
pore has a diameter of 8 nm and a length of 20 nm. The opening angle is assumed to be 16◦.
Figure 5.33 shows two curves of the calculated conductance change. The upper one shows the
best case without leakage currents, where the proteasome is situated tightly at the pore. Here,
depending on the blocked volume of the proteasome channel, a maximum conductance blockade
of 11% can occur for an 80% blockage of channel volume.
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Figure 5.33: Estimation of peptide induced conductance blockade of trapped proteasome. Upper curve
shows best case, without leakage currents, lower curve shows conductance blockade for a proteasome to
pore distance of 1 nm. Based on Dpit = 12 nm,Lpit = 30 nm,Dpore = 8 nm, Lpore = 20 nm, α = 16◦

The lower curve represents the more realistic case of a proteasome to pore distance of 1 nm,
which results in leakage currents around the proteasome, thus decreasing the peptide signal.
Here, a maximum conductance blockade of ∼3% is expected, if the peptide would occupy 80%
of the channel volume. However, if we assume a length of ∼3 nm for the length of Suc-LLVY-
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AMC and a diameter of 0.6 nm, only 1.2% of channel volume would be blocked by a single
peptide. The resulting conductance blockade would be only 0.2%, which is not detectable. The
weak point of this calculation is the channel profile.

Figure 5.34: Cut-open view of a pro-
teasome molecule. From Baumeister et
al. [8]

As shown in Fig. 5.34, the proteasomal channel consists
of two ante-chamber (AC) and one central chamber (CC),
which are connected by small constrictions. Probably, the
proteasome conductance is for the most part determined
by the small constrictions at the entrance, exit and between
the central- and ante-chamber. If all constrictions would be
blocked by a single peptide, the volume blockage would be
∼10%. The resulting conductance blockade of ∼1% is in
the range of the smallest experimentally observed block-
ades of 3%. However, the large blockades of 10–30% can
not be explained with this model. Two possible explana-
tions for the large conductance blockade are incorporation
of multiple peptides, and conformational changes upon in-
corporation of peptide which decrease the channel conduc-
tance. At least for eucaryotic proteasome, conformational
changes are also proposed in literature [107]. Incorporation
of several peptides at the same time could also be possible,
as the proteasome has 14 active sites in the central chamber [96]. Due to the variety of parameters
which influence the peptide induced conductance blockade, it is very difficult to interpret the
available experimental data in detail. Further experiments, i.e. with peptides of different size,
are necessary to interpret the observed conductance blockades in a more comprehensive way.
Nonetheless, the experiments at room temperature already show that trapping of a single protea-
some molecule is possible and that the ionic current through the trapped proteasome is sensitive
to addition of peptide substrate, which potentially binds inside the proteasomal channel.

73



5. Towards Single Proteasome Trapping

Proteasome trapping at high temperatures

To increase the temperature of our measurement cell, we used a Julabo heating circulator which
was connected to a copper block, and placed the block beneath the inner Faraday cage of our
setup. The inner Faraday cage and all water lines were thermally isolated to ensure tempera-
ture stability and minimize heating of the headstage. In order to prevent evaporation of liquid
from the measurement chamber, we used the pressure chamber described in chapter 4 which is
tightly sealed. Temperature was controlled manually by a thermo-couple inside the measurement
chamber. As shown in Fig. 5.35 a), the open pore current increases with increasing temperature,
which is related to a decreasing viscosity of the solution. Based on the slope of the linear fit
in Fig. 5.35 a, (I(T) = −1.2− 0.18 · T), we normalized the current in all following graphs to a
temperature of 26 ◦C by multiplying with the measured open pore current at 26 ◦C (-10.9 nA)
and dividing by the calculated open pore current at the particular temperature. It follows that
changes in current are now related to changes in pore geometry and proteasome position or con-
formation. As shown in Fig. 5.35 b), the ionic current standard deviation does not increase with
temperature. This seems surprising because thermal and capacitive noise both depend on tem-
perature [103,114,117], but we usually observe also high 1/f-noise in nanopores, which dominates the
other noise sources.
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Figure 5.35: a) Temperature dependence of open pore current. Red line depicts a linear fit, the point at
55◦C was excluded for fitting. Buffer: 600 mM KCl, 20 mM Tris-HCl, pH 7.2. b) Temperature dependent
standard deviation of open pore current.

Figure 5.36 shows current-time traces of a trapped proteasome (without peptide) at different
temperatures. A molecule was trapped at room temperature (26 ◦C). After changing the buffer
to remove proteasome in solution, the current blockade is still preserved, indicating the tight
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Figure 5.36: Current-time traces of a trapped proteasome at increasing temperatures and -250 mV. a) A
single proteasome was trapped at 26 ◦C. At the vertical line, the buffer was changed to remove proteasome
in solution. The temperature was increased to 28 ◦C and the voltage was held constant at -250 mV for
1h. Afterwards, the proteasome is in a stable position (2.5–4 minutes) b) Stepwise current fluctuations
of 7–8% around -4.25 nA indicate movement of the proteasome or conformational changes. c) At 41 ◦C
the baseline shifted to higher currents. d) T = 62 ◦C. A sudden increase in current to -11.1 nA indicates
broadening of the pore and loss of the trapping capability. The initial open pore current was 10.9 nA.
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anchoring of the proteasome inside the pit pore, even in the absence of an electric field. The
buffer exchange is indicated by a vertical line in Fig. 5.36 a). Temperature was then increased to
28 ◦C and the voltage was set to -250 mV during the experiment. Fig. 5.36 b) shows stepwise
fluctuations in current of approximately 5–7% and several short spikes of current blockades. At
this point, we can only speculate about the causes, which could be fluctuations of the proteasome
position inside the pore, or conformational changes of the proteasome channel. Upon increasing
temperature to 41 ◦C, the same behavior with long lasting steps and short spikes is observed
(Fig. 5.36 c)). Furthermore, the current increased from 4.5 to 5.2 nA. As we eliminated the influ-
ence of temperature on solution conductivity, this increase can only be caused by either a larger
distance of the proteasome from the pit bottom, or by a change in the Si3N4 pore geometry. The
latter is the most likely due to the observation at 62 ◦C, shown in Fig. 5.36 d). A sudden increase
in current from -5.5 to -10.5 nA indicates loss of the proteasome through the nanopore. After
more than 1 minute, another proteasome is captured and blocks the pore for 1 minute (-6 nA).
The repeated current increase to -11 nA indicates loss of the proteasome and an increased pore
diameter. The open pore current then increases further to -11.2 nA and only transient events are
observed which show the characteristic blockade levels and which are thus attributed to protea-
some translocations. Due to this unexpected increase in pore diameter, the pit–pore is now not
capable anymore of trapping proteasome molecules.
The same behavior was found in a second experiment, Fig. 5.37. During the first 2 minutes
shown in Fig. 5.37 a), the initial open pore current is -2.4 nA at a temperature of -50 ◦C, until a
proteasome molecule is trapped. The current is thus blocked to -1.0 nA. The ionic current is then
stable for 20 minutes. After exchanging the buffer and an equilibration time of 10 minutes, the
ionic current rose to -14 nA, indicating degradation of the pit pore membrane.
A widening of the pore diameter is in fact always found in Si3N4 nanopore experiments, but usu-
ally on a much slower time scale (see for example Fig. 4.9, where the baseline current at 150 mV
increased within 5 days from ∼5 to ∼8 nA). It seems that the thin membrane of the pit pore
device paired with elevated temperatures is much more sensitive to membrane degradation than
usual membranes at room temperature. Unfortunately, we could not solve this problem in the
time frame of this thesis. A solution to this problem could either be a different material system,
which is stable at elevated temperatures, or the use of proteasome molecules from organisms
which live at ambient conditions and have their optimum working temperature at 37 ◦C.
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Figure 5.37: Current-time traces of a trapped proteasome at 50 ◦C and -200 mV. a) A single proteasome
is trapped after 2 minutes. b) After a buffer exchange and equilibration for 10 minutes, the current jumped
from -2 to -14 nA, indicating degradation of the pit pore membrane.

5.3.3. Conclusion
The experiments show that proteasome molecules can be reversibly trapped in a solid-state pit-
pore device. Albeit the proteasome orientation inside the pit can not be unambiguously identified,
we attribute the different conductance states observed in the reversible trapping experiments to
different proteasome orientations and positions inside the pit. Due to the good agreement be-
tween experimental and simulated conductance states, we propose a more or less uniaxial orien-
tation of protein and pit-pore. This is also supported by the pit geometry itself, which impedes a
transverse proteasome orientation at the bottom of the pit due to the small pit diameter. Due to the
lack of stability of the Si3N4 pores at temperatures above 50 ◦C, proteasomal peptide breakdown
in real time could not be observed. However, the conductance decrease in the trapped state upon
addition of peptide substrate suggests an observable effect of proteasome occupation by Suc-
LLVY-AMC at room temperature. Further experiments should be carried out with mammalian
or yeast proteasome to avoid excessive heating of the membrane. To increase the proteasome
signal, the TEM milled pore should be as large as possible but as small as necessary to prevent
the proteasome from passing the pore. The pit depth should be between 30–40 nm to increase
the proteasome signal while simultaneously ensuring stability of the pore against degradation.
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6. An Entropically Driven Nanoplug

6.1. Introduction
Solid-state nanopores might be used as partition and gate to control chemical reactions on a
nanochip. It is of great interest to control the pore permeability, i.e. to switch between an
open and closed state. The presented nanoplug shows a possibility to do this without contin-
uous application of an external voltage. It utilizes the coiling entropy of a large DNA strand.

Latex bead

PEG-layer Si N3 4

l-DNA

Figure 6.1: Schematic drawing of a
nanoplug. Membrane thickness is 50 nm,
bead diameter 70 nm, contour length of
λ-DNA 16.5 µm.

The plug consists of a spherical nanoparticle, to
which a large (48.5 kbp) DNA strand as elec-
trophoretic handle is attached. Upon application of
an appropriate voltage across the nanopore, the DNA
is dragged along the electric field and through the
nanopore. Provided that the attached nanoparticle is
larger than the pore, the nanoparticle will clog the
pore from one side of the membrane, while the at-
tached DNA strand is situated mostly on the opposite
membrane side. The pore is now in a closed state,
which is shown schematically in Fig. 6.1. Without
applied external potential, the system is determined
by the Brownian motion of DNA and bead. The
coiled DNA acts as entropy barrier for the nanoparti-
cle, which has to be overcome by the thermal mo-
tion of the particle in order to diffuse away from
the pore. After a certain time τplug, the particle has
pulled the DNA completely through the pore which
is then again in an open state. To close the pore
again, a potential has to be applied to trap another
particle-DNA conjugate for pore clogging.

6.2. Characterization of latex beads
As the size of the bead is a crucial factor for pore clogging, we characterized them first in solu-
tion by dynamic light scattering (DLS). Here, the average diameter turned out to be 70± 10 nm,
which exceeds the nominal diameter of 50± 13 nm by 40%. In order to exclude effects from
particle coagulation, we also examined particle size by TEM. To this end, a 120 pM bead solu-
tion was dried out on a common TEM copper grid. Figure 6.2 shows exemplary beads and sizes.
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The average bead size turned out to be 70± 10 nm, which is much larger than the manufacturer
specification of 50± 13 nm. This discrepancy explains the result of DLS measurement. How-
ever, the exact bead diameter is not important for the proof-of-principle experiments, as long as
the particles are not too small to plug the pore. Furthermore, with the combination of TEM and
DLS measurements, we can exclude particle coagulation, which is important for the following
work.

Figure 6.2: TEM micrograph of latex beads. Nominal diameter: 50 nm, real diameter: 70 nm.

6.3. DNA-Bead conjugation
Carboxylate-modified and streptavidin labeled latex beads with a nominal diameter of 50 nm
were purchased from Sigma-Aldrich. λ-DNA was purchased from Fermentas. If a later cleaving
of DNA on certain positions is desired, the methylation free (dam-) variant of DNA has to be
used. In order to couple DNA to the bead, a biotin label has to be attached to one end of the
DNA, which can then bind to streptavidin. For this purpose we used the protocol given in detail
in a blog (http://biocurious.com/2006/01/14/labeling-l-dna) and in a short way in the work of
Zimmerman et al. [135]. We use the polymerase Klenow fragment (exo-) to attach nucleotides
(dNTP) and biotin-11-dUTP to one end of the DNA. Excess nucleotides can be removed with
a 3 kDa spinfilter. To remove also the polymerases, the modified DNA was cleaned with a
Wizard R© SV Gel and PCR Clean-Up System (A9281, Promega). This step was necessary in
order to avoid clogging of the pore with polymerase enzymes. The cleaned DNA-biotin solution
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was then mixed with the streptavidin coated latex beads and equilibrated at least 24 h at room
temperature. The bead concentration was chosen at least three times the DNA concentration to
ensure that only one DNA strand is attached to a bead. In order to reduce repulsion effects, salt
concentration was adjustet to 1 M KCl. After this conjugation step, a tenfold excess of PEG-
biotin (polyethyleneglycol, Mw = 2000) was added to the DNA-bead mixture and equilibrated
for another 24 h. This step was necessary to avoid sticking of the bead at the nanopore entrance.

6.4. Measurement instrumentation & experiments

Simple DC current measurements are not appropriate to measure the presence of the nanoplug
in the pore, as this would disturb the entropic nature of the system. We therefore used the
Lock-In extension of the HEKA EPC-8 amplifier, to test the pore resistance without applying an
effective force. We applied a sinusoid signal with 5 mV amplitude and a frequency of 800 Hz.

Rpore

Uoffset

t

+150 mV

-150 mV

trigger 1

trigger 2
Ropen

Figure 6.3: Schematic drawing of the automated
trapping procedure.

The Lock-In extension is a software based tool
which analyzes the measured current in re-
sponse to an applied AC voltage. It calculates
two conductance values, GS and GM, accord-
ing to an equivalent circuit of serial resistance
(GS) and a capacitance in parallel to a second
resistance (GM). This circuit describes a sim-
ple membrane with a pore of conductance GM
and the access resistance of the measurement
cell (GS) between electrode and pore. Inherent
to the calculation, only for nonzero voltages
both values can be calculated. At zero offset
potential, only GM is calculated. However, if
the Lock-In is properly calibrated, GM(0 mV)
is the correct pore resistance. For nonzero volt-
ages, we calculate Rpore = 1/GM + 1/GS as the
total pore resistance. In this way, slow fluctu-
ations which occur in GM and inversely in GS
can be compensated.
With a custom measurement protocol, the
DNA-bead could be trapped and released au-
tomatically. This process is drawn schemati-
cally in Fig. 6.3: An offset voltage of +150 to
+200 mV was applied and the pore resistance
was read out every 55 ms. The AC signal for
the Lock-In measurement was applied for only

5 ms to disturb the nanoplug–pore system as less as possible. Once a change in resistance oc-
curred due to pore clogging, a predefined trigger switched the offset voltage to 0 mV, leaving the
AC Lock-In measurement (every 55 ms for 5 ms) running. With a second trigger, the measure-
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6. An Entropically Driven Nanoplug

ment was terminated if the open pore resistance was reached and a negative voltage was applied
for 5 seconds to remove eventually sticky DNA conjugates. A new measurement was thereafter
initialized at positive applied potential and trapping of a new bead could start again.

Figure 6.4 a) shows 6 trapping events, recorded at +200 mV. All curves begin with the open
pore resistance Ropen = 21–22 MΩ and then show a sudden increase to Rblocked = 22.5–29 MΩ.
Why some of the curves show apparently different pore resistance values in the closed state (i.e.
the red one) remains unclear. For evaluation of the resistance increase due to trapping, we take
the last measured value of every curve before switching off the potential. The different open
pore resistances at the beginning of each curve can be traced back to a long term drift in the
Lock-In circuit. They are of minor relevance, as we only evaluate relative resistance changes,
∆Rtrap = Rblocked − Ropen, and may be eliminated by frequent calibration of the Lock-In cir-
cuit. In Fig. 6.4 b), the voltage is switched at an instance from +200 mV to 0 mV. Approximately
100 ms are lost during switching voltages due to the control software. However, we see clear
steps from high to low pore resistance values on a timescale of 2 – 17 seconds. Again we note
different open pore resistances and even differences in subsequent trap and release events (same
color in Fig. 6.4 a) and b). This shift is also attributed to different behavior of the Lock-In am-
plifier at 200 and 0 mV, respectively.
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Figure 6.4: a) Various capture events of nanoplugs. The open pore resistance is characterized by low
noise amplitude. b) Corresponding release events to the capture shown on the left.

However, we may not decide about open and blocked state on basis of the absolute resistance,
but on the noise which is generated by random motion of the nanoplug in the pore. Ropen is
characterized by a low noise value compared to the blocked state. This can be seen more clearly
in Fig. 6.5. The black and red trace depict Ropen over time for two independent measurements.
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Figure 6.5: Resistance noise of open pore (black and
red trace) and blocked pore which gets open (green
trace) due to a nanoplug release event. The resis-
tance standard deviation approximately doubles for the
blocked state.

Even if they are shifted by 0.7 MΩ, they
show the same standard deviation of 40 kΩ.
The green trace shows a step, which is due
to a nanoplug release event. The part be-
tween 0 and 7.5 s shows a standard de-
viation of 90 kΩ and after the step be-
tween 7.5 and 12 s a standard deviation of
35 kΩ. We therefore state that the pore
resistance fluctuations, more precisely the
standard deviation, is a good indicator of
an empty or occupied pore, regardless of
the absolute resistance value. For the data
shown in Fig. 6.4, the average resistance
step due to trapping is 1.8± 1.7 MΩ and
the step due to release of the nanoplug is
1.4± 1.2 MΩ. The slightly larger value for
the trapping can be explained by the differ-
ent applied voltage. While trapping hap-
pens at +200 mV, the bead is pushed against
the pore, which minimizes ionic currents

around the bead. Upon release at 0 mV, the bead has probably moved away slightly from the pore
due to the lack of electric force. Therefore we expect for all experiments ∆Rtrap > ∆Rrelease.

Unfortunately, only 20% of trapping events are followed by step-like release events. Most often,
no step is observed but only the open pore resistance, indicating that no DNA was attached to
the bead. In a control experiment, we trapped beads without DNA to ensure that long lasting
blockades during release are due to DNA and not due to sticky beads. This is shown in Fig. 6.6.
The left side shows different trapping events of latex beads (600 pM) at +200 mV. The average
resistance increase is ∼8± 2 MΩ. The variance in onset of pore blockage resembles the equi-
librium constant of the trapping process kon, which is determined by particle concentration and
applied voltage. After switching the applied potential to 0 mV, only the open pore resistance is
measured, without any glance of pore blockage. This shows that beads without attached DNA
diffuse away from the pore in less than∼100 ms, which is the approximate time the system needs
to switch from +200 mV to 0 mV. This is in accordance with the expected bead diffusion time.
We determined the diffusivity of the beads by DLS to be ∼3 µm2 s−1. The diffusion time for a
distance of 100 nm (where we expect no influence on the pore resistance) is therefore ∼3 ms,
which is far beyond the time resolution of the system.
Obviously, the resistance increase for the beads without DNA (8 MΩ) seems to be much larger
than for the previously shown bead-DNA conjugate (1 MΩ). We explain this effect by a different
degree of PEGylation for the two measurements. While we usually incubate the DNA-bead PEG
mixture for at least 24 h, incubation time for the bead-only measurement was only 1 h. The large
PEG molecules (MW 2000) act usually as spacer between bead and pore surface. Therefore,
with a complete PEG layer around the bead, it can not approach the pore opening as close as
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Figure 6.6: a) Trapping of latex beads without attached DNA. Ropen = 20 MΩ. Different onsets of pore
blockage resemble kon of the capture process, which is low due to the high dilution of beads (600 pM). b)
Release of beads at zero voltage. No blocked state is observed, diffusion of beads away from the pore is
faster than the time resolution of the system.

without PEG. Moreover, the PEG layer is accessible to ions in solution. Together, both effects
increase the ionic current around the PEGylated sphere and reduce the conductance blockade
during trapping. Figure 6.7 shows histograms of the resistance change for DNA-bead conjugates
with 24 h PEG incubation time (red) and for beads with PEG incubation time of 1 h (green).
Clearly, the 1 h incubation leads to four times larger resistance changes than the 24 h incubation.
This shows that the beads with 1 h incubation time approach the pore much more closely than
the 24 h incubation beads. The PEG layer is only sparsely developed in the first case and we
see the necessity to incubate the bead-PEG mixture over a long period of time, i.e. 24 h if we
want to prevent sticking of the bead to the pore. The fact that we did not observe sticking of the
beads without DNA can be explained by the smaller electrophoretic force, if no DNA is present.
The spacing effect of PEGylation is even larger than suggested by Fig. 6.7. The presence of
DNA for the red data increases the resistance change by ∼0.8 MΩ, as determined by free DNA
translocations.
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Figure 6.7: Resistance increase for trapping events of PEGylated DNA-beads (red) and sparsely PEGy-
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Figure 6.8: Release time histogram of all recorded release events from four different pores.

Finally, we summarize evaluable release events from four different pores with diameters between
20 and 30 nm. Fig. 6.8 shows a release time histogram for all events with a maximum at 0.5 s.
Only few events were observed above 8 s.
Figure 6.9 shows scatter plots of release time and resistance change of the individual pores.
Red lines indicate the resistance range of observed blockades caused by free DNA molecules.
This range is in good agreement with the observed release events, which indicates that the resis-
tance change due to the nanoplug originates from the presence of a single DNA molecule inside
the pore. In all experiments, the majority of release events lasted between 0.5 and 2 s. Only in
Fig. 6.9 b), a second cluster around 6 s appears, whose origin is unclear. We can exclude the pres-
ence of two DNA molecules in the pore, as this would lead to a larger ∆Rrelease. The presence
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6. An Entropically Driven Nanoplug

of λ-DNA duplexes is also very unlikely, because the single strand overhangs of λ-DNA should
be filled up with nucleotides. However, we can not exclude that duplexes form very rapidly after
the DNA sample was heated up to 70◦C and during the biotinylation, before all overhangs could
be filled up. If this would be the case, DNA of double length could increase the release time.

0 . 0 0 . 5 1 . 0 1 . 5 2 . 0
0
2
4
6
8

1 0
1 2
1 4
1 6
1 8

0 . 0 0 . 5 1 . 0 1 . 5
0
2
4
6
8

1 0

0 . 0 0 . 5 1 . 0 1 . 5
0
2
4
6
8

1 0
1 2

0 . 0 0 . 2 0 . 4 0 . 6 0 . 80 . 0

0 . 5

1 . 0

1 . 5

2 . 0

rel
ea

se
 tim

e (
s)

∆ R  r e l e a s e  ( M Ω ) ∆ R  r e l e a s e  ( M Ω )

rel
ea

se
 tim

e (
s)

∆ R  r e l e a s e  ( M Ω )

rel
ea

se
 tim

e (
s)

∆ R  r e l e a s e  ( M Ω )

rel
ea

se
 tim

e (
s)

a ) b )

c ) d )

Figure 6.9: a)–d) Release time and corresponding resistance drop of 4 different pores. Red lines indicate
resistance range of observed free DNA translocations. Pore diameter calculated from open pore resistance:
a: 16 nm, b: 18 nm, c: 22 nm, d: 15 nm.

Figure 6.10 summarizes release events from different pores. Therefore, the resistance change is
normalized to the area defined by the calculated pore diameter. Figure 6.10 b) shows the release
time histogram. The most probable release time is at 1–1.5 s, and a second and third population
can be suspected around 6 s and at 11 s, though the few events hamper a meaningful interpre-
tation. The release time should of course be influenced by the pore diameter, but for the small
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range of 15–22 nm, we could not detect significant differences. Similar experiments on DNA
diffusion have been performed by Pedone and Langecker [87]. They investigated the escape of
λ-DNA through a 30 nm wide pore from a small cavity and observed escape times in the range
of ∼10 seconds. Figure 6.10 c) shows the resistance drop histogram of release events. Most
events are at 60 – 300 MΩ nm2. The broad distribution is attributed to the large fluctuation of
ionic current during the blocked state and to the variety of fluctuations between different release
events. This is illustrated for example in Fig, 6.4 b), red and black line. The physical nature of
these fluctuations are typically interactions between DNA and the Si3N4 surface. As we have
also learned from the previous studies on protein translocations, these surface interactions result
in a broad distribution of translocation times.
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Figure 6.10: a) Release time vs. normalized resistance drop for 4 different pores. Resistance drop is
normalized to the pore area, according to the calculated pore diameters. b) Histogram of release times. c)
Histogram of normalized current drop.
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6.5. Conclusion
We showed that single nanoparticle-DNA conjugates can be trapped in solid-state nanopores,
thereby blocking part of the ionic current through the pore. Without external electric forces,
the conjugate is released from the trapped state by diffusion on a timescale of seconds. The
potential application of the nanoplug to prevent other macromolecules from crossing the pore
is difficult to prove, as current blockades from single molecules will not be visible in the large
noise signal in the blocked state and, more important, with the presented Lock-In measurement
technique time resolution is limited to 50–100 ms, which is too slow to detect single molecule
translocations happening on a timescale of ∼0.1–1 ms. To increase the blocking time of the
conjugate, nanopores with diameter smaller than 10 nm should be used. Then the entropy barrier
for DNA to escape the pore would increase and thus slow down the escape of the conjugate. It
would thus be possible to inspect influences of DNA length on trapping time to characterize the
system in a more fundamental way.
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Electroosmotic Flow

Chapter 4 shows the importance of electroosmotic effects in protein sensing. Neglecting it might
lead to false conclusions about the translocation process. For our experiments on EOF, we used
approximately cylindrical pores and calculations are based on a cylindrical pore shape. However,
we have seen for the Proteasome translocations, that EOF also acts in conical pores. It would
therefore be interesting to determine the zeta potential and magnitude of EOF in conical pores
and check if the pore shape influences the magnitude of EOF.

Obviously, the most elegant way would be to control EOF externally. We made first experi-
ments connecting a metallized pore to a third electrode, but we had to struggle with leakage
currents between the gold surface and the two Ag/AgCl electrodes. Immobilization of a self-
assembled monolayer reduced this effect partly, but was still not sufficient to control the Debye
layer polarity inside the pore. Other groups reported on the control of protein translocation
through embedded electrode devices, where the electrodes are separated from solution by oxide
or metal-oxide layers [51,52,76]. However, direct observation of EOF or measurements of zeta po-
tential in such embedded electrode devices are still missing. Another way of avoiding leakage
currents could be the covering with a lipid bilayer, as demonstrated by Meyer et al. for Si3N4
nanopores [133]. Experiments would have to proof if these bilayers build a tight seal and eliminate
leakage current or not.

Proteasome Trapping

The pit-pore structure turned out to be appropriate for trapping single proteasome molecules.
However, the instability of the membrane at temperatures above 50◦C precluded real-time obser-
vation of peptide breakdown. To circumvent this problem, one could try to fabricate a similar
pit-pore structure with a different material system and test its stability at elevated temperatures.
One could for example think of fabricating a conical pore in a solid-state material and cover
the small opening with a layer of graphene. As shown by several groups recently, nanopores
can be structured in graphene layers with nanometer precision [35,71,94] and covered with a layer
of titanium dioxide [71] to improve insulation. The only problem with the large solid-state pore
fabricated by e-beam lithography is, that the small opening faces towards the etch pit of the sili-
con substrate, which precludes adhesion of a graphene layer on the small opening of the conical
pore. However, this problem could be solved by fabricating nanopores with the track etching
technique, as demonstrated by Vlassiouk et al. [118]. With this technique, the narrow opening of
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the conical pore is situated at the top layer of the nanopore chip and hence enables adhesion of a
graphene layer.

Another strategy would be the use of proteasome from an organism, which is active at lower
temperatures than proteasome from a thermophilic organism. Therefore, mammalian protea-
some could be used or proteasome from yeast [31], because proteins from simple organisms are
generally more stable. In this case, heating of the measurement cell to 25–35◦C would prob-
ably be sufficient to observe a proteolytic activity on the timescale of seconds and the Si3N4
membrane is stable at least over several hours at this temperature.
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A.1. Effect of electroosmotic flow on streptavidin
translocations
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Figure A.1: pH dependent translocation of streptavidin.

Similar results as the ones reported in
Chap. 4 for avidin are obtained for a dif-
ferent protein, streptavidin. Its shape and
size is similar to avidin, but it shows dif-
ferent charging states with pH. It car-
ries a positive charge of +20 mV at
pH 4, a negative charge of -13 mV at
pH 8 and is approximately charge neu-
tral at the intermediate pH 6. At pH 10,
streptavidin carries a negative charge of
-18 mV, but due to the low event rate of
0.1 s−1 (see Tab. A.1), we did not con-
sider it for further evaluation. Figure A.1
shows the equivalent experimental sit-
uations to the ones shown in Fig. 4.8
at pH 4, 6 and 8. At pH 4, the posi-
tively charged protein traverses the pore
towards the positively charged electrode.
At pH 8, despite a very small event rate,
the negatively charged protein traverses
the pore towards the negatively charged
electrode. Both situations can only be
explained by considering the EOF, drag-
ging the molecules against the electric
field through the pore. At the intermedi-
ate pH 6, streptavidin is close to its iso-
electric point. Again, the EOF enhances
(-150 mV) or weakens (+150 mV) the
diffusion of proteins through the pore.
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In contrast to avidin, we observe only a single regime in the time distribution histograms, Fig. A.2.
The translocation times are between 50 and 70 µs. Comparing pH 8 and 6, we observe an in-
crease in translocation time by 15%, and between pH 6 and 4 an increase by 9%. This correlates
with the decrease in ∆ζ at least qualitatively. Table A.1 summarizes the evaluation of strepta-
vidin translocations.
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Figure A.2: Time constants of streptavidin translocation events for different pH values at -150 mV. Black
lines indicate linear fits in semi-log scale. Results are summarized in Tab. A.1.

For the voltage dependent event rate, shown in Fig. A.3, we observe the same effect as previously
mentioned for avidin (Fig. 4.13). We show only the situation at pH 4 and 6, because the event
rate at the other pH values was much lower and is thus difficult to compare. At pH 4 the event
rate decreases with increasing potential from -50 mV on, whereas at pH 6, the rate decreases
from -100 mV on and is roughly a factor of 5 larger than at pH 4. This can be attributed to
the different protein-pore interaction. Whereas we observe a strong repulsive behavior at pH 4,
where protein and pore are positively charged, the pore gets negatively charged at pH 6 and the
protein is roughly neutral, potentially favoring transient adsorption.
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Table A.1: Protein (streptavidin) and pore zeta potentials and translocation event rates.

pH 4 pH 6 pH 8 pH 10
zeta potentials (at high ionic strength)
ζprotein (mV)1 10± 3 0± 3 -6± 3 -18± 3
ζpore (mV)2 8± 2 -9± 2 -21± 2 -22± 2
∆ζ (mV) ∼2 ∼9 ∼15 ∼4
protein–pore interaction rep. rep./attr. rep. rep.
event rate (s−1) trans = -150 mV 0.7 12 0.4 0.1

trans = +150 mV 36 0.5 0 0
τ1 (µs) 60 55 50 70

1 50% low ionc strength value. 2 Measured in 400 mM KCl solution.
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Figure A.3: Potential dependent event rate of streptavidin translocation experiments at different pH.
Avidin concentration: 40 nM (pH 4, pH 6), 800 nM (pH 8, pH 10).
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The protein translocations presented in chapter 4 were analyzed with a matlab routine as previ-
ously described [85]. Here, a moving average baseline was created and each point of the trace was
checked for crossing a predefined threshold, which then marked the onset of a blockade event.
This method is especially suited for signals with small signal-to-noise ratio and for signals with a
large amount of 1/f-noise, when a global threshold would lead to many missed events. The draw-
back is the long processing time, because we loop through every single data point of the trace.
The usual computing time on our Dell workstation was∼30–60 s for a 30 s trace. For analysis of
proteasome translocations presented in chapter 5 we take a different approach to minimize com-
putation time. Due to the excellent signal to noise ratio, we could apply a global threshold for
peak detection. Together with the use of vectorized calculations, detection of the relevant data is
done in a fraction of time. The relevant data is peak on- and off-set, and all further calculations,
i.e. level detection, can be restricted to this part. Complete analysis of a 30 s trace can now be
performed in ∼2–6 s, which is an enormous saving of time.

B.1. Data evaluation with Matlab

Not every code line will be described here, but only the basic concept and structure of the code,
so it will be easier for others to use or modify it. A convention which has evolved since we de-
veloped matlab scripts for evaluation of current blockades is to name current blockades “peaks”,
no matter if the blockade is upward or downward with respect to the baseline. Two matlab
script files (m-files) are needed to evaluate multiple data files, which have to be available in
matlab binary format. The first one, ExecFindPeakProt_xx, (xx is the version number) is used
to loop through the raw data files. It detects all binary *.mat files in a destination folder and
opens only one file at a time for evaluation. Evaluation results are then stored in variables which
are extended with results from the remaining data files in subsequent evaluation runs. Usually,
the variables which contain the collected results have an ’All’ in their file name, for example
PeaksOnlyAll, which contains the data points of current blockades only, separated by small
fractions of the baseline. After all data files have been evaluated, statistical calculations are car-
ried out, and color map plots and histograms are created. Finally, all data is stored in arrays and
the arrays are stored in a single structure, called Savelist. In a structure, arrays of arbitrary di-
mension can be saved and exported for further use of the evaluation results with other programs
like OriginTM.
The second m-file is ’FindPeakProt_xx.m’, which handles only one raw data file at a time, called
’DataArray’. For a 30 s trace with a sample time of 4 µs, this array contains 7.5 million data
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points. As we evaluate signals with high S/N-ratio and straight baseline, we can use a global
threshold to minimize the data for evaluation:

Peaks = find(DataArray < I_base - 7*Standard_dev);

Here, Standard_dev is the baseline standard deviation, determined by a script without the
contribution of the blockade events. The ’7’ is a parameter which has to be chosen by the user
and which determines the threshold below the baseline (I_base) for peak detection. This is
shown for an exemplary peak in Fig. B.1.
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Figure B.1: Exemplary current blockade (peak) to illustrate peak and level detection. The original data is
down-sampled by a factor of 2 to improve visibility of individual data points.

The red, straight line is the global baseline, and the red, dashed line is seven times the baselines’
standard deviation apart. The array Peaks contains the index of data points in DataArray
from below this dashed line. In a next step, we detect the transition between one peak and the
next. Because the find routine from matlab does not copy the data values into Peaks, but gives
indices to the data points in DataArray, transitions between peaks in Peaks are characterized
by skips in the index increment. Within a peak, the index increment is always 1, but between
two peaks the index increment is >1, because there are always baseline data points between two
peaks. At each index irregularity in Peaks we can now start the detection of Peak-Off for the
one peak and Peak-On for the subsequent peak, as depicted in Fig. B.1. This is done by:

2 while DataArray(pOff) < I_base - 3*Standard_dev;
pOff = pOff + 1;
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4 end;

6 PeakBaseline(numPeak,2) = mean(DataArray(pOff:pOff + buffer));

8 while DataArray(pOff) >= DataArray(pOff-1);
pOff = pOff - 1;

10 end;

12 PeakData(numPeak,2) = pOff;
...

14 numPeak = numPeak+1;
pOn = Peaks(i+1);

16 while DataArray(pOn) < mean(DataArray(pOff+10:pOff+210)) - ...
Standard_dev;

pOn = pOn - 1;
18 end;

20 PeakData(numPeak,1) = pOn;
PeakBaseline(numPeak,1) = mean(DataArray(pOn - buffer:pOn));

Here, pOff and pOn are positions in DataArray and numPeak is a counter for the peak
which is processed. PeakBaseline collects the baseline values for each peak to calculate
its correct height. Even if we use a global baseline to define the threshold for peak detection,
we calculate a local baseline for each peak to balance drift effects. The calculated baseline is
an average over a number of data points defined by buffer, usually set to 200. Two baseline
values are calculated for each peak, one to the left of pOn and one to the right of pOff, and the
mean value between the two is taken for all further calculations.
After the baseline at the pOff–side is calculated in line 6, the following while-loop at line 8
corrects peak-off for the filter risetime. Due to delay introduced by the Bessel-filter, the current
blockade does not end when it reaches the baseline, but when the current begins to decrease
from the blocked level to the baseline. In most cases, this point can be approximated with the
last minimum of the blockade below the baseline, as indicated with the arrow in Fig. B.1. The
while-loop at line 2 is also necessary, because it can happen that another blockade level lies
above the peak detection threshold. If we would only decrement the initial pOff until the last
minimum, some peaks would misleadingly end at the wrong position. For detection of peak-on,
we align the threshold with respect to the formerly detected peak-off (line 16). The threshold is
depicted in Fig. B.1 as green line, and pOn is the data point above this line. This procedure is
necessary because proteasome translocations often produce very long and small blockade levels
at the beginning, when the molecule hits the rim of the pore entrance. Therefore, averaging over
data points directly left to the initial pOn could lead to a wrong onset, which is actually the first
blockade level.
Now that we have detected peak-on, peak-off and the baseline for each blockade event, we can
continue with detection of the intrinsic level structure. In order to save processing time, we
concentrate on local minima for level detection: in Fig. B.1, local minima between peak-on and
peak-Off are drawn as vertical red lines. Obviously, this peak has two levels. The first level
contains 5 minima and the second level contains two minima. The characteristic feature of the
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local minima is, that minima within one level have very similar current values, and minima of
different levels show a larger distance on the current-axis. We therefore can check subsequent
minima, starting with peak-on and the first minima, for their current spacing DiffMinima1:

22 DiffMinima(1,1) = DataArray(PeakMinima(numPeak,1)) - DataArray(...
PeakData(numPeak,1));

DiffMinima(2:end,1) = DataArray(PeakMinima(numPeak,2:lastElem)) - ...
DataArray(PeakMinima(numPeak,1:(lastElem -1)));

24 ...
LevelMinima(:,1) = find(abs(DiffMinima) < pLvlMin *10e-12);

26 if size(LevelMinima,1) > 0;
LevelMinima(:,2) = PeakMinima(numPeak, LevelMinima(:,1));

28 end;

PeakMinima is a formerly calculated m× n array which contains the minima–positions for
the m’th peak in the m’th row and the column number n is given by the peak with the most
minima (n minima). LevelMinima contains the indices of DiffMinima where the values
are smaller than pLvlMin*10e-12 and who therefore belong to the same level. pLvlMin is
a user-defined parameter to adjust the allowed deviation between subsequent minima of the same
level. It depends on the filter frequency and the level spacing. For the data shown in chapter 5.2.1
where the filter was set to 100 kHz, we used pLvlMin = 10. The position of minima on the
same level is assigned to the second column of LevelMinima in line 30.
The next step is the evaluation of LevelMinima. For the exemplary peak shown in Fig. B.1,
this is not very complicated. We check if there are subsequent indices in LevelMinima incre-
mented by 1, which are part of a level. We then calculate the average and standard deviation
between the first and last minima of this level and define the level off-set as the point where the
blockade crosses a defined threshold below the average, depending on the standard deviation.
However, level structure can be quite diverse and problems arise when a level consists of a single
minima. This happens especially when a small filter, e.g. 10 kHz, is used. The single minima are
not detected in line 25, and special care must be taken to evaluate them in a meaningful manner.
(The irregularities in blockade fine structure necessitates many code lines and loops. A detailed
explanation is beyond the scope of this Appendix.) After all levels are characterized, we do a
second ”clean-up“ run to eliminate unnecessary levels. Unnecessary means, that two subsequent
levels have the same or similar blockade height or are of length zero. This can happen in the
former level detection routine.
To prevent falsely interpreted blockades from being processed further, we now check each block-
ade for the plausibility of evaluation. Therefore, the area of the computed blockade shape is com-
pared with the area of the actual blockade. In the following evaluation, we use only the ”good
blockades“, whose ratio between calculated and real blockade area is between 0.8 and 1.5. The
only figure that is independent of the goodness of level evaluation is the event duration, because
the internal level structure does not influence determination of peak-on and peak-off, as shown in
line 2–18. The event duration is therefore calculated over all events. Based on the ratio between
calculated and real blockade area, our method of event evaluation has a typical yield of 75–90%
”good blockades", i.e. blockades that are described sufficiently accurate by our evaluation. Most

1Note that the vectorized form in line 23 is much fast than a for-loop which compares minima i with i+1.
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problems arise from short peaks, where the calculated area depends critically on pOn and pOff.
The following is a list of Savelist entries that are exported for characterization of translocation
behavior. It is created in the form Savelist.Name = variable. The short description
below each variable clarifies the meaning:

PeakScatterMaxH

1st column: event duration [µs]. 2nd column: maximum blockade height [%]. For scatter plots.

PeakScatterMaxColor

1st column: binned event duration [µs]. 2nd column: binned maximum blockade height [%].
3rd column: number of events. For color map plots. Binning is performed with the script
ColormapLin(ScatterPlotData, bin time, bin blockade height).

PeakScatterSum

1st column: event duration [µs]. 2nd column: mean blockade height [pA], calculated by dividing
the blocked charge (PeakSum) by the event duration. For scatter plots, e.g. Fig. 5.6.

LevelScatter

1st column: level duration [µs]. 2nd column: level blockade height related to the baseline [%].
For scatter plots.

LevelScatterColor

1st column: binned level duration [µs]. 2nd column: binned level blockade height related to the
baseline [%]. 3rd column: number of levels. For scatter plots, i.e. Fig. 5.8. Binning is performed
with the script ColormapLin(ScatterPlotData, bin time, bin blockade height).

LevelScatterRel

1st column: level duration [µs]. 2nd column: level blockade height related to subsequent level
[%]. For scatter plots.

LevelScatterPos

1st column: level duration [µs]. 2nd column: level blockade height related to the baseline [%].
For scatter plots. Only events with increasing level blockades are considered for evaluation.
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LevelScatterNegOnce

1st column: level duration [µs]. 2nd column: level blockade height related to the baseline [%].
For scatter plots. Only events with increasing level blockades and a maximum of one decreasing
blockade are considered for evaluation.

LevelScatterNegTwice

1st column: level duration [µs]. 2nd column: level blockade height related to the baseline [%].
For scatter plots. Only events with increasing level blockades and a maximum of two decreasing
blockades are considered for evaluation.

LevelScatterShortPeaks

1st column: level duration [µs]. 2nd column: level blockade height related to the baseline [%].
For scatter plots. Only events with a single minimum (no level) are considered for evaluation.

ProbOfLevel

1st column: number of levels that a certain event consists of. 2nd column: probability that an
event consists of X number–of–levels. [%].

LevelPercent

1st column, line 1: fraction of short peaks (only one minimum). Line 2: fraction of events with
only increasing blockades. Line 3: fraction of events with a maximum of one decreasing level
blockade. Line 4: fraction of events with a maximum of two decreasing level blockades. Line 5:
fraction of events where the maximum blockade is the first or second level. Line 6: fraction of
events with decreasing level blockades only. Line 7: fraction of events that can not be attributed
to one of the aforementioned categories. All fractions in [%].

PeakWidthOnly

1st column: event duration of all detected events, independent of the goodness of level evaluation
[µs].

PeakSumStat

1st column: average ratio of calculated and real peak area (blocked charge) for all peaks (events)
in a raw data file. 2nd column: standard deviation of average values from first column. 3rd col-
umn: average ratio of calculated and real peak area for all evaluated peaks. 4th column: standard
deviation of all average values, refers to column 3.

PercentGoodPeaks

The fraction of peaks that are used for level characterization [%].
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C.1. Protocols

C.1.1. Optical lithography
• Clean wafer with aceton and isopropanol.

• Protect one side with photo resist S1818 by painting it with a Q-Tip, dry on hotplate at
120◦C for 10 minutes.

• Spin photo resist Shipley S1805 at 10000 rpm for 40 seconds.

• Softbake in oven at 90◦C for 15 minutes.

• Align wafer in mask aligner, exposure time 4 seconds.

• Develop wafer for 35 seconds, rinse with water, dry with nitrogen.

• Hardbake in oven at 120◦C for 30 minutes.

• Reactive ion etching, depends on etch-system, etch 50 nm Si3N4 and 10 nm SiO2.

• Clean chips with aceton and Q-Tip, especially the protected side, this will be the side for
e-beam lithography. Rinse with isopropanol, dry with nitrogen.

xi



C. Appendix III

C.1.2. Electron beam lithography
• Take care that there are no photo resist residues on the wafer surface.

• Dilute e-beam resist ZEP520 with Anisol 1:1.4, be careful not to produce air bubbles.

• Spin ZEP at 4000 rpm for 90 seconds.

• Hotplate at 180◦C for 3 minutes.

• Make small scratch on one side of the wafer for later adjustments in the SEM.

• SEM operation: 30 keV, Aperture 10 µm, Dot Dose 0.025 fAs, minimal Dose for full
exposure 18 - 20.

Developing:

• Put wafer in Amylacetate for 60 s under gentle stirring.

• Put wafer in MIBK for 10 s under gentle stirring.

• Blow-dry with nitrogen.

• Reactive Ion Etching. Parameters depend on etch system.

• Remove ZEP: Put in NMP for 20–30 min and wipe resist gently with a Q-Tip.

• Rinse with isopropanol and blow-dry with nitrogen.
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C.1.3. DNA-bead conjugation
In a first step, dam- λ-DNA (methylation free) has to be labeled with biotin-11-dUTP.

• Heat up λ-DNA to 70◦C for 10 min to break up circular DNA strands, then cool down to
RT.

• Add Klenow fragment exo-, dATP, dGTP and biotin-dUTP.

• Incubate 2h @ 37◦C.

• Elute excess biotin-dUTP with 3kDa Spinfilter.

• Add dNTP’s and Klenow fragement exo-.

• Incubate 30-40 min @ 37◦C.

• Purify modified DNA with Wizard R© SV Gel and PCR Clean-Up System (A9281, Promega)

The biotinylated DNA can now be coupled to streptavidin coated beads. To avoid binding of
multiple DNA molecules to one bead, we mix DNA:bead approximately 1:3. After DNA-bead
conjugation, we saturated the streptavidin molecules on the bead with PEG. A typical mixture
consists of:

• 10 nM DNA

• 30 nM beads

• 1 M KCl

• 20 mM Tris pH9

• incubate ∼24 h

• add PEG-Biotin (MW2000) to final concentration of ∼300 nM

• incubate ∼24 h
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C.1.4. KCl conductance
The conductance of potassium chloride solution is necessay for many calculations related to
nanopore experiments. It can be interpolated with a linear fit between 100 mM and 1 M, as shown
in Fig. C.1. Data points depict measured values of KCl solution with Tris buffer in concentration
of 10–50 mM and different pH values.
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Figure C.1: Conductance of aqueous KCl solution at 25◦C. Red line depicts a linear fit between 0.1 M
and 1 M KCl.
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