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Chapter 1

Introduction

1.1 Motivation

Entering the 2010’s, a huge progress in the electrical engineering and information
technology changes our daily life in various ways. For example, the traditional
cell phone has been gradually replaced by the smartphones and multi-function cell
phones [wikb], which are capable of running various applications based on their mo-
bile operating platforms. They integrate together various functions such as digital
camera and video recorder, GPS receiver, accelerometer, wireless internet connections
and so on. The spread of the tablet personal computer (Tablet PC) [wikc] also gives
people a totally different view about how a computer can be used and played on one
single touchscreen which serves as both input and output devices . Another example
is in the automotive industry [eet]. A typical modern car responds to driver’s com-
mands and environmental conditions in a way which is much smarter, faster and
safer than ever before. More and more functions of the car are assisted automati-
cally by microcontrollers in real time, such as driving, controlling, safety functions,
navigation and entertainment systems, etc.

One of the key enabler of all these advances is the continuous development and im-
provement in the Integrated Circuits (IC) industry. After the first practical IC was
invented simultaneously by Jack Kilby at Texas Instruments [Kil] and Robert Nor-
ton Noyce at Intel [Noy] in 1959, the idea of manufacturing various circuit compo-
nents on a small piece of semiconductor material was intensively explored and fur-
ther developed. From 1960’s until today, the number of transistors in an integrated
circuit follows the Moore’s law, which states that such number doubles every two
years [Moo75] (although initially it was stated as every year in [Moo65]). Thanks to
the numerous innovations since then (such as the invention of the Complementary
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1 Introduction

Metal-Oxide Semiconductor (CMOS) process by Frank Wanlass in 1963 [Wan], the in-
vention of the excimer laser photolithography by K. Jain at IBM in 1982 [JWL82], and
so on), the capability of integrating an increasing number of transistors on a single
chip is greatly enhanced. The trend described by the Moore’s law has been followed
quite well by now and is expected to be valid in the near future. [Sch97]

Today, what a complex system did in the past has been integrated onto a single chip,
consisting of several billions of components. Such chip can provide much more func-
tionality than ever before, combining logic functions, memory, analog and mixed-
signal applications. Such improvement means increased circuit complexity and en-
hanced circuit performance features, computational capability, data storage and the
power consumption. With the help of the continuous improvement and progress in
photolithography, the corresponding minimum feature sizes in chip manufacturing
process has shrunk from 500 nanometer in 1990’s to 45 nanometers and below in
2010’s, as summarized and predicted by the International Technology Roadmap for
Semiconductors (ITRS) Report 2009 [I.T].

However, despite the bright future seen by the above mentioned integration, many
side effects and challenges arise due to the continuous shrinking of the semiconduc-
tor technology. The ITRS Report 2009 summarizes the challenges faced in the semi-
conductor industry in the near future and in the long term for logic device, memory
device, RF, analog and mixed-signal circuitry, as well as for the new materials and
manufacturing process [I.T].

Among the challenges arising from the development of the integrated circuits, the
effects of manufacturing process variations and operational lifetime circuit reliability
are becoming significant. Different from many other challenges, these effects can
be and should be considered early during design phase by the designers, thus the
designed circuits are well tolerant of such known effects. Especially for those safety-
critical application areas, such as automotive and aviation industry, safety controller,
or computational capability-sensitive fields, such as high performance computers,
where deviations from specifications are not acceptable.

An example of the joint effects on a typical analog circuit block is illustrated in Fig-
ure 1.1, where 300 Monte-Carlo simulations are run on a fresh and 5-year-old Miller
operational amplifier with a 180nm industrial technology. Values of DC Gain and
Gain-Bandwidth Product (GBW) are shown in Figure 1.1(a), and values of slew rate
(SR) and output voltage swing (Swing) are shown in Figure 1.1(b). The clouds of
performance distributions, as shown in the figures, are the result of manufacturing
process variations. They deviate from their nominal values due to the imperfectness
during the manufacturing process. The shifts of the performance distributions in 5
years, on the other hand, result from drifts of transistor parameters, such as Vth, due
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Figure 1.1: Shift of the performance distributions from 300 Monte-Carlo simulation
samples on a fresh (triangles) and 5-year-old (squares) Miller operational
amplifier.

to negative-bias-temperature-instability and hot carrier injection during circuit oper-
ations. As can be clearly seen in the figures, both performance distributions move
towards negative directions. Certain samples of the circuits thus may fall out of the
possible performance specifications during operational time, resulting in an early
wear-out, or in other words, a shorter lifetime than expected.

As a result, the tolerance design of integrated circuits considering manufacturing
process variations and lifetime circuit reliability have been the major concern for the
integrated circuit designers as well as for the manufacturers since the last decades
until today. The physical roots and behaviors of these effects will be detailed in the
next chapter.

1.2 Analog Design

1.2.1 Typical Flow of Analog Integrated Circuit Design

In the context of this thesis, the focus is on the methodology of design and analysis of
the analog part of the integrated circuits. A typical analog integrated circuit design
flow, consisting of several steps and loops [Bak08], can be summarized in Figure 1.2.

The input of the flow are the specifications. They describe the functionalities of the
circuit, as well as the information from the manufacturing technology needed for the
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Specifications

meet specs?

Testing

Yes

Prototype Fabrication

Layout

Re-simulate with Parasitics

No

No, fab problem
meet specs?

Production

Yes

No, spec problem

Circuit Sizing

Topology Selection

Figure 1.2: Typical design flow of analog integrated circuits [Bak08]

design. The functionalities specify the operational range of the circuit such as tem-
perature, supply voltage, and the output requirements such as gain, power, speed of
the circuit block. They are the targets that the produced circuit must meet. The infor-
mation from the manufacturing technology on the other hand include manufacturing
process statistics, technology constraints like minimal size and space in physical di-
mensions.
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The next step is the topology selection, which remains one of the most creative task
for a circuit designer who has to select the appropriate device types and connections
to achieve the specifications. This selection is mostly based on the experience of the
designer.

Then, for the selected circuit topology, the device parameters, such as transistor di-
mensions, values of resistors and capacitors, and so on, have to be tuned properly in
order to meet the specifications and to increase the robustness over variations in the
manufacturing process and the operational environment. This step is called circuit
sizing. This step is performed in a looped manner such that the designer must check
the simulation results after they make adjustments to certain device parameters.

The steps until now are also referred to as the frontend of the analog design process.
Then, the next steps belong to the backend part.

If all of the pre-defined specifications are fulfilled, now it comes to the step of layout,
generally performed by layout designers. The placement and interconnections of
each device on the chip over different layers are determined at this step. Once the
layout is done, parasitic parameters such as strap capacitance and leakage can be
extracted and calculated. Re-simulations with these parasitics are necessary. This
step is repeated until all specification are met considering layout parasitics.

The next tasks are moved onto fabrication. At first, prototype chips are fabricated and
tested. Then any encountered fab problem is fixed. If at this stage the performance of
fabricated chip cannot meet the requirements and it is not a fab problem, a redesign
from the first step has to be performed, which is obvious a huge waste of time and
investment.

Finally, when the chip meets all the specifications, it is ready for production.

1.2.2 Discussions and Challenges

One observation from the above typical analog integrated circuit design flow is that
the designed circuit performances are subject to many influential factors, especially
the influences due to the uncertainties during circuit operation in real-time, as well
as the imperfectness during the manufacturing process.

Although beyond designers’ control, those influential factors must be well consid-
ered by designers during the design step. The circuit must meet the specifications
under the maximal tolerance region of uncertainties from operational conditions and
process variations, otherwise several redesign loops are needed, as can be seen in
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Figure 1.2. Such redesign loops should be kept as few as possible, since they result in
an increase of overall costs and decrease of the time to market.

One typical solution for designers to meet those requirements is to separate their de-
sign/sizing process into several steps, such as nominal design and design centering.
During the nominal design step, no tolerance region is considered. It is mainly used
for the architecture investigation, served as the starting point for the design center-
ing as well. During design centering, the tolerance region of process variations and
operational conditions are considered. Certain mathematical models are built up for
different uncertainty sources. The designers then refine their design with considera-
tion of the uncertainties by the help of those mathematical models, in order to make
sure that their circuit can meet all the specifications under all circumstances.

Another observation from the analog design flow is that, in contrast to the digital
part, the above analog design flow is mostly done manually. The analog design au-
tomation is generally available only for the circuit simulation step.

From the design of the circuit to the circuit layout, most of the steps in the analog
circuit design flow still require experience from designers and layout engineers. As
the circuit complexity grows and many challenges arise as discussed in Section 1.1, it
is pointed out by numerous studies that the analog parts of the chip design are most
frequently at fault when chips fail at first silicon [BC10]. It means a huge re-design
cost, if the initial design cannot meet specifications considering possible side effects
and challenges. Thus new methodologies for analog design automation are needed
considering effects such as process variations and lifetime parameter degradations.

1.3 Contributions of this Thesis

1.3.1 Study on Joint Effects of Process Variations and Transistor
Aging

This thesis studies deeply the joint effects of manufacturing process variations and
transistor aging. The state-of-the-art methods for design centering considering pro-
cess variations, and solutions towards transistor aging are studied thoroughly. The
physical modeling and behavior as well as the impact of various transistor aging is-
sues are focused. The general problem of the joint effects is formulated analytically
as optimization problems.
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1.3.2 Design Flow for Lifetime Robustness Optimization

This thesis extends the formulations and applications of the so-called worst-case dis-
tance, which is a measure of the design robustness over process variations and op-
erating conditions, into reliability modeling and optimization considering transistor
aging over lifetime. The aged worst-case distance in lifetime can be used to study the
aged yield value.

A new design flow is proposed to optimize the lifetime robustness of analog circuits,
by optimizing the fresh circuit with the checking of both fresh and aged sizing rules,
as well as maximum layout area constraints, to achieve x-sigma robustness in circuit’s
lifetime. Then the lifetime robustness of the circuit is analyzed by the evaluation of
aged worst-case distance values.

By applying the design flow repeatedly with different maximum area constraints,
the trade-off between circuit’s lifetime robustness and the price we pay in terms of
the circuit layout area can be obtained. Circuit designers can choose from different
product reliability categories with an acceptable area overhead.

1.3.3 Analytical Modeling for Aged Yield Prediction

This thesis proposes a modeling and prediction framework to predict the aged worst-
case distance value and the corresponding lifetime robustness of analog circuits. The
proposed method is based on the sensitivity analysis of transistor parameters over
aging, as well as the sensitivity analysis of the circuit robustness over transistor pa-
rameters.

It does not involve either analytical formulation of circuit performance or Monte-
Carlo simulations. In comparison to the aged yield analysis based on the geometrical
yield modeling, the proposed method is more efficient in obtaining the aged worst-
case distance values.

Using the proposed method, circuit designers can obtain quickly an overview of the
lifetime robustness of their design, since the fresh worst-case distance is already avail-
able for a fresh-optimal design. Certain weakness in the lifetime robustness of their
design can be obtained early and quickly, thus reducing the redesign cost.

7



1 Introduction

1.4 Previous Publications

During the past four years, parts of the work presented here were published in
[GP09], [PG09], [PG10b], [PG10c], [PG10a], [PG11a], [PG11b] and [PG12]. A two-
step reliability optimization flow involving a fresh yield optimization step for the
fresh circuit and a lifetime yield optimization step for the aged circuit was detailed
in [GP09] and [PG09]. Its software demonstration was presented in [PG10a]. To speed
up the analysis of the aged yield value of the circuit, a linear approximation model
was introduced in [PG10b], while in [PG10c] several improvements were detailed.
The layout area cost for the reliable design was presented in [PG11a]. In [PG11b] the
detailed trade-off between circuit reliability and layout area cost was analyzed. An
improved version with study into each transistor area and circuit performance was
published in [PG12].

1.5 Organization of this Thesis

The rest of the thesis is organized as follows. Chapter 2 discusses in detail of the
reliability issues of the modern analog integrated circuit design process. Chapter 3
gives the problem formulation of the work presented in this thesis. Special focus is
on the formulation of both fresh and aged yield on different design spaces, as well
as the fresh and aged sizing constraints. The analysis and requirements concerning
statistical analysis methods are discussed in detail. Chapter 4 studies the problem of
robustness optimization by fresh yield optimization with consideration of both fresh
and aged sizing rules. The fresh circuit is over-designed such that it is tolerant of
both process variations and transistor aging. Then Chapter 5 proposes an analytical
prediction model based on sensitivity analysis to approximate the aged worst-case
distance value and its corresponding aged yield. The model can be used to predict
the age of the circuit as well, providing the acceptable aged yield value as the input.
The experimental results on different circuitries using industrial models are given in
Chapter 6. Finally Chapter 7 concludes the thesis.

1.6 Summary

The continuous scaling of semiconductor technology into nanometer scale con-
tributes to the higher chip densities, circuit performances, lower cost per transistor,
as well as several challenges and side effects, which will limit the product yield value
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1.6 Summary

after manufacturing and in circuit lifetime. Among those hazards, most influential
problems arise from manufacturing process variations and transistor degradation re-
lated lifetime circuit reliability.

The thesis concentrates on the sizing methodology solutions to the joint effects of
process variations and transistor aging. New modeling and prediction framework
will be introduced in the thesis.

9





Chapter 2

Reliability Issues

This chapter presents in detail the reliability issues studied in the thesis. The reliabil-
ity issues in general relate with the uncertainties of the produced circuits in operating
time, in comparison to the figure of merit specified during design time. Section 2.1
covers the manufacture process induced variations and the resulting uncertainties of
the manufactured circuits. Section 2.2 introduces the important degradation effects
occurred in operating time. Section 2.3 introduces and discusses about the current so-
lutions in solving manufacturing process variations and transistor aging problems.

2.1 Process Variations

The modern semiconductor manufacturing normally consists of series of processing
steps. From now on we focus on the CMOS technology as it is used in most Very
Large Scale Integrated (VLSI) or Ultra Large Scale Integrated (ULSI) circuit chips
[Bak08]. Typically those processing steps are performed on ultrapure, defect-free
slices of silicon wafers, and photolithography is used repeatedly to build up various
features on different locations through multiple layers on the surface of the wafer.

The variations induced during the manufacturing process can be both systematic and
random [Nas08]. The systematic variations, or intra-die variations, refer to those vari-
ations occurring repeatedly over many chips or wafers, i.e., at system level. Exam-
ples of the systematic variations can be wafer-level variations due to layout-induced
strain, optical-proximity correction [Sah10], the rapid ramp-rate of the lamp thermal
annealing process [ea06], etc. The random variations or inter-die variations, on the
other hand, refer to the fluctuations which happen in a statistical manner during the
manufacturing process such as thermal oxidation, doping process, etc. Examples of

11
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random variations can be random discrete doping, line-edge roughness, line-width
roughness, interface roughness [Sah10], etc. They contribute to the variations of each
transistor’s threshold voltage or oxide thickness, and so on.

In comparison to the systematic variations which can be addressed either by making
changes to the design or by improvements in the manufacturing process, the random
variations can only be tolerated if the initial design has enough margins built by the
designers. In other words, the designers have to consider during the design phase
the worst case scenario that may happen during the manufacturing process to ensure
that the circuit can work properly under process variations.

2.2 Reliability

2.2.1 Reliability Function R(t) and Failure Rate z(t)

In traditional reliability engineering, Reliability Function and Failure Rate are two very
important indicators of the device reliability properties. The study presented in this
thesis is closely linked to the evaluation and approximation of the reliability function
and failure rate of analog integrated circuits. While detailed discussion will be pre-
sented in later chapters, here some basic introduction and definitions regarding these
reliability engineering terms are given.

The term Reliability is defined as the probability that a device will function without
failure over a specified time period or amount of usage, according to the IEEE Stan-
dard Dictionary of Electrical and Electronic Terms [RI97].

Here, the term amount of usage refers to those kinds of one-shot items, such as elec-
tronic fuses, safety matches, etc., the usage of which can be divided into two phases:
a non-active phase and an active phase. Since analog circuits mainly operate contin-
uously, we focus our discussion only on the continuous operation devices hereafter,
i.e., the term a specified time period is of interest here.

The reliability thus can be defined as follows. Assume the lifetime of a device is a
random variable, denoted by X, and its cumulative distribution function F(t) corre-
sponds to the probability that X will not exceed a certain t, i.e., F(t) = prob(X ≤ t)
Then, the reliability of the device, denoted by R(t), is

R(t) = prob(X > t) (2.1)
= 1− F(t) (2.2)

12
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R(t) is the so-called Reliability function, while F(t) is the so-called lifetime distribution
function [BJ77]. The above definition comes from the fact that the reliability of a device
at time t is also the probability that the lifetime of the device will exceed t. In other
words, 1 − R(t) equals the value of the lifetime distribution function at t. Three
observations from (2.2) can be made:

1. when t = 0, R(0) = 1;

2. when t→ ∞, lim
t→∞

R(t) = 0;

3. R(t) must be an non-increasing function of time t.

The first observation implies an important assumption that, at t = 0, all of the devices
are just manufactured and all of them can work properly. At this time, no aging effect
happens, and no transistor parameter drifts due to reliability issues. The second
observation can be stated also as all of the devices have their maximum lifetime,
beyond which they will not work properly any more. And the last observation comes
from the definition of R(t).

The failure rate z(t), on the other hand, comes from such a probability evaluation.
Considering a small time interval between t and t + dt, the product z(t)dt is thus the
probability that a device is failed during this time interval dt, given the condition that
it works properly at least until t:

z(t)dt = prob(t < X < t + dt|X > t)

=
prob(t < X < t + dt)

prob(X > t)

=
F(t + dt)− F(t)

R(t)
(2.3)

z(t) can be obtained if (2.3) is divided by dt:

z(t) =
F(t + dt)− F(t)

dt
· 1

R(t)
=

f (t)
R(t)

(2.4)

where f (t) is the lifetime probability density function, defined as

f (t) =
dF(t)

dt
(2.5)

= −dR(t)
dt

(2.6)

The failure rate z(t) is also known as hazard rate, or hazard.

13



2 Reliability Issues

The relationship between R(t) and z(t) can be obtained from (2.4). Since

z(t) =
f (t)
R(t)

=
−dR(t)/dt

R(t)
, (2.7)

we can get R(t) by integration:

R(t) = exp
[
−
∫ t

0
z(ξ)dξ

]
(2.8)

Infant 
Mortality

Useful Life

worse

Failure Rate

time

time

Reliability Function

Wearout
worse

Figure 2.1: The Bathtub Curve with effects of the device increasing wearout degrada-
tions.

The typical reliability curve is the so-called bathtub curve [BJ77], [KKW03], [Hjo80], as
shown in Figure 2.1. The name bathtub comes from the shape of the failure rate curve
z(t) in the lower part of Figure 2.1.

Three typical regions can be identified in Figure 2.1.
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2.2 Reliability

• The first is the "infant mortality" period, during which the devices may fail due
to initial weakness or defects. The failure rate of this period often drops quickly,
until reaching a relatively constant level.

• Now it is the second period when the devices are in their useful normal operating
life. In this period the failure rate is approximately constant and very small. It is
also called intrinsic failure period. As the time proceeds, the devices gradually
degrade due to various aging effects.

• Then the system enters the last period, the wearout period. The failure rate of
this period is increasing, and the whole system gradually reaches the end of its
useful lifetime.

An example function concerning R(t) and z(t) is from exponential distribution,
which is useful when approximating R(t). In this case, the lifetime distribution func-
tion F(t) is 1− e−λt, where λ is a positive constant. According to (2.2) and (2.7), R(t)
and z(t) can be expressed as

R(t) = e−λt (2.9)
z(t) = λ (2.10)

where the failure rate z(t) remains constant during the useful lifetime of the product.

Also shown in Figure 2.1 are the effects which may worsen the device reliability due
to increasing aging effects, as can be seen on the dotted lines. Such degradation may
happen early during the device normal lifetime, causing the failure rate to increase
even during the designed useful lifetime of the devices. As introduced in the follow-
ing, such problem is getting worse as the semiconductor technology continuously
scales.

Some of the most important degradation effects on transistors and on-chip intercon-
nects are reviewed in the following sections. Their impacts on the transistor param-
eters or on the interconnects are discussed. For a more complete discussion, please
refer to [HTH+85], [SB03], [AKVM07], [WRK+07], [WSH00].

2.2.2 Negative Bias Temperature Instability

The physical behavior of Negative Bias Temperature Instability (NBTI) on a PMOS
transistor is shown in Figure 2.2. As the name indicates, NBTI manifests itself when
the PMOS transistor is "negative" biased, i.e., Vgs < 0. It is commonly accepted
that NBTI is the result of hole-assisted breaking of Si-H bonds at Si/SiO2 inter-

15



2 Reliability Issues

face [AKVM07] when a PMOS is negative biased using the Reaction-Diffusion (R-D)
model:

dNIT

dt
= kF(N0 − NIT)− kRNH(0)NIT (2.11)

where NIT is the fraction of Si-H bonds at the Si/SiO2 interface which breaks at time
t, N0 is the initial number of all Si-H bonds, and kF is the dissociation rate constant.
The second term in (2.11) describes the annealing process of the released H atoms.
NH(0) is the H concentration at the interface.

n- Substrate

H
H

...Si Si SiSiSi Si Si Si

p+ p+

Gate

DrainSource

H
H H H H H

...

Oxide

Figure 2.2: Effects of NBTI

NBTI is getting more serious as technology scales, since the vertical oxide field is con-
tinuously increasing to enhance transistor performance. Thus a hole in the channel
can be easily captured and a two-electron Si-H covalent bond at the Si/SiO2 interface
can be weakened by it. The weakened Si-H bonds break easily at certain high tem-
perature. Atomic H’s are released in short time, then they convert to and diffuse as
molecular H2 in long time (>100 s) [AKVM07].

NBTI effect will degrade certain transistor parameters, such as threshold voltage,
drain current, transconductance, etc. Threshold voltage degradation due to NBTI is
given by [YQD+09]

4Vth = A
(

Vgs

tox

)α

exp
(
− Ea

kT

)
tn (2.12)

where K is Boltzmann’s constant, A is a process related prefactor, Ea is the activation
energy, α denotes voltage acceleration factor, n = 1/4 for atomic H in short time, and
n = 1/6 for molecular H2 in long time as discussed above.
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2.2 Reliability

A well known effect of NBTI on PMOS transistor is its partial recovery, or annealing,
when the stress is removed [CCL+03], [RMY03]. Several studies on the modeling
of this dynamic behavior and its application in the design of digital circuits are pre-
sented in [VWC06], [LWH+07]. For SRAM cell, the impact of fast-recovering NBTI
degradation is studied in [DHGSL10]. But for analog circuits, the NBTI recovery is
not obvious [JRSR05]. The reason for this is the presence of the constant DC bias-
ing voltage in the most of analog circuits, which leads to a continuous stress voltage
applied on the transistors in analog circuits. Such continuous stress voltage is not de-
pend on the input signals. As a result, NBTI recovery or annealing is a minor effect
for analog circuits and will be ignored in the rest of this thesis.

The intrinsic variations of NBTI effects are studied in [Rau02]. The expression of
variation in4Vth shift is

σ(4Vth) =

√
Ktoxµ(4Vth)

AG
(2.13)

where tox is effective gate oxide thickness, AG is its area and K is an empirical con-
stant. As tested by authors in [FAH+08] and [FAH+09], for the transistor parameters
Vth and Id, their probability density functions follow a Gaussian distribution pre and
post NBTI stress.

It is pointed out in [SB03] that, NBTI should not exhibit any gate length dependence,
since it does not depend on lateral electric fields. But NBTI is sometimes enhanced
with reduced gate length, which is not well understood yet. The closeness of the
source and drain maybe one of the reasons for that.

The introduction of new dielectric material, such as high-κ gate dielectrics (with high
dielectric constant κ compared to silicon dioxide), is one of several strategies devel-
oped to allow further shrinking recently [wika]. But at the same time, a so-called
Positive Bias Temperature Instability (PBTI) effect on a NMOS transistor occurs as
the transistor degrades over time if the NMOS transistor is biased positively.

Recently a reliability assessment of voltage controlled oscillators in 32nm high-κ,
metal gate technology is presented in [CFSL10] with aging behavior assessment due
to NBTI on PMOS transistors and PBTI on NMOS transistors. A detailed study into
the impact of analog circuit operations is presented later in [CMFSL11b]. Another
study of NBTI and PBTI effects on 6T SRAM memory cell is presented in [DGSL09],
showing the significant impact of process variations, NBTI and PBTI on future tech-
nologies with new material.
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2.2.3 Hot Carrier Injection

Figure 2.3 shows the simplified physical effects of Hot Carrier Injection (HCI) on an
NMOS transistor. HCI refers to the injection of channel carriers from the conducting
channel under the gate into the gate dielectric. In contrast to NBTI, which happens
uniformly in the channel, HCI mainly happens near the drain area where the lateral
electric field is high and the channel carriers gain enough kinetic energy during the
acceleration along the channel. Hot channel carriers may hit an atom in the substrate,
breaking an electron-hole pair or a Si-H bond, and introducing interface traps and a
substrate current.

hot electron
p- Substrate

carrier injection

Gate

DrainSource

n+ n+

Oxide

Figure 2.3: Effects of HCI

Traditional modeling method of HCI is by analyzing the substrate current Isub
[HTH+85]. The correlation is due to the fact that both hot-carriers and substrate
current are driven by a common factor-the maximum channel electric field Em at the
drain end. Some recent research [WRK+07] point out that, as technology scales, Isub
will be dominated by various leakage components such as gate leakage, junction
current, etc. Authors in [WRK+07] proposed the following reaction-diffusion based
model for the degraded parameter ∆Vth due to HCI as:

∆Vth =
q

Cox
K2
√

Qi exp
(

Eox

Eo2

)
exp

(
− ψit

qλEm

)
tn′ (2.14)

where Qi is the inversion charge, ψit is the trap generation energy and the time expo-
nential constant n′ is 0.45.
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2.2.4 Time-Dependent Dielectric Breakdown

Time-Dependent Dielectric Breakdown (TDDB) is a reliability issue of the transistor
gate oxide. As the technology scales, the thinner gate oxide and the stronger electric
fields across the gate oxide can damage the oxide in such a way that the transistor
gate current increases, resulting in a totally loss of the isolating property of the gate
oxide [WSH00].

There are two types of the dielectric breakdown: soft break down (SBD) and hard
break down (HBD). Depending on the number of positions where an increased local
gate current occurs, SBD manifests itself as an increase of the leakage current. When
the number of such positions and the resulting random traps inside the oxide reache
a certain limit, HBD occurs such that the oxide isolating property is completely lost
and a percolating path through the oxide will short the gate to the substrate, resulting
in a transistor failure [GDWM+08]. The time to HBD can be modeled by a Weibull
distribution.

As pointed out in [AWS02], the breakdown of oxides stressed at operating voltages
(1.0V-1.5V) can "never be" hard. In addition, authors in [AVK08] show that as supply
voltage reduces, the transistor can maintain functional under several SBD paths in
the oxide. The positions of SBD paths in the oxide have significant influence here.

2.2.5 Electromigration

Electromigration problem is the reliability issue of the on-chip interconnects [TR07].
In modern technologies, the on-chip interconnects are very thin and narrow. Such
a small cross section area of the interconnects will increase the current density that
flows through it, which means a movement of a huge amount of electrons. The elec-
tron movements then can interact with the metal ions in the interconnects and re-
place them. As a result, "voids" and "hillocks" are formed in the interconnects. The
former, a vacancy area of metal ions, can cause open circuit, or in other words ex-
tremely large resistance in the interconnects, corresponding to a failure event, while
the latter, locally accumulated metal ions, can cause short circuit between neighbor-
ing interconnects, resulting in a malfunction of the circuit.

Electromigration is a reliability effect that must be taken care of during layout phase.
Certain interconnects must be widened where current will be high in the operation.
Some special layout techniques, such as Slotted Wires, can be applied as well [Lie06].
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2.3 State of the Art

2.3.1 Reliability Simulation

Starting from the early 1990’s, microelectronic system reliability problems, such as
HCI, TDDB, raised due to the rapid advances of fabrication technologies and the
emerging VLSI circuits at that time. Several reliability simulators based on software
programs were proposed in academia as well as in industry to help the designers
gain more insights into their design quality.

• Sheu et al. from the University of Southern California, proposed the simulator
RELY [SHL89], which simulated the HCI effects based on the substrate current
model.

• Leblebici et al. from the University of Illinois at Urbana-Champaign proposed a
simulation framework considering the dynamic behaviors of HCI, by solving of
a set of differential equations at t to obtain the interface trap densities and thus
the transistor damage at that time [LK89].

• Hu et al. from the University of California at Berkeley proposed the reliability
simulation tool BERT [Hu92], which enclosed several modules for different aging
effects.

• From industry side, Texas Instruments proposed HOTRON [AHY87] for HCI ef-
fects simulation. Philips (later known as NXP) proposed PRESS [LWM+93] for
HCI effects simulation.

Entering early 2000’s, with the ever shrinking of the device feature size and the
emerging of new aging effects such as NBTI, the reliability modeling and simula-
tion again attracted the attention from various communities. [LMM06] presented the
recent available EDA tools to simulate the HCI, NBTI and Electromigration effects.

• One of the major commercial tool RelXpert from Cadence Design Systems based
on BERT was presented in [LMM06]. The general workflow of RelXpert is shown
in Figure 2.4. The prebert and postbert are the internal processors during the
aging simulation. The detailed aging simulation using RelXpert is presented in
Section 4.3.1.

• The implementation of HCI simulation in another commercial simulator Eldo
from Mentor Graphics was described in [KFHR01], where the new .AGE com-
mand calls repetitive simulations to obtain an accurate prediction of the circuit
degradation with dynamic operating conditions. The workflow of such repeti-
tive simulations is shown in Figure 2.5. Inside such a flow, the target time point
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Figure 2.4: General workflow of RelXpert

Tage is divided into n smaller intervals Tl. The circuit is simulated at the end of
each time intervals, such that the gradual change of bias conditions as a result of
the transistor degradation can be simulated.

• The simulator ARET from Georgia Institute of Technology was presented in
[XCS+03]. It can handle HCI and Electromigration simulations. For Electromi-
gration effects, the probability of certain post-fabrication defects on interconnects
are obtained based on statistical models.

• Li et al. from the University of Maryland introduced another reliability simulator
MaCRO in [LQH+06]. MaCRO can simulate HCI, NBTI and TDDB by substitut-
ing the degradation-sensitive transistors with failure-equivalent circuit models,
such that a large number of circuit simulations on small time intervals can be
avoided.

2.3.2 Solutions towards Transistor Aging

There are several methods in literature trying to solve the transistor aging issue. They
includes initial over-design [KKAR06], smart clock tree signaling [CGRP09], in-situ
monitory circuitry [Die07], [QS08], as well as the using of chopper stabilization and
autozeroing [MFCSL11].

• Authors in [KKAR06] propose a gate sizing algorithms for digital circuits to ini-
tially over-design the circuits. They first calculate the Vth degradation for each
transistor assuming signal probability for the gate inputs. Then they size the
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Figure 2.5: Repetitive simulation workflow of ELDO

gates assuming the intended lifetime and the calculated Vth degradation, thus
achieving a degradation-aware gate sizing. As pointed out by various commu-
nities, over-design is straightforward to account for reliability issues. The over-
design solutions rely on efficient algorithms to minimize the area overhead while
achieving the expected product lifetime reliability.

• Authors in [CGRP09] propose design techniques with low overhead to overcome
the NBTI induced skew degradation of clock tree, using a so-called Gating with
Both Logic Value (GBLV) scheme. They observe that the PMOS transistors in
clock buffers experience alternating stress and recovery stages of NBTI during
switches of the clock signal in every cycle. The PMOS transistors in gated clock
trees, on the other hand, do not experience such alternating cycles, since that
part of the clock tree is shut down by the clock-gating. They generate an auxil-
iary signal AUX alternating between low and high values, thus balancing NBTI
degradations among various clock buffers.

• Authors in [Die07] review the idea of applying additional monitors to the circuits
and additional knobs to countermeasure the degradation and other side effects.
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The solution can be in both circuit level down to hardware and system level up
to intelligent software algorithms to control the circuit behaviors.

• Authors in [QS08] propose an in-situ monitor circuitry to track the effects of NBTI
and mitigate the degradation in real time using an adaptive body biasing scheme
by forward-biasing the PMOS transistors under stress. Applying the output volt-
age of the monitor circuitry directly to the body of the PMOS transistors under
stress, the tolerance of ∆Vth increases in comparison to a PMOS transistor with
body connected to Vdd as in normal cases. The deploying of such monitor cir-
cuitry, however, turns out to be another trade-off between the additional layout
area and the measurement accuracy, since it is impossible to deploy the moni-
tor for each PMOS transistor under stress. In practice one monitor circuitry is
allocated for a group of neighboring transistors to reduce area overhead and the
influence of local process variations.

• Authors in [MFCSL11] apply chopper stabilization and autozeroing to reduce the
effects of transistor aging on circuit level. The methods were originally developed
to reduce the offset and low frequency noise. By applying chopper stabilization,
the input low frequency noise can be shifted to high frequencies which locate
outside the baseband, and the input differential pair are stressed equally resulting
in a symmetrical degradation of the transistor pair. By autozeroing technique, on
the other hand, the total stress time of the input pair is reduced by one half, since
the amplifier operates in close and open loop in an alternative manner.

None of these solutions considers also the manufacturing process variations. Their
methods rely only on the nominal value of circuit parameters, which cannot ensure a
robust design over process variations.

2.3.3 Design Centering considering Process Variations

On the other hand, considering process variation effects only, design methodologies
towards a robust design tolerant of such process variations have been widely studied
during the last 30 years. In these so-called design centering problems, an optimal set
of circuit parameters are assigned to optimize the yield for an assumed statistical dis-
tribution of process variations. The approaches of design centering can be classified
into two categories: statistical methods and deterministic methods.

2.3.3.1 Statistical Methods

The feature of the statistical methods is the statistical yield analysis using Monte-
Carlo simulations [HH64], [Sch66]. The necessary information about the circuit is
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collected through those simulations. Based on the Monte-Carlo analysis result of
the yield value, the yield can be optimized with the formulations of its gradient and
Hessian matrix with respect to the statistical parameters. A variety of techniques and
methods concerning the efficiency of Monte-Carlo analysis as well as the statistical
yield enhancements are proposed.

Importance sampling [SSG97] is a technique using a different sampling distribution
from the statistical parameter distribution to estimate the yield with improved esti-
mation quality. It is applied widely in several methods such as [HLT83], [STPW76],
[SP81] and [SR85].

• Authors in [HLT83] propose a stratified sampling method, where the Monte-
Carlo simulations are performed in several disjoint subregions of the original
parameter perturbation region. The total sample size is reduced by emphasiz-
ing the samples in the region where the performance specifications are met. This
method is similar to a regionalization method proposed by authors in [STPW76].

• Authors in [SP81] propose a parameter sampling method, where the informa-
tion in a single run of Monte-Carlo simulation is reused to derive several yield
estimations before being updated.

• Authors in [SR85] propose a control variate technique consisting basically two
Monte-Carlo experiments. First a control run is done consisting a small number
of samples, used to estimate the yield difference between the main circuit and its
simulation-cheaper shadow model. Then an auxiliary run with a larger sample
size is done to estimate more accurately the yield of the shadow model. The yield
of the main circuit can thus be obtained by the results of these two Monte-Carlo
analysis.

Another category of the statistical approaches is the statistical experiment-based,
such as response surface method. The basic idea is to build up a quadratic model
of the circuit performance, and fit the model parameters via a number of samples on
the response surface of the circuit. Such model then can replace the original circuit in
simulations for a fast yield estimation and enhancement.

• Authors in [YKHT87] propose an average mean-squared error criterion to select
an optimal set of circuit simulations in order to derive an accurate performance
model.

• Authors in [PH93] develop a statistical regression procedure to estimate the re-
sponse function of the circuit performances, where the higher order terms are
added selectively to improve the accuracy. The yield is then maximized by
pseudo objective function substitution method (POSM).
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• More recently, authors in [LFJG09] propose a new stop criterion during the evolu-
tionary computation based yield optimization to reduce the number of iterations.
They monitor both the average improvement in the whole population of sam-
ples and the improvement in the best objective function value. The former part is
important especially at the beginning of the algorithm to avoid wrong detection,
while the latter part is important especially at the final stage of the algorithm to
better locate the local optimal.

• Authors in [LFG10] further reduce the computational effort in each iteration by
allocating the computing budget to each candidate in the population in an opti-
mized manner. They identify those critical candidate solutions through an ordi-
nal optimization problem, allocating enough number of samples to the Monte-
Carlo simulation of these solutions, in comparison to the few samples allocated
to non-critical solutions.

The advantages of the above-mentioned statistical methods are the yield estimation
accuracy in comparison to the deterministic methods discussed below. The main
drawbacks of the statistical methods include the high simulation efforts, which are
reduced for the deterministic methods discussed below.

2.3.3.2 Deterministic Methods

The deterministic methods, as its name implies, optimize the yield by approximat-
ing and maximizing the acceptance regions, or by building up and maximizing the
robustness measures, in a deterministic manner, i.e., based on sensitivities calculation
in stead of a number of random samples as in the statistical methods. Then design
centering is performed such that either the center of the approximated acceptance
region is found, or the robustness measures are maximized.

The acceptance region is defined either on the performance space or parameter space,
where the part of the circuit realization after manufacturing process can meet all per-
formance specifications. The exact definition and formulation is detailed later in
Chapter 3. Authors in [BGT81] propose the ellipsoidal method, where the yield is
maximized by maximizing the volume of the ellipsoid that is inscribed by the accep-
tance region. Since the acceptance region itself is nonlinear in most cases, its shape is
too difficult to determine. So several other papers make simplification for the shape
of the acceptance region.

• Authors in [SPV99] use advanced first-order second moment (AFOSM) method
to approximate the yield, where the acceptance region is approximated by a poly-
hedral. The yield is maximized by finding the maximum-volume norm body
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contained in the approximated polytope. The authors also propose a unified
framework for different design centering task such as tolerance design, worst-
case disign, process design, etc., by selecting appropriate norms.

• Authors in [WVO97] replace the single ellipsoidal approximation of the accep-
tance region by piecewise second-order functions, so-called piecewise ellipsoidal
approximation (PEA). The second-order derivative of the constraint is from the
boarder region, i.e., the ellipsoid that matches the constraint region. Then, this in-
formation is inserted into the second-order Taylor series expansion in the neigh-
borhood of the nominal value. They show this mixed construction is accurate for
yield optimization problem.

• Authors in [PSV01] approximate the acceptance region by a general polytope.
The yield is then optimized using convex programming approach with an esti-
mation of the yield gradient.

• Authors in [DH77] approximate the acceptance region by a simplex, the number
of which is extended in every iteration during yield optimization. The yield is
then optimized by finding of the center of the largest hypersphere inscribed into
the convex hull of all approximating simplex.

• Authors in [AMHH99] improve the speed of convergence of the ellipsoidal tech-
nique by using double-sided ellipsoidal section. The double-sided ellipsoidal is
bounded by two hyperplane, the first of which is built up by linearization of the
acceptance region boundary at one boundary point, the second of which is found
by determining a boundary point at which the gradient of the boundary of the
acceptance region is opposite to that of the first hyperplane.

The other type of deterministic optimization methods is building up and maximizing
certain robustness measures.

• Authors in [AGW94] propose the formulation of the worst-case distance, which
is defined to be the distance between a performance specification and the mean
value of that performance in terms of a number of standard deviations. The
standard deviation of a performance is formulated by the attributes of statisti-
cal parameters which have underlying statistical distribution during manufac-
turing process. The analysis and optimization of worst-case distances thus are
equivalent to the analysis and optimization of the circuit robustness over process
variations. A sequential quadratic programming approach is proposed in [Sch03]
to solve that optimization formulation. This thesis further extends the idea of the
worst-case distance into the time domain. The methodologies of analysis and
optimization considering the aged worst-case distance after transistor aging are
proposed. The first- and second-order sensitivities of the worst-case distance over
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time are derived for the first time, enabling a quick prediction of the aged worst-
case distance based on Taylor expansion.

• Authors in [KD95] use a linearized performance penalty (LPP), which is the per-
formance model linearized over the mean value of the statistical parameters. The
evaluation of such model requires only one circuit simulation without using an
iterative optimization algorithm, with a trade-off over the accuracy.

• Authors in [DK95] optimize the worst-case performance to increase the total
yield, where the performance is built up by a response surface model. It is not ex-
actly a design centering approach, but a method to find a design with predefined
worst-case performance, i.e., the worst-case robustness.

• Authors in [AS94] and [DG98] make use of the capability indices Cp and Cpk,
which originate from process control. Cp measures how "narrow" the perfor-
mance distribution is (the variability part), while Cpk measures the distance be-
tween the mean value and the most critical performance specifications (the cen-
tering part). Their methods are based on new target functions, combining the
above two indices, such that the variability can be minimized and design can be
centered. The method in [AS94] builds up response surface models for the per-
formances, while the method in [DG98] makes symbolic equations for the perfor-
mances.

2.3.4 Joint Effects of Transistor Aging and Process Variations

It is only since very recent years that the joint effects of process variations and lifetime
parameter degradations are studied [AKPR07]. A various of solutions are proposed
in literature. They differ in the type of reliability effects considered and the type of
circuits studied.

For digital circuits, NBTI-aware statistical timing analysis considering process varia-
tions are proposed in [VOXW09], [VOX09], [WRY+08] and [LSZ+09].

• Authors in [VOXW09] build up a gate-level delay fall-out model by propagating
the device parameter fall-out model due to NBTI and process variations into the
gate delay model. To study the joint effects on the circuit level with multiple gate
stages, they use HSPICE based Monte Carlo simulations. They consider in addi-
tion the intrinsic variations of NBTI process in [VOX09]. A sizing methodology
considering the joint effects is not covered in their works.

• Authors in [WRY+08] propose a statistical prediction methodology considering
process variations and transistor aging due to NBTI. They study the joint effects
on gate level delay by applying the transistor level aging model into a process
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variation-aware gate delay model. Then they are able to model the timing behav-
ior of a single path considering the joint effects. No sizing solution is proposed in
their work either.

• Authors in [LSZ+09] build up an NBTI-aware statistical gate delay model using
the stochastic collocation method. They apply their model also into the circuit
level statistical timing analysis considering various working conditions of the
circuit in runtime. Then they propose a sensitivity analysis framework based
on their NBTI-aware circuit level statistical timing analysis, such that the critical
gates can be identified and optimized during circuit sizing.

All of those methods rely on the analytical expression of performance features such
as delay time, which is suitable for digital circuits but difficult in analog domain.

For analog circuits, various methodologies on the investigation and mitigation of the
joint effects are proposed in [MG09], [MG10], [MG11], [MDJG12] and [CMFSL11a].

• Authors in [MG09] use Monte-Carlo simulation loop to obtain the degraded per-
formance values for each fresh random sample at every lifetime point. Then the
most appropriate distribution function at each time is fitted, thus a failure distri-
bution throughout the lifetime can be found. It results in a high simulation effort
and difficulty for further optimization.

• They improve their method in [MG10] using a response surface model to speed
up the simulations, where certain numbers of random samples are still required
to obtain the degraded distribution information. They verify that an initial over-
design can improve the lifetime robustness of the circuits. However, a quantified
solution is not available from their work to guide the circuit sizing process. The
temporal stochastic reliability effects are considered in addition in [MG11] using
a similar methodology.

• In [MDJG12], the authors further speed up the simulation on large analog and
mixed-signal systems by partitioning of the large system into smaller manage-
able subblocks. They use fast function extraction symbolic regression method to
cope with the high number of dimensions and the nonlinear circuit behavior. An
active learning sample selection algorithm is proposed to select optimal model
training samples and to limit the amount of expensive aging simulations. No
sizing solution is considered either.

• Authors in [CMFSL11a] propose another technique to suppress the effects of ag-
ing and process variations on analog circuits. Firstly a Burn-In phase is applied
where the asymmetric open-loop stress conditions are switched into symmetric
stress to control the BTI effect in saturation. The symmetric stress is generated by
switching the asymmetric input stress with a 10Hz clocking frequency. Secondly
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a Calibration phase is applied where a selective asymmetric stress is applied to
transistors to compensate the offsets caused by process variations. The proposed
technique allows smaller device dimensions be used in the design, since offsets
can be calibrated after manufacturing.

2.4 Summary

The reliability issues from manufacturing process variations and transistor aging are
discussed in detail. These have been the major concern for both circuit design and
chip manufacturing communities for decades, since these will result in yield loss and
extra redesign costs.

Most of the previous research consider these reliability problems separately. Al-
though there are proposals in solutions towards transistor aging or process varia-
tions alone, it is only since recent years that the studies on the joint effects appear.
The state-of-the-art studies on the joint effects concentrate on digital circuits, where
device parameter variations and aging can be propagated into gate level or circuit
level performance formulations. For analog counterparts, the studies are still limited
and no sizing solutions are available.

This thesis will study the joint effects of manufacturing process variations and tran-
sistor degradation related lifetime circuit reliability in detail, with proposal of new
models and new design methodologies for analog circuits.
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Chapter 3

Problem Formulation

This chapter formulates the problem studied in this thesis and gives formal definition
of terms used throughout the thesis.

3.1 Age and Lifetime

In this section, the differentiation between two terms which are used throughout the
thesis, age and lifetime, is discussed.

Literally, age is defined as "length of time that a person or organism has been alive;
length of time that an object has existed", while lifetime is defined as "span of a per-
son’s life, time during which a person is alive; period of time during which something
functions or exists". So for a single person or an object, the value of age is always less
or equal to the value of lifetime, since the lifetime refers to the whole length of the
functioning period of that person or object.

Similarly, in this thesis, age and lifetime are defined as follows.

First, age, denoted by t, is any point of interest on the time axis. Especially, t0 cor-
responds to the time when the circuit is just manufactured without any transistor
aging. It can be called as fresh circuit.

Second, given a minimal acceptable yield value, Ymin, the lifetime, denoted by Tli f e,
is the time when the aged yield value Y(Tli f e) of a circuit products drops to Ymin. In
other words, at Tli f e, we have

Y(Tli f e) = Ymin (3.1)
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The choosing of Ymin will influence the lifetime Tli f e of a circuit products, since the
aged yield is a decreasing function over time. If the predefined acceptable Ymin drops,
the product’s lifetime will be longer.

Note that the value of Tli f e can be smaller than, equal to or bigger than the value of
t, since Tli f e needs a predefined Ymin as an input criteria. In our study t is chosen for
any point of interest without a direct indication of the value of Tli f e.

Sometimes people say "lifetime yield", which has the same meaning as "aged yield",
i.e., the yield value of an aged circuit. To avoid any misunderstanding, the term "aged
yield" is used throughout the thesis.

3.2 Parameters

Parameters of a circuit include all of the contributing factors which influence the
behavior of that circuit. These factors can be fixed values, or random variables. They
can be from the circuit itself, or from the operating environment. They can drift from
their nominal values over time, or remain to be the same amount after manufacturing
process.

The circuit parameters can be classified into three categories:

• Design parameters, represented by a vector d ∈ Rnd

• Statistical parameters, represented by a vector s ∈ Rns

• Operating parameters, represented by a vector θ ∈ Rnθ

In addition, if time-dependent parameter drifts are considered, as discussed in Sec-
tion 2.2, some of the parameters will be a function of age t. Detailed definition and
discussion are as follows.

3.2.1 Design Parameters

The design parameters d = [d1, d2, . . . , dnd ]
T ∈ Rnd correspond to the circuit parame-

ters that the designer can choose during the design phase in order to obtain an "op-
timal" design. The examples of design parameters in CMOS circuits are transistor
widths and lengths, nominal values of capacitors and resistors.

For each of these design parameters, there are correspondingly lower and upper
bounds. Usually a lower bound is defined by the manufacturing technology, minimal
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grids, for example, while an upper bound may arise from the limit of the maximal
available on-chip area. These boundary values can be combined as vectors: dL for
the lower bounds and dU for the upper bounds. Thus a design parameter space D is
formed, bounded by an nd-dimensional hypercube:

D = {d|dL ≤ d ≤ dU} (3.2)

In Equation (3.2) and the rest of the thesis, the vector inequality is defined as follows.
Assume two vectors x, y ∈ Rnx ,

x ≤ y⇔ ∀
i=1,...,nx

xi ≤ yi (3.3)

Since either the transistor dimensions or the capacitor and resistor values will not
change after manufacturing process, we accept the fact that, design parameters d
will not drift over time. They can only be changed during the design phase, before
the manufacturing process starts. Note that for those manual layout designers, the
widths and lengths of on-chip interconnects are also designable and may suffer from
time-dependent reliability problem, such as Electromigration (EM). But these effects
are beyond the scope of this thesis. For more complete discussion of on-chip inter-
connects reliability problem please refer to [Bla69], [TR07].

3.2.2 Statistical Parameters with Aging

Corresponding to the uncertainty and imperfectness of the manufacturing process,
the statistical parameters s = [s1, s2, . . . , sns ]

T ∈ Rns model the variations during the
manufacturing, as introduced in Section 2.1. Such variations can be captured usually
by a statistical distribution. In most cases, the probability density functions (pdf) of
the statistical parameter distributions are considered.

The types of the statistical distributions vary for different statistical parameters. For
example, Normal (Gaussian) distribution for the threshold voltage Vth, lognormal
distribution for the oxide thickness tox, etc [Ml95]. These distributions can be trans-
formed into Gaussian distribution as shown in [Esh92]. So without loss of generally,
the Gaussian distribution are assumed for the statistical parameters throughout the
thesis.

For one statistical parameter si, i = 1, ..., ns, it follows Gaussian distribution with
mean value si,0 and standard deviation σi. Such distribution can be denoted as

si ∼ N (si,0, σ2
i ) (3.4)
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The probability density function of si is given by

pdf(si) =
1√

2πσi
· exp

(
− (si − si,0)

2

2σ2
i

)
(3.5)

For a vector s, the ns-dimensional Gaussian distribution with mean vector s0 and
covariance matrix C, denoted by s ∼ N (s0, C), has the probability density function
as follows:

pdf(s) =
1

√
2π

ns ·
√

detC
· exp

(
−1

2
· (s− s0)

T ·C−1 · (s− s0)

)
(3.6)

The level contours of the pdf(s) are ellipsoids:

(s− s0)
T ·C−1 · (s− s0) ≡ β2(s) (3.7)

where the covariance matrix C is defined by

C = Σ ·R · Σ (3.8)

=


σ2

1 σ1σ2ρ1,2 · · · σ1σnsρ1,ns

σ2σ1ρ2,1 σ2
2

. . . ...
... . . . . . . σns−1σnsρns−1,ns

σnsσ1ρns,1 · · · σnsσns−1ρns,ns−1 σ2
ns

 (3.9)

The matrix Σ has all of the non-negative standard deviations σi for every component
of vector s

Σ =


σ1 0 · · · 0

0 σ2
. . . ...

... . . . . . . 0
0 · · · 0 σns

 (3.10)

The matrix R has all of the correlations ρi,j between the i-th and the j-th component
of vector s

R =


1 ρ1,2 · · · ρ1,ns

ρ2,1 1 . . . ...
... . . . . . . ρns−1,ns

ρns,1 · · · ρns,ns−1 1

 , (3.11)
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where

ρi,j = ρj,i (3.12)
−1 ≤ ρi,j ≤ +1 (3.13)

When the transistor aging effects are taken into consideration, certain statistical pa-
rameters, such as Vth, will shift their values over time, as introduced in Section 2.2.
Thus the vector of statistical parameter can be denoted as a function of age t with
aged mean vector s0(t) and aged covariance matrix C(t) as:

s(t) ∼ N (s0(t), C(t)) (3.14)

whose probability density function at that time is

pdf(s(t)) =
1

√
2π

ns ·
√

detC(t)
· exp

(
−1

2
· (s(t)− s0(t))T ·C(t)−1 · (s(t)− s0(t))

)
,

(3.15)
with the level contours as:

(s(t)− s0(t))T ·C(t)−1 · (s(t)− s0(t)) ≡ β2(t) (3.16)

3.2.3 Operating Parameters

The operating parameters θ = [θ1, θ2, . . . , θnθ
]T ∈ Rnθ are used to model the influence of

the circuit operating conditions. For instance, supply voltage of the circuit, tempera-
ture, capacitive load. These parameters are mostly variable during circuit operations.
Such variations are different from that of statistical parameters, since their behavior
cannot be modeled by statistical distributions. In other words, these parameters will
"fluctuate" during circuit operations, but will neither have any statistical behavior,
nor "degrade" monotonically over time.

The operating parameters are usually bounded by lower and upper bounds, θL and
θU respectively. Such boundaries specify the maximal operating range of the circuit
under which the circuit must work properly, for instance, an operational temperature
between −40◦C and 120◦C. Thus an operating range Θ is formed, bounded by an nθ-
dimensional hypercube:

Θ = {θ|θL ≤ θ ≤ θU} (3.17)

35



3 Problem Formulation

3.3 Performances with Aging

The circuit performance corresponds to the behavior of the circuit. For a typical analog
circuit, such as an operational amplifier, the performances can be gain, slew rate,
phase margin, common mode rejection ratio, etc. In practical design, performances
are the output of a numerical circuit simulation. This is in contrary to the circuit
parameters, which are usually the inputs of a numerical circuit simulation.

When no time-dependent transistor aging effects are considered, the performance
vector f = [ f1, f2, . . . , fnf ]

T ∈ Rnf results from a mapping as follows:

d, s, θ 7→ f(d, s, θ), (3.18)

where all of the circuit parameters, d, s and θ are considered as the contributing
factors of the performance f, and f is called "evaluated" at (d, s, θ).

Thus the performance space F is the set of all possible values of the performance f
resulting from the mapping of any possible value of parameter (d, s, θ) in (3.18):

F = {f|f evaluated at (d, s, θ)} (3.19)

f(t2)

s2 f2

f1s1

F

aging agingmapping

s(t1)

s(t2)

f(t1)

Figure 3.1: Mapping from the statistical parameter space onto the performance space
F considering parameter aging

When the transistor aging effects are taken into consideration, at age t, the perfor-
mance vector f(t) = [ f1(t), f2(t), . . . , fnf(t)]

T is evaluated at the vector (d, s(t), θ) as:

d, s(t), θ 7→ f(t)(d, s(t), θ) (3.20)

Figure 3.1 shows qualitatively the aging effects during the mapping from a two-
dimensional statistical parameter space onto the two-dimensional performance space
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F . As can be seen, at t1, the statistical parameter vector s(t1) maps to the performance
vector f(t1), while at t2, after parameter aging, s(t2) maps to f(t2). The aging-induced
performance degradation thus can change the behavior of the circuit. The changed
performance value may make it not work properly. In Section 3.4 we will see how
this performance degradation influences the aged yield of the circuit.

3.4 Fresh Yield and Aged Yield

3.4.1 Definition

Before introducing the yield, the definitions about performance specification, as well
as the acceptance region on the performance space F and the statistical parameter
space will be discussed first.

Each element fi of f has a certain lower bound and/or upper bound, denoted as
fi,L and/or fi,U, for example, lower bound of slew rate, lower and upper bounds
of phase margin of an operational amplifier. These boundary values are called per-
formance specifications. If no specification is given for a performance fi, its missing
lower or upper bound can be denoted as fi,L → −∞ or fi,U → +∞. All performance
specifications thus can be formulated as

fi ≤ fi,U ∧ fi,L ≤ fi, i = 1, . . . , nf (3.21)

The performance acceptance region A f then is the part of F that satisfies all perfor-
mance specifications:

A f = {f| fi ≤ fi,U ∧ fi,L ≤ fi, i = 1, . . . , nf} (3.22)
= {f|fL ≤ f ≤ fU} (3.23)

We can also define an acceptance regionAs on the statistical parameter space, accord-
ing to the mapping in (3.18), as

As = {s| ∀
θ∈Θ

fL ≤ f(d, s, θ) ≤ fU} (3.24)

= {s| ∀
θ∈Θ

f(d, s, θ) ∈ A f } (3.25)

Figure 3.2 shows the acceptance region (marked in grey) on the statistical parame-
ter space and the performance space. On the statistical parameter space, the ellip-
soids correspond to the level contours of the pdf of the Gaussian distributed two-
dimensional statistical parameter. In contrast to A f , which is a tolerance region in
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f1,L

s2

s1

f2

f1,U f1

f2,U

f2,L

A f

F

As

s0

Figure 3.2: Acceptance region (marked in grey) on the statistical parameter space
(left) and the performance space (right)

box shape according to the performance specifications, the region As on the statisti-
cal parameter space is usually non-linear.

Consider the performance specifications at t0 right after manufacturing process, the
Yield of the circuit products, denoted by Y, or more specifically, the parametric yield
value, is the percentage of the circuit products after manufacture that can satisfy all
of the performance specifications, as formulated in (3.21). In other words, it corre-
sponds to the percentage of the circuits whose performances fall into the performance
acceptance region A f , which is defined in (3.22). It is equivalent to the following
probability:

Y = prob{ ∀
θ∈Θ

fL ≤ f(d, s, θ) ≤ fU} (3.26)

= prob{ ∀
θ∈Θ

f ∈ A f } (3.27)

At this moment, no transistor aging has yet happened. The resulting parametric yield
value is the Fresh Yield of the circuits. From the definition it can be observed that,
the fresh parametric yield value considers manufacturing process variations induced
performance variations and the accordingly specification violations.

Consider the mapping as shown in Figure 3.1, the fresh parametric yield can also be
defined on the statistical parameter space using the definition of As in (3.24) as

Y = prob{ ∀
θ∈Θ

s ∈ As}, (3.28)
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which is equivalent of the integration of pdf of s in As:

Y =
∫
· · ·

∫
s∈As

pdf(s)ds (3.29)

An important observation from Figure 3.2 concerning the yield definition is that, the
region As on the statistical parameter space cannot be calculated explicitly from per-
formance specifications as shown in (3.24). In other words, whether or not a circuit
statistical parameter vector lies inside the region As can only be checked on the per-
formance space by means of circuit simulations.

When the transistor aging effects are taken into consideration, circuit performances
degrade over time, as introduced in (3.20), but both of the performance acceptance
region A f and statistical parameter acceptance region As do not change over time,
since the performance specifications are fixed boundary requirements.

Thus the performance acceptance region A f at age t is

A f = {f(t) | fi(t) ≤ fi,U ∧ fi,L ≤ fi(t), i = 1, . . . , nf} (3.30)
= {f(t) |fL ≤ f(t) ≤ fU} (3.31)

and statistical parameter acceptance region As at age t is

As = {s(t)| ∀
θ∈Θ

fL ≤ f(d, s(t), θ) ≤ fU} (3.32)

= {s(t)| ∀
θ∈Θ

f(d, s(t), θ) ∈ A f } (3.33)

Figure 3.3 shows the acceptance region (marked in grey) on the statistical parameter
space and the performance space, with consideration of transistor aging. On the sta-
tistical parameter space, the two groups of ellipsoids correspond to the level contours
of the pdf of the Gaussian distributed two-dimensional statistical parameter before
(at t0) and after (at t1) transistor aging.

Considering transistor aging on top of the manufacturing process variations, the
Aged Yield Y(t) at t corresponds to the percentage of the circuits which still can
satisfy all of the performance specifications. Using (3.14), (3.15) and (3.20), Y(t) can
be formulated accordingly as

Y(t) = prob{ ∀
θ∈Θ

f(t) ∈ A f } (3.34)

= prob{ ∀
θ∈Θ

s(t) ∈ As} (3.35)

=
∫
· · ·

∫
s(t)∈As

pdf(s(t))ds(t) (3.36)
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f1,L

s2
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A f
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aging
s0(t0)

s0(t1)

Figure 3.3: Acceptance region (marked in grey) on the statistical parameter space
(left) and the performance space (right) with transistor aging

As can be seen in Figure 3.3, since the original distribution around s0(t0) will shift
to a new distribution with new mean vector s0(t1) and covariance matrix C(t1), a
certain percentage of the fresh circuits which satisfies the specification at t0 will fall
out of the acceptance region at t1, causing an aged yield loss.

It is important to note that, at t1, after parameter aging happens, the mean vector of
the aged statistical parameter, s0(t1), may still satisfy all of the performance specifi-
cations. But it cannot ensure that the whole distributions of the statistical parameter
at t1 remain inside the statistical parameter acceptance region As at t1. The problem
may get even worse if the spread of the aging process itself is taken into account.
In that case, the distribution of certain statistical parameters may spread even more
widely than that of the fresh circuit, resulting in more serious loss of the aged yield
value.

3.4.2 Statistical Analysis Method

As mentioned in the last section, the non-linear feature of the acceptance region As
on the statistical parameter space makes the calculation of the yield according to the
integration as in (3.29) a difficult task.

For integrated circuit designers, the traditional method of the circuit yield estimation
is the statistical analysis using Monte-Carlo simulations. The information regarding
process variations are provided by the manufacturer in terms of statistical distribu-
tions of certain modelcard parameter values. In this case, those values of modelcard
parameters are the results of the calculation of certain statistical parameters, in stead
of a fixed value as in nominal cases.
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3.4 Fresh Yield and Aged Yield

Then, Monte-Carlo method calculates the circuit parametric yield value by random
sampling inside the statistical parameter space according to the provided distribu-
tional information. The performance value corresponding to each sample is checked
over the predefined performance specifications. Since the output of each sample is
either 1 (pass) or 0 (fail), such an experiment is actually a Bernoulli Trial [GS97].

If the real theoretical yield is denoted by Y, the experimental yield is denoted by Ŷ,
the total number of samples is denoted by N, then Ŷ is obtained by

Ŷ =
ΣN

i=1Xi

N
(3.37)

where Xi is either 1 or 0, corresponding to the output of each Bernoulli Trial sample.

According to the law of large numbers [GS97], Ŷ and Y follows:

P(|Ŷ−Y| ≥ ε)→ 0, when N → ∞ (3.38)

where ε is any positive real numbers. (3.38) indicates that, theoretically only when
the sample size N approaches infinity then the approximated yield Ŷ is equal to the
theoretical yield Y. This is the condition that of course is not applicable in practice.

In practice, the reliability of such estimation is determined through a confidence level
CL, as well as confidence intervals ±ε. As introduced in [DS98], [Li10], [Pha06],
[Gra07], according to Chebyshev inequality, Ŷ and Y follows:

P(|Ŷ−Y| ≥ ε) ≤
σ2

Y
ε2 (3.39)

where σ2
Y is the variance of Ŷ. From probability theory Ŷ has expectation Y and

variance Y(1−Y)/N. If we define a confidence level

CL = prob{|Y− Ŷ| < ε}, (3.40)

then from (3.39), CL can be derived as

CL ≥ 1− Y · (1−Y)
Nε2 (3.41)

To meet a certain confidence level CL, the number of samples N must satisfy

N ≤ Y · (1−Y)
(1− CL)ε2 (3.42)
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The confidence interval±ε for a given sample size N and confidence level CL satisfies

ε ≤

√
Y · (1−Y)

N · (1− CL)
(3.43)

The confidence level CL tells how often the theoretical yield Y lies within the confi-
dence interval ±ε of the estimated yield Ŷ. For example, for a typical value of CL
of 95% and with ε equals 5%, we can be sure that, with a probability of 95%, the
theoretical yield Y lies within the region [Ŷ− 0.05, Ŷ + 0.05].

The relationship among the sample size N, the confidence level CL, as well as the con-
fidence interval ±ε is clear from (3.41)-(3.43). For a given CL, a narrower confidence
interval requires a larger sample size N to ensure. For a given confidence interval, to
reach a higher confidence level, a larger N is also needed. Last but not least, since the
product Y · (1− Y) has a maximal value at Y = 0.5, the confidence interval is also a
function of the value of Y. Around 50% yield, the confidence interval itself becomes
wider, indicating that a larger N is needed in order to achieve the same CL for other
yield values.

Due to the requirements on the sample size N discussed above, for complicated
circuits the Monte-Carlo method is limited by its simulation costs. The alternative
method for parametric yield evaluation will be presented in detail in Chapter 4.

The determination of the aged yield value Y(t) can also be carried out by Monte-
Carlo simulations on the aged circuits. In this case, the aged transistor modelcard
with aged model parameters as well as variation information are needed. Using
Monte-Carlo simulation, the approximated aged parametric yield value Ŷ(t) at t is
given by

Ŷ(t) =
ΣN

i=1X(t)i

N(t)
(3.44)

where where X(t)i is either 1 or 0, corresponding to the output of each Bernoulli Trial
sample at t, and N(t) corresponds to the satisfied samples and total sample size at t
respectively.

To avoid the simulation overhead as introduced above, the formulation of the aged
yield analysis based on geometric approximation of the aged robustness measures
will be presented later in Chapter 4.

One advantage of the statistical analysis method like Monte-Carlo simulation is that,
the analysis accuracy depends neither on the number of parameters of the circuit,
nor the linearity of the performances. This makes Monte-Carlo simulation applicable
to a variety of circuits with easy setup and accurate estimation results, provided the
sample size is large enough.
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3.5 Sizing Rules with Aging

3.5 Sizing Rules with Aging

As shown in [SEGA99], [GZEA01], [MGS08], [Mas10], sizing rules of the analog cir-
cuits are constraints that must be satisfied during circuit sizing. They include, for
example, geometry constraints (e.g., transistor width, length, area) and electrical con-
straints (e.g., transistor gate-source voltage vgs, drain-source voltage vds). They are
used to ensure the proper function of the circuits, for example, preventing the transis-
tors from entering inappropriate operation regions, or limiting the voltage difference
of vds in a transistor pair to a certain value, etc.

Figure 3.4 shows a most simple current mirror made up a pair of NMOS transistors.
Table 3.1 below lists a complete set of sizing rules for this current mirror.

vgs1

M2M1

id1

vds1 vds2

id2

vgs2

Figure 3.4: Example: a simple current mirror

Table 3.1: Example: sizing rules for a simple current mirror.
Geometrical Electrical

Fu
nc

ti
on

L2 = L1 (3.45)
W2 = K ·W1 (3.46)

vgs1,2 −Vth ≥ 0 (3.47)

vds1,2 ≥ 0 (3.48)

vds1,2 − (vgs1,2 −Vth1,2) ≥ Vsatmin (3.49)

|vds2 − vds1 | ≤ ∆Vdsmax (3.50)

R
ob

us
tn

es
s

W1 ≥Wmin (3.51)
L1 ≥ Lmin (3.52)

W1 · L1 ≥ Amin (3.53)

vgs1,2 −Vth1,2 ≥ Vgsmin (3.54)

As can be seen from Table 3.1, the sizing rules can be classified into several categories:
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• Geometrical and Electrical:
Geometrical sizing rules refer to constraints of transistor geometries, such as
width, length, area. They are the requirements concerning the relationship of
geometrical parameters between a pair or a group of transistors, for example,
transistors making up of a differential stage, a current mirror, or a level shifter.
Electrical sizing rules refer to the constraints of voltages and currents between
transistor nodes, such as gate-to-source voltage vgs, drain-to-source current ids,
etc.

• Function and Robustness:
A less obvious category in contrast to the above is based on the difference be-
tween circuit Function and Robustness. Sizing rules concerning function are the
critical requirements to ensure the defined function of the transistor and transis-
tor blocks. For example, vgs must be greater than the threshold voltage in order
to operate the single transistor (3.47), the saturation condition (3.49) must be met
for the transistors in a current mirror to ensure the function of that current mir-
ror. Robustness sizing rules, on the other hand, give the additional requirements
for circuit’s proper working under variations of operating conditions and process
manufacturing parameters. Take again the example of vgs. For robustness it must
be greater than the threshold voltage at least the amount of Vgsmin (3.54).

• Equality and Inequality:
The difference between equality and inequality sizing rules comes from the con-
straint formulation itself. The equality sizing rules appear for transistor geome-
tries. They ensure the dependency of design parameters d among different tran-
sistors, through the relationship of equality, which can be summarized as

c(d) = 0 (3.55)

Each equality sizing rules reduces the dimension of the design parameter space
D in (3.2) by one, since in this case one design parameter is just the duplicate of
the other. Such design space shrink can speed up the sizing process. Inequal-
ity sizing rules concern the relationship between either electrical or geometrical
parameters. For example, the saturation conditions for transistors, or the mini-
mum values for transistor width or length. These inequality constraints further
limit the available range for each design parameter. Without loss of generality,
the inequality sizing rules can be summarized as

c(d) ≥ 0 (3.56)

The resulting space of design parameter is now limited to feasible design parameter
space D′:

D′ = {d ∈ D|c(d) ≥ 0} (3.57)
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which is the part of design parameter space D in (3.2) where all inequality sizing
rules are satisfied. The corresponding performance space F from (3.19) becomes
the feasible performance space F ′:

F ′ = {f|f evaluated at (d, s, θ) ∧ c(d) ≥ 0} (3.58)

As pointed out in [Mas09], a feasible circuit design does not necessarily meet all per-
formance specifications. The feasible performance space F ′ is not the same as the
performance acceptance region A f in (3.22). Considering both feasibility and perfor-
mance specification, the feasible acceptance region A f ’ can be defined as

A′f = A f ∩ F ′ = {f|f evaluated at (d, s, θ) ∧ fL ≤ f ≤ fU ∧ c(d) ≥ 0} (3.59)

When transistor parameters degrade over operating time, some electrical sizing rules
are influenced. As can be observed from Table 3.1, for example, the electrical sizing
rules involving the value of transistor threshold voltage, such as (3.47), (3.49), will
change their left-hand-side values over time, due to the drift of Vth. These aging-
sensitive constraints might be violated during lifetime operation, or even if they are
still fulfilled, their distances to the boundary values might decrease, i.e., they might
more likely be violated after aging in comparison to the fresh circuit.

As a result, the feasible design parameter space D′ changes over time. At age t the
aged feasible design parameter space can be denoted as D′(t). In the proposed relia-
bility optimization methodology, both fresh and aged sizing rules must be considered
and checked.

3.6 Summary

This chapter formulates the basic problem of fresh and aged yield analysis consider-
ing process variations and transistor aging. Different types of circuit parameters and
performances are defined for future discussion. The statistical analysis method of
the fresh and the aged yield values is introduced. The requirements to meet certain
confidence level on the sample size of the statistical yield analysis are formulated in
detail. As can be seen, a large number of random samples are needed for the sta-
tistical analysis method. Though accurate and easy to perform by circuit designers,
the statistical yield analysis method needs a huge simulation costs. Further more, the
relationship concerning circuit age and lifetime is discussed. The circuit robustness
and the total area spent in layout can be two major concern for future circuit design
for reliability.
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Chapter 4

Aged Yield Optimization with Fresh
and Aged Sizing Rules

This chapter proposes the complete sizing flow towards aged yield optimization with
fresh and aged sizing rules checking. As already discussed in section 3.4.2, the analy-
sis of fresh and aged yield of the circuit using statistical method is limited by its high
simulation costs. Instead, the methodology presented in this chapter is based on the
approximation of the acceptance region using so-called worst-case distance.

4.1 Worst-Case Distance

The worst-case distance of a circuit is used to model the circuit robustness and the re-
sulting yield value, considering the manufacturing process variations and various
operating conditions. The idea of the worst-case distance was first proposed by
Antreich et al. in [AGW94]. Its complete descriptions and applications in state-of-
the-art design centering methodologies can be found in [Sch03] and [Gra07].

In this section, the idea of the worst-case distance is briefly introduced. It is refined
later in the next section into the aged worst-case distance and the corresponding aged
yield approximation considering transistor parameter aging.

4.1.1 Yield Analysis and Worst-Case Analysis

At first, two different types of tasks relating with process variations and various op-
erating conditions are explained.
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Worst−Case Analysis

Yield Analysis

fi,L/ fi,U

Performance Specifications
Yield Partitions Yi,L/Yi,U

Yield Y

Figure 4.1: The relationship between yield analysis and worst-case analysis.

• The task of yield analysis is to compute the parametric yield value (3.26) given
the performance specification (3.21) as input. It computes how many percents
of the products can satisfy the given performance specification, i.e., what is the
parametric yield value considering manufacturing process variations and various
operating conditions.

• The task of worst-case analysis, on the other hand, is to compute the performance
specification that must be accepted, in order to achieve a given parametric yield
value. It is the inverse of the yield analysis task. In the worst-case analysis, the de-
sign robustness requirements considering manufacturing process variations and
various operating conditions, i.e., the parametric yield, are given as input, and the
goal is to obtain the worst performance boundary values that have to be accepted
to achieve such requirements.

As can be seen, the tasks of yield analysis and worst-case analysis manifest them-
selves by switching their respective inputs and outputs. Such relationship between
the task of yield analysis and worst-case analysis is shown in Figure 4.1. In the con-
text of this thesis, the task of yield analysis is of interest. In this case, the circuits
performance specifications (3.21) in the performance space F (3.19) are given as fixed
values, and the goal is to find the corresponding parametric yield values, i.e., the up-
per half mapping of the Figure 4.1. This mapping will be refined later as we discuss
about the worst-case parameters and worst-case distances.

As shown in Figure 3.2 and defined in (3.26) and (3.28), the parametric yield can be
computed by two approaches, either in the performance space F or in the statistical
parameter space.

The advantage of the first approach is that the performance specifications (3.21) in the
performance space F are explicitly known. The evaluation of the parametric yield
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value in this case is simply done by the Monte-Carlo method (3.37). The accuracy
of this method only depends on the sample size N, though, which means a large
simulation costs.

If we want to compute the parametric yield by the second approach, we must obtain
the performance boundary values (3.21) in the statistical parameter space, which is
not known explicitly.

An example is shown in Figure 4.2. Here, one performance upper bound fi,U, shown
as slashed curve, is considered for the ith performance in the two-dimensional sta-
tistical parameter space. Ellipsoids correspond to the level contours of the two-
dimensional Gaussian distributed statistical parameters (3.6), while dashed lines cor-
respond to the level contours of the performance fi in this statistical parameter space.

s0

s1

s2

As,i

fi,U

Figure 4.2: Partial acceptance region As,i (in grey) in the two-dimensional statistical
parameter space with one performance specification fi,U (slashed curve).

As can be seen from Figure 4.2, all of the statistical parameters at the lower-left of the
slashed fi,U curve fulfill the specification. Shown in grey, this is the partial acceptance
region As,i, the boarder of which is fi,U in the statistical parameter space. The yield
partition in this case is

Yi,U =
∫
· · ·

∫
s∈As,i

pdf(s)ds (4.1)
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4.1.2 Yield Estimation Based on Worst-Case Distance

Now the yield partition Yi,U in Figure 4.2 will be approximated using worst-case
distance.

First, notice in Figure 4.2 that there exists a certain ellipsoid, which is one of the
level contours of the Gaussian distributed statistical parameters, that just touches the
performance boundary fi,U at one point. We call this point the worst-case parameter
si,w, see Figure 4.3. It has such a property that, among all of the parameter points
along the performance boundary fi,U in the statistical parameter space, si,w has the
highest possibility of occurrence. Remember each ellipsoid of the level contours of
the Gaussian distributed statistical parameters corresponds to the same probability
of occurrence, and the smaller the ellipsoid is, the bigger probability of occurrence it
corresponds to.

For the Gaussian distributed statistical parameter s, the level contour corresponding
to si,w can be formulated from (3.7) as

β2
i,w = (si,w − s0)

T ·C−1 · (si,w − s0) (4.2)

and βi,w is called worst-case distance between the mean value and the boundary of the
ith performance feature fi.

Second, the performance boundary fi,U in the statistical parameter space is linearized
at the worst-case parameter point si,w. The linearization error in this case is mini-
mum, since the linear approximation is accurate enough at the point with highest
probability of occurrence. The linearized performance model in the statistical pa-
rameter space from si,w is

f i = f (si,w) +∇s f (s)|s=si,w · (s− si,w) (4.3)
= fi,U +∇s f (s)|s=si,w · (s− si,w), (4.4)

where Nabla operator ∇s is defined as

∇s =

[
∂

∂s1
,

∂

∂s2
, · · · ,

∂

∂sns

]T
(4.5)

and for the linear performance model at the worst-case point, its sensitivity over
statistical parameter s is a constant, which is denoted as gi:

∇s f (s)|s=si,w ≡ gT
i = const. (4.6)

as can be seen in Figure 4.3.
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s0

s1

s2

As,i

si,w

f i = fi,U

f i < fi,U

βi,w

gi ≡ ∇ f (si,w)

Figure 4.3: The idea of the worst-case distance βw. As is the linear bounded approxi-
mated acceptance region.

With the linear performance model at the worst-case point, the partial acceptance
region As,i now can be approximated by this linear bounded single-side acceptance
region As,i:

As,i = {s|gT
i · (s− si,w) ≤ 0} (4.7)

= {s| f i ≤ fi,U} (4.8)

which corresponds to the grey area in Figure 4.3. Note that the gap between this
grey area As,i and the original performance boundary curve is the error from this
linear approximation. Since the linear performance model is accurate at the worst-
case point si,w, the linear approximation error is thus kept minimum.

Based on the approximated acceptance region As,i, (4.1) becomes

Yi,U ≈
∫
· · ·

∫
s∈As,i

pdf(s)ds (4.9)

Now we formulate (4.9) in the performance space and relate it with worst-case dis-
tance. With Gaussian distributed statistical parameters s ∼ N (s0, C) and (4.3), the
linear performance model f i in (4.3) can be transformed into Gaussian distributed
performance as

f i ∼ N ( f i,0, σ2
f i
), (4.10)
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where

f i,0 = fi,U + gT · (s0 − si,w) (4.11)

σ2
f i

= gT ·C · g (4.12)

The pdf of the Gaussian distributed f i thus is

pdf f i
( f i) =

1√
2π · σf i

· e
− 1

2

(
f i− f i,0

σf i

)2

(4.13)

So (4.9) in the performance space is

Yi,U ≈
∫ fi,U

−∞
pdf f i

( f i)d f i (4.14)

By inserting (4.13) into (4.14), we have

Yi,U ≈
∫ fi,U− f i,0

σf i

−∞

1√
2π
· e− 1

2 ξ2
dξ (4.15)

The upper limit of the integration (4.15) is equivalent to βi,w. This can be
shortly proved as follows. A complete discussion of βi,w concerning performance
lower/upper bounds and whether or not the mean value of the statistical parameter
falls into the statistical acceptance region will be presented in the next section.

From (4.11) and (4.12), we have

fi,U − f i,0

σf i

= −gT · (s0 − si,w)√
gT ·C · g

(4.16)

Since the level contour β2
i,w (4.2) touches the performance boundary at si,w, its orthog-

onal is parallel to g:
C−1 · (si,w − s0) = λ · g (4.17)

The following equation can be obtained

(si,w − s0) =
βi,w ·C · g√

gT ·C · g
(4.18)
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so that the right side of (4.16) is equal to βi,w, and we have

fi,U − f i,0

σf i

= βi,w (4.19)

Yi,U can now be expressed using worst-case distance as

Yi,U ≈
∫ βi,w

−∞

1√
2π
· e− 1

2 ξ2
dξ (4.20)

From (4.20) the yield value can be obtained immediately for different worst-case dis-
tance βw values. The correspondence between them is shown in Figure 4.4 and Table
4.1 below.

Figure 4.4: Yield values over different worst-case distances.

Table 4.1: Worst-case distances and the corresponding yield value.

βw -4 -3 -2 -1 0 1 2 3 4

Yield [%] 0.01 0.13 2.28 15.87 50.00 84.13 97.73 99.87 99.99

The meaning of the worst-case distance can be interpreted by (4.19). For a perfor-
mance feature, βw is the distance between the mean value and the worst-case value
of that performance. It is measured in the unit "performance standard deviation σ".
βw = 3 means the worst-case performance value is three times of performance stan-
dard deviation away from the mean value of that performance, and it is commonly
understood as "βw-sigma" design.

As can be seen from (4.20) and Table 4.1, the bigger the value of βw is, the higher
the value of yield it corresponds to. One advantage of using worst-case distance as
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a measurement of the circuit robustness is that, when the yield value approaches 0%
or 100%, the tiny difference between yield value almost disappear, as can be seen in
Figure 4.4, whereas the worst-case distance values can still discriminate themselves
in such situations. For example, when the worst-case distance equals four, it corre-
sponds to a yield value of 99.99968%, and when the worst-case distance equals five,
it represents a yield of 99.99999%. This advantage is very important in the algorithm
design for yield optimization/design centering.

Another observation from the above discussion is that, the worst-case distance βw
will be negative, if the mean value of the performance violates the specification. A
detailed formulation concerning the negative worst-case distance will be presented
later in the next section. Last but not least, for different performance standard de-
viations, a same distance between the mean value and the worst-case value of the
performance corresponds to different worst-case distances and thus different yields.

The overall yield of the circuit can be estimated by a Monte-Carlo analysis on the
piecewise linear acceptance region of all performance specifications with no addi-
tional simulation cost. The total yield Y is bounded by:

1−∑
i
(1−Yi) . Y . min

i
Yi (4.21)

Since a smaller worst-case distance during transistor aging leads to more signifi-
cant yield loss, it is important in the new design flow to analyze and optimize the
worst-case distances and the corresponding yield values for the fresh circuit. Those
reliability-sensitive worst-case distances should be increased in order to be more ro-
bust over transistor aging.

4.1.3 Problem Formulation towards Worst-Case Distance Based
Yield Estimation

In practice, neither the worst-case parameter si,w nor the worst-case distance is
known a priori. Thus formulations towards mathematical optimization solutions are
needed. The basic idea can be derived from the above discussion, i.e., the worst-case
parameter si,w has the highest probability of occurrence among all statistical param-
eters on the performance specification border [Gra07].

For one of the performance fi, whose mean value satisfies the specification fi ≤ fi,U,
to locate the worst-case parameter si,w is equivalent to find the statistical parameter
vector with highest probability of occurrence among all parameters which are outside
or on the boarder of the acceptance region As,U,i:
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fi ≤ fi,U and s0 ∈ As,U,i:

max
s

pdfN(s), s.t. s 6∈ As,U,i (4.22)

To further extend the formulation in (4.22), we first consider the variations of op-
erating parameters such as operating temperature and supply voltage of the cir-
cuit [GWA93]. A statistical parameter vector s is within the partial acceptance re-
gion, s ∈ As,U,i, for a specification fi ≤ fi,U means that, the maximal performance
value over operating parameter variations still satisfies that specification, and vice
versa, i.e., once the maximal performance value over operating parameter variations
violates the specification fi ≤ fi,U, then it can be concluded that s 6∈ As,U,i:

fi ≤ fi,U:

s ∈ As,U,i ⇔ max
θ∈Θ

fi(s, θ) ≤ fi,U (4.23)

s 6∈ As,U,i ⇔ max
θ∈Θ

fi(s, θ) > fi,U (4.24)

Another development from (4.22) is that, to maximize the probability density func-
tion is equivalent to minimize β, i.e., minimize the size of the equidensity contour
according to (3.7).

Thus, considering nf performance specifications, (4.22) can be reformulated as

min
s

β2
i (s), s.t. max

θ∈Θ
fi(s, θ) ≥ fi,U, i = 1, . . . , nf. (4.25)

The other cases corresponding to the specification fi ≥ fi,L and whether or not the
mean value satisfies the specification can be formulated accordingly as:

fi ≤ fi,U and s0 6∈ As,U:

min
s

β2
i (s), s.t. max

θ∈Θ
fi(s, θ) ≤ fi,U, i = 1, . . . , nf. (4.26)

fi ≥ fi,L and s0 ∈ As,L:

min
s

β2
i (s), s.t. min

θ∈Θ
fi(s, θ) ≤ fi,L, i = 1, . . . , nf. (4.27)

fi ≥ fi,L and s0 6∈ As,L:

min
s

β2
i (s), s.t. min

θ∈Θ
fi(s, θ) ≥ fi,L, i = 1, . . . , nf. (4.28)

The solutions of (4.25)-(4.28) give the worst-case distance βi,w for each performance
specification, and can be used in the yield approximation as introduced in Section
4.1.2.
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4.1.4 Solution using Lagrangian Functions

In the following, the analytical form of the worst-case distance βw is developed using
Lagrangian function with its first-order optimality condition [Gra07]. Such formu-
lation is needed in the discussion about the gradient of the worst-case distance later
on. The performance index i is left out for simplicity in the discussion below.

Inside (4.25) and (4.26), the evaluation of the constraint requires the solving of the
following maximization problem first:

max
θ

f (θ), s.t. θL ≤ θ ≤ θU (4.29)

The Lagrangian function of (4.29) can be written as

LU(θ, λL, λU) = − f (θ)− λT
L · (θ− θL)− λT

U · (θU − θ) (4.30)

Similarly, for the inner optimization problems of (4.27) and (4.28), the Lagrangian
function can be written as

LL(θ, λL, λU) = f (θ)− λT
L · (θ− θL)− λT

U · (θU − θ) (4.31)

By applying (4.30) and (4.31), the Lagrangian functions of (4.25)-(4.28) can be written
as:

f ≤ fU and s0 ∈ As,U:

L(s, θ, λ, λL, λU) = β2(s) + λ · ( fU + LU(θ, λL, λU)) (4.32)

f ≤ fU and s0 6∈ As,U:

L(s, θ, λ, λL, λU) = β2(s)− λ · ( fU + LU(θ, λL, λU)) (4.33)

f ≥ fL and s0 ∈ As,L:

L(s, θ, λ, λL, λU) = β2(s)− λ · ( fL −LL(θ, λL, λU)) (4.34)

f ≥ fL and s0 6∈ As,L:

L(s, θ, λ, λL, λU) = β2(s) + λ · ( fL −LL(θ, λL, λU)) (4.35)

Applying Karush-Kuhn-Tucker conditions [Fle87], [NW00] for one of the above La-
grangian functions (4.32), and with (4.2), the solution sw,U can be obtained:
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f ≤ fU and s0 ∈ As,U:

∇L(sw,U) = 2C−1 · (sw,U − s0) + λw,U · ∇LU(sw,U) ≡ 0 (4.36)

where

∇LU(sw,U) = −∇ f (sw,U) (4.37)

from the Lagrangian function (4.30).

The formulation of (4.36) an (4.37) can lead to the representation of the worst-case
parameter in the case f ≤ fU and s0 ∈ As,U:

(sw,U − s0) =
λw,U

2
·C · ∇ f (sw,U) (4.38)

The worst-case distance in (4.2) can then be represented as

β2
w,U =

λ2
w,U

4
· ∇ f (sw,U)

T ·C · ∇ f (sw,U) (4.39)

which gives
λw,U

2
=

βw,U√
∇ f (sw,U)T ·C · ∇ f (sw,U)

(4.40)

The worst-case parameter can be represented by applying (4.40) into (4.38):

(sw,U − s0) =
βw,U√

∇ f (sw,U)T ·C · ∇ f (sw,U)
·C · ∇ f (sw,U) (4.41)

For the cases f ≤ fU and s0 6∈ As,U, the worst-case parameter is

(sw,U − s0) = −
βw,U√

∇ f (sw,U)T ·C · ∇ f (sw,U)
·C · ∇ f (sw,U) (4.42)

The other two cases corresponding to (4.34) and (4.35) can be derived in a similar
way:

f ≥ fL and s0 ∈ As,L:

(sw,L − s0) = −
βw,L√

∇ f (sw,L)T ·C · ∇ f (sw,L)
·C · ∇ f (sw,L) (4.43)
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f ≥ fL and s0 6∈ As,L:

(sw,L − s0) =
βw,L√

∇ f (sw,L)T ·C · ∇ f (sw,L)
·C · ∇ f (sw,L) (4.44)

To obtain an analytical expression for the worst-case distance βw,L/U, a linear per-
formance model can be built up at the worst-case parameter vector sw,L/U in the
statistical parameter space as:

f w(s) = fL/U +∇ f (sw,L/U)
T · (s− sw,L/U) (4.45)

At the nominal parameter vector s0, (4.45) gives

∇ f (sw,L/U)
T · (sw,L/U − s0) = fL/U − f w(s0) (4.46)

Inserting (4.42) and (4.43) into (4.46) gives:

For the cases f ≤ fU and s0 6∈ As,U, as well as f ≥ fL and s0 ∈ As,L:

βw,L/U =
f w(s0)− fL/U√

∇ f (sw,L/U)T ·C · ∇ f (sw,L/U)
(4.47)

=
∇ f (sw,L/U)

T · (s0 − sw,L/U)

σf w

(4.48)

Inserting (4.41) and (4.44) into (4.46) gives:

For the cases f ≤ fU and s0 ∈ As,U, as well as f ≥ fL and s0 6∈ As,L:

βw,L/U =
fL/U − f w(s0)√

∇ f (sw,L/U)T ·C · ∇ f (sw,L/U)
(4.49)

=
∇ f (sw,L/U)

T · (sw,L/U − s0)

σf w

(4.50)

It is clear from (4.47)-(4.50) that, if the mean value of the statistical parameter and
performance violates the specification, the worst-case distance is negative.
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4.2 Aged Worse-Case Distance and Aged Yield

When transistor parameters degrade over time, the statistical parameters shift their
distributions in the statistical parameter space as introduced in Figure 3.3. Using the
similar modeling method as introduced above, the worst-case distance during tran-
sistor aging with respect to one performance specification can be illustrated in Figure
4.5. For simplicity, the performance index i is left out in the discussion hereafter.

s2

s0(t1)

s0(t0)

βw(t0)

βw(t1)

s1

As(t0)

As(t1)

aging

g(t0)

fU

sw(t0)

sw(t1)

g(t1)

Figure 4.5: The degradation of worst-case distance from t0 to t1 with respect to one
performance specification fU (slashed curve).

In Figure 4.5, again, one performance upper bound fU, shown as slashed curve, is
considered in the two-dimensional statistical parameter space. The two groups of
ellipsoids correspond to the level contours of the two-dimensional Gaussian dis-
tributed statistical parameters at t0 and t1 respectively. During parameter aging
from t0 to t1, both of the mean and the worst-case value of the statistical parame-
ters change, as shown in Figure 4.5.

To approximate the aged yield using aged worst-case distance value, a linear perfor-
mance model is built up at t0 and t1 respectively, from the corresponding worst-case
point sw(t0) and sw(t1). The sensitivity of the linear performance model over statis-
tical parameters is g(t0) and g(t1) respectively. The linear bounded approximated
acceptance region is now As(t0) and As(t1). Note the linear approximation error at
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the different points on the performance boundary in this case, which lead to the slight
difference in the two approximated acceptance regions.

At time t1, the linearized performance model from sw(t1) is

f (t1) = fU + gT(t1) · (s(t1)− sw(t1)) , (4.51)

and the corresponding linear bounded approximated acceptance region at t1 is

As(t1) = {s(t1)|gT(t1) · (s(t1)− sw(t1)) ≤ 0} (4.52)
= {s(t1)| f (t1) ≤ fU} (4.53)

With Gaussian distributed statistical parameters at t1: s(t1) ∼ N (s0(t1), C(t1)), the
level contour corresponding to sw(t1) is

β2
w(t1) = (sw(t1)− s0(t1))

T ·C−1(t1) · (sw(t1)− s0(t1)), (4.54)

and the linear performance model can be transformed into Gaussian distributed per-
formance as

f (t1) ∼ N ( f 0(t1), σ2
f (t1)), (4.55)

where

f 0(t1) = fU + gT(t1) · (s0(t1)− sw(t1)) (4.56)

σ2
f (t1) = gT(t1) ·C(t1) · g(t1) (4.57)

The aged yield value at t1 can be approximated as

YU(t1) ≈
∫ fU− f 0(t1)

σf (t1)

−∞

1√
2π
· e− 1

2 ξ2
dξ, (4.58)

where the upper limit of the integration (4.58) can be reformulated, similar to (4.16)-
(4.19), using (4.56), (4.57) and (4.54) as

fU − f 0(t1)

σf (t1)
= −gT(t1) · (s0(t1)− sw(t1))√

gT(t1) ·C(t1) · g(t1)
(4.59)

= βw(t1) (4.60)

The aged yield at t1, YU(t1), can be expressed using aged worst-case distance as

YU(t1) ≈
∫ βw(t1)

−∞

1√
2π
· e− 1

2 ξ2
dξ (4.61)

A complete formulation of the aged worst-case distance concerning performance
lower/upper bounds and whether or not the mean value of the aged statistical pa-
rameter falls into the statistical acceptance region is shown in Section 4.3.5.
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4.3 Design Flow

As transistor parameters degrade over time, the aged worst-case distance values de-
crease, resulting in an increasing yield loss over time. In the proposed yield analysis
and optimization flow, the fresh circuit is analyzed and optimized for x-sigma robust-
ness, both fresh and aged sizing rules as well as the maximum layout area constraint
are checked. For those aging-sensitive performances, the corresponding worst-case
distances will be increased for the fresh circuit, ensuring a more robust design over
process variations and transistor aging.

One assumption of the proposed fresh circuit optimization flow is that, for analog
circuits, annealing from NBTI is a minor effect due to the constant existence of dc bi-
asing voltages [JRSR05]. Thus the aged yield decreases over time with the monotonic
aging of βi,w(t). The robustness of the circuits during the lifetime can be ensured by
optimizing fresh circuits with enough design margins.

The core part of the proposed reliability optimization flow is shown in Figure 4.6.
The input of the flow is the fresh circuit netlist with initial design parameters. Then,
the step of the fresh circuit optimization with one maximum area constraint Amax is
performed. This step involves the checking of sizing rules for both fresh and aged
circuits. The output of this step is the optimal design parameters for the circuit. Then,
the aged yield can be analyzed, provided that the aged circuit netlist is obtained. The
aged circuit netlist is obtained using AgeMOS model from RelXpert as explained
later.

Running the flow repeatedly with increasing maximum area value Amax as a con-
straint, the designer can obtain the trade-off between approximated layout area and
circuit reliability, and choose a reasonable area with its acceptable aged yield value.

In the following, Section 4.3.1 gives in detail the simulation flow of the aged circuit
and how the aged performances are obtained. Section 4.3.2 explains the checking
of fresh and aged sizing rules. Section 4.3.3 discusses the approximation of the cir-
cuit layout area. Section 4.3.4 and Section 4.3.5 detail the problem formulations as
a numerical optimization problem for the fresh circuit optimization and aged yield
analysis.

4.3.1 Simulation Flow of the Aged Circuit

This Section briefly introduces the workflow concerning the generation and simula-
tion of the aged circuit.
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Maximum Area Constraint

Aged Netlist

Fresh Netlist with
Initial Design Parameters

Fresh Netlist with

Aged Yield Analysis

Optimal Design Parameters

Fresh Circuit

Aged Circuit

Sizing Rules Checking for

Sizing Rules Checking for

Fresh Circuit Optimization with

AgeMOS Model

AgeMOS Model

Figure 4.6: Core of the proposed reliability optimization flow with one maximum
area constraint.

The complete workflow is shown in Figure 4.7. The round-corner boxes indicate the
input and the output of the flow. The tool RelXpert from Cadence [cad] is used for
transistor aging calculation and aged circuit netlist generation. The methodology
presented in this thesis however does not depend on the specific type of aging calcu-
lation tools. Any commercial or academic tools, which can process the circuit aging
behavior, calculate and produce the aged netlist, can be adopted as well.

The flow takes two inputs: the fresh circuit netlist with RelXpert parameters, as well
as the fresh modelcards with AGEMOS parameters. In the fresh circuit netlist, the cir-
cuit designers can specify intended circuit age, temperature, aging modules needed
(i.e., NBTI, HCI, etc.), as well as other control statements for RelXpert tool, such as
accuracy. The AGEMOS parameters added into fresh modelcards, on the other hand,
are special parameters needed by RelXpert to calculate transistor aging using AGE-
MOS method.
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Aged Netlist Generation by Prebert2

Fresh Circuit Simulation

Aged Circuit Simulation

Fresh Circuit Netlist
with RelXpert Setup

Fresh Modelcards with
AGEMOS Parameters

Transistor Degradation
Aged Performance and

Netlist Processing by Prebert1

Aging Calculation by Postbert

Figure 4.7: The generation and simulation flow of the aged circuit. The two grey
boxes indicate the steps where fresh and aged sizing rules are checked
respectively.

AGEMOS method is one of the methods used to generate the degraded modelcard
parameters. In contrast to other methods generating the "aged" model files by inter-
polation or regression based on the existing aged model files at several intervals in
time domain, the AGEMOS method calculates the degraded modelcard parameters,
such as vth0, using AGEMOS model parameters directly from their fresh values.
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4 Aged Yield Optimization with Fresh and Aged Sizing Rules

Generally, for a modelcard parameter P, the generation of degraded modelcard pa-
rameters is based on such a function [cad]:

∆P = f (P0, sign, age, d1, d2, n1, n2, s) (4.62)

where ∆P is the change value of the modelcard parameter P, P0 is its fresh value, sign
is the direction of this parameter changing, age is the degradation age value; and d1,
d2, n1, n2, and s are AGEMOS parameters. These AGEMOS parameters are provided
by the fabrication foundry.

In comparison to the "aged" model files generation based on several existing interval
values, the AGEMOS method is more accurate and efficient. There is no need to add
any additional aged modelcard inside circuit netlist.

With the above two inputs, the tool prebert1 first processes the fresh circuit
netlist, by adding statements for measuring the transistor node voltages and cur-
rents. prebert1 stores in addition the device elements information in a temporary
file to be read later.

After this step, a simulator such as Spectre, simulates the fresh circuit with those
additional measurements, obtaining transistor node voltage and currents which are
needed for aging calculation. At this step, the fresh sizing rules of the circuit can be
checked. The results can be obtained at no extra cost since only a DC simulation is
needed.

Then, the tool postbert calculates the aging for each transistor. It reads the de-
vice information, model parameters, and simulation options from the temporary
file stored by prebert1. The aging calculation also needs the transistor node volt-
ages and currents information from the fresh circuit simulation output. At this step,
postbert generates the aged modelcard for each transistor based on their respective
node voltages and currents, i.e., the stress levels. From the output of postbert, the
ranking of transistors based on their degree of degradation is generated and ready for
designers to analyze the critical part of the circuit. It also produces the lifetime Tli f e
of each transistor, if the acceptable percentage of degradation is specified as input in
the fresh circuit netlist.

To obtain the aged circuit behavior, another step of prebert2 is performed.
prebert2 generates the aged circuit netlist, by replacing the fresh modelcard by
individually aged modelcard for each transistor. For example, for the same type
of PMOS transistors that share the same modelcard in the fresh circuit netlist, they
now have individual aged modelcards based on their aging behavior calculated by
postbert.
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Then, aged circuit simulation can be performed on the produced aged circuit netlist.
The circuit simulator itself does not see any difference between the fresh and the aged
circuit netlist, since each ageable modelcard parameter has been obtained already and
replaced by postbert in the last step. At this step, the aged sizing rules of the circuit
can be checked, because it is an aged circuit simulation. Again, these results can be
obtained at no extra cost since only a DC simulation is needed.

Finally as output of the flow, the aged circuit performance values are obtained, as
indicated in the round-corner box at the bottom of Figure 4.7.

4.3.2 Fresh and Aged Sizing Rules of a Circuit

As discussed in Section 3.5, sizing rules are either geometrical or electrical constraints
checked during sizing process, used to ensure the function and robustness of analog
integrated circuits.

Some of the electrical constraints are sensitive over aging. For example, to ensure a
PMOS transistor working in saturation, vds must be greater than vgs − Vth (in terms
of their absolute values). A drift of Vth over time thus may violate such constraints.
In a simple method as shown in [PG09], some of the sizing rules for the fresh cir-
cuit will not be fulfilled after the step of aged yield optimization carried out on the
aged circuit. Which means, even if the fresh yield has happened to be high after the
step of aged yield optimization, the resulting circuit is very sensitive to the process
variations at fresh time.

Considering such sizing rules for both fresh and aged circuits, we apply the fresh
and aged sizing rules checking during fresh circuit optimization process, which will
ensure the function and robustness of both fresh and aged circuits.

4.3.3 Circuit Layout Area Estimation

The price we pay for a more robust circuit is the additional chip area. The depen-
dency of the process variations on the channel size of a transistor in circuit layout is
known as Pelgrom’s model, as introduced in [PDW89]:

σ2(∆P) =
A2

P
WL

+ S2
PD2

x (4.63)

where P can be certain transistor parameters such as Vth, and AP is the area propor-
tionality constant for parameter P. SP describes the variation of parameter P with the
spacing between devices, denoted by Dx.
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Pelgrom’s model (4.63) states that the variation of transistor parameters is inversely
related with the transistor channel size (W × L), and decreases with the increasing
device spacing. So from the design point of view, to minimize the influence of process
variations, the designers should design their transistors as "big" as possible, and lay
them out as far as possible between each other. This fact is of course limited by the
maximal available on-chip area. Thus the investigation of the area penalty over the
achieved robustness is of great interest here.

In this thesis, the area of a transistor is approximated by the product of the channel
width and the channel length. The influence of the device spacing on parameter
variations is ignored, i.e., the second term in (4.63). Since the purpose here is to
compare the different design robustness and its additional area penalty, the difference
in layout style can be ignored, especially for the transistors which do not change
their size too much. In the thesis, for the compensating capacitor in the netlist, it is
transformed into the corresponding area by a constant. In this way, the difference
between different sizing results can be compared in a unified manner.

4.3.4 Optimization of Fresh Circuit with Fresh and Aged Sizing
Rules Checking and Maximum Area Constraints

For a deeper look into the core part of the flow, at the beginning, a fresh netlist with
initial design parameters serves as input of the flow. Then, the step of fresh circuit
optimization with constraints checking is performed. It can be formulated as

max
d
{αi(d) · βi,w(d)} , i = 1, . . . , nf s.t.


c(d) ≥ 0
area ≤ Amax
c(s)|t=t0 ≥ 0
c(s)|t=t1 ≥ 0

(4.64)

where

αi(d) =
{

+1, s0(t0) ∈ As
−1, s0(t0) 6∈ As

(4.65)

All of the constraints concerning design parameters such as transistor width or length
are included in c(d) ≥ 0. area ≤ Amax is the maximum area constraint. Fresh (at t0)
and aged (at t1) sizing rules relating with ageable statistical parameters are included
in c(s)|t=t0 ≥ 0 and c(s)|t=t1 ≥ 0 respectively.

The sign αi(d) for the i’th specification indicates whether the mean value s0(t0) sat-
isfies the specification. If not, with the negative αi(d), the distance to the perfor-
mance boundary will be decreased until it reaches zero (the mean value now is on
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4.3 Design Flow

the boundary), then with the positive αi(d), the distance is maximized again to in-
crease the robustness.

After the fresh circuit optimization step, the optimal design parameters for the fresh
circuit can be obtained. The total circuit area after layout can be approximated which
indicates the price the designer has to afford for the achieved robustness.

The maximization problem in (4.64) is a multiple-objective optimization problem.
Since each αi(d) · βi,w(d) as a function of d represents one partition of the overall
yield, (4.64) will increase αi(d) · βi,w(d) as much as possible.

To solve (4.64), the gradient of the partial worst-case distance βi,w over design param-
eter vector d is needed. The development of the gradients is presented below. The
performance index i is left out for simplicity in the following development process.

To consider the effect of a fluctuation of design parameter vector d on the perfor-
mance, a first-order sensitivity term around an arbitrary design point dε,

∇ f (dε)
T · (d− dε) (4.66)

is added to the linear performance model (4.45), and the performance boundaries
fL/U is extended into

fL/U −∇ f (dε)
T · (d− dε) (4.67)

Applying (4.67) into (4.47) and (4.49) gives [Gra07]:

For the cases f ≤ fU and s0 6∈ As,U, as well as f ≥ fL and s0 ∈ As,L:

βw,L/U =
∇ f (sw,L/U)

T · (s0 − sw,L/U) +∇ f (dε)T · (d− dε)√
∇ f (sw,L/U)T ·C · ∇ f (sw,L/U)

(4.68)

For the cases f ≤ fU and s0 ∈ As,U, as well as f ≥ fL and s0 6∈ As,L:

βw,L/U =
∇ f (sw,L/U)

T · (sw,L/U − s0)−∇ f (dε)T · (d− dε)√
∇ f (sw,L/U)T ·C · ∇ f (sw,L/U)

(4.69)

The gradients of the worst-case distance over design parameter vector d, as well as
statistical parameter vector s can be deduced from (4.68) and (4.69) as [Gra07]:

For the cases f ≤ fU and s0 6∈ As,U, as well as f ≥ fL and s0 ∈ As,L:

∇βw,L/U(d) =
∇ f (dε)√

∇ f (sw,L/U)T ·C · ∇ f (sw,L/U)
(4.70)
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Figure 4.8: Illustration of yield optimization through the change of design parame-
ters.

∇βw,L/U(s0) =
∇ f (sw,L/U)√

∇ f (sw,L/U)T ·C · ∇ f (sw,L/U)
(4.71)

For the cases f ≤ fU and s0 ∈ As,U, as well as f ≥ fL and s0 6∈ As,L:

∇βw,L/U(d) = −
∇ f (dε)√

∇ f (sw,L/U)T ·C · ∇ f (sw,L/U)
(4.72)

∇βw,L/U(s0) = −
∇ f (sw,L/U)√

∇ f (sw,L/U)T ·C · ∇ f (sw,L/U)
(4.73)

The sensitivity expressions of the worst-case distance over design parameter vectors
in (4.70) and (4.72) explain how a change in the design parameter vector can alter
the value of the worst-case distance. The changes in the design parameter contribute
to the shift of the performance boundary values according to (4.67). Shifting the
performance boundary further away from the nominal statistical parameter vector
s0 can increase the worst-case distance according to (4.70) and (4.72), thus increasing
the yield for the performance specification. The shape of the acceptance region is
thus changed, such that the volume of the statistical parameter distributions inside
the acceptance region is maximized. The effect of the change of design parameters
on the yield optimization is illustrated in Figure 4.8.
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Figure 4.9: Illustration of yield optimization through the change of the nominal vec-
tor of statistical parameters.

The increase of the worst-case distance by tuning of the statistical parameters can be
explained similarly. The sensitivity expressions of the worst-case distance over sta-
tistical parameter vectors in (4.71) and (4.73) indicate the directions, along which the
steepest increase of the worst-case distance can be achieved by shifting the nominal
statistical parameter vector s0. In this case, the shape of the acceptance region remains
unchanged. The volume of the statistical parameter distributions inside the accep-
tance region is maximized by shifting the whole distribution around a new nominal
vector. The effect of the nominal vector shifts on the yield optimization is illustrated
in Figure 4.9.

It is worth mentioning that, the yield optimization through the tuning of the nomi-
nal statistical parameter vectors is a part of the manufacturing process design. For
the process engineers, both the nominal values and standard deviations of certain
transistor parameter distribution are monitored and tuned, in order to maximize the
production yield. This is especially important when a new technology is applied.
For circuit designers, however, this is beyond their control. They can only change
the design parameters. For circuit designers working with discrete devices, they can
choose from different categories with different nominal values and variations for the
device parameters. This however is not within the scope of this thesis.

As indicated in Figure 4.8, when transistor aging is considered on top of the pro-
cess variations of statistical parameters, the optimal design parameter vector d∗

should shift the performance boundaries further away for those aging-sensitive per-
formance. In other words, a more robust fresh circuit is needed to tolerate the tran-
sistor aging effects.
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4.3.5 Aged Yield Analysis

Then, using AgeMOS model for the aging simulator RelXpert from Cadence [cad],
the aged yield value of the obtained circuit at age t1, i.e. the aged robustness of the
circuit, can be analyzed. This step can be done by Monte-Carlo simulations on the
aged circuit at t1, or a geometric aged yield analysis based on the evaluation of aged
worst-case distances at t1, which can be formulated as

min
s

β2
i (s)|t=t1 , i = 1, . . . , nf s.t. max

θ∈Θ
fi(s, θ)|t=t1 ≥ fi,U. (4.74)

for one of the performance fi at t1, whose mean value satisfies the specification fi ≤
fi,U.

The inner optimization considers performance values inside the statistical parameter
non-acceptance region of that performance fi at t1. Concerning the definition of As
in (3.24), the non-acceptance region of statistical parameters is defined to be the set
of statistical parameters for which there exists an operating parameter vector that
violates the performance boundary at t1:

As,U,i =

{
s| ∃

θ∈Θ
fi(s, θ)|t=t1 ≥ fi,U

}
(4.75)

For a performance specification fi ≤ fi,U, the definition in (4.75) is equivalent in such
a case in the performance space, that the largest performance value obtained over all
operating parameters is still bigger than the performance upper bound fi,U, i.e.:

s(t1) ∈ As,U,i ⇔ max
θ∈Θ

fi(s, θ)|t=t1 ≥ fi,U (4.76)

The other cases corresponding to the specification fi ≥ fi,L and whether or not the
mean value satisfies the specification can be formulated accordingly as:

fi(t1) ≤ fi,U and s0(t1) 6∈ As,U:

min
s

β2
i (s)|t=t1 , s.t. max

θ∈Θ
fi(s, θ)|t=t1 ≤ fi,U (4.77)

fi(t1) ≥ fi,L and s0(t1) ∈ As,L:

min
s

β2
i (s)|t=t1 , s.t. min

θ∈Θ
fi(s, θ)|t=t1 ≤ fi,L (4.78)
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fi(t1) ≥ fi,L and s0(t1) 6∈ As,L:

min
s

β2
i (s)|t=t1 , s.t. min

θ∈Θ
fi(s, θ)|t=t1 ≥ fi,L (4.79)

The solution of the aged worst-case distance at t1 can be derived similarly to (4.29)-
(4.50) and the formulations in [Gra07] as follows.

For the cases f ≤ fU and s0(t1) 6∈ As,U, as well as f ≥ fL and s0(t1) ∈ As,L:

βw,L/U(t1) =
f w(s0)|t1 − fL/U√

∇ f (sw,L/U)T|t1 ·C · ∇ f (sw,L/U)|t1

(4.80)

=
∇ f (sw,L/U)

T|t1 · (s0(t1)− sw,L/U(t1))

σf w

(4.81)

For the cases f ≤ fU and s0(t1) ∈ As,U, as well as f ≥ fL and s0(t1) 6∈ As,L:

βw,L/U(t1) =
fL/U − f w(s0)|t1√

∇ f (sw,L/U)T|t1 ·C · ∇ f (sw,L/U)|t1

(4.82)

=
∇ f (sw,L/U)

T|t1 · (sw,L/U(t1)− s0(t1))

σf w

(4.83)

4.4 Summary

The worst-case distance of a circuit has been proposed to model the circuit robust-
ness and the resulting yield value, considering the manufacturing process variations
and various operating conditions. This chapter further extends the formulations and
applications into the circuit reliability modeling and optimization considering tran-
sistor aging effects. The proposed design flow optimizes the fresh circuit with the
consideration of both fresh and aged sizing rules, as well as maximum layout area
constraints, in order to achieve x-sigma robustness. Then the robustness of the aged
circuit is analyzed by the evaluation of aged worst-case distance values. By applying
the design flow repeatedly with different maximum area constraints, the trade-off be-
tween circuit’s aged robustness and the price paid in terms of circuit layout area can
be obtained. Circuit designers can choose from different product reliability categories
with acceptable area overhead.
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Chapter 5

Aged Yield Prediction

Considering the joint effects of manufacturing process variations and time-
dependent transistor aging, the aged yield value of the circuit, Y(t), can be obtained
in several ways. One method is to run Monte-Carlo simulations on the aged circuit,
where a large number of circuit aging analysis and simulations are needed. This
method lacks efficiency, although it can provide the most accurate results. The other
method is based on the evaluation of the aged worst-case distance value, βw(t), by
solving (4.74).

A different approach to evaluate the aged yield value is presented in this chapter. It
is based on the sensitivity analysis of the aged worst-case distance values. The idea
is inspired by the performance sensitivity over transistor aging, which is introduced
in the following. The challenges of the sensitivity analysis of the aged worst-case
distance over transistor aging will be discussed next. Section 5.1 presents the details
of the aged worst-case distance prediction model. Section 5.2 shows the structure of
the algorithm for the aged yield prediction.

The circuit performance sensitivity over transistor parameter aging can be firstly di-
vided into two components as follows:

• the sensitivity of circuit performance over transistor parameters,

• the degradation of transistor parameters over time.

The first component describes how does a small disturbance of a certain transistor
parameter influence the behavior of the circuit, while the second component, the
parameter degradations over time, can be decomposed in addition into the following
two parts:

• the parameter degradation as a function of stress,

73
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• the actual stress received by each transistor.

This decomposition is based on the fact that the parameter degradation over time is
a function of the stress on that transistor, which is again a function of time. When-
ever the stress condition of the transistor during operation changes, the transistor
parameter degradation changes as well.

The above components contributing to the circuit performance sensitivities over pa-
rameter aging can be illustrated in Figure 5.1.

over Parameters

Circuit Performance Sensitivities
over Parameter Aging

Parameter Sensitivites
over Transistor Stress

Transistor Stress
over Time

Performance Sensitivities

Figure 5.1: Components contributing to the circuit performance sensitivities over
transistor parameter aging

Inspired by the performance sensitivity components, the aged worst-case distance
and its sensitivities over transistor parameter aging can be used to predict the aged
yield value of the circuit, since the aged worst-case distance has been shown in Sec-
tion 4.2 as a robustness indicator of the aged circuits.

While the idea of performance sensitivities over transistor parameter aging is obvi-
ous, the modeling of the aged worst-case distance by means of its sensitivities over
parameter aging faces several challenges:

• The aged worst-case parameter vector sw(t) at time t is not known a priori. This
means it has to be calculated or formulated to enable the formulation of aged
worst-case distance.

• The performance specification in the statistical parameter space is not linear in
most cases. Only considering the linear sensitivity term may result in inaccura-
cies.

• The dealing with the variance of statistical parameters needs special attention. A
proper modeling and necessary simplifications may be needed.
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5.1 Aged Worst-Case Distance Prediction Model

The purpose of the proposed aged yield prediction model is to provide circuit de-
signers a quick overview of the quality of their circuits after transistors degrade for
some time, since the fresh worst-case distance is already available for a fresh-optimal
design. After such a quick circuit reliability evaluation, degradation-sensitive perfor-
mances can be identified, certain weakness in the lifetime robustness of their designs
can be obtained early and quickly, proper design techniques can be applied to im-
prove it, and the cost and time for the circuit design process towards reliability can
be reduced.

5.1 Aged Worst-Case Distance Prediction Model

5.1.1 Idea

In this section, a prediction model of the aged worst-case distance in time domain
is presented to speed up the analysis of corresponding the aged yield value. Only
performance and statistical parameter sensitivity analysis are needed, in comparison
to the Monte-Carlo simulation method and numerical optimization solutions. It is
based on the linear performance model as follows. The index i of ith performance in
vector f is left out for simplicity. Without loss of generality, only upper bound fU is
considered hereafter. The case for lower bound fL can be derived similarly taken the
different sign into consideration.

5.1.2 Linear Performance Model at t1

At any time t1 during the operating lifetime, the first-order Taylor expansion of per-
formance f (t1) with respect to s(t1) from the worst-case statistical parameter vector
sw,U(t1) in the statistical parameter space is

f (t1) = f (sw,U(t1)) +∇ f (sw,U(t1))
T · (s(t1)− sw,U(t1)) (5.1)

By assuming a linear performance model, the sensitivity of performance over statis-
tical parameters keeps constant, i.e.,

∇ f (sw,U(t1)) ≡ g (5.2)

is constant over the entire statistical parameter space at any time.
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Figure 5.2: Linear performance model in the statistical parameter space.

f (sw,U(t1)) in (5.1) is the upper bound value fU. So from (5.1) the linear performance
model at t1 can be formulated as

f (t1) = fU + gT · (s(t1)− sw,U(t1)) (5.3)

The worst-case statistical parameter vector sw,U(t1) is the statistical parameter vector
where the corresponding performance f reaches its boundary value fU at t1. It cor-
responds to the position in the statistical parameter space where the probability of
occurrence reaches its maximum in the non-acceptance region (slashed area in Fig-
ure 5.2). A robust design indicates that such a probability of occurrence should be
kept minimum, i.e., sw,U(t1) should be positioned furthest away from s0(t1) so that it
is least sensitive to the changes of statistical parameters which may cause it fall into
the non-acceptance region.

Since s(t1) ∼ N (s0(t1), C(t1)), the mean and the variance of the linearized perfor-
mance model can be formulated from (5.3) as

µ( f (t1)) = fU + gT · (s0(t1)− sw,U(t1)) (5.4)
σ2

f (t1)
= gT ·C · g ≡ σ2

f (5.5)

where (5.5) is constant over time. Taking the process variation as second order effects
on the sensitivity towards degradation, C(t1) is assumed to be constant, i.e., C(t1) =
C [SRRP09].
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5.1.3 Mapping from t0 to t1

Considering parameter aging from t0 to t1, a first-order Taylor approximation of
µ( f (t1)) with respect to t from t0 can be expressed as

µ( f (t1)) = µ( f (t0)) +
∂µ f

∂t
|t0 · (t− t0) (5.6)

From (5.4) we have

µ( f (t0)) = fU + gT · (s0(t0)− sw,U(t0)) (5.7)

and
∂µ f

∂t
|t0 = gT ·

(
∂s0(t)

∂t
|t0 −

∂sw,U(t)
∂t

|t0

)
(5.8)

It can be observed from (5.8) that the product

gT · ∂sw,U(t)
∂t

|t0 (5.9)

remains zero, since the two vectors g and ∂sw,U(t)
∂t |t0 are orthogonal to each other. This

is easy to understand because during the aging of statistical parameters, from t0 to
t1, the worst-case statistical parameter vector sw,U(t) moves along the performance
boundary fU, as can be observed in Figure 5.2, while the performance gradient g
always points to the direction that is vertical to the performance boundary in the
statistical parameter space. Thus g is orthogonal to the vector ∂sw,U(t)

∂t |t0 , which is
pointing in parallel to the performance boundary.

So (5.8) becomes
∂µ f

∂t
|t0 = gT · ∂s0(t)

∂t
|t0 (5.10)

and (5.6) can be further expressed as

µ( f (t1)) ≈ fU + gT · (s0(t0)− sw,U(t0)) + gT · ∂s0(t)
∂t
|t0 · (t1 − t0) (5.11)

5.1.4 Prediction of βw,U(t1)

The prediction of the aged worst-case distance at t1 requires the mapping of the
worst-case distance from t0 to t1 based on sensitivity analysis, in which the results
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from section 5.1.3 are needed. The key concept here is to properly derive the sensi-
tivity parts concerning the aging of the nominal and worst-case statistical parameter
vectors.

To predict βw,U(t1), a first-order Taylor expansion of βw,U(t1) with respect to t from
t0 is

βw,U(t1) ≈ βw,U(t0) +
dβw,U(t)

dt
|t0 · (t− t0) (5.12)

where the sensitivity part, dβw,U(t)
dt |t0 can be derived using results from section 5.1.3 as

follows.

Since at the worst-case statistical parameter vector at t1, sw,U(t1), the corresponding
level contour of s(t1) is

β2
w,U(t1) = (sw,U(t1)− s0(t1))

T ·C−1 · (sw,U(t1)− s0(t1)) (5.13)

It touches the performance boundary at sw,U(t1), which means the orthogonal on
(5.13) is parallel to g:

C−1 · (sw,U(t1)− s0(t1)) = sign(λ) · λ · g (5.14)

where

sign(λ) =
{

+1, µ( f (t1)) ≤ fU ;
−1, µ( f (t1)) > fU .

(5.15)

Inserting (5.14) into (5.13) and assuming the positive sign for λ hereafter, we have

β2
w,U(t1) = λ2 · gT ·C · g (5.16)

By taking λ from (5.16) into (5.14) we obtain

(sw,U(t1)− s0(t1)) =
βw,U(t1)√
gT ·C · g

·C · g (5.17)

Then (5.17) is taken back into (5.4):

µ( f (t1)) = fU − βw,U(t1) ·
√

gT ·C · g (5.18)

so that the worst-case distance at t1 can be expressed as

βw,U(t1) =
fU − µ( f (t1))√

gT ·C · g
(5.19)
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5.1 Aged Worst-Case Distance Prediction Model

Then from (5.19) and (5.11), and applying the results from (4.12), the worst-case dis-
tance degradation rate in (5.12) can be formulated as

dβw,U(t)
dt

|t0 = −
1
σf
· gT · ∂s0(t)

∂t
|t0 (5.20)

which differs from (5) in [SRRP09].

From (5.20) it is clear that the evaluation of the worst-case distance degradation rate
for a performance upper bound involves only multiple sensitivity evaluations which
can be carried out efficiently. Especially in the context of this thesis, both σf and g
remain constant, requiring an one-time evaluation only. The sensitivity of s0(t) over
t is calculated by the finite-difference approximation.

In the finite-difference approximation, for a function f of x, f (x), the sensitivity of f
over x, f ′(x), is approximated by

f ′(x) ≈ f (x +4x)− f (x)
4x

(5.21)

The values of s0(t) at various ages are obtained from the aging simulator described in
Section 4.3.1, then the corresponding sensitivity and the worst-case distance degra-
dation rate can be evaluated.

Thus, by taking (5.20) back into (5.12), the values of βw,U(t1) at time t1 can be pre-
dicted efficiently without searching for the worst-case statistical parameter vector
sw,U(t1) through iterative optimization method.

5.1.5 Second Order Sensitivity Term

The above prediction model for the aged worst-case distance can be further extended
by building up a quadratic prediction model. It is formulated by second-order Taylor
expansion in time domain as:

βw,U(t1) ≈ βw,U(t0) +
dβw,U(t)

dt
|t0 · (t1 − t0) +

1
2
· d2βw,U(t)

dt2 |t0 · (t1 − t0)
2 (5.22)

The additional second-order sensitivity term of the worst-case distance over time in

(5.22), d2βw,U(t)
dt2 |t0 , can be obtained by the formulation of µ( f (t1)) in (5.4) and βw,U(t1)

in (5.19) as
d2βw,U(t)

dt2 |t0 = −
1
σf
· gT · ∂2s0(t)

∂t2 |t0 (5.23)
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The second-order sensitivity of statistical parameters over time, ∂2s0(t)
∂t2 |t0 , captures

the fact that the degradation models of most statistical parameters are non-linear in
time domain [McP07]. Multiplicated by the performance sensitivity over statistical
parameters, (5.23) can better capture the non-linear effects during the prediction of
the aged worst-case distance.

5.2 Algorithm for the Aged Yield Prediction

This section presents the structure of the algorithm to predict the aged worst-case dis-
tance values and the corresponding aged yield values based on the above proposed
prediction models.

choose one performance f with its specification fU, let j = 0 (I)

calculate βw,U(tj) of f using geometric yield approximation (II)

calculate g and σf of f using (5.5) (III)

increase j by 1 (IV)

sensitivity analysis for ∂s0(tj)/∂tj from finite-difference approximation (V)

sensitivity analysis for ∂2s0(tj)/∂t2
j from finite-difference approximation (VI)

calculate dβw,U(tj)/dtj using (5.20) and d2βw,U(tj)/dt2
j using (5.23) (VII)

predict βw,U(tj) using (5.22) (VII)

predict YU(tj) using (4.61) (VIII)

until j = jmax (IX)

finish (X)

Figure 5.3: Overview of the algorithm to predict aged worst-case distances and aged
yield for one of the performance at different ages

Firstly, the worst-case distances βw,U(t0) for one performance feather f at t0 is calcu-
lated, using geometric yield approximation method in Chapter 4. In practice, since
the fresh yield optimization is a necessary step during the circuit design process,
these βw,U(t0) can be obtained from the results of the fresh yield optimization.
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Then, the standard deviation of the linear performance model, σf , as well as the sen-
sitivity of f over statistical parameters s are prepared. Again, these values are already
available during the fresh yield analysis based on worst-case distance process.

For each time point tj of interests, the sensitivity analysis of s0(tj) over time is per-
formed based on the finite difference approximation. The results of these first-order
sensitivities are then applied into the calculation of second-order sensitivity of s0(t)
over time. Based on these results, the first- and second-order sensitivity of βw,U(t)
over time can be obtained, using (5.20) and (5.23) respectively. Finally, the aged
worst-case distance βw,U(tj) can be predicted. The corresponding aged yield value
YU(tj) can be obtained accordingly.

The degradation of the aged worst-case distance as well as aged yield can then be
obtained if the above process is repeated for all of the time points of interests. The
whole structure of the prediction algorithm is shown in Figure 5.3.

5.3 Summary

Considering both manufacturing process variations and transistor aging during life-
time operation, this chapter proposes a modeling and prediction framework to pre-
dict the aged worst-case distance value and the corresponding lifetime robustness of
analog circuits. The proposed method is based on the sensitivity analysis of transis-
tor parameters over aging, as well as the sensitivity analysis of the circuit robustness
over transistor parameters. It does not involve either analytical formulation of circuit
performance or Monte-Carlo simulations. In comparison with the aged yield analysis
based on the geometrical yield modeling presented in the last chapter, the proposed
method is more efficient in obtaining the aged worst-case distance values. Using the
proposed method, circuit designers can obtain quickly an overview of the lifetime ro-
bustness of their designs, since the fresh worst-case distance is already available for
a fresh-optimal design. Certain weakness in the lifetime robustness of their designs
can be obtained early and quickly, thus reducing the redesign cost.

81





Chapter 6

Experimental Results

This chapter presents the experimental results on the proposed sizing flow presented
in Chapter 4, as well as the results on the new prediction framework presented in
Chapter 5. The experiments are performed on different types of operational ampli-
fiers, which serve as basic building blocks in analog circuitry. They are based on an
180nm industrial technology.

The experiments are run on a 64-bit Linux server with eight 2.33GHZ Xeon CPUs and
2G memory. The AgeMOS model parameters are obtained from an industry partner.
By using the RelXpert simulator, which has both NBTI and HCI degradation models,
the aged BSIM modelcard and the aged netlist for a specific time and temperature
can be generated. Other types of aging simulators with respective aging models can
be applied as well.

6.1 Miller Operational Amplifier

6.1.1 Circuit Topology

Figure 6.1 shows the schematic of the two-stage Miller operational amplifier used in
our experiments [LS94]. The first stage of the circuit is made up of a pair of PMOS
transistors with the current mirror MN1 and MN2 as an active load. The second stage
is a CMOS inverter with MN3 as driver and MP5 as an active load. The compensating
capacitor Cmiller connects the output of the circuit to the input.
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Vss

MP3 MP4

MP1 MP2

MP5

MN1 MN2

MN3

Cmiller

ibias

vin− vin+
vout

Vdd

Figure 6.1: Circuit schematic of the Miller operational amplifier

6.1.2 Circuit Performances and their Specifications

In this study, there are seven performance specifications totally for the Miller opera-
tional amplifier, as listed in Table 6.1.

Table 6.1: List of performance specifications for the Miller operational amplifier.

Performance DC Gain GBW PM SR CMRR Swing

(dB) (MHz) (degree) (v/µs) (dB) (%)

Specification ≥ 80 ≥ 2 ≥ 60 ≥ 3 ≥ 80 ≥ 90

For the discussion of the experimental results from circuit simulation later, the ana-
lytical form of each performance is prepared here first. A complete process of deriva-
tions can be referred to [LS94].

• DC Gain
DC Gain specifies the low frequency gain of the amplifier. It is a major perfor-
mance of an amplifier which implies the ability of the amplification. For the first
stage, its gain A1 is given by

A1 =
gm1

go1
(6.1)
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6.1 Miller Operational Amplifier

where gm1 is the transconductance of transistor MP1, go1 = goMP2 + goMN2 is the
load conductance of the first stage. For the second stage which is an inverter, its
gain A2 is given by

A2 =
gm3

go2
(6.2)

where gm3 is the transconductance of transistor MN3, go2 = goMN3 + goMP5 is the
load conductance of the second stage. Then the DC Gain at low frequencies is
given by

DC Gain = A1A2 =

(
gm1

go1

)(
gm3

go2

)
(6.3)

• GBW
Gain-Bandwidth product (GBW) is the frequency value at which the gain drops
to 0dB. As the name implies, it can also be defined as the product of the DC
Gain and the bandwidth. Here, the "bandwidth" of the amplifier refers to the
dominant pole frequency, at which the gain starts to drop (more exactly, drops by
-3dB). As a constant value with various gain and its frequency, GBW describes
the amplifier’s gain behavior with frequency. For example, if DC Gain is 10000,
or 20 log(10000) = 80dB, and GBW is 2MHz, the bandwidth then is 200Hz (at
this frequency the gain is actually (80-3=77)dB). When the gain drops to 1, or
0dB, the corresponding frequency is 2MHz. GBW helps the designers to know
the bandwidth value for a certain gain. A larger GBW implies a wider frequency
at which the maximal gain can be obtained.
Analytically, since the dominant pole comes from the result of the Miller effect of
Cmiller, the bandwidth can be approximated by

bandwidth ≈ go1

2πA2Cmiller
(6.4)

GBW can be obtained by the product of (6.4) and DC Gain, given by (6.3), ap-
proximately as

GBW ≈ go1

2πA2Cmiller
·
(

gm1

go1

)
· A2 (6.5)

=
go1

2πCmiller
(6.6)

• PM
Phase margin (PM) is an important indicator of the stability of the amplifier. Since
the frequency where the gain drops to 0dB is represented as GBW, PM measures
the difference between the phase at the frequency GBW and −180◦, shown as

PM = ϕ( f = GBW)− (−180◦) (6.7)
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• SR
Slew rate (SR) is the slope of the ramp at the output node of the amplifier when
a large input step signal is applied. It has both rising and falling parts. In this
study, only the rising slew rate is considered. SR measures how fast the output
signal follows the input signal. It is measured as

SR = max
(

∆Vout

∆T

)
(6.8)

i.e., the maximum ratio between the change of the output voltage and the time
required to achieve such a change.
In the two-stage Miller amplifier, it is expressed as

SR =
IB

Cmiller
(6.9)

where IB is the current flowing through the Miller capacitor to charge it. It arises
from the fact that the slewing phenomena occurs when a constant output current
of the first stage charges the compensating capacitor of the second stage. The
low pass character of the second stage behaves similar to an integrator, where an
increasing output is produced when a constant input is applied.

• CMRR
Common mode rejection ratio (CMRR) is the ratio between amplifier’s differen-
tial gain and common mode gain. Ideally, the common mode gain should be zero,
since the goal of a differential amplifier with a differential pair as the input stage
is to amplify only the differential component of the input signal, while reject to-
tally the common-mode component. The resulting CMRR should be infinite in
the ideal case. But in reality, due to the finite output impedance of the current
source of the differential input stage, as well as the asymmetries in the input pair,
it is a finite value. The computation of CMRR, in dB, is given by

CMRR = 20 · log |
Adi f f

Acomm
| (6.10)

= 20 · log[
gm1

go1
· 2gmn1Ro] (6.11)

where gm1 is the transconductance of MP1, go1 = goMP2 + goMN2 is the load con-
ductance of the first stage, gmn1 is the transconductance of MN1, Ro is the output
resistance of the current source MN1 and MN2. CMRR can be improved by in-
creasing the input transconductance gm1, and by taking a current source with
high output resistance Ro.
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• Swing
Swing at the output node is the maximum voltage range it can achieve. It is
measured as a relative percent between maximum output voltage and the supply
voltage. In reality, the maximum output voltage is limited by two factors: Vds of
MP5 which keeps it in saturation, and the output current driving the load. As
mentioned in [Raz01], the maximum voltage swing trades with device size and
bias currents and hence speed. It is the principle challenge to obtain a large swing
in modern analog design.

6.1.3 Results on Aged Yield Optimization

Table 6.2 shows the result using the proposed fresh circuit optimization and lifetime
yield analysis flow. They are obtained based on circuit simulations. For the five
performances considered, the corresponding worst-case distance values as well as
the total yield values for the fresh circuit and the 10-year-old circuit are listed. It is
clear from the table that the lifetime robustness of the circuit is ensured, with an aged
yield of 96.9% even after 10 years.

Table 6.2: Simulation results of worst-case distance after applying the proposed op-
timization flow for the fresh and aged Miller operational amplifier.

t = 0 t = 10 years

DC Gain 4.790 4.470

GBW 5.901 5.720

PM 6.382 6.155

SR 5.441 2.030

CMRR 4.423 2.896

Yield 100% 96.9%

It can be observed from Table 6.2 that the SR and CMRR are critical performances
considering aging after 10 years. They are justified as follows.

To measure SR, a positive voltage step is applied to vin+, which turns off the PMOS
transistor MP2. The current from the current source MP4 then flows through MP1
and MN1, as well as through MN2 as a copy. Since MP2 is off, this current will
be drawn through the capacitor Cmiller. The SR of the amplifier is then determined
by the speed of charging/discharging of this Cmiller. When transistor aging occurs,
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the current through MP4 degrades over time due to the change of its vth, as already
demonstrated in [JRSR05]. Thus the speed of charging/discharging of the capacitor
Cmiller decreases over time.

CMRR on the other hand measures the ratio of differential gain to common mode
gain. Ideally it should be infinite with common mode voltages being totally rejected,
but in practice it is limited due to the finite output impedance of the current source
of MN1 and MN2 as well as the asymmetries in the input transistors MP1 and MP2.
Analytically it depends on the transconductance gm of MN1 and MP1. During tran-
sistor aging, both of these quantities degrade over time, resulting in a significant loss
of CMRR over time.

The overall additional area of the above optimized circuit is 50%. A detailed list of
the additional area of each device for the above optimized circuit is shown in Figure
6.2, where MN1 and MN2, as well as MP1 and MP2 have the same size. As can be
seen, after fresh circuit optimization, the gate area of MP3 has a maximum increase
up to 75.9%, increasing the robustness of the current driving capability over aging.
This is achieved together with the additional gate area of MP4 and MP5. The current
source MN1 and MN2 also see a gate area enhancement for the similar reason. The
gate area increase of input pair MP1 and MP2 improves the matching property.
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Figure 6.2: Additional area of each device after fresh circuit optimization on the
Miller operational amplifier (MN1 and MN2, MP1 and MP2 have the
same size).
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Figure 6.3: Yield at lifetimes t=0 and t=10 years for four designs with increasing ad-
ditional area requirements on the Miller operational amplifier.

Furthermore, we have performed four different optimizations according to Figure 4.6
with increasing maximum area value Amax as a constraint, and compare the 10-year
robustness with corresponding areas.
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Figure 6.4: Aging of yield value over time for four different Miller operational am-
plifier designs with different layout areas. The respective lifetime ends if
the aged yield drops to a certain boundary.
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Figure 6.3 shows the results for the fresh and 10-year-old circuit. As can be seen,
a bigger aged yield value always requires more circuit area. In comparison to an
initial design which achieves an optimized 10 years yield value of 35.9%, it needs
16.7% more area for an optimized aged yield value of 78%, or 33.3% more area for an
optimized aged yield value of 91.5%, or 50% more area for 96.9% aged yield.

Figure 6.4 shows the aging of yield values from their fresh value to various time
points for the above four different designs with different layout area. It is clear from
the figure that, concerning the aged yield values, the design with 50% more area is
the most robust one which ages relatively slowly in comparison to other realizations.

The aged yield value indicates the aged robustness of the circuit. When it drops
to a certain pre-defined value, the lifetime of the circuit products according to that
definition ends. The above experimental results verify that a longer circuit lifetime
requires more total area to be spent in layout. By using the proposed sizing flow with
maximum area constraints, designers can ensure the circuit robustness in operational
lifetime with a certain layout area consumption.

6.1.4 Results on Aged Yield Prediction

To verify the prediction model presented in Chapter 5 on the Miller operational am-
plifier, the aged worst-case distance values obtained through a geometric aged yield
analysis based on the evaluation of aged worst-case distances by solving (4.74), and
through the prediction model (5.22) are compared for the five performances listed in
Table 6.2. The comparison results are presented in Table 6.3.

Table 6.3: Aged worst-case distance prediction results in comparison with accurate
values for different performance features of the Miller operational ampli-
fier at t=10 years.

Accurate Predict Error Speedup

DC Gain 4.470 4.602 3.0% 4.6X

GBW 5.720 5.362 6.3% 6.5X

PM 6.155 6.348 3.1% 6.2X

SR 2.030 2.124 4.6% 6.5X

CMRR 2.896 2.630 9.2% 7.4X

Average 5.24% 6.22X
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As can be seen from the table, for the five performances considered, the predicted
aged worst-case distances match very close to the accurate aged worst-case distance
values, with an average error of 5.24%. A clear speedup by using the proposed pre-
diction framework can be observed. On average they are 6.22 times faster in compar-
ison to the solutions obtained through the geometric aged yield analysis.

A detailed comparison on prediction results and relative errors at various time points
of interests for the performance SR and CMRR are plotted in Figure 6.5. It is clear
from the figure that the results using the proposed prediction framework can well
track the aging of the worst-case distances at multiple time points of interests during
the lifetime. As a result, circuit designers can have a quick image of their design ro-
bustness with relatively small error by applying the proposed prediction framework.
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Figure 6.5: Comparison results of βw(t) at respective time points for SR (a) and
CMRR (c), and the corresponding relative errors for SR (b) and CMRR
(d) of the Miller operational amplifier.
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6.2 Folded Cascode Operational Amplifier

Another experimental investigation is performed on the folded cascode operational
amplifier, as shown in Figure 6.6. Folded cascode operational amplifier uses wide
swing current mirror to achieve higher speed. The performances and their specifica-
tions for the folded cascode operational amplifier are the same as those for the Miller
operational amplifier, as listed in Table 6.1.
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MP1

MP2

MP3

MP4

MP5

MN1
MN2

MP6

MP7

MP8

MP9

MP10

MN3

MN4

MN5

MN6

MN7

MN8

MN9

MN10

MN11

Figure 6.6: Circuit schematic of the folded cascode operational amplifier

6.2.1 Results on Aged Yield Optimization

Using the proposed fresh circuit optimization and lifetime yield analysis flow, the
worst-case distance values as well as the total yield values for the fresh circuit and
the 10-year-old circuit are listed in Table 6.4. It is clear from the results in Table 6.4
that the lifetime robustness of the folded cascode operational amplifier is achieved,
with a 10-year aged yield of 94.6%.

Four different optimizations on the folded cascode operational amplifier are per-
formed according to Figure 4.6 with increasing maximum area value Amax as a con-
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Table 6.4: Simulation results of worst-case distance after applying the proposed opti-
mization flow for the fresh and aged folded cascode operational amplifier.

t = 0 t = 10 years

DC Gain 4.761 4.289

GBW 6.372 5.837

PM 7.760 6.219

SR 5.280 2.873

CMRR 5.095 1.914

Yield 100% 94.6%
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Figure 6.7: Yield at lifetimes t=0 and t=10 years for four designs with increasing ad-
ditional area requirements on the folded cascode operational amplifier.

straint. The trade-off between the 10-year robustness and the corresponding areas of
the four designs are presented in the following.

Figure 6.7 shows the results for the fresh and 10-year-old circuit. As can be seen,
a bigger aged yield value always requires more circuit area. In comparison to an
initial design which achieves an optimized 10 years yield value of 52.2%, it needs
16.7% more area for an optimized aged yield value of 74%, or 33.3% more area for an
optimized aged yield value of 87%, or 50% more area for 94.6% aged yield.
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Figure 6.8: Aging of yield value over time for four different folded cascode opera-
tional amplifier designs with different layout areas. The respective life-
time ends if the aged yield drops to a certain boundary.

Figure 6.8 shows the aging of yield values from their fresh value to various time
points for the above four different designs. The experimental results on the folded
cascode operational amplifier also verify the fact that, spending more layout area
can ensure a better lifetime robustness of the circuits. By using the proposed sizing
flow with maximum area constraints, designers can ensure the circuit robustness in
operational lifetime with a certain layout area consumption.

6.2.2 Results on Aged Yield Prediction

To verify the prediction model presented in Chapter 5 on the folded cascode opera-
tional amplifier, the aged worst-case distance values obtained through the geometric
aged yield analysis based on the evaluation of aged worst-case distances by solv-
ing (4.74), and through the prediction model (5.22) are compared for the five perfor-
mances listed in Table 6.4. The comparison results are presented in Table 6.5.

As can be seen from the table, for the five performances considered on the folded
cascode operational amplifier, the predicted aged worst-case distances also match
very close to the accurate aged worst-case distance values, with an average error
of 6.10%. A clear speedup by using the proposed prediction framework can also
be observed in this case, with an average value of 5.98 times in comparison to the
solutions obtained through the geometric aged yield analysis.
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Table 6.5: Aged worst-case distance prediction results in comparison with accurate
values for different performance features of the folded cascode operational
amplifier at t=10 years.

Accurate Predict Error Speedup

DC Gain 4.289 4.590 4.9% 4.2X

GBW 5.837 5.984 2.5% 6.8X

PM 6.219 6.618 6.4% 5.7X

SR 2.873 2.684 6.6% 6.3X

CMRR 1.914 1.720 10.1% 6.9X

Average 6.10% 5.98X
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Figure 6.9: Comparison results of βw(t) at respective time points for SR (a) and
CMRR (c), and the corresponding relative errors for SR (b) and CMRR
(d) of the folded cascode operational amplifier.
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6 Experimental Results

A detailed comparison on prediction results and relative errors at various time points
of interests for the performance SR and CMRR are plotted in Figure 6.9. It is clear
from the figure that for the folded cascode operational amplifier, the results using
the proposed prediction framework can also well track the aging of the worst-case
distances at multiple time points of interests during the lifetime. Thus the proposed
framework to predict the aged worst-case distance serves as a fast overview into the
lifetime robustness of the circuits.

6.3 Summary

This chapter presents the experimental results of the proposed fresh circuit optimiza-
tion and lifetime yield analysis flow, as well as the modeling and prediction frame-
work to predict the aged worst-case distance value and the corresponding lifetime
robustness of analog circuits. According to the result of this trade-off analysis, a
longer circuit lifetime requires more total area to be spent in layout, and designers
can ensure the circuit robustness with certain layout area consumption. The results
on the aged worst-case distance prediction models, on the other hand, verify that the
models are accurate enough to provide a fast overview of the lifetime robustness of
the analog circuits.
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Chapter 7

Conclusion

Semiconductor manufacturing process variations and transistor aging during life-
time operations are the two main challenges raised by the continuous scaling of semi-
conductor technologies. Although the higher chip density with a lower cost per tran-
sistor as well as the improved circuit performance are contributed by the advanced
technologies, designers must ensure the robustness of their circuit designs early dur-
ing the design phase to tolerate those above mentioned uncertainties. This task is
getting more and more complicated with increased number of transistor parameters
and design complexities in the new generations of technologies.

In comparison to the digital counterpart, the design of analog integrated circuits is
still mainly done manually. However, there has been a trend in recent years towards
an automatic sizing of analog integrated circuits, by the close interaction between
analog designers and automatic sizing software tools. These tools can help analog
designers in improving their design qualities with a better overview of the design
space and a more intelligent recognition of important analog circuit structures, as
well as a better solution in terms of sizing. In addition, these automatic sizing tools
need to consider the emerging effects caused by the new manufacturing technologies
and physical effects in order to improve the quality of the solutions they provide
to the designers. Thus there is a strong need from the semiconductor industry for
both analog circuit designers and automatic sizing tool developers, to have a better
understanding into the emerging reliability challenges and deeper improvement in
the whole design flow to cope with the new physical effects.

This thesis proposes new solutions to the joint effects of process variations and tran-
sistor aging, with new sizing flow during design phase to ensure a robust circuit de-
sign in operational lifetime, as well as a new prediction framework to help designers
evaluate their design robustness in operational lifetime.
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7 Conclusion

The new sizing flow presented in Chapter 4 is based on the evaluation and optimiza-
tion of the worst-case distance for fresh circuits with checking of sizing rules for both
fresh and aged circuits. The worst-case distance has been proved to be an effective
measurement to the circuit robustness in terms of a number of sigma. Originated
for the modeling of statistical manufacturing process variations, worst-case distance
also applies in the case where the statistical parameters drift over time due to tran-
sistor aging. Thus the evaluation of the fresh and aged worst-case distance provides
insights into the circuit robustness for both fresh and aged circuits. Checking of siz-
ing rules for both fresh and aged circuits, on the other hand, ensures the robustness
further into lifetime operation, since certain constraints on transistor node voltages
are ensured in the sizing flow. Overall, the proposed flow captures the robustness
measures based on fresh and aged worst-case distances, optimize the fresh worst-
case distances, with consideration of both fresh and aged sizing rules to ensure the
lifetime robustness.

The new prediction framework presented in Chapter 5 further speeds up the evalua-
tion of the aged circuit robustness. The prediction of the aged worst-case distance, in
this case, is based on an analytical evaluation model, instead of the solution from an
iterative numerical optimization algorithm. The sensitivity analysis of the statistical
parameters over time is obtained using aging simulators with specified time points of
interests. It does not involve either analytical formulation of circuit performances or
Monte-Carlo simulations. Circuit designers can capture quickly an overview of the
lifetime robustness of their designs, and certain weakness in the lifetime robustness
of their designs can be obtained early and quickly, thus reducing the redesign cost.

In conclusion, the presented methods provide new solutions to the emerging joint
effects of process variations and transistor aging in the scaling semiconductor manu-
facturing technologies, with new sizing flow during design phase to ensure a robust
circuit design in operational lifetime, as well as a new prediction framework to help
designers to predict their design robustness.
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Abstract in German

Im Zuge der fortschreitenden Skalierung integrierter Prozesstechnologien wird die
Zuverlässigkeit analoger Schaltungen ein wichtiges Anliegen der Halbleiterindus-
trie. Diese Arbeit schlägt eine effiziente Methode zur Dimensionierung von analo-
gen integrierten Schaltungen im Hinblick auf die Robustheit über die Lebensdauer
hinweg vor. Die Methode beruht auf der Analyse und Optimierung der frischen
Worst-Case-Abstände aller Schaltungseigenschaften als Robustheitsmaß bezüglich
Fertigungsprozessschwankungen und Alterungseffekten der Transistoren. Während
der Optimierung werden Dimensionierungsregeln für die frische und die gealterte
Schaltung und Nebenbedingungen für die Fläche überprüft. Der Trade-off zwischen
Schaltungslebensdauer und dem Preis, der im Hinblick auf Layoutfläche gezahlt
wird, wird im Detail untersucht. Zur Beschleunigung der Abschätzung der Lebens-
dauerrobustheit stellt die Arbeit einen neuen Ansatz vor, bei dem die Worst-Case-
Abstände der gealterten Schaltung mittels Empfindlichkeitsanalysen der frischen
Schaltung abgeschätzt werden.
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