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ABSTRACT

Active Galactic Nuclei (AGN) are powered by gas accretion onto supermassive black holes
(SMBH) located at the centers of galaxies. They are suspected to be an important phase in
galaxy evolution, as suggested by the MBH − σ relation. In order to test this hypothesis we
need to understand how AGN evolve in time. This thesis is focused on the X-ray Luminosity
Function (XLF) of AGN in the 5-10 keV and 2-10 keV energy bands. Since a large sample is
needed to fully study the AGN evolution, we first produced reliable redshifts for the Lockman
Hole (LH) field. Consequently, assembling a sizable sample of ∼ 500 AGN from many surveys
we were able to constrain the AGN evolution with redshift in the 5-10 keV band. The result is
in good agreement with a unified 2-10 keV XLF, produced for the first time as a meta-analysis
of previous works in the literature.

The LH is the field with the least galactic hydrogen column density along the line of sight.
This provides an unobscured view of the soft X-ray energy range, while at the same time there
is minimal galactic cirrus emission in the infra-red. Combining very deep ultra-violet, optical,
and infra-red data, we created the first homogeneous multiwavelength photometric catalog
in the LH for ∼ 187600 sources. Using this catalog, we computed photometric redshifts with
special treatment for the AGN identified through their X-ray emission. The achieved accuracy
of the photometric redshifts is a factor of two improvement over those previously available for
this field.

As the next step we combined several X-ray fields, including LH, creating a sizable sample
which allows for the first time the estimation of the XLF and its evolution with redshift at 5-
10 keV. This selection ensures that the measured flux is affected very little from photoelectric
absorption by the material surrounding the SMBH, a common issue at lower X-ray energy
ranges. The derivation of the XLF is achieved using traditional methods such as the 1/Vmax,
and Maximum Likelihood Estimation and compared to the more elaborate Bayesian analysis.
We tested several evolutionary models proposed in the literature and identified the Luminosity
Dependent Density Evolution as the best model to the current dataset using both the Akaike
Information Criterion and Bayesian model selection.

Several scenarios have been used in the literature with inconsistent physical motivations
to describe the AGN evolution through the modeling of the 2-10 keV XLF. Comparing these
XLF estimates, discrepancies appear among them at low luminosities (log L2−10 keV < 43) and
higher redshifts (z > 1.5). We attribute the discrepancies to large uncertainties in the XLF de-
termination. In order to unify the 2-10 keV XLF estimations in a single most up-to-date model
independent result, we perform for the first time a meta-analysis of 2-10 keV XLF literature
results. With the benefit of incorporating all previous evolutionary models, and consequently
datasets, used in the literature we provide proper credible intervals and motivate the use of
this result in further analysis when a 2-10 keV AGN XLF estimate is needed.
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ZUSAMMENFASSUNG

Aktive Galaktische Kerne (Active Galactic Nuclei, AGN) werden durch die Akkretion von
Gas auf die supermassereichen schwarzen Löcher (SMBH) im Zentrum der Galaxien angetrie-
ben. Es wird vermutet, dass AGN eine wichtige Phase in der Galaxienentwicklung darstellen,
wie die MBH − σ Relation suggeriert. Um diese Hypothese zu testen ist es notwendig die En-
twicklung der AGN zu verstehen. Der Fokus der vorliegenden Arbeit ist die Röntgen - Leucht-
kraftfunktion (XLF) der AGN, in den Energiebändern von 5-10 keV und 2-10 keV. Da eine
große Stichprobe erforderlich ist, um die AGN Evolution vollständig zu studieren, wurden zu-
verlässige Rotverschiebungen für das Lockman Hole (LH) Feld erzeugt und eine beträchtliche
Stichprobe von ∼ 500 AGN aus verschiedenen Studien zusammengestellt. Das Ergebnis ist
eine Charakterisierung der Entwicklung von AGN im 5-10 keV Band, die auch in guter Übere-
instimmung mit der 2-10 keV XLF ist, die zum ersten Mal als Meta-Analyse früherer Werke
zusammengefasst wurde.

Das LH ist das Feld, das am wenigsten von galaktischem Wasserstoff entlang der Sichtlinie
beeinträchtigt ist. Dadurch ist ein ungehinderter Blick auf den niedrigenergetischen Röntgen-
bereich möglich, während gleichzeitig der Infrarot-Cirrus minimal ist. Durch die Kombination
von Katalogen aus ultravioletten, optischen und Infrarot-Daten wurde der erste homogene
photometrischen Katalog im LH für ∼ 187600 Quellen erzeugt, der mehrere Wellenlängen-
bereiche abdeckt. Mithilfe dieses Katalog berechneten wir photometrische Rotverschiebungen,
wobei die AGN die durch ihre Röntgenstrahlung identifiziert wurden, gesondert behandelt
wurden. Die Genauigkeit dieser photometrischen Rotverschiebungen ist doppelt so gut, wie
die zuvor Verfügbaren.

Im nächsten Schritt wurden mehrerer Röntgenbeobachtungen einschließlich dem LH zu
einer großen Stichprobe zusammengeführt, die zum ersten Mal die Charakterisierung der
XLF und seiner Entwicklung über die Zeit bei 5-10 keV ermöglicht. Diese Auswahl stellt im
Gegensatz zu niedrigeren Röntgenenergien sicher, dass der gemessene Fluss von Absorption
durch den photoelektrischen Effekt im Durchgang durch das Material rund um die SMBH un-
beeinträchtigt bleibt. Die Bestimmung der XLF wird sowohl mit traditionellen Methoden wie
1/Vmax und der Maximum-Likelihood-Methode als auch mit einer ausführlicheren Bayesis-
chen Analyse erreicht. Mehrere in der Literatur vorgeschlagene evolutionäre Modelle wurden
geprüft, wobei mittels des Akaike Informationskriteriums und Bayesischer Modellwahl der ak-
tuelle Datenbestand "Luminosity Dependent Density Evolution" als bestes Modell bevorzugt
wird.

Mehrere Szenarien der AGN-Entwicklung wurden, mit inkonsistenten physikalischen Be-
gründungen, in der Literatur für die Modellierung der 2-10 keV XLF vorgeschlagen und ver-
wendet. Die gefundenen XLF unterscheiden sich insbesondere bei niedrigen Leuchtkräften
(log L2−10 keV < 43) und hoher Rotverschiebung (z > 1.5). Diese Diskrepanzen schreiben wir
den großen Unsicherheiten bei der Bestimmung der XLF zu. Um die 2-10 keV XLF zu einem
modellunabhängigen Ergebnis zu vereinheitlichen, führen wir zum ersten Mal eine Meta-
Analyse der veröffentlichten 2-10 keV XLF durch. Mit dem Vorteil der Einbeziehung aller
vorherigen evolutionäre Modelle und Datensätze, wie sie in der Literatur verwendet wer-
den, veröffentlichen wir Vertrauensintervalle und schlagen vor, dieses Resultat in zukünftigen
Analysen, welche die 2-10 keV AGN XLF benötigen, zu verwenden.
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CHAPTER 1

Active Galactic Nuclei

Among the exiting discoveries in Extragalactic Astronomy is the realization that a few percent
of the galaxies appear to have a tremendous energy release coming from their centers, which
cannot be attributed to stellar emission. Collectively named Active Galactic Nuclei (AGN), these
objects are thought to host a supermassive black hole at their centers which produces and
sustains this energy release. Immediately after the discovery of AGN, it is was clear that these
objects evolve strongly with time, contrary to what it was observed for normal galaxies and,
efforts to determine the exact evolution have been taking place ever since.

Recent observations suggest not only that there might be a co-evolution between the AGN
and the host galaxy, but additionally that AGN might be an important phase in galaxy evolution,
as supermassive black holes have been recently detected at the centers of galaxies which show
no signs of nuclear activity. Nevertheless, studies of inactive black holes, due to technologi-
cal constrains, are limited even for nearby galaxies thus hampering any evolutionary studies.
Therefore, before creating a link between the evolution of galaxies, it is crucial to understand
exactly how AGN are evolving with time, which is the focus of this thesis.

In this introductory chapter, after presenting the concept of redshift (§1.1), used to determine
the distances of galaxies, we will see how AGN entered the scene of extragalactic astronomy
(§1.2) and how the combination of information across the electromagnetic spectrum led to the
creation of a Unified Model to describe the central engine of AGN (§1.3). Additionally, we will
show why X-ray selection is the best way in creating a census of AGN (§1.4) and how this cen-
sus can be used to study the AGN evolution with time (§1.5.1 and §1.5.2). Lastly, we will give
an overview of current research topics connecting AGN and galaxy evolution, demonstrating
the need for accurate determination of the AGN luminosity function and, how with this work
we are addressing common challenges associated to this computation (§1.6).

1.1 Cosmological Redshift

The year 1925 marks the birth of Extragalactic Astronomy. The first widely accepted distance
determination of the Andromeda galaxy (M31) ended the several centuries old dispute on the
origin of spiral nebula, establishing their extragalactic nature (Hubble, 1925). A few years
later, the linear relation between radial velocity and distance of extra-galactic nebulae was put
forward (Hubble, 1929). Hubble’s relation between the radial velocity, u, of a galaxy and the
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distance, d, between the galaxy and the observer is:

u = H0 · d (1.1)

where H0 is a constant called, Hubble’s constant (measured in km s−1 Mpc−3). This relation
was considered as proof of the theoretically proposed expansion of the Universe as a solution
to Einstein’s equations (Lemaître, 1927).

For small radial velocities, this relation can be interpreted similarly to the Doppler effect.
Let us assume for simplicity that a source is emitting a single emission line at wavelength λe.
Thus, each wavefront of the radiation would be received by an observer at time intervals, ∆t,
given by:

∆t =
λe

c
=⇒ λe = c · ∆t (1.2)

where c is the speed of light. If this line emitting source is recessing relative to the observer at
speed u, in the same time interval ∆t the observed wavelength λo will be:

λo = (c + u) · ∆t (1.3)

combining eq. (1.2) and (1.3) we get:

λo

λe
= 1 +

u
c
≡ 1 + z (1.4)

where z describes the shift of the observed emission line with respect to the rest frame emis-
sion line. Since u is the relative velocity between the source and the observer, z can be either
positive or negative. The heroic efforts of Slipher (1917) to obtain galaxy spectra showed that
the majority of the objects displayed a positive shift in their emission lines, hence towards the
red part of the optical electromagnetic spectrum. The term redshift is widely used to describe
the recession of galaxies, even when a galaxy shows a negative shift1.Thus, the combination of
eq. (1.1) and (1.4), allows to determine distances of galaxies simply by measuring the redshift
of known emission lines in the spectra of galaxies.

The equivalence of redshift and Doppler shift, is only valid when u � c. Larger redshifts,
are interpreted as the combination of the galaxy’s radial velocity and its recession due to the
expansion of the Universe. Without going into the details here2, it can be shown that assuming
an expanding Universe with scale factor3, R, Hubble’s law becomes:

H =
Ṙ(t)
R(t)

(1.5)

where Ṙ is the rate of change of the scale factor R. Then, the redshift due to the expansion of
the Universe is given by:

λo

λe
= 1 + z =

R(to)
R(te)

(1.6)

where R(to) the scale factor of the Universe at time, to, when the photon was observed and
equivalently R(te) is the scale factor of the Universe at time te when the photon was emitted.
Therefore, observations at different redshifts are snapshots of earlier epochs of the Universe,
giving us the opportunity to perform evolutionary studies of galaxy populations with time.

1The term blueshift is also used. Interestingly, the Andromeda galaxy, the closest neighbor to our Milky Way has a
negative shift of z=-0.001 since the two galaxies are approaching each other.

2More details can be found in Peacock (1999).
3The scale factor is the distance between two points that follows the expansion of the Universe
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1.2 Discovery of AGN

Seyfert Galaxies

The first discovery of a peculiar class of galaxies came through spectroscopical observations
of spiral galaxies with unusually bright nuclei. Seyfert (1943) showed that the spectra of what
came to be known thereafter as Seyfert galaxies, exhibited strong hydrogen, helium, neon and
oxygen emission lines which were understood to originate from high ionization regions in
those galaxies. The observed widths of these lines correspond to a velocity of a few thousand
kilometers per second, which means that the gas in which they are produced is moving fast.
Further spectroscopical studies showed that Seyfert galaxies could be separated in two subcat-
egories, Seyfert 1 and Seyfert 2 (Khachikian and Weedman, 1971, 1974). Type 1 Seyfert galaxies,
show strong non-thermal continuum, broad lines of permitted transitions (Hα, Hβ, He I, width
∼ 103km/sec) and narrow lines of permitted (He II, Hβ, Hα) and forbidden transitions4 ([Ne
V], [O II], [O III], etc, width∼ 102km/sec). Type 2 Seyfert galaxies show weak continuum emis-
sion and narrow emission lines.

Later on, Osterbrock (1977, 1981) showed that there exist also intermediate types of Seyfert
galaxies, recognizing the categories Seyfert 1.9, 1.8, and 1.5. These intermediate classes have
spectra of mixed Seyfert 1 and Seyfert 2 types. For example Seyfert 1.9 galaxies show weak
continuum emission and narrow line emission placing them close to Seyfert 2 galaxies, but
at the same time a faint broad Hα line is also observed. Penston and Perez (1984) showed
that the broad lines and the strong continuum that had been observed in NGC 4151 in 1974,
characteristics of a Seyfert 1 spectrum, were completely absent from a 1984 spectrum of the
same source typical of Seyfert 2 spectrum. The authors, with an evolutionary scenario in mind
between Seyfert 1 and Seyfert 2 galaxies, attributed this behavior to a temporary ‘switching-off’
of the central engine, or variability in the absorbing material.

Radio Galaxies

With the technological advancements of the 20th the possibility to study the Universe in wave-
length ranges other than just the visible part of the spectrum became possible. The radio band
was the first to be explored thanks to the pioneering studies of Karl Jansky, who was searching
at the time for natural sources of radio emission which could interfere with radio transmis-
sions. The first astronomical catalog of radio sources detected at 81.5MHz were compiled in
Cambridge. The first (1C) and second (2C) version of the catalogs were found to contain spuri-
ous sources. The third version of the catalog (3C) contained sources detected at 159MHz, while
the revised version (3CR, Bennett, 1962) contained sources detected at 178MHz. This catalog
included, apart from supernova remnants within our Milky Way, mostly galaxies. Comparison
to optical catalogs showed that the radio emission is associated mostly to elliptical galaxies and
also at same cases to Seyfert galaxies.

In addition to these known galaxies, a puzzling population emerged from radio surveys.
Quasi-stellar radio sources (quasars), named after their star-like appearance on photographic
plates, were among the brightest objects in the radio sky but their nature remained unresolved.
The mystery of the nature of these sources was resolved by Schmidt (1963), who identified the
radio source 3C 273 as the nucleus of a galaxy with redshift of z=0.158 - the largest redshift
measurement to that day. Sensitive optical observations showed a ‘fuzzy’ structure around
quasars which we now identify as the host galaxy and collimated jets of material originating
from the centers of the quasars. The optical spectra of quasars resemble those of Seyfert 1

4Forbidden transitions are low probability transitions, which can be observed only in low density gas.
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Figure 1.1: AGN classification scheme. Radio quiet objects typically have a few orders of mag-
nitude smaller radio flux than radio loud objects, but they are 10 - 100 times more numerous.

galaxies, with an additional strong power law continuum and strong broad lines (line width
∼ 104km/sec).

Nowadays, we know that AGN emitting in the radio band include apart from very bright
quasars also less luminous radio galaxies, which also show jets of relativistic particles. They are
further subdivided according to their optical spectra in Broad Line Radio Galaxies (BLRG, line
widths ∼ 103km/sec) containing both broad and narrow lines and Narrow Line Radio Galaxies
(NLRG, line widths ∼ 104km/sec) containing only narrow lines analogously to the distinc-
tion between Seyfert 1 and Seyfert 2 objects, but in both cases with broader lines compared to
Seyferts.

QSOs

Sandage (1965), provided evidence that most of the blue star-like objects in color surveys at
the visual part of the electromagnetic spectrum were actually the radio-quiet counterpart of
quasars, named Quasi-Stellar Objects (QSO). QSOs were 10-100 times more numerous than
quasars and exhibited similar emission lines and flux variability as observed in quasar and
radio galaxy spectra. This evidence shaped the idea that there is a continuous sequence of
galactic nuclei activity, ranging from the low activity systems like the Seyfert galaxies to the
most energetic systems, the quasars (Fig. 1.1). Even thought these objects are named radio-
quiet, is does not mean that they are lacking radio emission, rather the name suggests a lower
radio emission compared to radio-loud objects (by a few orders of magnitude).
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LINERs and Blazars

Two more classes of AGN have been identified at the two extreme ends of nuclei luminosity.
On the low luminosity end lie sources with Low Ionization Nuclear Emission line Regions (LIN-
ERS, Heckman, 1980), which are found primarily in spiral galaxies and can be thought as low
luminosity Seyfert 2 galaxies. At the other end of galactic activity, two radio sources serve as
prototypes for very energetic, extremely variable AGN, commonly called blazars, which show
almost a featureless power law continuum. Schmitt (1968) pointed out that the “irregular”
variable star BL Lacertae was associated to the radio source VRO 42.44.01, while Strittmatter
et al. (1972) suggested that BL Lac objects are a sub-class of quasars. Furthermore, the radio
source 3C 279, serves a prototype for the sub-class of Optically Violent Variable Quasar (OVV),
which shows dramatic flux variations with time in optical, radio and X-ray bands (respectively,
Pica et al., 1988, Aller et al., 1985, Zamorani et al., 1984).

X-ray AGN

In the middle of the 20th century, the X-ray Universe became accessible to astronomers. Early
pioneering rocket flights performing astronomical X-ray observations, revealed a very bright
source in the constellation of Scorpius, Sco X-1 (Giacconi et al., 1962). Additionally, a uni-
formly distributed background radiation was observed in the X-rays, called the Cosmic X-ray
Background (CXRB) (Gursky et al., 1963). With the increasing sophistication of rocket flights
more and more X-ray sources were observed successfully, including the radio sources 3C 273
and M87. These early experiments demonstrated also the fact that X-ray sources can be highly
variable and soon dedicated satellites were launched in space, since the Earth’s atmosphere
is opaque to X-ray radiation. The Uhuru X-ray observatory (NASA) was the first satellite
launched and performed an all sky survey in the 2-20 keV band. First results, demonstrated the
wealth of objects emitting X-rays including extragalactic sources such as quasars and Seyfert
galaxies, and sources within our Galaxy such as stars, neutron stars, galactic black holes and,
supernova remnants (Giacconi et al., 1971). With the advent of ROSAT (Röntegensattelit), the
CXRB in the 0.5− 2 keV energy band was largely resolved into discrete sources, mainly AGN
(Hasinger et al., 1998). This fact was also confirmed in the 2− 10 keV energy bands by the X-
ray observatories Chandra and XMM-Newton (Moretti et al., 2003, Bauer et al., 2004, Worsley
et al., 2004).

AGN X-ray spectra show a power law continuum in the 0.5− 100 keV energy range with
an exponential cut-off at 100 keV. The dichotomy between type 1 and type 2 objects is also
used in the X-ray regime with type 1 being objects that do not show any signs of absorption
in their spectra and type 2 objects that are at least partially absorbed showing a characteristic
turn-over at lower X-ray energies. Additional characteristics of the X-ray spectra include the so
called soft-excess which is increased flux below 1 keV with respect to the power law continuum,
a reflection component at ∼ 30 keV and an iron line (Fe Ka 6.4 keV). X-ray spectra show rapid
variability compared other energy bands of the AGN spectra, suggesting that the production
of the X-ray radiation takes place in an area very close the black hole. It is worth mentioning
that selecting AGN in the X-ray band is more efficient than in the optical. AGN have been
found that emit X-rays but appear optically as normal galaxies (X-ray Bright Optically Normal
Galaxies (XBONG), i.e. Elvis et al., 1981, Mushotzky et al., 2000, Barger et al., 2001). These
objects are thought to have a ‘hidden’ AGN in the optical due to absorption.
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The Central Engine

Theoretical understanding of the energy production mechanism responsible for the remarkable
energy release which outshines in some cases the rest of the galaxy was needed. Salpeter (1964)
and Lynden-Bell (1969) showed that the observed energy can be thought of as the transforma-
tion of kinetic energy, of incoming matter falling onto a central object, to gravitational potential
energy. The rapid variability of the observed spectrum sets a limit on the physical size of the
source. Let us assume that the central object has radius R. If the energy is produced at the
center of this spherical source, then the time needed for the energy to reach the surface is equal
to the timescale of the variation, ∆t ≈ 1 h. The energy can be transferred to the surface of the
central engine at maximum with the speed of light, c. Then, the radius of the central source is
roughly estimated to be:

R ≈ c∆t = 1.1 1014cm = 1.1 109km = 7A.U. (1.7)

At the same time, the maximum luminosity reached in the case of spherical gas accretion onto
a central object, can be estimated assuming equilibrium between the gravitational force on the
gas and the radiation pressure force. This limit is called the Eddington luminosity, Ledd and is
given by:

Ledd =
4πGcmp

σT
Mobj (1.8)

where G is the gravitational constant, c the speed of light, mp the proton mass, σT the Thomson
scattering cross-section, and Mobj the mass of the central object. Quasar luminosities are typi-
cally L ≈ 1046erg s−1. Solving eq. (1.8) for mass we have that in order to produce the observed
quasar luminosity the central object must have mass Mobj ≈ 8 · 107MSun. The concentration of
this amount of mass confined in such a small area, rules out the possibility for the central object
to be anything different than a supermassive black hole.

1.3 Unified Model

The striking similarities in emission lines, non-thermal continuum and variability among the
several subclasses of AGN, point to the idea that the observed differences can be attributed
to orientation effects and not to intrinsic differences. This idea originated from the fact that
radio-loud and radio-quiet objects have indistinguishable optical spectral properties and the
fact that polarization measurements of type 2 objects revealed broad emission lines similar to
type 1 objects (Antonucci, 1982), suggesting that type 2 objects share the same central engine
as type 1 objects, but it remains hidden.

Figure 1.2 shows a sketch of the unified model of AGN (Antonucci, 1993, Urry and Padovani,
1995). Moving outwards from the center, the most basic characteristic of an AGN is the pres-
ence of a supermassive black hole. The optical and ultra-violet continuum originates from a
geometrically thin but optically thick accretion disk around the black hole. It is also believed
that the accretion disk might contribute to the observed soft excess in the X-ray regime (Done
et al., 2012). Above the accretion disk, ionized gas clouds irradiated from the disk are produc-
ing the optical broad emission lines (broad line region, BLR). In this area also the bulk of the
X-ray production takes place. A population of thermal electrons up-scatters ultra-violet pho-
tons from the disk through Inverse Compton Scattering producing the X-ray radiation, while
reflection of the X-ray radiation on the accretion disk gives rise to the 6.4 keV Fe Ka line. This
system is surrounded by a optically opaque torus which is responsible for the absorption of the
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Figure 1.2: Sketch of the unified model of AGN. Orientation effects create the classification of
AGN. Figure from http://astro.ufl.edu.

optical radiation which re-emitted in the infrared since the torus consists of gas and dust. Ad-
ditionally, the obscuring torus is thought to produce the X-ray reflection component through
repeat Compton Scattering of the X-ray spectrum produced by the thermal electrons. Above
the obscuring torus, ionized gas clouds are the sources of narrow optical emission lines (nar-
row line region, NLG). Finally, the radio emission, is synchrotron radiation from relativistic
particles in the jet.

The relative orientation between the AGN and the observer produces the dichotomy of type
1 and type 2 objects. In general, as type 1 are classified the sources that have both broad and
narrow emission lines and do not show signs of obscuration. In this case, we are observing
the AGN “face on”. Contrary, type 2 objects have no broad lines and might show signs of
obscuration also in other wavelengths, such as the X-rays. Then we believe that the viewing
angle is “edge on” and the obscuring torus is blocking part of the radiation, including the
optical broad lines. If a jet is present, the radio loudness of the source depends also on the
orientation. If the axis of the jet is very close the line of sight, the source is radio-loud. If the
jet points directly towards the observer, the relativistic beaming effects make the source appear
very luminous in the radio band and often extremely variable. Then the source is identified as
a blazar. Lastly, when the jet is not pointing towards the observed, the source is radio-quiet.
The latter case includes also sources where a jet is completely absent.

Nevertheless, assuming - as the unified model implies - that the sole difference among AGN
is the orientation, might introduce biases to inferred properties of the whole AGN population
such as the fraction of Compton Thick objects (Elitzur, 2012, , and references therein). The now
established clumpiness of the torus (Nenkova et al., 2008) suggests that the separation between
a type 1 and type 2 object can be explained as the transition of an obscuring cloud along the line
of sight. Such behavior, would naturally explain the transition between Seyfert 1 and Seyfert 2
(e.g. in NGC 4151), without assuming any changes on the central engine. The combination of
multiwavelength detailed observations and numerical modeling will give us a more detailed
view of AGN in the near future.
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1.4 X-ray AGN Selection

X-ray selection of AGN is the most efficient method in selecting unbiased and least contaminated
samples of AGN. With this selection, the majority of the AGN population is retrieved since
X-ray radiation escapes the system almost intact in all but the most extreme cases of obscuring
material (Brandt and Hasinger, 2005). In the following we will briefly see why that is.

1.4.1 X-ray obscuration

The obscuration of the X-ray radiation can be either intrinsic to the source or induced by the
intergalactic and interstellar medium. Essentially, X-ray photon interactions relevant to obscu-
ration can be described as an energy exchange between photons and electrons. The outcome of
these interactions depend on the photon’s energy, the electron’s energy, the nature and density
of the absorbing material. The latter is characterized through the hydrogen column density, NH
(measured in particles/cm2).

In the limit where the photon’s energy, h̄ω, is much smaller compared to the electron’s rest
mass energy, mc2, the scattering between photons and free electrons is elastic and there is no
energy transfer between the two interacting parties. This is called Thomson scattering and the
optical depth, τe, of this process is given by:

τe = NeσT l (1.9)

where, Ne, the electron density (measured in particles/cm3), σT , the Thomson scattering cross-
section and, l, the size of the region occupied by electrons. In this energy regime, photons loose
energy primarily through photoelectric absorption, which is the interaction between a photon
and a bound electron. In the case of X-ray radiation, this would be a K-shell electron which is
completely expelled from the atom while the photon is absorbed. This absorption mechanism
is dominant mostly in the lower X-ray regime (. 1 keV).

On the other hand, if the photon’s energy, h̄ω, is much larger than the electron’s rest mass
energy, mc2, the dominant mechanism is Compton scattering. This scattering refers to the in-
teraction between a photon and a free or valence electron. The Compton scattering becomes
the dominant mechanism when the Thomson optical depth is much larger than unity (τe > 1).
From eq. (1.9) we see that this corresponds roughly to:

NeσT l > 1 =⇒ NHσT > 1 =⇒ NH > 1024cm−2 (1.10)

where we use the approximation Ne = NH l and the fact that the value of the Thomson cross-
section is σT = 0.66 10−24cm−2. The resulting spectrum is the outcome of repeated scattering
of the incident photons on the electrons and depends on the temperature of the electrons

Therefore, depending on the sensitivity of the observations and the redshift of the source5,
AGN with large intrinsic hydrogen column density (NH > 1023cm−2), could be missed from X-
ray surveys (0.5− 2 keV) due to photoelectric absorption, while sources with (NH > 1024cm−2)
are completely absorbed by Compton scattering and they are called Compton Thick.

5Due to the redshift of the spectrum, our observing band evolves as energy*(1+z), so at higher redshifts we observe
higher rest frame energies which are affected less from the absorption.
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1.4.2 Sample contamination
In addition to identifying the vast majority of the AGN population, X-ray AGN selection is the
least contaminated by non-AGN sources. That is because the X-ray radiation by normal galaxies
is very low compared to AGN emission, and only in the deepest X-ray observations non-AGN
sources start to have a contribution in the observed population. In the currently available
deepest X-ray observations (Chandra X-ray observatory, 4Ms, Xue et al., 2011) no more than
35% of the detected sources are identified as non-AGN.

A common threshold used for separating AGN from normal galaxies is selecting sources
with luminosity Lx > 1042 erg sec−1, since only AGN are able to radiate at so high luminosities.
At lower luminosities, the extragalactic X-ray sky includes both low luminosity AGN and star-
forming galaxies. This is the selection criterion we will use to identify our AGN sample in
Chapter 4, to study the evolution of AGN.

It has also been found that a combined selection criterion of X-ray and optical flux, namely:

− 1 < log(
Fx

Fopt
) < 1 (1.11)

can distinguish efficiently AGN from normal galaxies, star-forming galaxies and, stars (Mac-
cacaro et al., 1988, Hornschemeier et al., 2003). In section 3.1.1, we show that this criterion is in
agreement with the selection of point-like or varying X-ray detected sources, which we adopt
in Chapter 3 to separate between AGN dominated sources and sources for which the optical
radiation is a combination of the host galaxy and the AGN component.

1.5 AGN Evolution

1.5.1 Evidence for Evolution
The subject of galaxy evolution already concerned astronomers from the early days of extra-
galactic astronomy. Hubble using galaxy counts “in successive spheres” (Fig. 1.3, Hubble,
1936) claimed that the observed distribution of galaxies is uniform for bright and nearby galax-
ies but it has discrepancies from the expected Euclidean counts as fainter and thus more distant
galaxies are included in the sample. Nevertheless, since galaxies are evolving passively in the
sense that the change of luminosity depends primarily on the evolution of the stellar popula-
tion with time, number counts of normal galaxies reveal more information on the geometry of
the Universe rather than the evolution of the population itself.

Another way to test deviation from the uniform distribution of sources in space is the
V/Vmax test, proposed by Schmidt (1968) who demonstrated that quasars are evolving with
redshift. In order to determine the source number density independently of the expansion of
the Universe, the co-moving volume is used. The comoving volume is the volume in which the
number of a non-evolving population remains constant as the Universe expands, computed as:

dVc(z) =
c

H0

D2
M

E(z)
dΩdz (1.12)

where c is the speed of light, H0 Hubble’s constant, and Ω the observed area on the sky.
The quantities DM and E(z) are given by:

DM =
c

H0

∫ z

0

dz′

E(z′)
(1.13)
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Figure 1.3: Logarithm of cumulative galaxy number counts, N, as a function of apparent mag-
nitude from Hubble (1936). The author claimed that bright sources can be thought to originate
from a uniform distribution in space, while fainter and thus more distance sources deviate from
this distribution. This deviation is attributed to evolution of the galaxy population.

and

E(z) =
√

ΩM(1 + z)3 + ΩΛ (1.14)

where ΩM and ΩΛ are the matter density and energy density of the Universe.
This test is applied to flux limited samples when redshift information is available for all

the sources in the sample. With this test, for each source located at redshift zi, we divide the
comoving volume up to redshift zi, Vi with the maximum volume Vmax,i up to which the source
would still be above the flux limit, and thus detected in the sample. If this ratio is 0.5 it means
that there is no evolution in the population. If the ratio in greater than 0.5, then the number
of objects increases with redshift, while if it is less than 0.5, means that the number of objects
decreases with redshift.

Schmidt (1968) using quasars from the Revised 3C catalog of radio sources6 detected at
178 MHz (Bennett, 1962), showed that the mean value of V/Vmax is 0.7 which indicates that
the number density of quasars changes with redshift. Very recent studies of Chandra Deep
Field South (CDFS) radio sources detected at 1.4 GHz with a flux limit of 43 µJy show, us-
ing the same method, that the sub-populations of the radio sky have a mixture of evolution-
ary behaviors (Padovani et al., 2011). According to this study, radio-quiet AGN show strong
evolution with V/Vmax = 0.73± 0.05. On the other hand, radio-loud AGN with low power
(P < 24.5 W Hz−1) do not appear to evolve (V/Vmax = 0.43± 0.04) but high-power radio-loud
AGN (P > 24.5 W Hz−1) show negative evolution (V/Vmax = 0.28± 0.05).

6Northern sky (δ > 0.5◦), flux limit 9 · 10−26Wm−2(c/s)−1 = 9Jy

10



1.5.2 Luminosity Function

The luminosity function ,Φ, describes the number of objects, N, of given population per unit
comoving volume, Vc (eq. 1.12), per unit luminosity, L. When computed in certain redshift
bins, it reveals whether the population is evolving with redshift, luminosity or both.

Φ(L, z) =
d2N

dL dVc
(1.15)

The most straightforward method to estimate the luminosity function is the 1/Vmax method,
developed and applied by Schmidt (1968) on radio AGN. Creating logarithm-luminosity and
comoving volume bins or equivalently redshift bins, the luminosity function is given by:

dΦ(L, z)
d log L

=
1

∆ log L

n

∑
i=1

1
Vmax,i

(1.16)

where Vmax is either the volume defined by the upper limit of the redshift bin, or in case
the bin is truncated by the flux limit of the survey, it corresponds to the maximum volume
sampled according to the flux limit. This method is powerful in describing the shape of the
luminosity function and its evolution with redshift with the assumption being the cosmological
framework, which is typically specified from other experiments. The weak points lie in the
limited available number of observed AGN, and the presence of flux limits in surveys which
can truncate the luminosity - redshift bin, thus providing a biased estimation of the lowest
luminosity bins.

Application of this method in radio (Laing et al., 1983), optical (Schmidt and Green, 1983),
and X-ray (Maccacaro et al., 1991) selected AGN, showed that the AGN population is evolving
with redshift. Due to the limited number of objects available until recently, there was no def-
inite answer to whether the evolution should be described as Pure Luminosity Evolution (PLE,
Schmidt, 1968), or as Pure Density Evolution (PDE, Schmidt, 1968). The PLE scenario would
be possible in the case where the number density of AGN remains constant with redshift, but
their luminosities are gradually declining from high redshift (z ≈ 2) towards lower redshift
(z ≈ 0). The PDE scenario would be possible, if active AGN at redshift z ≈ 2 would “turn off”
as they evolve in order to match the lower number density observed in local universe.

Parametric methods have also been used to determine the evolution of the luminosity func-
tion, notably the Maximum Likelihood estimation (MLE, Marshall et al., 1983). Assuming a
certain evolutionary model, the likelihood of detecting the observed sample at certain (Li, zi)
pairs is constructed. Since the detection of n sources out of the N sources present in the Uni-
verse can be approximated as a Poisson processes (for small values of n), the likelihood is given
by:

lnL(L, z) =
n

∑
i

ln Φ(zi, LogLi)
dVc

dz
−

∫ ∫
Φ(z, LogL)Ω(z, LogL)

dVc

dz
dzdLogL (1.17)

wide where Φ the model describing the luminosity function, dVc/dz the differential comoving
volume given by eq. (1.12), Ω the detection efficiency of the survey. The best parameters that
describe the dataset are retrieved through the minimization of the quantity S = − lnL. In what
follows, we summarize recent results on the X-ray luminosity function and its evolution.
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Figure 1.4: Type I AGN luminosity function in the 0.5-2 keV band. Left panel: AGN number
density as a function of redshift for several luminosity bins. High luminosity (log Lx > 44.0)
AGN show a peak in number density around redshift 1-2. Right panel: volume emissivity of
AGN as a function of redshift for several luminosity bins. Plot from Hasinger et al. (2005)

Recent results

Miyaji et al. (2000) and more recently Hasinger et al. (2005), using a numerous sample of ∼ 700
and ∼ 1000 AGN, respectively, detected in the soft X-ray band (0.5 − 2 keV), demonstrated
that the evolution of the AGN luminosity function is described best as a Luminosity Dependent
Density Evolution (LDDE, Fig. 1.4). Similar results showing a more complicated evolution than
the initially proposed simple PLE and PDE models, are reached also with optically selected
AGN samples (Bongiorno et al., 2007). Subsequent works on X-ray luminosity functions, strive
to determine the evolution also in hard X-ray bands, such as the 2 − 10 keV and 5 − 10 keV
bands.

The challenges associated to the determination of the luminosity function include the num-
ber of available AGN in the sample, the completeness in redshift of the sample, the exact knowl-
edge of the spectral energy distribution of each source and, the intrinsic absorption of the X-ray
radiation induced by the environment around the black hole. Due to the aforementioned chal-
lenges, AGN evolution studies in energy ranges above 2 keV have not been conclusive. Works
suggest that the same LDDE behavior describes best the data (Ueda et al. (2003), La Franca
et al. (2005), Silverman et al. (2008), Ebrero et al. (2009), Yencho et al. (2009)) compared to the
simpler PLE evolution. Recent work by Aird et al. (2010) proposed that the evolution of AGN
in the 2− 10 keV can be described as Luminosity and Density Evolution (LADE). The difference
compared to the LDDE model, is that the evolution of AGN with redshift is described to hap-
pen simultaneously on luminosity and number density but without any dependence on the
luminosity.

Moreover, the above works seem to reach contradictory conclusions regarding the shape
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Figure 1.5: Proposed correlation between the black hole mass and the bulge mass for a sample
of bright nearby galaxies. Open and filled circles refer to the light profile of the bulge (power-
law and core respectively). Figure adopted from Magorrian et al. (1998).

of the 2− 10 keV luminosity function. Even when the same evolutionary model is used, dif-
ferent estimations of the luminosity function show large discrepancies, especially at low lumi-
nosities. This effect is attributed mostly to incomplete redshift information, and poor redshift
determination. Nevertheless, as we will show in Chapter 5, this discrepancy is lifted once the
uncertainties of the model parameters are taken into account properly, and each model is used
within its range of validity.

Additionally, the exact behavior of the luminosity function at z > 3 is still under debate.
Schmidt et al. (1987) using optical observations of quasars suggested that there is a strong
number density decline at redshift z > 3. Recently, additionally evidence started to emerge
showing a strong decline in the AGN number density at these high redshifts both in the X-rays
(Brusa et al., 2009, Civano et al., 2011) and optical (Ikeda et al., 2011, Glikman et al., 2010, 2011,
Masters et al., 2012). This behavior was not captured in the evolution determined in previous
studies for the simple reason that very limited data were available at higher redshifts. As we
will see in Chapter 4, our sample extends up to redshift 4, which enables the comparison of our
modeling of the luminosity function to the results obtained from high redshift studies.

1.6 AGN – Galaxy Co-evolution?

Recent developments in galaxy studies suggest that galaxies with a spheroidal component
(bulge) host a massive black hole in their centers, and that correlations exist between the mass
of the black hole and properties of the bulge such as the mass of the bulge and the velocity
dispersion. Magorrian et al. (1998) studying a sample of 32 nearby normal galaxies reached the
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Figure 1.6: Normal galaxy luminosity functions in the K and BJ bands. The blue points show
observations from Cole et al. (2001), Norberg et al. (2002), Huang et al. (2003). The dashed line
is the predicted luminosity function from the semi-analytical models when no AGN feedback
is assumed. The solid line depicts the model in which AGN feedback is included and is able to
represent the observed data adequately. Figure adopted from Croton et al. (2006).

conclusion that there is a linear relation between the logarithm of mass of the ”massive dark
object” - as they call it - and the logarithm of the mass of the galaxy bulge (Fig. 1.5).

Further studies (Ferrarese and Merritt, 2000, Gebhardt et al., 2000) showed that there exists
also a correlation between the mass of the central black hole (MBH) and the dispersion of the
velocities of the stars in the bulge (σ), widely known at the M− σ relation. The importance
of the M− σ relation does not lie primarily in the fact that the correlation merely exists but
rather in the fact that the scatter in the M− σ relation is very small. As a result, this relation
provides a test of galaxy formation theories, while at the same time, allows the estimation of
black hole mass in normal galaxies using the more easily observable quantity, the star’s velocity
dispersion in the bulge.

The evidence for the existence of black holes in the centers of the majority of galaxies, at
least the more massive ones, poses several questions directly linked to the nature of AGN
and also to their role in galaxy evolution. The first question is whether AGN are a phase in
galaxy evolution, possibly reoccurring. To support this hypothesis, the detection of evidence
of past activity associated to a currently inactive black hole is required. Such a task, is very
challenging to be achieved with current observational means. Nevertheless, recent FERMI-
LAT γ-ray observations in our Milky Way suggest that two bubbles of relativistic electrons
exist perpendicular to the Galactic center (Su et al., 2010) that can be interpreted as sign of past
accretion event in our now quiescent Galaxy (Zubovas and Nayakshin, 2012).

Whether or not galaxies have experienced one or more AGN phases, is still matter of de-
bate as is the triggering mechanism for AGN activity. Current observations suggest that there
are two main mechanisms that might ignite an AGN (Hasinger, 2008). The first, is triggering
through merging of galaxies typically called the major-merger scenario (Hopkins et al., 2006).
The second mechanism, is through secular processes, whereby the black hole increases its mass
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from the inflow of gas from the galaxy (Kormendy and Kennicutt, 2004, Hopkins and Hern-
quist, 2006). Even though it is clear that both mechanisms appear in nature, evidence that low
luminosity AGN grow primarily through secular processes have started to accumulate (Geor-
gakakis et al., 2009, Cisternas et al., 2011, Orban de Xivry et al., 2011, Allevato et al., 2011).

The possibility that each galaxy could in some point host an AGN, triggered a new topic
of research, aimed to link the AGN phase to galaxy evolution and cosmological studies. For
example, a possible interplay between the evolution of the black hole and the evolution of the
galaxy through feedback mechanisms is being addressed. The two main feedback mechanisms
studied are the “quasar-mode” feedback whereby the black hole self-regulates its growth by
blowing out the infalling material with a powerful wind, and “radio-mode” feedback where
energy and matter are transferred back to the galaxy and the large scale environment through
collimated outflows. Semi-analytical models of galaxy evolution combined with cosmological
simulations of dark matter show that the inclusion of radio mode feedback from AGN at the
centers of galaxy clusters is necessary to reproduce the exponential cut-off at the bright end of
the galaxy luminosity function (Fig. 1.6, Croton et al., 2006).

Furthermore, a link between the AGN and the star-formation in the galaxy is being studied.
Since both AGN and star formation share the same fuel, namely gas, it is interesting to see if a
wind from the AGN, especially in the case of quasars, would expel enough gas from its vicin-
ity in order to halt star formation (Croton et al., 2006). Additionally, when gas is transported
towards the inner area of the galaxy fragmentation and gravitational collapse with the subse-
quent formation of stars would prevent the gas from reaching the black hole. Interestingly, the
star-formation history of galaxies seems to peak about z ∼ 2 at the same redshift as the AGN
activity for L ∼ 1043, and additionally shows a rapid decline at higher redshifts (Bouwens et al.,
2007, and references therein).

Understanding how the AGN population evolves with time is an important step in an-
swering the previously mentioned outstanding questions. The luminosity function is the best
approach to constrain the dependency of the AGN evolution on redshift and/or luminosity.
Since the X-ray band provides the most unbiased and least contaminated AGN selection, a
census of X-ray selected AGN is needed.

The creation of a complete sample of AGN, is hampered by issues such as the partial coun-
terpart identification of the X-ray sources. Since X-ray telescopes do not reach the high angular
resolution achieved in optical telescopes, the counterpart identification process often relies on a
probabilistic assignment of the best optical counterpart selecting among a few possible sources.
Additionally, accurate redshift determination is a challenging task. Spectroscopic observations
provide a very accurate determination of redshift, but the process is very time consuming with
the additional barrier that high quality spectra are rarely obtained for faint sources. Therefore,
often the redshift has to be estimated less accurately through photometry whereby the ob-
served Spectral Energy Distribution (SED) is compared to theoretical and empirical SED tem-
plates, in order to select the template-redshift combination which describes best the observed
SED. Moreover, the photometric redshift determination is particularly challenging when ap-
plied for X-ray sources, since the SED of each source is a unique combination of radiation from
the host galaxy and the AGN. Finally, corrections for intrinsic absorption of the X-ray radia-
tion must be taken into account. The absorption can be estimated from the X-ray spectra of
AGN, but in the case when spectra are not available, a rough estimation is performed from flux
measurements in two or three X-ray energy bands. Even though this estimation can give valu-
able insight on the physics of the source, it remains a rough estimation with large uncertainties
associated.

With this work, by using recent high quality multiwavelength surveys we create a sizable
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sample of AGN detected in the 5 − 10 keV band. Due to the available multiwavelength in-
formation, the computation of accurate photometric redshifts was possible for all of the fields
utilized here. Furthermore, the 5− 10 keV band selection renders the absorption corrections
unnecessary. Lastly, applying rigorous analysis methods we determine the evolution parame-
ters and select the model which describes best our observations.

1.7 Outline of this Dissertation

Modern astronomical surveys typically consist of multiwavelength observations, in order to
fully understand every possible physical aspect of the sources under investigation. Usually,
extragalactic observations have to be corrected for galactic extinction imposed by the inter-
galactic medium. In this work, we study the field with the least galactic hydrogen column
density along the line of the sight, the Lockman Hole Deep Field. Due to this physical charac-
teristic this field is a window to the extragalactic Universe. After homogenizing deep optical
images, we compile the first extensive photometric catalog consisting of 21 broad photometric
bands for the Lockman Hole Deep Field ranging from the ultra-violet to the infrared. Details
of the creation of this catalog are discussed in Chapter 2.

Using the photometric catalog we compiled for Lockman Hole, we determine accurate pho-
tometric redshifts for all the sources in the field, discussed in Chapter 3. The achieved photo-
metric redshift accuracy is σ ∼ 0.03, with a fraction of 10% outliers. Since we are interested
in using this field to determine the X-ray luminosity function of AGN, we pay special atten-
tion to the reliable determination of photometric redshifts for the X-ray detected sources, and
we achieve the best possible accuracy for this sources (σ ∼ 0.07, with 19% outliers). Both the
accuracy and the fraction of outliers is a factor of two improvement over previously available
photometric redshifts, enabling the use of this field in statistical studies of galaxy and AGN
populations. The photometry and photometric redshift catalogs along with the data reduction
process have been published in Fotopoulou et al. (2012). Additionally, the photometric red-
shifts have aided in the detection of one of the highest redshift X-ray detected galaxy clusters
(Henry et al., 2010).

We identified optical counterparts to the X-ray sources in the Lockman Hole (published
in Rovilos et al., 2011) and combined this very deep X-ray detections with similarly deep X-
ray observations from the Chandra Deep Field South (CDFS), thus probing high redshift and
low luminosity AGN. With the additional use of more extensive fields such as the Monitor
of All-sky X-ray Image (MAXI), Cosmological Evolution Survey (COSMOS), and Hard Bright
Serendipitous Survey (HBSS), we create a sizable sample of 500 AGN detected in the 5− 10 keV
band. This is the first compilation of high quality data in this energy range which enables the
accurate determination of the luminosity function and its evolution with redshift. We show
that the 5− 10 keV energy band, is largely unaffected by photoelectric absorption, and thus we
do not utilize crude assumptions in order to correct for this effect. Additionally, the use of well
studied fields with multiwavelength information and therefore accurate photometric redshift
determination, enables the creation of our sample with 98% redshift completeness. As we dis-
cuss in Chapter 4, we deploy several statistical analysis methods in order to determine the lu-
minosity function ranging from the 1/Vmax, to Maximum Likelihood Estimation and the more
elaborate Bayesian Analysis. We show using the Akaike Information Criterion and Bayesian
Model Selection that the Luminosity Dependent Density Evolution model, describes best the
evolution of the 5− 10 keV AGN luminosity function. For the first time, our model encapsu-
lates the decline of AGN number density with redshift observed for higher redshift samples.

Furthermore, we show in Chapter 5 that the uncertainties of the model parameters used
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to describe the luminosity function are correlated. Therefore, we motivate the inclusion of
the normalization of the luminosity function as an unknown variable during the parameter
estimation, since the correlation of the parameters leads to reduced uncertainties in the lumi-
nosity function. Identifying the fact that the discrepancies among previous luminosity function
estimates in the 2− 10 keV band are less prominent when the uncertainties on the model pa-
rameters are properly taken into account, we create the first unified luminosity function. This
meta-luminosity function is the combination of all available results in the literature, and has
the benefit of incorporating all previously used evolutionary models and datasets. Our result
in the 5-10 keV is in very good agreement with this unified luminosity function when trans-
formed in the 2-10 keV band. Lastly, in Chapter 6 we summarize our work along with the main
results and provide an outlook for future work.
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CHAPTER 2

Lockman Hole Deep Field – Photometry

The Lockman Hole is the area on the sky with the lowest galactic hydrogen column density
along the line of sight (NH ≈ 5.7 1019cm−2, Lockman et al. 1986, Schlegel et al. 1998). This
physical characteristic provides the opportunity to perform extragalactic observations without
significant absorption of the radiation in the soft X-rays and the ultra-violet and with minimal
galactic cirrus emission in the infrared. For this reason the field has been observed in all energy
bands from the Radio to the X-rays. A detailed overview of the various observations is given
in Rovilos et al. (2009).

Up to now the spectroscopic follow up was dedicated to sources detected in specific bands
(X-ray, infrared, radio). In addition, the photometry of the field was lacking crucial bands
such as J and K, hampering the possibility to compute accurate photometric redshifts. The
only public photometric redshifts for approximately half of the area of the field examined in
this work are available via the SWIRE survey (Rowan-Robinson et al., 2008), computed using
photometry in 4 broad band optical filters (U’, g’, r’, i’) and 3.6µm and 4.5µm mid-infrared filters
from Spitzer/IRAC. Furthermore, the photometric redshifts were lacking proper treatment for
the AGN.

In this chapter, we discuss the photometric observations and their analysis. We first cross-
calibrate and then combine publicly available and private photometry from the ultra-violet to
the mid infrared wavelengths, creating an extensive catalog, which we further use to compute
photometric redshifts, discussed in the next chapter. We also provide additional information on
the variability and morphology which will be of value during the computation of photometric
redshift for the X-ray detected sources.

2.1 Data Set

In this section we describe the data that we used in each energy band, separated by instru-
ment/satellite. Figure 2.1 shows the filter transmission curves of the available observations.
In Figure 2.2 we give an overview of the coverage of Lockman Hole area in each energy band.
It is evident from this figure that the best quality results are expected in the area covered by
XMM-Newton (black circle).

The main part of this chapter has been published by Fotopoulou et. al (2012), The Astrophysical Journal Supplement
Series, 198, 1, entitled Photometry and photometric redshift catalogs for the Lockman Hole deep field.
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Figure 2.1: The filter coverage of the Lockman Hole Deep Field. Blue: GALEX (FUV, NUV),
black: LBT (U, B, V, Y, z’), cyan: Subaru (Rc, Ic, z′), red: SDSS (u′, g′, r′, i′, z′), magenta: UKIDSS
(J, K), green: Spitzer (3.6µm, 4.5µm, 5.8µm, 8.0¯m).

Table 2.1: Properties of recent X-ray fields sorted in decreasing area

Field Area Exposure No. Flux limit Catalog

(deg2) (ks) sources 0.5 −
2 keV

2− 8 keV

XMM-COSMOS 2.13 60 1887 1.7 · 10−15 9.3 · 10−15b Cappelluti et al. (2007)
Chandra-COSMOS 0.90 200 1761 1.9 · 10−16 7.3 · 10−16 Elvis et al. (2009)
AEGIS 0.67 200 1325 5.3 · 10−17 3.8 · 10−16 Laird et al. (2009)
ECDFS 0.30 250 762 1.1 · 10−16 6.7 · 10−16 Lehmer et al. (2005)
Lockman Hole 0.20 560 409 1.9 · 10−16 9.0 · 10−16b Brunner et al. (2008)
CDFN 0.12 1000a 503 2.7 · 10−17 1.4 · 10−16 Alexander et al. (2003)
CDFS 0.13 2000a 740 9.1 · 10−18 5.5 · 10−17 Xue et al. (2011)
a 50% of the field has higher exposure than the quoted number.
b Quoted flux in 2-10 keV.
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2.1.1 X-ray data
The field has been observed with XMM-Newton in the time period between April 2000 and De-
cember 2002, with a total raw exposure of 1.30 Ms for the detectors on board the satellite (EPIC
MOS and EPIC pn). The field is centered at +10h52m43s, +57◦28′48′′ and has a radius of 15′,
thus covering an area of ∼ 0.2 deg2. The limiting flux is F0.5−2.0 keV = 1.9 · 10−16erg cm−2s−1 in
the soft band, F2.0−10.0 keV = 9 · 10−16erg cm−2s−1, in the hard band and in the ultra hard band
F5.0−10.0 keV = 1.8 · 10−15erg cm−2s−1.

The depth of the X-ray observations in combination with the size of the area place the field
close to the Extended CDFS (ECDFS), between the very deep pencil-beam fields (e.g. CDFN
and CDFS) and the more extended but shallower fields (e.g. XMM-COSMOS). In particular,
the X-ray observations in the Lockman Hole Field reach one order of magnitude fainter flux
limit than XMM-COSMOS in all detection bands (Table 2.1). The catalog of the X-ray detected
sources is presented in Brunner et al. (2008) and contains a total of 409 sources with likelihood
of being real detections greater than 10 (3.9σ). The catalog of optical counterparts of the X-
ray sources is presented in Rovilos et al. (2011) (see also §2.2.3). In summary, the counterparts
were assigned on the basis of a Likelihood Ratio (LR) technique applied to our optical and
near-infrared catalogs, which reach a depth of Rc,lim = 26.0 mag and [3.6µm]lim = 24.6 mag.

2.1.2 Ultra-violet data
In the far ultra-violet (FUV) and the near ultra-violet (NUV) the Lockman Hole area was ob-
served by the Galaxy Evolution Explorer (GALEX). Here, we consider the magnitude in 3′′

diameter aperture available in the General Release 4/5 (GR4/5)1. To correct the aperture pho-
tometry to total, we followed the recipe of Morrissey et al. (2007). The authors presented
the growth curve analysis using as targets white dwarfs and we use the same correction fac-
tors through out the whole catalog. The Lockman Hole is part of the GALEX Deep Imaging
Survey and the third quartile of the magnitude distribution reaches FUVlim = 24.5 mag and
NUVlim = 24.5 mag.

2.1.3 Optical data
In the optical wavelengths, our dataset consists of a compilation of observations from LBT,
Subaru and SDSS. Our images exhibit very good seeing2 of the order of 0.9′′ − 1′′, such that we
could retrieve almost 100% of the flux for point-like sources within 3′′ aperture (see §2.2.2 for
details). Thus, we are using the 3′′ aperture magnitudes without applying any corrections to
total. In Fig. 2.3, we present the completeness analysis for all optical filters. We plot the ratio of
detected over true number of simulated point-like sources, versus magnitude. Details on the
area observed, used filters (λmean and FWHM), the total exposure time, the PSF full width half
maximum (FWHM), the 50% detection magnitude limit for point-like sources (5σ, AB) and the
AB to Vega correction factor for each filter, are presented in Table 2.2.

Large Binocular Telescope

We observed the Lockman Hole in the period between February 2007 and March 2009 in 5
bands (U, B, V, Y, z′) using the Large Binocular Telescope (LBT) covering an area of about
0.25 deg2. The reduction of the data and the number counts of the very deep observations in
the U, B and V filters have been published in Rovilos et al. (2009). The two telescopes of LBT

1http://galex.stsci.edu/GR4/
2Calculated from the mean PSF FWHM of 30 stars.
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Figure 2.2: The area coverage of the Lockman Hole Deep Field. The image denotes the area
observed in the Rc, Ic, z′ filters with Subaru. The marked regions represent: U and B LBT filters
(blue solid line), V, Y and z’ LBT filters (blue dashed line), 3.6µm and 5.8µm IRAC (red solid
line), 4.5µm and 8µm IRAC (red dashed line), J and K UKIRT filters (black solid line). Even
though the whole area is covered by SDSS, only the area enclosed in the black dashed outline
has good photometry (flag=3 in the SDSS catalog). The black circle represents the area targeted
by XMM-Newton and the red circle represents roughly the area targeted by the Hubble Space
Telescope.
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Table 2.2: Observational facts for the ground-based observations

Large Binocular Telescope Subaru

U B V z’ Y Rc Ic z’

Area (deg2) 0.26 0.25 0.19 0.20 0.19 0.53 0.53 0.53
Filter λe f f (Å) 3573 4249 5405 9050 9880 6518 7957 9064
Filter FWHM (Å) 540 916 845 1053 465 1167 1381 1154
Exposure (sec) 49680 19972 9540 14400 10980 3920 6235 10400
PSF FWHM (′′) 1.06 0.90 0.95 1.06 0.60 0.90 0.98 0.96
Lim. Mag.a 26.7 27.0 26.7 24.2 23.5 26.1 25.5 24.8
AB correctionb 0.964 -0.046 -0.005 0.528 0.558 0.207 0.436 0.521
a 5σ, AB system
b As computed by LePhare: MAB=MVega+ABcorr

have slightly different cameras, one optimized for bluer and the other optimized for redder
bands. In Rovilos et al. (2009) the published V band is the combination of two separate images
(Vblue, Vred). However, here we are using only the Vred image, as the differences in the two
filter curves and the low quality of the Vblue image, make the stacking not an option for the
purposes of this study. Nevertheless, the number counts presented in Rovilos et al. (2009) are
still accurate. In addition to U, B and V photometry, in this work we also include the shallower
observations in the Y and z’ filters which were reduced later in a similar manner.

Subaru

Complementary to our own photometry, we made use of data from the Institute for Astronomy
(Hawaii) Deep Survey. Observations with the Subaru telescope between November 2001 and
April 2002 provided imaging in an area of 0.53 deg2. The observations were carried out in the
Rc, Ic and z’ filters. Details about the survey and the observations on the field can be found in
Barris et al. (2004), while details on the analysis of the data can be found in §2.2.2.

Sloan Digital Sky Survey - SDSS

Unfortunately SDSS does not cover the Lockman Hole field with uniform photometric qual-
ity. However, we include SDSS (DR7, Abazajian et al. 2009) u′, g′, r′, i′, z′ photometry (fiber
magnitude) when available, if r′AB < 22 mag and photometric quality flag = 3, provided in the
SDSS catalog (Fig. 2.2 black dashed line). The first reason to use the SDSS catalog is that the
observations from LBT and Subaru are very deep and the brightest sources (Rc ≈ 18 mag) are
saturated. Thus the shallower SDSS data can provide a solution to saturation problems. For
example, in the Rc filter, 677 sources are flagged as saturated and photometry is not available.
However, for 170 of these sources SDSS photometry is available and can be used to recover the
SEDs and thus the photometric redshifts.

SDSS photometry is especially important for X-ray detected sources, for which we want
to trace optical variability. This intrinsic property of AGN dominated systems, can affect the
computation of photometric redshifts, when the photometry is obtained non-simultaneously
and through multi-epoch observations. As we explain further in §2.2.3, we use the z′ band to
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Figure 2.3: Completeness curves for the Subaru (left panel) and LBT (right panel) images, com-
puted from simulated sources. The horizontal dashed line marks the 50% completeness limit.

detect the variability of a source, since in this filter we have observations from three telescopes
at different epochs.

2.1.4 Near and Mid infrared data

UKIDSS data

The near-infrared view of our sources is provided by the data release 7 of the UKIRT Infrared
Deep Sky Survey. The UKIDSS project is defined in Lawrence et al. (2007). UKIDSS uses the
UKIRT Wide Field Camera (WFCAM; Casali et al. 2007). The photometric system is described
in Hewett et al. (2006) and the photometric calibration is explained in Hodgkin et al. (2009).
The Lockman Hole is part of the Deep Extragalactic Survey to be observed in the J, H and K
bands. Up to now, only the J and K bands are available with limiting magnitudes of Jlim = 23.4
mag and Klim = 22.9 mag (5σ, point source) respectively. We use the 2.8′′ aperture magnitude
provided in the catalog which is already corrected to total for point-like sources. The aperture
corrections were determined from the growth curve analysis of bright stars as described in
Hodgkin et al. (2009).

Spitzer data

For the near to mid infrared wavelengths we are using observations at 3.6µm, 4.5µm, 5.8µm,
8.0µm from the Infrared Array Camera (IRAC). Although the IRAC images are the same as
the images used in Pérez-González et al. (2008), we created our own catalog. As explained in
Rovilos et al. (2011), we extracted the IRAC photometry using SExtractor in dual mode using
the 3.6µm image to detect the sources in all other IRAC filters. Following Surace et al. (2005),
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we used the 2.8′′ diameter aperture magnitude and applied the same corrections calculated for
point-like sources. The aperture corrections have been determined performing a growth curve
analysis of a composite PSF consisting of 10-20 stars.

The 50% efficiency limiting magnitude of the IRAC observations is 24.6 mag for the 3.6µm
band (2σ). We verified our photometry against the publicly available SWIRE catalog3 in the
Lockman Hole, which is shallower and complementary to our observations. Using approxi-
mately 2400 sources in the overlapping 0.25deg2 we find that the orthogonal distance regres-
sion gives slope of 0.995± 0.002, intercept 0.19± 0.05 and correlation length 0.73, in agreement
with what is found by Pérez-González et al. (2008). The offset between our photometry and
the SWIRE photometry is explainable in view of the different, continuously improved pipeline
used by the IRAC team in reducing the data.

2.2 Catalog Assembly

The photometric catalog that we release in electronic version4, covers the area observed by
Subaru (Fig. 2.2) which is the widest in terms of area (∼ 0.5 deg2). Only 42% of the Subaru
observations are covered by the XMM-Newton observations, and for the remaining field we
do not have information on the presence of an AGN. Thus, we decided to flag the sources
outside the XMM-Newton area.

In this section we describe the re-processing and the photometric reduction of the LBT and
Subaru images and the compilation of the catalogs.

2.2.1 Image re-processing

We re-processed the LBT (U, B, V, Y, z′) and Subaru (Rc, Ic, z′) images to make them as uniform
as possible. First, in order to bring all the optical images to a common grid, we registered the
LBT and Subaru images to the SWIRE astrometry using the ’Geomap’ and ’Geotran’ tasks in
IRAF with a 6th order polynomial transformation to correct for any residual distortions. The
final relative astrometric accuracy is of the order of 0.2′′, equal to the pixel scale of the images
(Rovilos et al., 2011).

Furthermore, in order to retrieve homogeneous photometry we convolved all the images
to the largest seeing (PSF FWHM=1.06′′). Assuming that the PSF of an image is approximated
well by a gaussian with standard deviation σ, then by definition FWHM=2.35σ. Furthermore,
since the convolution of two gaussian functions with standard deviations σ1 and σ2 is also
gaussian with standard deviation σ2

conv = σ2
1 + σ2

2 , the correction factor for each image is given
by the formula:

σcorr =
√

σ2
max − σ2

i (2.1)

where σmax the standard deviation of PSF of the image with the largest seeing (images U and
zLBT), and σi the standard deviation of the PSF of each other image. We performed this proce-
dure using the appropriate Gaussian kernel for each image in the task ’Gauss’ in IRAF.

2.2.2 Catalog compilation
In the next subsections, we describe the procedure we followed to obtain the optical photome-
try and as well as the combination of the catalogs at all wavelengths. Additionally, we describe

3http://irsa.ipac.caltech.edu/data/SPITZER/SWIRE/
4and will be periodically updated at http://www.rzg.mpg.de/∼sotiriaf/surveys/LH/
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Figure 2.4: Mean growth curves for simulated point sources on the LBT and Subaru images. At
least 96% of the total flux is recovered at 3′′ aperture diameter.

the subsample of sources for which spectroscopic redshifts are available. The compilation and
assembling of the final catalogs is performed using the publicly available codes for data mining
in astrophysics, STILTS5 (Taylor, 2006) and TOPCAT6 (Taylor, 2005).

Optical Catalog

For all optical images, we calculate the 3′′ diameter aperture magnitude using SExtractor (Bertin
and Arnouts, 1996) in dual mode, using as reference for the source detection the Rc, z′, B im-
ages. The dual mode approach, guarantees that the photometry is measured on every image in
an aperture centered at the same pixel position as the detection image.

If two or more sources are close in comparison to the angular resolution of the image, quan-
tified by the PSF FWHM, then the detection algorithm might mistakenly assign one position
to two partially overlapping sources. This is commonly referred to as blending. In such a case,
not only the position of the source is wrong but also the measured photometry is very likely
that will be affected. As seen Fig. 2.5 (right hand side), the red ellipses mark the detected po-
sition of sources when no filter is used. The objects marked with the numbers 1-3 are affected
by blending issues, since in all cases, both the separation among the sources was not success-
ful, but also it is clear that the photometry assigned to the detected object is a mixture of the
light coming from the two, not separated sources (particularly true for case 1). To reduce such
issues, we are using during the detection the ’Mexican Hat’ filter, recommended for crowded
fields. With this filter, the algorithm creates a light profile for each source and separates them

5http://www.starlink.ac.uk/stilts/
6http://www.starlink.ac.uk/topcat/
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Figure 2.5: Left: The Mexican Hat filter, used during the source detection process to ensure
proper deblending of close by sources. Right: Showcase of successful deblending (numbers
1-3). Red ellipses mark the position of source detections when no filter is applied, the green
ellipses are the new positions after the Mexican Hat filter is applied.

Rc, z’, B detection

dual mode

cross-
match

r < 0.6′′

r < 1′′

SDSS (u′, g′, r′, i′, z′)

UKIDSS (J, K)

GALEX (FUV, NUV)

IRAC (3.8µm, 4.5µm,
5.8µm, 8.0µm)

Subaru (Rc, Ic, z′)

LBT (U, B, Vr, Y, z′)

Figure 2.6: Schematic diagram of the merging procedure of the various catalogs. Using as
base images the Rc, z′, B images, we calculate in dual mode the photometry from the LBT and
Subaru images. We perform positional matching with the independently obtained photometric
catalogs from UKDISS, SDSS, IRAC, and GALEX. The X-ray catalog is then matched to the
multi-wavelength optical catalog using Likelihood Ratio matching as described in Rovilos et al.
(2011). A detailed description is given in §2.2.2.
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successfully assigning the correct positions determined from the peak of each light profile. The
green ellipses show the successful separation of the sources in all 3 cases shown here.

In order to determine the flux lost when using a fixed aperture ( 3′′), we include on the
images, at random positions, simulated point sources with a PSF of 1.06′′ using the task ’mkob-
jects’ in IRAF. In Fig. 2.4 we present the growth curve for all the images. The flux lost is of the
order of 0.05 in all cases. This is of the order of our accuracy and we choose not to add any
corrections in the optical photometry.

The final photometric catalog is obtained by merging the detection on three images and at
two detection thresholds, 5σ and 3σ. The detection images are:

• Priority 1 – the Subaru Rc image. It is the best image in terms of seeing (0.9′′), depth
(Rc,lim = 26.1 mag), and area coverage (0.53 deg2). We retrieve 160633 sources at the 5σ
detection level and 257352 sources at the 3σ level.

• Priority 2 – the Subaru z’ image. There are sources detected in the z’ band which fall
below the detection limit of the Rc band, due to their intrinsic SED. These objects could
be high redshift galaxies and/or galaxies that have large amounts of dust. We choose to
perform the detection on the Subaru over the LBT z′ image because it covers a larger area,
it is deeper and it has better seeing. We retrieve 127362 sources at the 5σ detection level
and 250102 sources at the 3σ level.

• Priority 3 – the LBT B image. With LBT the field has been observed with a sequence of
short exposures which allowed to reach the same depth of Subaru but with less saturated
sources. The number of sources we retrieve is 68107 at 5σ, while at 3σ we retrieve 105658
sources.

In order to create the optical catalogs, we keep the entire Rc catalog and include from the z’
- and B - based catalogs, sources that are not present in the Rc catalog within 0.5′′ from the Rc -
sources. This is done for the 5σ and 3σ detection thresholds separately.

As a consistency check of the photometric calibration and as cross calibration between dif-
ferent bands/telescopes, we compared theoretical colors of stars with the colors of star candi-
dates from our catalog (Fig. 2.7). In this context, stars are those bright sources (Rc < 19) that
SExtractor defines point-like (Rclass > 0.98) by comparison with the PSF of the image. A more
refined star/galaxy separation, on the basis of the SED fitting will be performed later on, in the
final compilation of the catalog (see section 3.2.3).

After the comparison of the stellar photometry with the stellar tracks, a mean correction of
the order of ∼0.1 mag is applied to the photometry with exception the Y band. As seen in Fig.
2.7, the Y band required a zero point offset of ∼ 0.8. This was expected, as the zero point was
only approximate, since no standard stars were observed during the Y band observations.

Combining Optical with Other Wavelengths

In order to merge our optical catalogs with the GALEX, SDSS, UKIDSS and IRAC catalogs, we
proceed as follows (Fig. 2.6).

We associated all optical sources with the closest GALEX source within 1′′. As the PSF of the
GALEX images is much larger (5′′), a larger search radius should be adopted. However, as the
publicly available GALEX catalog does not account for blended sources, a small radius reduces
the number of false matches (see also Arnouts et al., 2005, for optical to GALEX associations).
We retrieved ∼ 3700 and ∼ 10000 couterparts in FUV and NUV, respectively.
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Figure 2.7: We used the star templates of Pickles (1998) to check for systematic offsets in the
photometric calibration. Two examples of color-color plots of stars for models (open dots)
and data (filled dots), before (left panels) and after (right panel) photometric correction are
presented here.
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For the Sloan Catalog, the matching radius is reduced to 0.6′′. This corresponds to 3 pix-
els on our optical images. We keep only the sources for which r′ < 22 mag, similarly to the
selection criterion of Oyaizu et al. (2008). We find approximately 5700 matches with the SDSS
catalog.

For consistency, as we registered the optical images to the SWIRE coordinates, thus we
registered the UKIDSS catalog to our grid. We found a systematic relative offset of about 0.2′′,
which has been corrected by changing the astrometry of the UKIDSS catalog using Aladin7

(Bonnarel et al., 2000). We then matched the optical and UKIDSS catalogs keeping the closest
infrared source to the optical coordinates within a 0.6′′ radius to compensate for any further
astrometric differences. We found approximately 25000 matches between the optical and the
UKIDSS sources. From these matches, 98% lie inside a radius of 0.5′′ from the optical position.
Additionally 650 matches are located within a distance between 0.5′′ − 0.6′′ which corresponds
to a physical distance of 2.5-3 pixels on our images.

Finally, we incorporated the Spitzer catalogs using positional matching within 1′′ from the
optical position. We are using a large matching radius for the same reasons as in the case of
GALEX. Approximately 26000 sources are matched to an optical source.

In order to create the final merged catalog, we keep all the sources detected in the 5σ level,
and the sources detected in the 3σ level which i) have a UKIDSS counterpart and ii) are not
present within 0.5′′ from the sources in the 5σ catalog. This choice is a compromise between
sources of lower significance and false detections. In the catalog, we provide a flag denoting
which catalog each source originates from. In addition, in order to account for problems orig-
inated by blending, we flag sources that are not isolated. The final catalog consists of 187611
sources and is described in detail in §2.2.5.

2.2.3 X-ray Sources and their properties

In the final catalog, sources that are identified as counterparts to the X-ray detections are
flagged. The association in optical/near-infrared/mid-infrared bands using the maximum
likelihood ratio technique is described in detail in (Rovilos et al., 2011). We include in the
photometric catalog 388 out of the 409 X-ray detected sources in the field. The 20 sources not
present are either too faint to be detected even at the 3σ threshold or are associated with stars.
For the sources flagged as X-ray detections we provide additional information that will be of
crucial importance for the computation of photometric redshifts. These are the morphology
and variability analysis.

Morphology Recently, HST images became available for the central area of the XMM region
(covering in total 0.034 deg2, red circle in Fig. 2.2, PI: Somerville). We used those images to
classify the counterparts of X-ray sources in i) point-like and ii) extended, by visual inspection.
We also performed morphological classification by visual inspection of the B and Rc bands.
The final morphology is assigned based primarily on the HST images, complemented by the
ground based images for the sources with no HST coverage. We classified 134 sources as point-
like and 140 as extended. From the remaining sources 103 are too faint to be classified and 12
are associated with saturated sources (see Table 2.4).

Variability AGN vary on time scales from days to years. This intrinsic property complicates
the computation of photometric redshifts. The photometry is most of the times gathered over
many years and a change in flux can be misinterpreted as an emission line. The variability in

7http://aladin.u-strasbg.fr/aladin.gml
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COMBO 17 (Wolf et al., 2004) and in COSMOS (Salvato et al., 2009), was quantified through
observations of the same energy band repeated over the years. The comparison of these re-
peated observations allowed the identification of the variable sources and the correction of the
photometry. In the Lockman Hole, we can detect variability but we cannot correct for it. Thus,
we limit the analysis in flagging the variable sources. The variability flag will serve as warning
for potentially unreliable photometric redshifts.

We use as proxy of the variability the flux variation in the z′ band, for which we have
observations from the Subaru telescope, from LBT and from SDSS. The variability is expected
to be more significant for bright sources, as for fainter sources the photometric errors are large.
Taking into account only bright sources (18 < z < 22), we compute the variability (Zvar,k, k =
1, 2, 3) and the associated error (δZvar,k) for all three pairs of available z′ filters:

Zvar,k = z′i − z′j (2.2)

and
δZvar,k =

√
(z′err,i)

2 + (z′err,j)
2 (2.3)

Using theoretical magnitudes of galaxies (see §3.1.1 for details), we verified that the expected
deviation in the photometry, because of the slightly differing z′ filters, is always less than 0.2
magnitudes for redshifts up to 5.6, for all types of galaxies. Therefore, we flag a source as
variable if |Zvar,k ± δZvar,k| > 0.2 in at least one pair of the observations. We flag 102 sources as
varying and 58 sources as non-varying. The remaining 229 sources, are either faint (z > 22) or
they are lacking z-band photometry and they are treated as non-varying.

2.2.4 Spectroscopic sample
Compared to other fields, the number of spectroscopic redshift available in Lockman Hole is
limited and focused mostly on AGN and infrared galaxies. From all the available catalogs (see
Table 2.3 for a complete list), we extract the spectroscopic redshifts with the highest confidence.
The quality is provided either by the authors (and in these cases we cannot verify the quality
of the redshift estimate) or, when the spectrum is available, it is assessed by us. We define a
redshift reliable when more than 1 feature (either in emission and/or in absorption) is present
in the spectrum.

We are using 10 redshifts from Schmidt et al. (1998) (0.245 < z < 2.144) and 50 redshifts
from Lehmann et al. (2001) (0.074 < z < 4.45), where the sources were observed as possible
counterparts of the X-ray sources detected by ROSAT. Also, during the same observing run
normal galaxies where observed as secondary targets. These observations were published in
the PhD thesis of I. Lehmann (Universität Potsdam, 2000). In this way we recovered additional
29 reliable spectroscopic redshifts (0.045 < z < 0.903).

Furthermore, we include the observations by Zappacosta et al. (2005) (0.085 < z < 1.13),
who studied the presence of a superstructure in the field. Their catalog contains 48 high qual-
ity spectroscopic redshifts, with the superstructure being at redshift ∼ 0.8. We include 42 red-
shifts from the SDSS catalog (0.00 < z < 3.269) and 44 redshifts retrieved from NASA/IPAC
Extragalactic Database 8 (NED) (0.073 < z < 3.036). We also include one spectroscopic redshift
from Henry et al. (2010) who studied one of the most distant X-ray selected clusters, with the
brightest cluster galaxy located at redshift 1.753.

Our group has also observed sources in the Lockman Hole Field. Focusing on the coun-
terparts of XMM detected sources two observing runs were performed with KECK/DEIMOS

8The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, California Institute
of Technology, under contract with the National Aeronautics and Space Administration.
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Table 2.3: Spectroscopic redshift reference

Flag reference Flag reference

1 Lehmann et al. (2001) 14 Mainieri et al. (2002)
2 Lehmann, PhD Thesis, Potsdam (2000) 15 Rodighiero et al. (2005)
3 unpublished KECK/DEIMOS (2004-2007) 16 Oyabu et al. (2005)
4 unpublished KECK/DEIMOS (2010) 17 Mateos et al. (2005)
5 SDSS DR2 18 Hasinger et al. (1998)
6 Zappacosta et al. (2005) 19 Ishisaki et al. (2001)
7 Chapman et al. (2005) 20 Smail et al. (2004)
8 Schmidt et al. (1998) 21 Ciliegi et al. (2003)
9 Swinbank et al. (2004) 22 Hashimoto et al. (2005)

10 Chapman et al. (2004) 23 Ivison et al. (2005)
11 Hainline et al. (2009) 24 Fadda et al. (2002)
12 Barris et al. (2004) 25 Huang et al. (in preparation)
13 Stevens et al. (2003) 26 Afonso et al. (2011)

Table 2.4: Morphology’s flag description

Description Flag Number of Sources Final

HST Ground morphology
based

Too faint / unresolved source -2 44 86 103
Photometry blended -1 5 10 12
Extended source 0 20 151 140
Point-like source 1 23 123 134

between 2004 and 2007 (38 high quality redshift, 0.029 < z < 3.408) and in 2010 (20 sources,
0.353 < z < 1.302). Furthermore, spectroscopic follow up of the SWIRE field provided 321
high quality spectroscopic redshifts (Huang et al. in preparation) (0.018 < z < 3.471).

In total, we have 602 high quality spectroscopic redshifts, out of which 487 are redshifts of
normal galaxies with median redshift of z = 0.42 (0.000 < z < 3.471) with 253 galaxies being
inside the XMM area. Furthermore, 115 correspond to X-ray detected sources with median
redshift of z = 0.79 (0.024 < z < 4.45).

2.2.5 Description of the Photometric Catalog
In the following we give a brief description of each column in the catalog. We adopt the value
”-99” for null fields inside the catalog.

• ID – unique identification number for the final catalog.

• Optical coordinates (J2000) from the detection image – in addition we provide the coor-
dinates of the counterparts in the GALEX, UKIDSS, SDSS, and IRAC catalogs.
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Table 2.5: Photometry’s flag description

Flag Description

-99 99 value produced by SExtractor either for
the magnitude or the error,

or source outside of the field
-5 flag in the UKIDSS catalog

marking noise in the JHK bands
-4 saturation or incomplete/corrupted data

produced by SExtractor
-3 source inside a stripe, as marked by optical

inspection of the images
-2 magnitude error was negative
-1 magnitude error was greater than 1
0 everything is OK
1 FWHM in the detection band is zero
2 source inside wings of stars, potentially fake
3 magnitude greater than the detection limit

• AB Magnitudes and errors – aperture photometry corrected to total (only for GALEX and
IRAC photometry) for point-like sources and associated error for the filters: FUV, NUV,
U, B, V, z′LBT, Y, Rc, Ic, z′Subaru, u′, g′, r′, i′, z′, J, K, 3.6µm, 4.5µm, 5.8µm, 8µm.

• Detection flags – the meaning of the flags is: 1 - Rc detection (5σ), 2 - z′ detection (5σ), 3 -
B detection (5σ), 4 - Rc detection (3σ), 3 - z′ detection (3σ), 6 - B detection (3σ).

• Photometry flag – complementary to the flag provided by SExtractor indicating satura-
tion, we masked problematic regions on the images which include bad pixels and prob-
lematic areas close to stars, using ’Weight Watcher’ (Marmo and Bertin, 2008). In Table
2.5 we describe the flag values which we provide for each band. For more details, refer
to the associated description file of the catalog.

• Neighbor flag – sources that have a neighbor within 1.5′′ carry a flag 1, while sources
without close by neighbors carry a flag 0.

• Star/galaxy classification – the classification provided by SExtractor (1 = star, 0 = galaxy),
measured on the corresponding detection image.

• Spectroscopic redshift and reference – we use only the high quality spectroscopic red-
shifts from the original catalogs according to Table 2.3.

• Variability – sources with |Zvar,k ± δZvar,k| > 0.2 carry a flag 1, while the rest carry a flag
0.

• X-ray detection – sources detected in the X-rays are flagged as 1, sources inside the XMM
area without X-ray detection are flagged as 0, while sources outside the XMM area are
flagged as -99.
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• X-ray ID – the sources identified as X-ray counterparts will have the corresponding X-ray
ID number from the XMM catalog (Brunner et al., 2008). The non X-ray detected sources
have a value of XID=-99.

• Morphology – as discussed in detail in §2.2.3, this column gives the merged morphology
classification information from the HST and ground based images, provided only for the
counterparts of the X-ray sources. The flags used and their meaning are presented in
detail in Table 2.4.

2.3 Conclusions

The Lockman Hole Deep Field, is one of the deepest X-ray fields observed with XMM-Newton.
The particullar characteristic of low galactic hydrogen column density makes this field ideal
for extragalactic observations.

We produced an extensive photometric catalog consisting of 21 broadband filters for sources
detected in the Lockman Hole area. This is the first public catalog containing homogeneously
reduced and cross-calibrated deep multiwavelength photometry for this area. It contains 187611
objects out of which 388 sources are associated with X-ray sources. The 50% detection limits
(5σ) for the photometry are Rc = 26.1 mag, z′ = 24.8 mag and B = 27.0 mag.

This catalog can be used in further multiwavelength studies of galaxy populations in the
Lockman Hole. Populations which benefit from the low galactic hydrogen column density
along the line of sight, can be X-ray, radio and infrared selected sources.

A suggested future improvement of this work is the inclusion of intermediate and narrow
band photometry, in order to unveil more details of the galaxy SEDs. We believe that the
catalog presented here, and updated versions of it, will be combined with future observations
from the majority of the planned telescopes to deliver an even more complete view of the
galaxy population and motivate further interesting studies.
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CHAPTER 3

Lockman Hole Deep Field – Photometric Redshift

Multiwavelength surveys provide the most successful observational strategy towards the un-
derstanding of galaxies. The multiwavelength coverage provides the opportunity to compute
photometric redshifts and to study the Spectral Energy Distributions (SED) for a large number
of galaxies and simultaneously study the intrinsic properties of the sources such as luminosi-
ties and determine the evolution with redshift of other fundamental parameters such as stellar
masses, star formation rates, etc. Furthermore, distance measurements enable the use of galax-
ies as cosmological probes, for example through their clustering properties.

The distance measurement for galaxies is based on the determination of the redshift of the
source (defined in §1.1), which is specified very accurately through spectroscopy. However,
for large samples of sources either in deep pencil beam fields, or shallower but more extended
fields, the most efficient way to compute the distance is via photometric redshifts (e.g. Budavári
et al., 2000), although their accuracy is strongly depending on i) the number and the type of
filters (broad-band versus intermediate-band), ii) the redshift range and type of galaxies of
interest (passive, versus starforming or active galactic nuclei (AGN)).

For fields where extensive photometric datasets are available the photometric redshift tech-
nique has been employed with reliable results. For example in CFHTLS1 (Ilbert et al., 2006), in
the UKIDSS ultra-deep survey (Williams et al., 2009), in AEGIS2 (Barro et al., 2011, Whitaker
et al., 2011), in COSMOS3 (Ilbert et al., 2009, Salvato et al., 2009, Whitaker et al., 2011), in FDF4

(Bender et al., 2001), in the CDFN5 (Barger et al., 2003) and in the CDFS6 (Wolf et al., 2004,
Wuyts et al., 2008, Luo et al., 2010, Cardamone et al., 2010) the photometric redshifts reached
an accuracy ∆(zphot− zspec)/(1 + zspec) < 0.03, thus allowing (among other applications) a 3D
mapping of the Dark Matter (Massey et al., 2007), studies of the evolution of luminosity func-
tions of normal galaxies (e.g. Ilbert et al., 2006, Gabasch et al., 2004, 2006, Caputi et al., 2006)
and AGN (e.g. Hasinger et al., 2005, Barger et al., 2005, Ebrero et al., 2009, Aird et al., 2010), the
first determination of the high-z (z>3) logN-logS and space density from X-ray selected AGN

The main part of this chapter has been published by Fotopoulou et. al (2012), The Astrophysical Journal Supplement
Series, 198, 1, entitled Photometry and photometric redshift catalogs for the Lockman Hole deep field.

1Canadian-France-Hawaii Telescope Legacy Survey
2All-wavelength Extended Groth strip International Survey
3Cosmic Evolution Survey
4FORS Deep Field
5Chandra Deep Field North
6Chandra Deep Field South
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(Brusa et al., 2009, Civano et al., 2011), Compton thick objects (e.g. Fiore et al., 2009, Luo et al.,
2011), etc. Moreover, photometric redshifts are also used for the study of groups and clusters of
galaxies (Giodini et al., 2009, Tanaka et al., 2010, Papovich et al., 2010, Henry et al., 2010, Geach
et al., 2011) and much more.

Yet, not all deep and wide fields have photometric redshifts of comparable accuracy, and
above all, very few have tuned photometric redshifts for AGN. Having the same photometric
redshift accuracy and the same treatment for AGN, the surveys could be merged such that
the galaxy and AGN samples can uniformly extend from faint (from deep surveys) to bright
sources (from the wide surveys). Keeping this is in mind, here we present optically based
extensive photometry and photometric redshift catalogs for the Lockman Hole Deep Field.

3.1 Photometric Redshifts

Photometric redshift estimation is an alternative method to the very accurate, but time consum-
ing, spectroscopic redshift determination. Instead of identifying emission lines on the spectrum
of the source, we recreate the continuum emission using as many photometric bands as possi-
ble. Then, comparing the observed magnitudes to a library which includes a set of represen-
tative galaxy templates created for selected values of redshift and intrinsic absorption we find
the template that describes best our data set using the least squares method.

In this section we describe the configuration of the photometric redshift computation. This
includes the SED templates, the extinction and redshift grid, the second order correction ap-
plied in the photometry as well as the special treatment of the X-ray sample. We also define the
quantities we use later on in the discussion to assess the quality of the results.

3.1.1 LePhare Setup

We compute photometric redshifts for all the sources in the field, using the publicly available
code, LePhare7. The code performs least squares minimization to retrieve the best fitting tem-
plate to the photometric data. In order to achieve the optimum result for both normal galaxies
and AGN, we treated the samples separately and with different sets of templates and priors.
In the following we describe the templates and the priors used in the two cases.

Templates

We decided to adopt the same templates as used by Ilbert et al. (2009), Salvato et al. (2009) in
the COSMOS field. Being well tested with a large spectroscopic sample, the templates are now
included by default in the distribution of the LePhare. We briefly summarize here their major
characteristics.

For the normal galaxies the template set consists of elliptical (templ. no. 1-7), spiral (templ.
no. 8-19) and starburst templates (templ. no. 20-31) (Ilbert et al. (2009), Fig. 1). Extinction
according to the Small Magellanic Cloud (SMC) law (Prevot et al., 1984) is applied for templates
Sb-SB3, while for the templates SB4-SB11 Calzetti (Calzetti et al., 2000) and modified Calzetti
laws are applied. No additional extinction is applied for templates redder than Sb. The intrinsic
galactic absorption is computed with values E(B-V) = 0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.40,
0.50. Finally, the templates are calculated at redshifts 0-6 with step ∆z = 0.01, and at redshifts
6-7 with step ∆z = 0.2. Emission lines are added to the templates as this has been proven to
give better results even in the case of broadband photometry (Ilbert et al., 2009).

7http://www.cfht.hawaii.edu/ arnouts/LEPHARE/lephare.html
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Figure 3.1: SED templates used for this work. Left: Normal galaxies templates (plot adopted
from Ilbert et al. (2009)). Right: Compilation of normal galaxy, hybrid, and AGN templates
(plot adopted from Salvato et al. (2009)).

For the X-ray detected sample, we are using the same library used in Salvato et al. (2009,
2011) for computing the photometric redshifts of XMM-COSMOS and Chandra-COSMOS. The
library includes normal galaxies, local AGN, and hybrid templates. The templates forming the
library where chosen (and, in the case of the hybrids created) to represent the spectroscopic
sample available for the XMM-COSMOS survey, as documented in Salvato et al. (2009). The
SEDs of galaxies hosting an AGN and pure galaxy differ mostly in the ultra-violet where the
contribution of the accretion disk is expected and in the infrared where the reprocessed AGN
radiation by the torus surrounding the central black hole is dominant. The templates of pure
AGN dominated sources are taken from the library of Polletta et al. (2007) and are characterized
by a typical power-law spectrum. To the pure type 1 AGN, the power-law is extended to the UV
beyond the Lyα. The reason for it is that the templates are empirical and thus diminished in the
UV by the absorbers along the line of sight. As LePhare accounts by default for this absorption,
without the addition of the power-law, the templates would be absorbed twice. More details on
the construction of the templates can be found in Salvato et al. (2009). We apply only the SMC
extinction law with E(B-V) values of 0.00 - 0.5, in steps of 0.05. The templates are calculated
with the same redshift steps as in the case of normal galaxies.

All the sources of our catalog are also fit with stellar SEDs of F-K dwarfs and G-K giant
stars (Pickles, 1998), white dwarfs (Bohlin et al., 1995), low mass stars (Chabrier et al., 2000)
and sub-dwarfs Bixler et al. (1991).

Residual zero-point offsets

Systematic differences can be found between templates and observed SEDs, due to uncertain-
ties in the templates and second order calibration problems in photometry. The impact of calcu-
lating and using these offsets on the accuracy of the result is demonstrated in Ilbert et al. (2006).
With the option ’AUTO_ADAPT’ in LePhare we compute the average difference in magnitude
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Figure 3.2: The flow chart describes the decision procedure for the optimum combination of
templates and priors during the photometric redshift computation. The ’extnv’ sample con-
tains the extended and the non-varying sources, while the ’qsov’ sample contains the point-
like and varying sources. For this work, we adopt F0.5−2 keV = 8 · 10−15erg s−1 cm−2 as flux
threshold to separate between X-ray bright and faint sources.

between the photometry in a given band and the photometry for the best SED fitting at the
fixed spectroscopic redshift of a sample of normal galaxies (18 < Rc < 24, ∼260 sources). It-
eratively, we then search for the best set of corrections that minimize the offsets. Once found,
the offset is applied with the option ’APPLY_SYSSHIFT’ to the SEDs when computing photo-
metric redshift for the entire catalog. The same offsets are also applied when computing the
photometric redshift for the X-ray sources. The offsets are presented in Table 3.1, and they are
not included in the photometry presented in the catalog. We do not calculate any offsets for
the 5.8µm and 8.0µm filters of IRAC, due to the large uncertainties in the theoretical models in
these wavelengths.

We also include an additional factor to the photometric errors in quadrature (optical 0.02 mag,
ultra-violet and infrared 0.2 mag). This factor compensates for the underestimated errors pro-
vided by SExtractor (Becker et al., 2007, McCracken et al., 2001).

Photometric Redshift Computation

The separate treatment of the sources based on the X-ray detection and emission, allows a
pre-selection of templates and luminosity priors that reduces the possible parametric space of
the solutions lifting degeneracies between the templates and therefore reducing the number
of wrong photometric redshift solutions. In Fig. 3.2 we present the flow chart for the proper
separation of the sample, and the template - prior combination we adopt for this work.

First of all, the sample is separated in non - X-ray detected and X-ray detected sources. For
the non - X-ray detected sample we use the templates for normal galaxies presented in Ilbert
et al. (2009) with priors −24 < MB < −8, which is the typical range of the absolute B magni-
tude for normal galaxies. For the X-ray detected sources, a further separation is required be-
tween point-like or varying sources (QSOV) and extended and non-varying (EXTNV) sources.
The QSOV sample contains the AGN dominated sources and for them we are using the AGN
templates of Salvato et al. (2009) with the same priors −30 < MB < −20.
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Table 3.1: Offsets between theoretical templates and
observations

Filter Offseta Filter Offseta

FUV (GALEX) -0.165 z’ (Subaru) -0.004
NUV (GALEX) -0.356 u’ (SDSS) 0.271

U (LBT) 0.125 g’ (SDSS) -0.115
B (LBT) -0.026 r’ (SDSS) 0.006
V (LBT) -0.038 i’ (SDSS) 0.104
z’ (LBT) -0.054 z’ (SDSS) 0.083
Y (LBT) 0.141 J (UKIRT) 0.249

Rc (Subaru) -0.037 K (UKIRT) 0.294
Ic (Subaru) -0.020 3.6¯m (IRAC) 0.203

4.5¯m (IRAC) 0.346
a Included in the computation of the photometric redshifts, but

not in the released catalog.

Figure 3.3: Rc magnitude versus soft X-ray flux (0.5− 2 keV). The crosses represent all the
EXTNV sample and the squares the QSOV sample. The black solid lines correspond to
log(fX/fR)± 1 where the majority of the AGNs lie. Non-active galaxies will be in the lower
left region of the diagram. The vertical dashed line denotes the X-ray threshold we apply to
the EXTNV sample for adopting different templates and priors. The horizontal line marks the
bright subsample (Rc < 22.5).
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The EXTNV sample contains moderately AGN dominated sources, starburst and normal
galaxies. As demonstrated in Salvato et al. (2011), AGN that are low X-ray emitters, extended
and not varying are better fit by normal galaxy templates, even if the X-ray luminosity is above
1042erg · sec−1. For this reason, we treat differently sources that above and below a threshold
set at F0.5−2 keV > 8 · 10−15erg cm−2 s−1. Above this value, the sources are fitted by AGN tem-
plates. The library of normal galaxies defined by Ilbert et al. (2009) is used otherwise. In both
cases, the luminosity prior−24 < MB < −8 is adopted. It is important to stress that the thresh-
old was defined using a sample of 700 sources with spectra, belonging to the EXTNV group, in
the COSMOS field.

In Fig. 3.3 we plot the optical magnitude (Rc) versus the soft X-ray flux (0.5− 2 keV) for all
the X-ray detected sources. The squares indicate sources in the QSOV sample and the crosses
indicate sources in the EXTNV sample. The two black solid lines mark the area in which the
majority of the AGN-dominated sources is found and they are defined as:

log(
fx

fRc
) = ±1 (3.1)

where,

log(
fx

fRc
) = log fx +

Rc
2.5

+ 5.5 (3.2)

see also Maccacaro et al. (1988) Hornschemeier et al. (2003) and Brusa et al. (2005).
The separation of the sources in QSOV and EXTNV is purely based on morphological and

variability considerations. Examining sources for which we can distinguish between point-like
and extended morphology (Rc < 24) we find that 76.4% of the QSOV sources are found in the
area between the two solid black lines in Fig. 3.3, while 53.5% of the EXTNV sources are found
in the same area, justifying our original assumption that QSOV sources are AGN-dominated
sources and need to be treated with appropriate templates and luminosity priors.

Focusing on the bright (Rc < 22.5, dotted line), extended, non varying sources (crosses),
we see that the above mentioned empirical flux threshold in the X-rays (vertical dashed line
at F0.5−2 keV = 8 · 10−15erg s−1 cm−2), separates efficiently the AGN dominated systems from
starbursts and normal galaxies, which populate the lower left corner of this diagram (Horn-
schemeier et al., 2003). The positive improvement of the X-ray threshold when computing
photometric redshifts for X-ray sources, is only marginal for this work, as the brighter sources
are rare and the Lockman Hole is a small field. However, the threshold resulted in a noticeable
improvement on the XMM-COSMOS surveys (Salvato et al., 2011) and we decided to adopt the
same strategy for consistency.

3.1.2 Outlier-accuracy definition

Outliers Since the photometric redshift computation is a multivariate problem with many de-
generacies, is it bound to produce wrong solutions for some objects (see for discussion Richards
et al. (2001)).

Comparing the photometric redshift solutions to the spectroscopic redshifts, we quantify
the fraction of outliers η as the ratio 100 ·Nout/Ntotal where Ntotal is the number of sources with
spectroscopic redshift and Nout the number of sources with:

|zphot − zspec|
1 + zspec

> 0.15 (3.3)
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Figure 3.4: Left: Photometric redshift versus spectroscopic redshift for the normal galax-
ies. With gray squares we denote the faint sources (Rc > 22.5 mag). The solid line is the
zphot = zspec relation. The dashed lines are zphot = 0.05± (1 + zspec). The dotted lines are
zphot = 0.15± (1 + zspec). Sources that lie outside the dotted lines are defined as outliers.
Right: Redshift distribution for normal galaxies, using spectroscopic redshift when available.
Bright galaxies (Rc < 22.5 mag) lie mostly at redshift z < 1.

Accuracy The accuracy of the photometric redshifts is usually quantified by the direct com-
parison of the photometric redshift solution against the spectroscopic value. In the literature
there are many ways of computing the accuracy, from the pure root mean square (rms) of the
∆z = (zphot − zspec)/(1 + zspec), to the rms after 1 or 3 sigma clipping, depending on the au-
thors (Wolf et al., 2004, Mobasher et al., 2004, Margoniner and Wittman, 2008, Dahlen et al.,
2010).

Another more robust way to quantify the accuracy of the sample is to consider the median
of the deviations from the true (spectroscopic) value. In this way the accuracy accounts also for
the outliers. We adopted this approach, described in detail in Hoaglin et al. (1983) and used e.g.
by Brammer et al. (2008), Wuyts et al. (2008), Ilbert et al. (2009), Salvato et al. (2009), Cardamone
et al. (2010). The Normalized Median Absolute Deviation (NMAD) is defined as:

σNMAD = 1.48 ·median|∆z| (3.4)

where ∆z = (zphot − zspec)/(1 + zspec). This quantity is expected to remain close to zero for all
redshifts.

3.2 Results

3.2.1 Photometric Redshifts of normal galaxies
We retrieve photometric redshift for 184643 non - X-ray detected sources in the Lockman Hole
area with 45% of them computed with at least six photometric bands. The remaining 1978
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Figure 3.5: The ratio (zphot − zspec)/(1 + zspec) versus optical magnitude Rc for normal galax-
ies and corresponding histogram on the right panel. The photometric redshifts of bright
sources (Rc < 22.5, black filled circles and black solid line) are mostly confined between
|(zphot − zspec)/(1 + zspec)| < 0.15 (dotted lines, marking the outlier region), while the out-
liers with the largest discrepancies are faint sources (Rc > 22.5 mag, gray open circles and gray
dashed line).

Figure 3.6: Comparing the quality of new photometric redshifts, using sources in common
in the present work (black filled dots) and the SWIRE catalog (gray open circles). There is a
dramatic decrease in the fraction of outliers and the accuracy is improved.
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Table 3.2: Photometric redshift accuracy

Non X-ray sources X-ray sources

N(zspec) σ η(%) N(zspec) σ η(%)

all sources 253 0.036 12.6 115 0.069 18.3

Rc < 22.5 209 0.034 10.0 90 0.069 18.9
Rc > 22.5 44 0.061 25.0 25 0.070 16.0

0 < z < 1 230 0.034 9.6 67 0.066 16.4
1.0 < z < 5 23 0.107 43.5 48 0.078 20.8

sources lack a photometric redshift solution since they have only two photometric bands avail-
able. In Fig. 3.4 we compare the photometric versus the spectroscopic redshifts. For the bright
subsample (Rc < 22.5 mag) the accuracy is σNMAD = 0.034 (eq. 3.4) and the fraction of outliers
η = 10.0%.

Even though our photometric catalog does not contain medium or narrow band photome-
try, our result does not suffer from systematic biases. This is also clear in Fig. 3.5, where the
ratio (zphot − zspec)/(1 + zspec) is plotted as a function of optical magnitude. The distribution
of the ratio (zphot − zspec)/(1 + zspec) is centered at zero (histogram, right panel) both for bright
(Rc < 22.5, black solid line) and faint sources (Rc > 22.5, gray dashed line). For the latter, how-
ever, the fraction of outliers is higher and consequently the accuracy decreases. This is a well
known trend, discussed already by many other authors (e.g., Cardamone et al., 2010, Barro
et al., 2011, Ilbert et al., 2009, Salvato et al., 2009); at fainter magnitudes the spectral energy
distribution is less tightly constrained, and only by upper limits in some bands, or has large
statistical uncertainties associated with the photometry.

In Table 3.2 we summarize the accuracy and the percentage of the outliers for various
subsamples. The majority of the sources with spectra available have redshift zspec <1, and
therefore we can characterize the quality of our redshift solutions, in a statistically robust way,
only for low redshift sources. For zspec <1, the accuracy is σNMAD = 0.034 (eq. 3.4) and the
fraction of outliers is η = 9.6%. Fig. 3.4 (b) shows the redshift distribution of the normal
galaxies (solid line) separated in optically bright (Rc < 22.5 mag, dashed line) and optically
faint (Rc > 22.5 mag, dotted line), where spectroscopic redshifts substitute photometric red-
shifts when possible.

In Fig. 3.6 we also compare the photometric redshifts from this work with the previous
available photometric redshifts available from (Rowan-Robinson et al., 2008). We consider only
the sources in common to the two samples for which spectroscopic redshifts are available (56
sources). Due to the increased number of bands used in this work, we achieve an accuracy
improved up to a factor of 1.5 for normal galaxies and 2 times less outliers.

3.2.2 Photometric redshifts of X-ray detected sources
For the counterparts of the X-ray sources, mostly AGN, the accuracy of the bright subsample
is σNMAD = 0.069, while the fraction of outliers is η = 18.9% (Fig. 3.7). This is similar to the
accuracy reached by XMM-COSMOS and Chandra-COSMOS when the same bands and depths
available for Lockman Hole are considered, without correcting for variability. The impact of
variability in our photometric redshift computation is shown in Fig. 3.8. Even thought the
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(a) (b)

Figure 3.7: (a) Photometric redshift versus spectroscopic redshift for the X-ray detected sources.
The symbols and lines are the same as in Fig. 3.4. (b) Redshift distribution of X-ray sources,
using spectroscopic redshift when available.

Figure 3.8: The ratio (zphot − zspec)/(1 + zspec) versus optical magnitude Rc for X-ray sources
and corresponding histogram on the right panel. The squares denote the QSOV sample (point-
like or varying sources) and the crosses denote the EXTNV sample (extended and not varying
sources). The variability is a key factor in the photometric redshift computation, as 11 out of
the 16 outliers belonging in the QSOV sample are identified as varying sources. As in the case
of the normal galaxies, the largest discrepancies are found for faint sources (Rc > 22.5 mag).
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Figure 3.9: Comparison between previous photometric redshifts and results from this work
for X-ray detected sources. The symbols are the same as in Fig. 3.6. As in the case of normal
galaxies, the outliers are reduced significantly and the accuracy is improved.

Table 3.3: Photometric redshift accuracy for the X-ray detected sample

QSOV EXTNV

N(zspec) σ η(%) N(zspec) σ η(%)
all sources 85 0.071 18.8 30 0.056 16.7

Rc < 22.5 70 0.084 21.4 20 0.036 10.0
Rc > 22.5 15 0.042 6.7 10 0.126 30.0
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Figure 3.10: Mean error of photometric redshifts versus the number of bands used during the
fitting. The bright sample (solid line) has a consistent behavior when six or more number of
bands are used. The faint sample (dashed line) approaches the accuracy of the bright sample
in cases when eight bands or more are available.

distribution of (zphot − zspec/(1 + zspec) is peaked around zero, there are some sources in the
QSOV subsample (squares) that show quite large deviations. Indeed, 11 out of the 16 outliers
are flagged as varying sources indicating once more the care that should be taken in planning
photometric observations of AGN. In Table 3.3 we summarize our results separating them on
the basis of the classification of the sources (either EXTNV or QSOV) and brightness . In Fig. 3.8
we present the histogram of the redshifts for the X-ray detected sources (solid line) separated
in optically bright (Rc < 22.5 mag, dashed line) and optically faint (Rc > 22.5 mag, dotted line).

In Table 3.2 we give the detailed evaluation of our results, in direct comparison with the
non X-ray detected sample. As it is expected, the photometric redshifts of the brightest sources
are more accurate than the redshifts for the fainter sources. The highest accuracy is reached at
z < 1 with σNMAD = 0.066 and fraction of outliers η = 16.4%.

In Fig. 3.9 we compare our results to the photometric redshifts of Rowan-Robinson et al.
(2008). Apart from the increased number of used bands an additional reason for the improve-
ment is that, contrary to Rowan-Robinson et al. (2008), our work was tuned to this kind of
sources. Rather than adding AGN-dominated templates to the library of normal galaxies, we
limited the degeneracies by using only AGN-dominated templates and appropriate priors, thus
achieving more accurate results by a factor of 1.8 both in terms of accuracy and outliers.

As already discussed, the accuracy of photometric redshifts correlates with the faintness
of the sources. As a consequence, when the source is faint, less photometry is also available.
In Fig. 3.10 we plot the median positive and negative 1 − σ errors, defined as (zbest68,high −
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Figure 3.11: Color - color plot demonstrating the star - galaxy separation. Gray dots indicate
high redshift galaxies, black circles low redshift galaxies and open circles indicate the stars.
Most of the identified stars through the SED fitting, lie in the expected locus for stars.

zbest) and (zbest − zbest68,low), per number of bands used in the SED fitting for all sources (non
X-ray and X-ray detected sources). As expected, the bright sources show small errors even
when using only a few bands, as bright sources have usually small errors associated with their
photometry, thus making the least squares fitting more precise. We underline that narrow
errors of photometric redshifts does not mean that the solution is the correct one, rather that
the probability distribution has a narrow peak around a given value.

3.2.3 Star/galaxy separation

Rather than distinguishing between stars and galaxies, SExtractor separates the objects in point-
like and extended. This is performed by comparison of the measured FWHM of an object with
the PSF of the image (given as input), as a result the code is unable to distinguish between stars
and unresolved galaxies.

To assess the limitations of SExtractor we compare the number of stars defined by the code,
with the expected number of stars defined by stellar population synthesis 8 models of galactic
stars in the area covered by Lockman Hole. In the case of bright objects (Rc < 19) the number
of stars detected by SExtractor (90 sources) agrees well with the expected number (103 sources).
Inversely, in the case of less bright objects (20 < Rc < 22) SExtractor classifies ∼ 1500 sources
as stars, almost three times more the number predicted by the simulation (∼ 440 stars), as it
confuses point-like sources with unresolved ones.

At the same time, SED fitting can misclassify objects as stars especially in the case of ellip-

8http://model.obs-besancon.fr/
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tical galaxies that are lacking infrared photometry. To compensate between the two effects, we
flag as stars sources that have been identified as stars both by SExtractor (Classification > 0.95)
and by the SED fitting (2 · χ2

star < χ2
best) using star templates from Pickles (1998), Bohlin et al.

(1995), Chabrier et al. (2000), Bixler et al. (1991). With this conservative approach we flag∼ 700
sources as stars , excluding most of the false identifications. Indeed, according to the simula-
tion we expect ∼ 800 stars in the Lockman Hole area having the same magnitude distribution
as the the sources identified as stars from the previous criterion.

Fig. 3.11 shows a color-color plot of stars (open circles), low redshift (black) and high
redshift (gray) galaxies. With the combined criterion of morphology and SED fitting, we re-
trieve stars mainly in the expected locus according to theoretical templates (see also Ilbert et al.
(2009)).

3.2.4 Description of the Photometric Redshift Catalog
In the following we give a description of the photometric redshift catalog, which we provide
separately from the photometry catalog. The photometric redshift catalog includes:

• ID – corresponding identification number from the photometric catalog.

• zbest – the best fitted solution for the photometric redshift.

• zbest68,low – the lowest redshift at 68% significance.

• zbest68,high – the highest redshift at 68% significance.

• zbest90,low – the lowest redshift at 90% significance.

• zbest90,high – the highest redshift at 90% significance.

• χ2
best – the lowest χ2 value for the best fitted galaxy model.

• PDZbest – the probability that zbest is the correct photometric redshift.

• modelbest – the number corresponding to the model best fitting the SED. 100+(1, . . . , 31)
from Ilbert et al. (2009); 1, . . . , 30 from Salvato et al. (2009).

• Ext− lawbest – the extinction-law applied for computing zbest.

• E(B−V)best – the absorption applied for computing zbest.

• Nbandbest – number of bands used in the SED fitting.

Similarly for the second photometric redshift solution, when available:

• zsec – the second best solution for the photometric redshift.

• χ2
sec – the corresponding χ2 value .

• PDZsec – the probability that the second zbest is the correct photometric redshift.

• modelsec – the number corresponding to the model best fitting the SED.

• E(B−V)sec – the absorption applied for computing the second zbest:

• χ2
star – the lowest χ2 value for the best fitted star model.

• Flagstar – we flag stars (1 = star, 0 = galaxy), as discussed in 3.2.3
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3.3 Conclusions

Extensive photometric observations have made possible a panchromatic view of the Universe.
Combining observations in a plethora of filters, we are able to reconstruct the continuum emis-
sion of a large number of sources. Additionally, through the comparison between theoretical
and/or empirical templates of galaxy spectra, we are able to determine physical quantities of
the observed sources.

Utilizing the extensive photometric catalog presented in the previous chapter, we produced
an equally extensive catalog with photometric redshift information for all the sources. Depend-
ing on the nature of the sources (non X-ray and X-ray detected) we used different templates and
priors, allowing a final accuracy for the bright subsample (Rc < 22.5 mag) of σNMAD = 0.034
with a fraction of 10% outliers for normal galaxies. Similarly for the X-ray detected sources an
accuracy of σNMAD = 0.069 is reached with an 18.9% fraction of outliers.

This accuracy and fraction of outliers is in agreement with the estimated accuracy in the
COSMOS field, when only broadband filters are used, and no correction for variability is ap-
plied. Further improvement can be achieved by the inclusion of intermediate and narrow band
photometry and as well as from the increase of the spectroscopic sample.
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CHAPTER 4

AGN X-ray Evolution

The X-ray luminosity function (XLF) of AGN and its evolution provides a view of the black
hole (BH) growth across the cosmic time. Several studies use the XLF to constrain models
of black hole evolution through simulations and semi-analytic models (e.g. Mahmood et al.,
2005, Hopkins et al., 2005a) and to investigate the possible galaxy - black hole coevolution (e.g.
Hopkins et al., 2007, Marulli et al., 2008, Zheng et al., 2009, Fanidakis et al., 2011). The XLF
also is used to constrain the properties of the AGN population for example creating population
synthesis models that describe the Cosmic X-ray Background (CXRB) and thus inferring the
fraction of Compton Thick AGN (e.g. Gilli et al., 2007, Draper and Ballantyne, 2009). Addi-
tionally, the XLF is used to test the still open question of AGN triggering: mergers vs secular
processes (Draper and Ballantyne, 2012).

Combining the XLF with luminosity functions in other wavelengths the multivariate changes
of the AGN phase are studied (e.g. Han et al., 2012, Hopkins et al., 2005b). For example, the
connection of X-ray and infrared radiation from AGN has been studied by means of recon-
ciling the CXRB to the infrared background through the corresponding luminosity functions
(Ballantyne and Papovich, 2007).

Early X-ray surveys showed that the local number density of AGN follows a broken power
law distribution and it was proposed that the XLF evolves with redshift according to the Pure
Luminosity Evolution model (PLE, Maccacaro et al., 1983, 1984), while subsequent studies
showed that the evolution stops, or dramatically slows down after a critical redshift value
(i.e. Boyle et al., 1994, Page et al., 1996, Jones et al., 1997). Recent works in the Soft X-ray regime
(0.5− 2 keV) support a Luminosity Dependent Density Evolution (LDDE) over the simple PLE
with the number density of AGN peaking in redshift z = 1− 2 (Miyaji et al., 2000, Hasinger
et al., 2005, Ebrero et al., 2009). Similarly in the hard X-ray band (2− 10 keV) some works sup-
port LDDE over PLE (Ueda et al., 2003, Ebrero et al., 2009), while other studies of the same en-
ergy band also tested simultaneous variations in luminosity and density, namely Independent
Luminosity and Density Evolution (ILDE, Yencho et al., 2009) and Luminosity and Density
Evolution (LADE, Aird et al., 2010).

According to the unified model (Antonucci, 1993, Urry and Padovani, 1995) a supermassive
black hole is found at the center of each AGN, surrounded by an accretion disk and a torus of
gas and dust. The current accepted view of the radiation processes mechanism includes X-ray
production in the vicinity of the black hole from a population of thermal electrons (see also
§1.2). The torus is responsible for the obscuration of the X-rays due to photoelectric absorption
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and emission in the infrared, the latter being reprocessed optical radiation by the dust. For the
luminosity function in the X-ray energy ranges 0.5− 2 keV and 2− 10 keV a correction factor
must be applied depending on the absorption power of the obscuring torus in each source
which is either calculated from the spectrum or roughly estimated from the observed flux in at
least two X-ray energy bands. An additional correction factor is often applied to account for
redshift incompleteness in the sample under investigation.

Studying higher X-ray energies (5− 10 keV) we avoid the absorbed part of the spectrum.
With the combination of recent multiwavelength surveys we are able to create a sizable sample
of ∼ 500 sources, while spectroscopic redshifts combined with accurate photometric redshifts
provide a 98% redshift complete sample, ideal to probe AGN evolution. We compute for the
first time the XLF and its evolution in the 5− 10 keV testing the different evolutionary models.
We also employ computational methods such as i) the classical 1/Vmax method which provides
binned estimates without any assumption on the functional form of the luminosity function,
ii) Maximum Likelihood Estimation (MLE) to find the best fit parameters for each model and
finally iii) we perform Bayesian analysis to investigate in detail the probability distribution
function for each parameter that describes the luminosity function. The latter approach gives
an accurate view of the parameters without any assumptions on the form of the distribution
around the best value.

After presenting the dataset used for this work (§4.1.1), we are going to demonstrate the fact
that the 5− 10 keV band is practically unaffected by absorption (§4.1.2). In §4.2 we describe
the models we used in computing the luminosity function. In §4.3 we describe the methods
employed and present the preferred model, according to our selection criteria. In §4.4 we
discuss the number density of AGN as a function of redshift. As we will show, our results are in
agreement with the decrease found for the high redshift sample in the COSMOS survey (Brusa
et al., 2009, Civano et al., 2011) and also with the color pre-selected high redshift sample of Aird
et al. (2010), above the flux limit of our sample. On the contrary, large discrepancies appear
below our flux limit which need further investigation. We adopt the cosmological parameters
ΩΛ = 0.7, Ωm = 0.3, Ωk = 1−ΩΛ −Ωm and H0 = 70 kms−1Mpc−1.

4.1 Ultra - Hard AGN Selection

We combine wide angle surveys (MAXI: Hiroi et al. (2011), Hard Bright Serendipitous Survey
(HBSS): Della Ceca et al. (2004), COSMOS: Cappelluti et al. (2009)) with pencil beam X-ray
fields (Lockman Hole (LH): Brunner et al. (2008), Chandra Deep Field South (CDFS): Xue et al.
(2011)) to create a sample of 5-10 keV detected AGN. The combined sample consists of 499
AGN, with luminosities between 1042-1046erg/sec, in the redshift range 0 < z < 4. We exclude
from this sample known stars and galaxy clusters.

Good coverage of the luminosity - redshift plane (Fig. 4.1 (a)) was possible due to the wide
range of sky coverage and X-ray depth reached with the combination of these fields (Fig. 4.1
(b)). The number counts from the fields used in this work are presented in Fig. 4.2. A steep
decrease is evident, for fluxes lower than 10−14erg sec−1 cm−2, in agreement with observations
from the 0.5− 2 keV and 2− 10 keV bands (Cappelluti et al., 2007, gives a recent compilation
of X-ray number counts).

The sample is 98% complete in redshift, with 79% of the redshifts being spectroscopically
determined. The remaining 21% of the sample consists of sources from the fields COSMOS,
Lockman Hole, and Chandra Deep Field South, where the multiwavelength coverage of the
fields allowed the computation of accurate photometric redshifts (Fig. 4.3). The accuracy in all
fields is better than 7%, with a small fraction of outliers (defined in §3.1.2) (Salvato et al., 2009,
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Figure 4.1: (a) X-ray Luminosity - redshift plane. For the first time in the Ultra Hard band a
good coverage is achieved. (b) Sky coverage as a function of X-ray flux for each survey.

2011, Luo et al., 2010, Cardamone et al., 2010, Rafferty et al., 2011, Fotopoulou et al., 2012).
In the following we present the characteristics per field in detail and demonstrate that for

common values of hydrogen column densities NH , the 5− 10 keV band is affected only very
little by photoelectric absorption, lifting the need to apply ambiguous corrections.

4.1.1 Dataset

MAXI Extragalactic Survey The Monitor of All-sky X-ray Image (MAXI) mission, on board
the International Space Station (ISS) observes the entire sky every 92 minutes with two instanta-
neous fields of view each 160◦ × 3◦. MAXI consists of two cameras, the Gas Slit Camera (GSC:
Sugizaki et al. 2011, Mihara et al. 2011) sensitive in the 2− 30 keV energy band and the Solid-
state Slit Camera (SSC: Tsunemi et al. 2010, Tomida et al. 2011) sensitive in the 0.5 − 12 keV
energy band.

Hiroi et al. (2011) presented the first MAXI/GSC 7-month data catalog detected in the 4−
10 keV band and at high Galactic latitudes (|b| > 10◦, 34, 000deg2). Ueda et al. (2011) used 37
AGN from this catalog to compute the local AGN luminosity function. Here we are using the
24 AGN out of the 37 AGN presented in Ueda et al. (2011) which have spectroscopic redshift
z > 0.01. The flux limit of the sample is fx = 1.5 10−11erg cm2 s−1 covering a redshift range
0.0133 < z < 0.186, with median redshift 0.0434.

Hard Bright Serendipitous Survey (HBSS) The XMM-Newton Bright Serendipitous Sur-
vey covers 25 deg2 (Della Ceca et al., 2004) and provides two flux limited samples in the
0.5− 4.5 keV and 4.5− 7.5 keV band. In this work we are using the Hard sample 4.5− 7.5 keV
with a flux limit of fx = 7 10−14erg cm2 s−1. The optical counterparts and spectroscopic red-
shifts are presented in Caccianiga et al. (2008). The sources cover the redshift range 0.02 < z <
1.482, with median redshift 0.32. This survey covers a very large area introducing to the sample
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Figure 4.2: Number counts from all the surveys used in this work.

rare bright objects.

COSMOS The COSMOS field is one of the widest contiguous XMM field covering 2 deg2.
Having a good balance between depth and sky coverage, the XMM-COSMOS field contains
245 sources detected in the Ultra Hard Band (Cappelluti et al., 2009). The unprecedented mul-
tiwavelength coverage of this field provides optical (Capak et al., 2007), ultra-violet (Zamojski
et al., 2007), near-infrared (McCracken et al., 2010), mid-infrared (Sanders et al., 2007, Ilbert
et al., 2009, Frayer et al., 2009) counterparts and spectroscopic redshift (Trump et al., 2009, Lilly
et al., 2007, 2009) (see Brusa et al., 2007, 2010, for a summary). For 79.2% of the sample spectro-
scopic redshifts are available, while the rest 18.3% of the sample has high quality photometric
redshifts (Salvato et al., 2009, 2011) reaching a total of 97.5% redshift completeness. The COS-
MOS sources span a redshift range 0.04 < z < 3.34, with a median redshift of 1.07.

Lockman Hole (LH) The Lockman Hole is one of the deepest XMM-Newton fields. The X-
ray catalog presented in Brunner et al. (2008) contains 92 sources detected in the Ultra Hard
Band and the optical counterparts are presented in Rovilos et al. (2011). Photometric redshifts
and previously unpublished spectroscopic redshifts are presented in Fotopoulou et al. (2012)
reaching 98.8% completeness. The Lockman Hole data set provides the faintest of the sources
detected with XMM, allowing to probe the faint end of the luminosity function at redshift
above 0.5. This dataset covers a redshift range of 0.118 < z < 3.41, with median redshift 1.192.
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Figure 4.3: Redshift histograms per field and for the combined sample. Black solid line: all
available redshifts, dashed gray line: spectroscopic redshifts, red dotted line: photometric red-
shifts.

Chandra Deep Field South (CDFS) We created the 5− 10 keV catalog in the CDFS using the
latest Chandra observations of 4Ms (Xue et al., 2011)1. We cross-correlated the 5-10 keV detected
sources with the available catalog in Xue et al. (2011) and found a counterpart for all the 97 de-
tections within 2”. We adopt from the Xue et al. (2011) X-ray catalog the counterparts and their
available redshifts keeping their ’best’ redshift column which is spectroscopic or photometric
for 100% of the sources. The inclusion of the CDFS data aids in populating the low luminosity
and high redshift range and at the same time combining it with LH - the other deep field -
we reduce the dependency of our results from cosmic variance. The redshift range covered by
CDFS is 0.12 < z < 5.25, with median redshift 1.5.

4.1.2 5-10 keV Benefit

X-ray spectra above 1 keV can be described adequately as a power law distribution:

Fx ∝ ν−Γ (4.1)

with Γ= 1.4− 1.6 for radio loud AGN and Γ= 1.8− 2.0 for radio-quiet AGN (Nandra and
Pounds, 1994, Reeves and Turner, 2000, Piconcelli et al., 2005, Page et al., 2005, Mateos et al.,
2005). Typically, absorption in the X-ray spectrum appears as a turn-over of the continuum

1The catalog was created by I. Georgantopoulos during a scientific visit at the University of Bologna
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Table 4.1: Field statistics summary

MAXI HBSS COSMOS LH CDFS total

Detections 37 67 246 92 97 502
Stars 0 2 1 2 0 5
zspec 37 62 194 50 72 378
zphot 0 0 45 38 25 108
no z 0 0 5 0 0 5

no identification 0 2 1 1 0 4
clusters 0 1 0 1 0 2

completeness 100% 96.8% 97.5% 98.8% 100% 98%
redshift range 0.003-0.186 0.02-1.482 0.04-3.34 0.118-3.41 0.12-5.25 0.02-5.25

z median 0.0172 0.32 1.07 1.192 1.5 1.05

Included in samplea 24 62 233 86 94 499
a Sources with 42 < Lx < 46 and 0.01 < z < 4.0

with the lower energy range being more absorbed (details on the photoelectric effect are given
in §1.4). In the case where X-ray spectra are not available, the count rates in the the soft
(0.5− 2 keV) and the hard (2− 10 keV) energy bands are used to quantify the absorption. The
ratio of the difference between these two energy bands over the total count rate is called the
hardness ratio, HR:

HR =
C(2− 10 keV)− C(0.5− 2 keV)
C(2− 10 keV) + C(0.5− 2 keV)

(4.2)

The HR serves only as a rough estimation of the intrinsic absorption of the source. In Fig. 4.4
(a), we show the comparison between HR and hydrogen column density NH for the sources
in our sample that have an estimated NH value from X-ray spectra (MAXI:Ueda et al. (2011)
and references therein, HBSS: Della Ceca et al. (2004), COSMOS: Mainieri et al. (2007, 2011), LH:
Mateos et al. (2005), CDFS: Tozzi et al. (2006)). Even though there is a rough correlation between
the two quantities, the scatter is large and is produced by the photon index (Γ) distribution of
the sources. In addition we see, how the HR can cause an erroneous estimation of NH value.
For example, a few of the sources in the HBSS sample (blue points in Fig. 4.4 (a)) which all
exhibit 20 < log NH < 21 would have been assigned log NH values as high as 23, if we would
use the rough correlation between HR and NH present in the plot.

In Fig. 4.4 (b), we give the NH as a function of redshift, for the sources for which this
information is available. We see that low redshift sources (z < 0.1) show small NH values,
while sources with z ∼ 1 show a wide distribution of NH values (21 < log NH < 24.5). The
true fraction of absorbed sources in the Universe is still an open question, and as we shall see
in what follows, the observed distribution in the sample can be explained to some extent from
selection effects.

Let us assume that the spectrum of an AGN can be described as a power law with pho-
ton index Γ = 1.9 absorbed by photoelectric absorption. Using the models zphabs*cutoffpl in
PyXspec2 we can calculate theoretical flux and count rate values for different NH and redshift

2PyXspec is a Python interface to Xspec (Arnaud, 1996)
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(a) (b)

Figure 4.4: (a) HR (HR versus hydrogen column density (NH)). There is a large scatter in the
correlation between the two quantities. (b) Hydrogen column density (NH) as a function of
redshift. Selection effects are responsible for the lack of objects with high NH at low redshifts.

values. In Fig. 4.5 we plot the expected HR for several NH values and redshift (blue lines, left
hand side axis). The points in this figure correspond to the four fields used in this work (filled
circles: HBSS, gray squares: XMM-COSMOS, empty circles: LH, triangles: CDFS). We exclude
the MAXI sample from this plot since the soft band flux is not available. Fortunately, for this
survey, all the NH values are known and only two sources have column density higher than
1023cm−2 (Fig. 4.4, (b)) . We immediately notice that with this crude estimation, the majority of
the sources has NH below 1023cm−2 at any redshift.

On the other hand, if we plot the fraction of the observed flux over the intrinsic flux in the
5− 10 keV band for NH = 1023, 5 1023, 1024cm−2 (red lines, right hand side axis), we clearly see
that even for NH = 1023cm−2 the flux lost from absorption is never more that 20%. Moreover,
for sources with higher hydrogen column density (e.g. 5 1023cm−2), the flux lost is less than
20% at redshifts higher than ≈ 1.2, while for the extreme case of NH = 1024cm−2 the flux lost
is less than 20% at redshifts higher than ≈ 1.6.

If we do not correct for absorption, the affected objects will be those lying at z=0-1.6 with
NH > 1023cm−2 (shaded area), which are only 30 out of 499 objects3 (6.4%). This small fraction
of objects will not affect the result of the luminosity function, as at those redshift bins the
majority of the objects are unabsorbed (HR < −0.3). Thus, in order to avoid the ambiguity of
the NH determination from HRs, we do not to correct for the absorption and assume that the
spectrum of an AGN can be described adequately as a power law with photon index Γ = 1.9.

3Including the two MAXI sources.
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4.1.3 5-10 keV Limitation
The current X-ray observatories, namely XMM-Newton and Chandra, are less sensitive to en-
ergies above 5 keV. This fact means that only bright sources are detected in the 5− 10 keV
energy band since typically the detection limit in the 5-10 keV is an order of magnitude higher
compared to the 0.5− 2 keV energy band. Consequently, in this work we do not include in
this AGN evolution study very faint sources. Works on the deepest X-ray fields show that the
faint population has the same characteristics in the X-rays as the brighter population. Even
though there are interesting cases on an individual source basis, we do not expect differences
in a study of the global population as it has been demonstrated that the 5− 10 keV does not
select a special AGN population (Della Ceca et al., 2008). Nevertheless, the lack of very faint
objects sampling high redshift and low luminosity bins might introduce bias in the determi-
nation of the faint end of the luminosity function. We will return to this point during in the
discussion (§4.4).

4.2 Modeling the Luminosity Function

Many models have been proposed and used over the years to describe the evolution of the
luminosity function4 with redshift with gradually increasing complexity. Early modeling at-
tempts of the X-ray luminosity function identified the local AGN sample (z ∼ 0) to follow a
power law distribution with a turn over at low luminosities (Maccacaro et al., 1983, 1984):

dΦ(Lx, z = 0)
d log Lx

=
A

( Lx
L?

)γ1 + ( Lx
L?

)γ2
(4.3)

where, Lx, is the luminosity at which the ‘break’ occurs and, γ1 and γ2 the slopes of the power
law distributions below and above Lx.

As more numerous samples of AGN became available including fainter sources, it was
evident that the AGN luminosity function was evolving strongly with redshift up to z ∼ 1.6
and then evolving less prominently (i.e. Boyle et al., 1994, Page et al., 1996, Jones et al., 1997).
The behavior of the evolution was unclear and the models most commonly tested were the
Pure Luminosity Evolution (PLE) which assumes that only the luminosity of AGN is changing
with time and the Pure Density Evolution (PDE) which assumes that only the number density
of AGN is changing with time. With the aid of modern X-ray observatories (ROSAT, XMM-
Newton, Chandra), the luminosity function of AGN seems to be more complicated than the
simple PLE and PDE models, with the evolution after some critical redshift not only stopping
but potentially becoming negative.

Nowadays, the model used to describe the evolution is mainly the Luminosity Dependent
Density Evolution (Miyaji et al., 2000), which describes the changes in the number density of
AGN allowing also for separate evolution between faint and bright objects. A combination
of PLE and PDE, namely the Independent Luminosity and Density Evolution (ILDE) was used in
Yencho et al. (2009) to describe the evolution of AGN below redshift z=1.2, therefore excluding
in the formalization the critical redshift, zc, after which the evolution changes dramatically. A
more general version of the ILDE, the Luminosity And Density Evolution (LADE) was introduced
in Aird et al. (2010), which - as the name suggests - allows for evolution in luminosity and
number density simultaneously. This model includes a critical redshift (zc) value after which
the rate of the evolution changes.

4The luminosity function, introduced in §1.5.2, gives the number of objects per unit comoving volume per unit
luminosity.
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Figure 4.6: Comparison of common AGN luminosity function evolutionary models. Models
computed using fictitious evolutionary parameters to demonstrate the qualitative difference in
evolution. The color scale shows the evolution of each model with redshift ranging from z=0
(black) to z=3 (red). The critical redshift is chosen zc = 1.8 (bright green) for all models.

Fig. 4.6 shows a visual overview of the evolutionary models PLE, PDE, ILDE, LADE and
LDDE. In these plots, we give the differential luminosity function versus luminosity computed
at several redshifts given by the color scale. The models were computed using fictitious param-
eters to demonstrate the qualitative difference in the evolution. The critical redshift is chosen
to be zc = 1.8 for all models. In the rest of this section, we give the mathematical formula de-
scribing each model and a brief description connecting the evolutionary schemes to the AGN
physics.

Pure Luminosity Evolution – PLE

The PLE model was one of the first examined (Schmidt, 1968). The physical interpretation of
this model is that AGN luminosities change with time, but the total number of AGN remains
constant. As seen from Figure 4.6, the PLE model is apparent as a shift of the luminosity
function from higher to lower luminosities when moving from higher to lower redshift. Since
the shape of the luminosity function is assumed to remain the same, this would be interpreted
as a change in luminosity of the global AGN population. The evolution is most commonly
expressed as:

dφ(L, z)
d log Lx

=
dφ(L/e(z), z = 0)

d log Lx
(4.4)
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with,

e(z) =

{
(1 + z)p1 z ≤ zc

(1 + zc)p1 · ( 1+z
1+zc

)p2 z ≥ zc
(4.5)

where zc the redshift after which the evolution, e(z), changes behavior and also follows a bro-
ken power law distribution with slopes dependent on p1 and p2.

Pure Density Evolution – PDE

The PDE model was also examined in the very early studies of luminosity function evolution
(Schmidt, 1968). The physical interpretation of this model is that AGN change in numbers,
but their luminosities remain constant. This would be possible if the transition from active
to inactive phase and vice versa would be rapid and thus, hardly observable. This evolution
would appear as a change in the normalization of the luminosity function (see Fig. 4.6). PDE
is expressed as:

dφ(L, z)
d log Lx

=
dφ(L, z = 0)

d log Lx
· e(z) (4.6)

with, the evolutionary factor, e(z) given by eq. 4.5.

Independent Luminosity Density Evolution – ILDE

The Independent Luminosity Density Evolution was used by Yencho et al. (2009) to describe
the evolution of AGN for redshifts below z=1.2. This model postulates that there is a simul-
taneous change of the luminosity and number of AGN. Since this model is confined below
redshift z<1.2, no critical redshift value was introduced.

dφ(L, z)
d log Lx

=
dφ(L/eL(z), z = 0)

d log Lx
eD(z) (4.7)

with,
eL(z) = (1 + z)pL and ed(z) = (1 + z)pD (4.8)

similarly to the PLE (eq. 4.5) and PDE (eq. 4.6) models below zc.

Luminosity And Density Evolution – LADE

The Luminosity and Density Evolution was introduced by (Aird et al., 2010). This model allows
for evolution in the luminosity function both in luminosity and number density, but with the
inclusion of a critical redshift value.

dφ(L, z)
d log Lx

=
dφ(L/eL(z), z = 0)

d log Lx
· ed(z) (4.9)

with the evolution in redshift and number density respectively,

eL(z) = (
1 + zc

1 + z
)p1 + (

1 + zc

1 + z
)p2 and ed(z) = A · 10d(1+z) (4.10)

We point out that in the formalization given in the Aird et al. (2010) there was an inconsistency.
The term describing the luminosity evolution, eL(z) was not properly normalized at z=0. This
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might result in a misinterpretation of the z=0 luminosity function parameters. Typically the
models used in the literature are normalized at z=0, so that the parameters deduced for Lx,
γ1, γ2 and, A can be inserted in eq. 4.3 and the z=0 luminosity function is reproduced. The
correct computation of the LADE model at z=0 requires that either eq. 4.9 is used, or that the
parameter Lx in eq. 4.3 is multiplied by the factor (1 + zc)p1 + (1 + zc)

p
2 .

Luminosity Dependent Density Evolution – LDDE

The Luminosity Dependent Density Evolution was introduced by Miyaji et al. (2000) to de-
scribe the Soft X-ray luminosity function of type 1 (unabsorbed) AGN and has been used
extensively ever since. This more complex model encapsulates the physics that the number
density of AGN changes, but since the evolution of bright and low luminosity AGN exhibits
different timescales, the critical redshift, zc, depends on the luminosity.

Hopkins et al. (2006) interpreted the AGN luminosity function in terms of quasar lifetimes
and found good agreement of their simulations with the LDDE modeling and relevant ob-
servations. They claim that the observed break in the luminosity function corresponds to the
maximum of the peak luminosity distributions of quasars at a certain redshift. The bright end
of the luminosity function is populated by those quasars that emit at their peak luminosity,
while the faint end is populated by the quasars that emit at lower luminosities. In their model-
ing, quasars spend the majority of their lifetime below their peak luminosity while at the same
time, more luminous objects will transit to a less luminous stage faster than the objects with
lower peak luminosity. This implies that the slope of the faint end luminosity function is flatter
at higher redshift.

In this work we are using the formalization introduced by Ueda et al. (2003):

dφ(L, z)
d log Lx

=
dφ(L, z = 0)

d log Lx
· e(L, z) (4.11)

with,

e(L, z) =

{
(1 + z)p1 z ≤ zc(L)
(1 + zc)p1 · ( 1+z

1+zc
)p2 z ≥ zc(L)

(4.12)

and

zc(L) =

{
z∗c L ≥ La

z∗c · ( L
La

)a L < La
(4.13)

We express the evolution factor e(L, z) of eq. 4.12 as:

e(z, Lx) =
(1 + zc)p1 + (1 + zc)p2

( 1+z
1+zc )

−p1 + ( 1+z
1+zc )

−p2
(4.14)

with zc defined as in eq. 4.13. This formula is equivalent to the Ueda et al. (2003) evolution
factor creating a smooth transition of the XLF before and after the critical redshift. Additionally,
it is normalized correctly at redshift zero.

4.3 The 5-10 keV Luminosity Function

In this section, we present our results from the computation of the luminosity function. First
we show binned estimates of the luminosity function based on the 1/Vmax method, which is a
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model independent estimation of the luminosity function and its evolution. Then, we test all
of the aforementioned models and select the model that describes best our dataset based on
the Akaike Information Criterion and Bayesian model selection. Both of the selection criteria,
identify the same model as the best parametrization of our dataset, namely the LDDE.

4.3.1 1/Vmax

The 1/Vmax method (Schmidt, 1968) has been used widely in the literature to estimate the lu-
minosity function of AGN (described in detail in §1.5.2). The advantage of this method is
that the estimation is independent of any assumption for the underlying model. When a siz-
able sample of AGN is used, the computation of the luminosity function in thin redshift bins
is powerful in revealing the presence of evolution and roughly its shape. Nevertheless, the
method as introduced by Schmidt (1968), might overestimate the maximum accessible volume
in the luminosity-redshift bins truncated by the sample’s flux limit. Page and Carrera (2000)
showed that a better estimation of the luminosity function is given by:

dΦ(L, z)
d log L

=
n∫ log Lmax

log Lmin

∫ zmax(L)
zmin

dV
dz dz d log L

(4.15)

where, n, is the number of AGN in the bin [Lmin, Lmax], and [zmin, zzmax(L)]. The value zmax(L)
corresponds to the maximum redshift up to which the n sources would be still present in the
sample and it is either the maximum redshift of the redshift bin or it is given by the flux limit.

Fig. 4.7 shows the result of the 1/Vmax method (points) while the lines plotted serve only
as guides to the eye. Actual model estimations will be presented in subsequent sections. The
main outcome of this method is that the luminosity function in the 5-10 keV follows a broken
power law distribution at low redshift (e.g z=0.20, dark blue points). As we trace the evolution
at higher redshifts, we see that the luminosity function has a complicated behavior beyond
redshift z=1.5. There is a sharp change in the evolution which at these redshifts is neither
consistent with the PLE behavior, nor with the PDE behavior which would appear as a shift
along the x and y axes respectively.

4.3.2 Maximum Likelihood Estimation
Maximum Likelihood Estimation (MLE) is a model parameter estimation method commonly
used in the literature to specify the best fit parameters of models, among which is the lumi-
nosity function. The probability of observing an AGN with luminosity between [L, L+dL] and
redshift between [z, z+dz] is in general given by:

p(L, z) =
1
N

φ(L, z)
dV
dz

(4.16)

where, N, the total number of AGN in the Universe, φ(L, z) the luminosity function and, dV/dz
the comoving volume. Treating the observation of n sources out of the available N AGN in
the Universe as a Poisson process (applicable in the limit n/N �) (Marshall et al., 1983) the
likelihood of observing n sources is given by:

lnL(L, z) =
n

∑
i

ln
∫ ∫

φ(zi, LogLi)
dV
dz

p(log Lx)p(z)d log Lxdz

−
∫ ∫

φ(z, LogL)Ω(z, LogL)
dVc

dz
dzdLogL

(4.17)
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Figure 4.7: Binned estimates of the AGN luminosity function and its evolution. The 1/Vmax
method shows that the luminosity function at low redshifts is to a good approximation a bro-
ken power law, while at higher redshifts a complicated evolution is present. The lines are not
fit to the data, but only serve as guides to the eye.
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Figure 4.8: MLE results for all the models fitted to the 5-10 keV AGN dataset. The model
parameters are given in Table 4.2

where p(log Lx), p(z) the uncertainties on the flux and redshift, respectively.
It is computationally more attractive to find the minimum of the logarithm of the likelihood.

Therefore, is usual to determine the parameters that minimize the function:

S = −2 lnL (4.18)

The factor "2" is introduced to create an equivalence of the uncertainty estimates to those cal-
culated from least squares method.

In this work, we assume that the error in the X-ray flux is described by a gaussian5. For
the uncertainties in spectroscopic redshifts, since we do not have an error estimation for the
majority of the sources, we adopt a conservative value for the uncertainty of 0.01. For the
photometric redshifts for the COSMOS and the Lockman Hole samples, we use the probability
distribution function calculated with LePhare during the photometric redshift estimation.

To determine the parameters which minimize eq. (4.18) and hence maximize the likelihood,
we use the code MINUIT (James and Roos, 1975) widely used in high energy physics, through
the python interface, pyMinuit6. In Table 4.2 we give the maximum likelihood parameters for
all models and their 1-σ errors as determined in MINUIT. We also give the estimated distance
to the minimum (edm), which provides an estimation of the quality of the fit7.

A first glance of the fitted models (Fig. 4.8) might lead to the conclusion that the models
show large discrepancies. As we show in Appendix A, comparing the Bayesian results to the
model-independent 1/Vmax method, this is not true. Nevertheless, there are a few features

5None of our sources have less than 15 counts
6http://code.google.com/p/pyminuit/
7Large edm value points to untrustworthy fit.
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Table 4.2: Maximum Likelihood Parameter Estimation

Parameter Model

PLE PDE ILDE LADE LDDE

log L0 42.97±0.10 44.26±0.07 42.81±0.12 44.42±0.10 44.63±0.13
γ1 0.13±0.10 0.63±0.05 0.09±0.11 -0.03±0.13 1.40±0.07
γ2 2.21±0.11 2.92±0.20 2.16±0.10 2.04±0.10 3.4±0.4
p1 2.75±0.13 4.07±0.22 2.74±0.20 -1.3±0.9 4.89±0.28
p2 -0.15±0.26 0.04±0.23 -1.21±0.26 3.56±0.25 -3.8±0.6
zc 1.526±0.006 1.031±0.008 ..... 2.3±0.3 2.03±0.14

log Lα ..... ..... ..... ..... 43.85±0.06
α ..... ..... ..... ..... 0.55±0.06
d ..... ..... ..... -0.23±0.05 .....

log A -4.51±0.10 -6.24±0.11 -4.08±0.14 -3.83±0.16 -7.45±0.29

edma 1.53e-07 1.28e-06 1.58e-07 2.93e-06 2.28e-07
AICi-AICLDDE 129 286 189 110 0
a Estimated Distance to the Minimum
a Covariance matrices for all the models are found in Appendix A

that should be pointed out. First, the ILDE model, even though it does not contain a zc value
after which the evolution changes, can effectively mimic this behavior with the combination of
positive luminosity evolution and simultaneous negative density evolution. Additionally, the
LDDE model shows at high redshift a curvature in the faint end power law. This shape is due
to the dependence of the zc on the luminosity, which is defined to be a sigmoidal function (eq.
4.13). We will return to the discussion of the results in §4.4.

AIC Model Selection Even though the maximization of the likelihood does not provide us
with absolute goodness of fit estimation, we can make and educated guess on which is the best
fit model using the Akaike Information Criterion (AIC, Akaike, 1974).

The AIC, selects the model with the least information loss, penalizing the model with the
higher number of free parameters. Therefore, it incorporates the Occam’s razor principle ac-
cording to which among two equally plausible explanations, the simplest one is preferred. The
AIC is given by:

AIC = 2k− 2 ln L (4.19)

where, k, is the number of parameters present in the model and, L, the maximum likelihood
value. According to this criterion the preferred model having the least AIC value is the LDDE.
In Table 4.2, we give the difference between the AIC value of each model and the LDDE, AICi-
AICLDDE. Since all other models show large AICi − AICLDDE values, the only acceptable
model is the LDDE according to the AIC criterion.

4.3.3 Bayesian Analysis

An alternative approach in performing inference, is Bayesian analysis. According to Bayes’
theorem the probability, p(θ|D, M), of the model parameters θ, given the observed data, D,
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and the model M, is proportional to the probability, p(θ|M), of prior knowledge on the model
parameters θ, times the probability, p(D|θ, M), to observe the data, D, under the given model,
M, and set of model parameters θ. The term p(θ|D, M), is called the posterior and gives us the
probability distribution of the model parameters. Expressing Bayes’ theorem in mathematical
terms:

p(θ|D, M) =
p(θ|M)p(D|θ, M)∫
p(θ|M)p(D|θ, M)dθ

(4.20)

where p(D|θ, M) is also called the likelihood function for a given model. The denominator of eq.
4.20, is independent on the model parameters, and is called the evidence. This term is used to
select the model that describes best the dataset. We point the interested reader to Kelly et al.
(2008) for in depth discussion on Bayesian analysis of the luminosity function.

Combining eq. 4.17, which describes the likelihood to observe a sample of n AGN with
luminosities, {Li}, and redshifts, {zi}, with prior information on the model parameters, we
can perform Bayesian analysis. It is often argued that Bayesian analysis is not objective due
to the presence of priors. Nevertheless, if enough information is present in the data and the
likelihood, the prior information is of minor importance. This can be seen in the cases where the
final probability distribution of a model parameter is significantly different from the initially
assumed prior. In this work we are using flat (non-informative) distributions of priors for
all parameters. The reason for this choice is that the expected range for each parameter is
known by previous works of luminosity functions in the 2− 10 keV band, but we do not wish
to assume any shape for the distribution of the parameters.

The method we used to explore the posterior is the Markov Chain Monte Carlo (MCMC). Very
briefly, the MCMC algorithm is sampling the parameter space of the posterior preferentially
towards values of larger likelihood. If we start from an initial value, θ0, then a random set of
θi is proposed according to the prior information. If this new set of parameters corresponds
to higher likelihood value, then this proposal is accepted and the procedure continues with a
new proposed value θi. If the new set of parameters corresponds to lower likelihood value,
the proposal is accepted with probability 30%. This happens in order to allow the chain to
explore the posterior less strictly, and discover features such as additional modes, in case they
are present. The algorithm continues indefinitely, until a stopping criterion is matched. In our
case, the stopping criterion is the maximum number of iterations. Using PyMultinest8 (Feroz
et al., 2009) we verified that the posterior is unimodal. It is then justified to used one long
chain of MCMC samples and assume that if the chain is long enough, that the procedure will
converge to the maximum.

To perform Bayesian analysis we used APEMoST, a FORTRAN Markov Chain Monte Carlo
(MCMC) code which has available a Python wrapper8.As starting point for the MCMC we used
the MLE best parameters. Setting the prior ranges for the parameters, we allowed the code to
calibrate the step-width in order to reach acceptance rate of the order 0.3. It is important to
allow the Markov Chain to perform enough steps, so as to reach roughly the correct parameter
space close to the peak of the likelihood of the posterior. Therefore, is typical to ignore the
first part of the iteration procedure, called burn in iterations. After 104 burn in iterations, we
obtain 105 draws from the posterior. These draws can be viewed as a random, representative
sample of the posterior around its maximum. Thus we can use them to infer the properties of
the posterior.

Bayesian Model Selection As discussed in the previous section, the denominator of eq. 4.20,
is often called the evidence. Higher value of Bayesian evidence is the criterion which gives the

8https://github.com/JohannesBuchner/PyMultiNest
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Table 4.3: Bayesian Evidence

Model
PLE PDE ILDE LADE LDDE

∆ Evidence 66.09 114.42 96.78 57.46 0.0

Table 4.4: LDDE - MCMC Parameter Estimation

Parameter Prior Interval Mean Standard Min – Max
Deviation

L0 40.0 – 46.0 44.58 0.09 44.34 – 44.83
γ1 -1.0 – 3.0 1.38 0.05 1.23 – 1.53
γ2 1.5 – 6.0 3.30 0.29 2.54 – 4.94
p1 3.0 – 7.0 4.84 0.19 4.15 – 5.51
p2 -6.0 – -1.0 -3.8 0.5 -5.95 – -2.25
zc 0.5 – 3.5 2.05 0.10 1.68 – 2.43
La 40.0 – 46.0 43.85 0.05 43.68 – 44.05
α 0.0 – 1.0 0.55 0.04 0.41 – 0.73
A -9.0 – -4.0 -7.33 0.18 -7.87 – -6.89

preferred model that describes best the dataset. The code used here, APEMoST, provides the
Bayesian evidence for each of the models tested. The LDDE model shows the highest evidence
and in Table 4.3 we provide the difference of the evidence between the LDDE and the other
models. Given the large difference in the evidence, we accept the LDDE model as the one
describing best our dataset, under the assumed priors. Note that in the MCMC, we use eq.
4.17, hence the factor of two difference between the Bayesian evidence and the AIC results.

In Table 4.4 we summarize the MCMC result for the LDDE model. We report for each pa-
rameter the prior interval, the mean value, the standrard deviation, and the minimum and
maximum values. In Fig. 4.9 we plot the marginal distribution for each parameter, comparing
the result obtained with MLE and with the Bayesian approach. The gray shaded area depicts
the probability function, the solid vertical line marks the mean parameter value and the black
bell shaped line shows the best gaussian representation for each parameter. Similarly, the blue
gaussian is the estimated MLE parameter value, also shown as an empty circle above the dis-
tribution with the 1-σ error. It is evident from this plot that the MLE and Bayesian analysis give
consistent results for the best fit parameters. Nevertheless, using MCMC to explore the poste-
rior we have the added benefit of determining the shape of the probability distribution around
the best fit value, without having to make assumptions on its shape. For the sample used in
this work the uncertainties on the model parameters do not follow a gaussian distribution for
the break luminosity, L0, and the normalization, A. It is also interesting to see, that for this
particular model, the MLE values of L0, fl1, fl2 and A, were local minima.

In Fig. 4.10 we plot the differential luminosity function for several redshift bins. The black
points are the result of the 1/Vmax method. Since it is an independent method, it serves as a
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Figure 4.9: Marginal probability distribution function for LDDE parameters. The solid vertical
line is the mean value from the MCMC simulation. The bell shaped line is the best gaussian
representation of the distribution, black: bayesian analysis, blue: MLE result. The MLE result
is also represented as an empty circle along with the 1-σ error above the distribution. The mean
and standard deviation of the bayesian result are given in Table 4.4

69



sanity check for our fitting result. The dashed black line is the luminosity function computed at
redshift zero, using the most probable parameters. The solid black line is drawn using the most
probable parameters at the median redshift of the dataset in each redshift bin, while the gray
shaded area encloses 99% probability of the differential luminosity function, dφ/dlogLx. To
determine this area, we compute dφ/dlogLx in each redshift bin for 40 values of the luminosity,
Lx, for all the 105 draws from the posterior. In this way, we incorporate naturally the true shape
of the uncertainties for all parameters.

4.4 Discussion

4.4.1 Model Comparison

In Appendix A, we present in detail the results from the parameter estimation procedures of the
models discussed here. More specifically, we give the best parameters according to MLE and
their covariance matrix, a summary of the Bayesian parameter estimation similar to Table 4.4,
and we also plot similarly to Fig. 4.9 and Fig. 4.10 the marginal distribution of the parameters
and the differential luminosity function for nine redshift bins in comparison with the 1/Vmax
results. These plots reveal that the seemingly large discrepancies we pointed out in §4.3.2, are
consistent with the binned estimates of the 1/Vmax method. Thus, it is hard to distinguish the
model that describes best the evolution simply using the 1/Vmax method. Elaborate selection
criteria must be used, such as the AIC and Bayesian model selection that were used here.

Our modeling shows that the 5-10 keV AGN luminosity function is best represented by the
Luminosity Dependent Density Evolution - LDDE model. This result is in agreement with previ-
ous studies in the Soft X-ray energy band 0.5− 2 keV (Miyaji et al., 2000, Hasinger et al., 2005,
Ebrero et al., 2009) and studies in the 2− 10 keV (Ueda et al., 2003, La Franca et al., 2005, Silver-
man et al., 2008, Ebrero et al., 2009, Yencho et al., 2009). Aird et al. (2010) used the PLE, LDDE
and, LADE models to describe their 2− 10 keV AGN sample and found only little evidence
to prefer the more complicated LDDE model over the simpler LADE model, thus conclud-
ing that the LADE model is adequate to describe the AGN evolution. On the contrary, in this
work we find strong evidence to prefer the LDDE model over every other simpler model tested
here. Thus we conclude that the best description of the luminosity function is achieved with
the LDDE model, although a caveat in the interpretation must be considered (see following
subsection).

4.4.2 Malmquist Bias and Cosmic Variance

In §4.3.2, we noted the curved shape of the faint end of the luminosity function, present in
the LDDE model. This shape is due to eq. 4.13 and is present in the luminosity function
for certain combination of parameters. Since this model has the most degrees of freedom, it
adjusts more easily even to subtle changes in the dataset. The drop of the luminosity function
at low luminosities and high redshifts, drives the model to change the slope of the faint end
dramatically and thus, creating this curved feature.

The reason for the change in faint end slope, can be either physical (see also §4.2) describing
the intrinsic AGN peak emission luminosity of AGN at this redshifts, or it can either be an ar-
tifact in the dataset. Such an artifact can be introduced in cases were the faint AGN population
is underrepresented in the sample due to the fact that fainter objects (virtually corresponding
to high redshift and low luminosity) are more difficult to be detected, also known as Malmquist
Bias. Ideally, since the luminosity function is a volume weighted function, this bias should not

70



�8

�6

�4
15

24

15

0.01<z<0.2

6
1120

9
10

2

0.2<z<0.5

11

1417

11

2

0.5<z<0.7

�8

�6

�4

L
og

[d

�

/
d
L
og
L
x
/
(M

p
c�

3
)]

9
2035

4

3

0.7<z<1.0

10
17

29

8

5

1.0<z<1.3

4 11
33

14

3

1.3<z<1.6

42 43 44 45 46

�8

�6

�4 3 6 14
27

3

1.6<z<2.0

42 43 44 45 46
Log[Lx/(erg/sec)]

3 12

13
23

2.0<z<3.0

42 43 44 45 46

2 8

8

3.0<z<4.0

Figure 4.10: Differential luminosity function versus luminosity for different redshift bins. The
number of sources in each bin is given on the top-right of each point.
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Figure 4.11: Number density as a function of redshift, for different luminosity bins. We find a
strong decrease in number density for sources with 42 < log Lx < 43 above z ∼ 0.7.

affect the result. The other possibility for a sudden change in the dataset, is Cosmic Variance.
The lowest luminosity bins at redshifts above 2, include only sources from our deepest avail-
able field, the CDFS. It is possible, that the objects in our sample are not representing the global
AGN population properly, since they are observed in a very small area on the sky. The latter
effect can be corrected if we populated this area of the luminosity - redshift plane better, with
the inclusion of an equally deep field. The last possibility that might affect the result, is that at
those redshift bins, the photometric redshift estimations are less accurate and therefore, there
might be catastrophic outliers9 present which bias our result, even though we used the full
probability distribution of the photometric redshifts to avoid this possibility.

4.4.3 AGN number density

One of the important results of the estimation of the luminosity function is the determination
of the number density of AGN across the cosmic time for given luminosity bins (Fig. 4.11).
As previous works have shown (e.g. Miyaji et al., 2000, Ueda et al., 2003, Hasinger et al., 2005,

9Catastrophic outliers are called sources with wrong photometric redshift estimations. See also §3.1.2
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Figure 4.12: High-z comparison between number density of AGN in the 2-10 keV band from
Civano et al. (2011) (points) and expected number density from our best fit in the 5-10 keV band,
transformed to 2-10 keV (gray area, black line). Red points correspond to Chandra sources,
green points to XMM sources (Brusa et al., 2009) (for details see Civano et al., 2011, points
courtesy of F. Civano.)

Ebrero et al., 2009, Aird et al., 2010), we all also find that the number density of more luminous
AGN peaks at earlier epochs, demonstrating the cosmic downsizing of supermassive black
holes.

Additionally, we find a strong decrease in number density for sources with 42 < log Lx < 43
above z ∼ 0.7, in accordance with the modeling of quasar lights curves of Hopkins et al. (2006).
Usually, hard selected samples do not include sources within this redshift range. These sources
are introduced in our sample by the inclusion of the MAXI and HBSS sources. The only pre-
vious work that contains sources in this luminosity and redshift range is Yencho et al. (2009),
which report a shallower decrease of the number density with redshift.

COSMOS high-z X-ray sample

Recent works on the highest redshift X-ray detected AGN (Brusa et al., 2009, Civano et al.,
2011), demonstrate that there is a decrease in the number density of AGN beyond redshift
3 for log Lx > 43. This is behavior is present in our modeling as our sample extends up to
redshift four, at luminosities up to log Lx ∼ 44 (Fig. 4.12). Nevertheless, this is the area of
uncertainty in our sample. As discussed in the previous section, this area might be biased due
to Cosmic Variance. This result is worth investigating further in future work, with the inclusion
of additional deep X-ray field and/or additional AGN selection criteria.

Extrapolating our result at higher luminosities and higher redshifts, there is an offset be-
tween the observed number density in the COSMOS field and our modeling but they agree
within the uncertainties. As we will see in Chapter 5, the extrapolation of the luminosity func-
tion beyond its range of validity can lead to discrepancies and should be interpreted carefully.
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Figure 4.13: Comparison between the current fit presented in this chapter and the high-z pre-
selected sample of Aird et al. (2010). The red triangles are the color selected sample used in
Aird et al. (2010) to constrain the high-z AGN luminosity function. The open circles represent
the X-ray detected sources that have not been used for their fitting. The solid line is the result
from our fit, using the values from Table 4.4. The gray shaded area encompasses 99% credible
interval. The hatched area for luminosities below log Lx < 43.6 represents the flux limit of our
sample at redshift (z > 2). Points courtesy of J. Aird.

High-z color pre-selected sample

In Aird et al. (2010), the authors try to estimate the 2-10 keV luminosity function from a collec-
tion of X-ray fields. The recognize that the photometric redshifts available to them, suffer from
systematic problems. In order to identify a clean sample and constrain the high 2-10 keV lumi-
nosity function at high redshifts (z > 2), they create a pre-selection criterion based on optical
colors which they then apply to the X-detected sample.

With this pre-selection, they aim to keep only objects in the sample that are truly at high
redshift, incorporating at the same time their selection criterion into the modeling of the lumi-
nosity function. During their modeling, they tested the PLE, LADE, and LDDE evolutionary
models. The evidence for the LDDE are only marginally higher that the simpler LADE and
they conclude that there is no need for a more complicated evolution to be introduced.

In Figure 4.13 we give a comparison between the high redshift color pre-selected sample
used in Aird et al. (2010) with our best model calculated at redshifts 2.25 and 3, respectively.
The gray shaded area is the result of our modeling of the 5-10 keV luminosity function. The
empty circles, denote the purely X-ray selected sample from Aird et al. (2010), while the red
triangles are the color pre-selected X-ray sources which were used to constrain the evolution
of the luminosity function at high redshift. The hatched area represents the flux limit of our
sample. Focusing at the bright end of the luminosity function, we see that our result agrees
well with their X-ray selected sample (empty circles), while small discrepancies are present
comparing to the color pre-selected sample (red triangles). Even though, the break luminosity
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in our modeling shows a sharp edge introduced probably by Cosmic Variance, the binned
estimates from Aird et al. (2010) still fall within the 99% credible interval of our result, above
our flux limit. Below our flux limit, where we have to extrapolate our result, there is large
disagreement which is due to the fact that our 5-10 keV selected sample, does not contain
sources as faint as in the 2-10 keV and 0.2-5 keV X-ray bands, used to create the sample of Aird
et al. (2010).

4.5 Conclusions

Using the most recent X-ray observations from MAXI, HBSS, COSMOS, LH and CDFS in the
Ultra Hard X-ray band 5− 10 keV, we compile a sample of 499 AGN with 98% redshift com-
pleteness. Our sample contains 79% spectroscopic redshifts, while the rest 21% are very accu-
rate photometric redshifts estimations from the fields COSMOS, LH and, CDFS. Studying this
energy range, we avoid the potentially absorbed part of the spectrum for common NH values,
effectively avoiding any assumptions on otherwise necessary corrections to retrieve intrinsic
X-ray luminosities.

Deriving the best fit parameters for the luminosity function using several different methods
(1/Vmax, Maximum Likelihood Estimation, Bayesian analysis), we exclude the possibility that
the different results obtained by various authors are due to the chosen parameter estimation
procedure. We select the best model using two best model selection methods, namely the
Akaike Infromation Criterion (AIC) and Bayesian evidence.

Given the models considered here and the current dataset, both selection methods identify
as the preferred model the Luminosity Dependent Density Evolution (LDDE). The preferred
solution, demonstrates a decrease in AGN number density with redshift after the peak number
density for each luminosity bin. This behavior is steeper to what was previously observed in
luminosity function estimations in the literature at higher redshifts and it is similar to number
density estimations in the COSMOS high-z sample. We find that given the large uncertainties
in luminosity function estimations, and especially when the fit is extrapolated beyond its range
of validity, our results is in reasonable agreement with previous estimations at the high redshift
Universe.

In order to improve our estimation and lift possible biases, future work regarding our result,
will include an additional deep X-ray field, namely the Chandra Deep Field North (CDFN).
More general, future work on the luminosity function should most definitely include the un-
certainty distribution of the sources both on the redshifts and X-ray fluxes, especially when
photometric redshifts are used. We find the faint end of the luminosity function at high redshift
in the 2− 10 keV is still uncertain, even though efforts have been taken towards this estimation
(i.e. Yencho et al., 2009, Brusa et al., 2009, Aird et al., 2008, 2010, Civano et al., 2011). Future
surveys planned, such as the extended coverage of the COSMOS field with the Chandra X-
ray observatory and of course the all sky survey by eROSITA, will provide an unprecedented
number of sources thus allowing a better determination of the AGN X-ray luminosity function.

75



76



CHAPTER 5

2− 10 keV meta-Luminosity Function

Estimating the X-ray Luminosity Function of Active Galactic Nuclei (AGN) has been a long
standing goal for many decades. First observations revealed a strong change of the luminosity
function of AGN up to some critical redshift value, zc, after which the evolution has an elusive
behavior. Nowadays, the dependence of the number density of AGN on both luminosity and
redshift is generally accepted, but the details of the dependence remain under debate. There are
many challenges associated to the estimation of a luminosity function which we encountered in
the previous Chapter: i) unidentified X-ray sources, ii) incomplete and/or inaccurate redshift
estimations which are particularly important at 1 < z < 2 where the spectroscopic redshift
determination is primarily possible from near infra-red observations while at the same redshift
range photometric redshift estimations suffer from confusion due to degeneracies potentially
leading to wrong redshift solutions, iii) flux absorption corrections and so forth. Usually, the
most up to date samples contain fainter X-ray sources, thus reaching high redshift and low
luminosity sources, and more accurate redshift estimations. Additionally, correction factors
are estimated and applied to cure redshift incompleteness and intrinsic X-ray absorption.

In §4.2, we gave a detailed description of the models commonly used in the literature to de-
scribe the AGN X-ray luminosity function. Briefly, the Pure Luminosity Evolution (PLE, Schmidt,
1968) and Pure Density Evolution (PDE, Schmidt, 1968) are the simplest models considered, al-
lowing for changes either with respect to luminosity or with respect to the normalization of the
luminosity function. The more elaborate Luminosity Dependent Density Evolution (LDDE, Miyaji
et al., 2000) allows for evolution in the normalization of the luminosity function, dependent
on the luminosity. More recently, two models proposed namely the Independent Luminosity and
Density Evolution (ILDE, Yencho et al., 2009) and the Luminosity And Density Evolution (LADE,
Aird et al., 2010), incorporate a simultaneous evolution in luminosity and in normalization of
the luminosity function. The difference between the two models is that the former does not
include a critical redshift value zc after which the normalization is changing, since it was used
to describe low redshift AGN (for a graphical overview, see Fig. 4.6).

There are two main approaches that can be used to distinguish between these models when
used to describe the same dataset. The first approach is to use model selection criteria, such as
the AIC and Bayesian model selection discussed in §4.3. With the exception of Aird et al. (2010),
all previous works in the literature use as model selection criteria 1-d and 2-d Kolmogorov-

The work presented in this Chapter has been done in close collaboration with Johannes Buchner at the Max Planck
Institute for Extraterrestrial Physics.
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Schmirnov tests between the data and the model. Nevertheless, a Kolmogorov-Schmirnov
test cannot be applied in this situation, since the model parameters have been estimated from
the same dataset to which the validity of the model is tested against. The second approach
in distinguishing between two models, is to test the prediction power of each one in an area
where the predictions give significantly different estimations. A common test of the parameter
estimation is, under the assumption of an AGN population with some properties, to predict
the Cosmic X-ray Background Radiation (CXRB). With this approach it has been shown that
the CXRB can be explained up to 80-90% as the summed emission of AGN in the 0.5− 2 keV
energy band(Miyaji et al., 2000). Nevertheless, this estimation requires copious modeling and
free parameters can be adjusted in order to reach the desired CXRB level.

With this work, instead of selecting the best model, we combine all luminosity function
estimations to create a credible interval within which the true luminosity function must lie.
First we show typical differences in the luminosity function models available in the literature
and then discuss the range of validity of a luminosity function model (§5.1). In section §5.2
we demonstrate that the uncertainties on the errors of the models are correlated, and this fact
reduces significantly the uncertainty estimation of the luminosity function. In section §5.3,
we combine all the available luminosity function models from the literature to create the first
meta-luminosity function, using each model explicitly within its range of validity. We show
that this result is the most up-to-date estimation of the luminosity function, encompassing
virtually all datasets used in the literature. This result serves also as a consensus of the scientific
community on which is the luminosity function of AGN, since we treat all models as having the
same chance of being the true one. In section §5.3.3 we compare the meta-luminosity function
to the 5− 10 keV luminosity function result obtained in Chapter 4. We show that the bright
end agrees well with the unified luminosity function. Additionally, the change of the faint
end slope which we discussed in §4.4.2, seems to be present in other works close to their flux
limit which points to the conclusion that indeed this dramatic change in slope is an artifact
possibly associated to sample incompleteness and/or Cosmic Variance. The Cosmic Variance
could originate from the fact that the deepest X-ray observations typically cover only a small
area on the sky (< 0.2 deg2) which might introduce a non-representative population of faint
AGN in the sample. We close this Chapter, discussing directions for future work regarding the
meta-analysis in section §5.4.

5.1 Motivation

X-ray luminosity function estimations have been performed since the early X-ray telescopes
have been launched to space (Einstein Observatory, Maccacaro et al., 1983). Ever since, im-
provements and extensions of the X-ray AGN datasets, motivated updated estimations of
the X-ray luminosity function. A turning point in the luminosity function research area was
reached with the advent of the ROSAT satellite (short for Röntgensatellit). In an influential
paper, Miyaji, Hasinger and Schmidt (2000) using a sample of ∼700 AGN detected in the
0.5− 2 keV energy band, showed that the faint end of the luminosity function significantly
flattens at higher redshifts and motivated the description of the evolution of the luminosity
function as Luminosity Dependent Density Evolution (LDDE).

Subsequent works using data from the X-ray observatories HEAO-1, ASCA, Chandra, and
XMM-Newton, have tried to estimate the luminosity function in the 2− 10 keV energy band.
Table 5.1 gathers all the majors works published in the years 2003 - 2010, in chronological order.
If an updated version of the luminosity function was performed by the same group of authors,
we keep only their most recent work. Table 5.1 includes basic information for each sample
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such as the number of sources used, the bright and faint X-ray flux limits, the redshift range
covered by the dataset, correction for redshift incompleteness and X-ray absorption. Addition-
ally, we quote which luminosity function models were considered, and which X-ray fields were
combined to created each dataset.

Even though the redshift range covered by the datasets remains largely the same (0 < z <
3), in more recent works, the number of sources and has increased not only due to deeper X-ray
observations, but also due to extensive multiwavelength follow-up which enables the accurate
determination of redshift also for fainter sources. The identified AGN up to redshift 3 now
reach one order of magnitude fainter flux limit compared to when the first deep X-ray field
was published (Chandra Deep Field North (CDFN), Brandt et al., 2001).

Even though large efforts have been concentrated to create bigger and better samples of
X-ray AGN, the exact behavior of the luminosity function at high redshift remains under dis-
cussion. This is mainly due to the fact that the faint end of the luminosity function at high
redshift is still scarcely populated. In Fig. 5.1, we plot in the upper panels, the differential
luminosity function versus luminosity for three redshift bins, using only the point estimation
of the model parameters. The difference in the faint end of the luminosity function is striking,
even though in this figure we are plotting the same evolutionary model (LDDE). In the lower
panels, we plot the same results, but this time we include uncertainty estimates (90% probabil-
ity), using the quoted 1-σ uncertainty estimation of the parameters as provided by the authors.
It is evident that the models give somewhat consistent results within the large uncertainties.

In Fig. 5.2, we give an overview of the LDDE model parameters obtained in the 2− 10 keV
band from the works quoted in Table 5.1. The black points are the estimated parameters with
their associated uncertainties, while the empty squares denote parameters that were kept con-
stant during the Maximum Likelihood Estimation (MLE). On the x-axis we place the reference
of the work for each set of parameters, in increasing chronological order. Luminosity function
estimations from the year 2003 (Ueda et al., 2003) up to 2009 (Ebrero et al., 2009), always kept at
least some of the evolutionary parameters fixed in a pre-defined value. Only the latest works
by Yencho et al. (2009), Aird et al. (2010) attempt to estimate all the parameters describing the
evolution of the luminosity function. Since the parameters do not show so large deviations, it
is virtually impossible to judge from the evolutionary parameters alone, the deviation of the
faint of the luminosity function and attribute it to an ‘erroneously’ specified parameter.

As we already noted in §4.3.3, it is impossible to judge which model fits the dataset better,
simply by comparing the MLE result to the 1/Vmax by eye. To highlight this, in Fig. 5.1 we
plot the 1/Vmax result and the MLE model estimations1 for the 5− 10 keV luminosity function
for two redshift bins. The empty circles denote bins which are populated by less than 5 AGN.
The different lines show several luminosity function models tested. It is clear, that all models
are reasonable representations of the binned estimates, within the luminosity - redshift region
covered by the data. On the other hand, large discrepancies appear quickly when extrapolating
the luminosity function. Thus, in the following, we define as range of validity of a luminosity
function, the region of the luminosity - redshift plane covered by the respective dataset.

A meta-luminosity function

From Fig. 5.1, it is clear that the luminosity function estimations disagree mainly at the re-
gion of high redshift and low luminosity. This specific region is very hard to populate with a
large number of sources due to current technical limitations, such as the long integration times
needed to detect faint X-ray sources and with the additional challenge of determining accu-
rately redshifts. Alternative selection techniques have been motivated in order to increase the

1This MLE includes only the fields HBSS, COSMOS, and Lockman Hole.
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Table 5.1: 2− 10 keV Luminosity Function Estimates

No. Flux Redshift Abs. Incompl. LF X-ray
AGN range range Cor. Cor. models Fields

[A] 247 10−10.0 – 10−14.42 0.0 – 3.0 yes yes
PLE
PDE
LDDE

HEAO 1 A-2
HEAO 1 MC-CLASS

AMSSn
AMSSs
ALSS

ASCA Lockman
ASCA Lynx

CDFN

[B] 508 10−10.1 – 10−15.0 0.0 – 4.0 yes yes PLE
LDDE

HELLAS2XMM (1 deg2)
HELLAS2XMM (0.5 deg2)

HEAO 1 A-2
AMSSn
HBS28

Lockman Hole
CDFN
CDFS

[C] 682 yes yes

PLE
mod-
PLE
LDDE

ChaMP
CLASXS

10−11.5 – 10−15.2 0.0 – 3.0 CDFN
10−13.3 – 10−16.0 3.0 – 4.0 CDFS

Lockman Hole (NW)
AMSSn

[D] 435 10−10.67 – 10−15.347 0.0 – 4.0 yes yes PLE
LDDE

AMSS
XMS
CDFS

[E] 638 no no ILDE
LDDE

ASCA
CLASXS

10−12.29 – 10−15.93 0.0 – 3.0 CLANS
10−13.53 – 10−16.71 3.0 – 5.0 CDFN

CDFS
SWIFT/BATb

[F] 852 no yes
PLE
LADE
LDDE

CDFS
CDFN

10−10.96 – 10−15.85 0.0 – 4.0 AEGIS-X
ALSS
AMSS

a [A] Ueda et al. (2003), [B] La Franca et al. (2005), [C] Silverman et al. (2008)
[D] Ebrero et al. (2009), [E] Yencho et al. (2009), [F] Aird et al. (2010)

b 9 month sample
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Figure 5.2: Best fit parameters for the LDDE models from Ueda et al. (2003), La Franca et al.
(2005), Silverman et al. (2008), Ebrero et al. (2009), Yencho et al. (2009), Aird et al. (2010). The
parameters fixed during the best parameter estimation are plotted with an empty square.

Figure 5.3: Comparison between LF evolutionary models. Discrepancies arise beyond the
range of validity defined from the area covered by the data. The data shown here are from
the fields HBSS, COSMOS and Lockman Hole, defined in 5-10 keV sample used in §4.
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sample, and they have been used to constrain the faint end of the X-ray luminosity function at
redshift ∼ 3 (Aird et al., 2008, Brusa et al., 2009, Yencho et al., 2009, Aird et al., 2010, Civano
et al., 2011) with some success. Nevertheless, even such interesting selections also suffer from
biases and identification incompleteness which must be taken into account appropriately.

Since the luminosity functions in the literature appear to have discrepancies not only when
different evolutionary scenaria are examined but also when the same evolutionary model is
used, we motivate a different approach to determine the true luminosity function in a semi
model-independent way. Under the premise that each model, within its range of validity, is
capturing at least a glimpse of the true luminosity function we combine all the works present
in Table 5.1, to create the first meta-luminosity function.

In good faith, we treat all models as being equally good, always within their range of valid-
ity. Even though there are overlapping X-ray fields used in the literature, they typically show
differences in the association of the X-ray detected sources to their optical counterparts and the
quality of the redshift determinations. For this first study, we will assume that all the works
are independent and we will refer to future work for a more detailed analysis (see also the
discussion in §5.4).

5.2 Parameter Correlations

In section §4.3 we discussed two parameter estimation methods, namely the Maximum Likeli-
hood Estimation (MLE) and Bayesian analysis - realized through Markov Chain Monte Carlo
(MCMC) in this work. Identifying the optimal model parameters that represent best the dataset
at hand, reduces to the search of a minimum or a maximum of a function. In our case, it was
the minimum of the data likelihood (eq. 4.18) or the maximum of the posterior (eq. 4.20). In
the following we will refer only to a function minimum, but the same discussion applies also
for maxima.

It is convenient to approximate the minimum of a function as gaussian distribution, at least
in an interval very close to the minimum. In the case of an n-dimensional function, an n-
dimensional gaussian is assumed:

f (x1, . . . , xn) =
1

(2π)n/2|Σ|1/2 e−
1
2 (x−µ)TΣ−1(x−µ) (5.1)

where x = [x1, . . . , xn] a random vector of parameters, µ the n-dimensional mean vector, Σ the
covariance matrix and |Σ| its determinant. The covariance matrix is given by:

Σ =


σ2

1 ρ12σ1σ2 . . . ρ1nσ1σn
ρ21σ2σ1 σ2

2 . . . ρ2nσ2σn
...

...
. . .

...
ρn1σnσ1 ρn2σnσ2 . . . σ2

n

 (5.2)

where the square root of the diagonal elements gives the uncertainty estimates of the opti-
mal parameters µ = [µ1, . . . , µn] (identified through MLE or Bayesian analysis), while the
off-diagonal elements give the correlations, ρij, between the uncertainties of the parameters.
Minimization routines, such as the package MINUIT - largely used to estimate the luminosity
function parameters - often result to this approximation in order to compute the uncertainties
of the estimated model parameters. Therefore, it is a reasonable assumption to accept that the
luminosity function parameters of the literature follow normal distributions, with mean value
the point estimate of the parameter and standard deviation, the quoted error estimation.
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In Fig. 5.4 we show the 99% credible interval of the LDDE model of the luminosity function
in two redshift bins. The credible interval has been computed using three approaches. The dark
blue lines correspond to the 99% credible interval calculated using the covariance matrix of the
model parameters. We created 105 random draws from a 9-dimensional2 gaussian including
the covariance matrix of the parameters. We then calculated the luminosity function for each
set of parameters at a certain luminosity and redshift, and identified the area which enclosed
99% of the resulting distribution. We repeated this process until we covered the luminosity
- redshift area under consideration. The black lines, correspond to the 99% credible interval,
estimated treating the MCMC draws as a random sample of the luminosity function parame-
ter distribution. Then we follow the same procedure as before calculating the corresponding
values of the luminosity function until we cover the luminosity - redshift plane of our choice.
The agreement between the two methods is remarkable. Lastly, we show the comparison to
the ‘naive’ sampling of the luminosity function, assuming all the uncertainties of the param-
eters uncorrelated. Sampling 105 values from independent gaussians for each parameter, we
calculated the credible interval as described above. The 99% credible interval of the luminosity
function is overestimated by more than an order of magnitude.

It is interesting to note that, in the case of the MCMC, the correlations on the parame-
ters uncertainties are naturally incorporated in the MCMC draws, lifting the need to sup-
ply a covariance matrix. Additionally, the uncertainty estimate mirrors the number of data
present at a certain luminosity-redshift range. This means that the credible interval is narrower
when a large number of data is available at a certain luminosity-redshift region, for example
44 < log Lx < 44.5 and 3.0 < z < 4.0, and wider when extrapolating beyond the region
covered by the dataset, for example at log Lx < 43.5 and 3.0 < z < 4.0. This effect is more
prominent at high redshift bin and low luminosities, when the number of available sources is
small.

5.2.1 Example Covariance Matrix

In Fig. 5.5 we provide a visualization of the covariance matrix (eq. 5.2), showing the marginal
2-dimensional joint distribution of parameter pairs for the LDDE model, computed using func-
tion 4.18. We notice a range in the behavior of the parameter correlations. From the tight cor-
relation between the break luminosity, L0, and the normalization, Norm, to the seemingly very
loose correlation between the parameters p1 and Lα.

The visualization of the covariance matrix, sheds light to the large differences observed in
the estimated credible intervals in Fig. 5.4. The tight correlations reduce dramatically the un-
certainties. Additionally, it is an argument to motivate the treatment of the normalization of
the luminosity function as a model parameter, estimated during the MLE or Bayesian analy-
sis. As we will discuss in the following section, it has been assumed in the literature that the
normalization can be calculated after the best parameters have been estimated, by setting the
integral of the luminosity function over luminosity and redshift, equal to the number of sources
in the sample. Even though this approach will give a correct estimation of the normalization,
the correlation of the parameters’ uncertainties is lost and therefore the credible interval of the
luminosity function is largely overestimated.

2The dimensions of the gaussian are equal to the model parameters, here we test the LDDE model which has 9 free
parameters
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Figure 5.4: LDDE model for the 5− 10 keV luminosity function computed in Chapter 4. Blue
lines: 99% probability of the luminosity function from the MLE result. The covariance matrix
of the parameters has been used to draw random values from the Luminosity Function. Black
lines: 99% probability as defined from the Bayesian analysis. Using the visited points of the
Markov Chain, the correlation of the parameters is taken into account. Light gray area: 99%
probability of the luminosity function, using independent random draws on the parameters
estimated from MLE. The uncertainties are assumed to the follow a gaussian distribution.

5.2.2 Scaling the Covariance Matrix

We have shown thus far, that the credible interval of a luminosity function model, encompasses
significant information, since the interval is narrower within the range of validity of the dataset,
and wider when extrapolating. We have also shown that in order to avoid overestimating
largely this credible interval the covariance matrix of the models’ parameters must be used.

Since the correlations of the uncertainty estimations have been largely ignored in the liter-
ature regarding the X-ray luminosity function, the covariance matrices are not published with
the best parameter estimations for the respective models. We assume for simplicity that the
correlations of the uncertainty estimations included in the covariance matrix are dependent
primarily on the used model, and secondarily on the dataset. Therefore, in order to create
credible intervals for the literature luminosity function estimations, we scale the covariance
matrix obtained in Chapter 4.

As seen from eq. 5.2, the correlations among the parameters’ uncertainties are the off-
diagonal elements of the covariance matrix. They can be summarized in the correlation matrix
given by:

P = σTΣσ =


1 ρ12 . . . ρ1n

ρ21 1 . . . ρ2n
...

...
. . .

...
ρn1 ρn2 . . . 1

 (5.3)

where σ = [σ1, . . . , σn] the standard deviations of the parameters.
Since the majority of the authors use MLE and the algorithm suite MINUIT in order to

define the best parameter estimation of their luminosity function, we are confident that the
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Figure 5.5: Covariance matrix visualization for the LDDE model. They gray points correspond
to the random values of the LDDE parameters drawn as described in §5.3.1 while the red lines
are isodensity lines, drawn as a guide to the eye. The tight correlation of the normalization and
the parameters describing the local luminosity function (L0, γ1,γ2) is prominent.
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uncertainties on an individual parameter basis are properly estimated. Therefore, we use the
following equation to scale the correlation matrix accordingly for each work:

Σ = σTPσ (5.4)

where σ = [σ1, . . . , σn] the uncertainties of the parameters quoted in each work.
As demonstrated in Fig. 5.2, in several cases the authors fix certain evolutionary parameters

during the MLE. Roughly speaking, if we fix parameter “i′′ this corresponds to the removal of
row “i′′ and column “i′′ from the covariance matrix. In order to have an accurate representation
of the correlation matrix, we used our 5− 10 keV dataset and MINUIT to fit the models used in
the literature fixing the corresponding parameters each time. We find that the new covariance
matrix, after fixing some of the parameters, shows small deviations from the original matrix
computed without fixing any of the parameters. After the appropriate scaling this procedure
resulted in having a representative covariance matrix for each work.

5.3 2-10 keV meta-Luminosity Function

5.3.1 Sampling the Luminosity Functions
In order to create credible intervals for each luminosity function in the literature, we proceed as
follows. We perform 105 random draws from a multidimensional gaussian (eq. 5.1), supplying
the vector µ comprised of the model parameter estimates from each work and the respective
covariance matrix Σ, scaled appropriately as described in 5.2.2. Whenever the authors state
that the normalization is calculated after the estimation of the rest of the model parameters, we
draw from the normalization independently assuming an one-dimensional gaussian function.

We then calculate the luminosity function for each of the 105 sets of model parameters in a
luminosity (L) and redshift (z) 20× 20 grid. We flag the (L, z) regions at which a luminosity
function is outside its range of validity, both in terms of flux limits and in terms of redshift.
Lastly, we calculate the mean and the standard deviation of the luminosity function at each
(L,z), which is well approximated by a gaussian. In this way, we can define credible intervals
at any (L,z) point at the desired level of significance.

5.3.2 The meta-luminosity function
We performed the aforementioned procedure for all the model estimations in the literature
quoted in Tab. 5.1 (15 models in total). We then create a mean luminosity function for different
model combinations3.

In order to study differences in the evolution of the luminosity function, we first group the
works according to the model when possible. In Fig. 5.6, we show the resulting evolution
of the luminosity function (68% level) in four redshift bins. The red band, corresponds to
the combination of all LDDE models (7 in total). The blue corresponds to the combination of
all PLE models (6 in total). For the other models plotted, there is only one estimation in the
literature. The green band shows the LADE model, the cyan band the PDE model, while the
gray band shows the ILDE model.

A few conclusions can be drawn from this first comparison. All models show the same
behavior having larger uncertainty with increasing redshift, as we would expect since there
are less data at higher redshift, thus the models are less constrained. At the lowest redshift bin,

3The model combinations presented here were performed by Johannes Buchner at the Max Planck Institute for
Extraterrestrial Physics.
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all models agree remarkably well, with the exception of the bright end of the LADE model.
The best agreement among all models appears at redshift∼1. The critical redshift above which
the evolution changes dramatically, is placed usually around redshift 1 < z < 2. Therefore,
beyond redshift 2 we expect the largest disagreement among the models. Fig. 5.6 shows that
at redshifts 2.5 and 3.5, the uncertainties of the models are so large, that even at the 68% level
the credible intervals of all models overlap.

In Fig. 5.7, we present the 90% (dark gray) and 99% (light gray) credible intervals of the
2− 10 keV meta-luminosity function computed from the combination of all the models present
in Table 5.1. It is the most accurate estimation of the true AGN luminosity function at different
redshift bins. We see that the uncertainties remain large even after the combination of all works,
mirroring the discrepancies in the models.

This result, should be interpreted only as an interval estimation. According to the current
knowledge of the luminosity function, given by the works included in this analysis, there is
90% probability that the true luminosity function will be enclosed in the dark gray shaded area
of Fig. 5.7.

5.3.3 5-10 keV Comparison

In Fig. 5.8, we compare the 5− 10 keV luminosity function - transformed to the 2− 10 keV
energy band - to the meta-luminosity function including only the models that correct for photo-
electric absorption (excluding Yencho et al., 2009, Aird et al., 2010). We see that the 99% credible
interval of the 5− 10 keV luminosity function is always enclosed in the 90% credible interval
of 2− 10 keV result (with the exception of log Lx > 45.5).

We also notice that the flattening of the faint end of the 5− 10 keV luminosity function
is probably due to cosmic variance (discussed also in §4.4.2). This is visible in the ‘zig-zag’
of the combined luminosity function, and in the per-model combination of Fig. 5.6. Every
time a sample reaches its flux limit, the small number of sources in that particular luminosity
and redshift region forces the model to underestimate the luminosity function. But, with the
combination of other works, using deep X-ray data, this drop is cured. Notice that this drop is
also present at the lowest luminosity of the 2.0 < z < 3.0 luminosity function.

5.4 Future Prospects

In this Chapter we discussed the first meta-analysis performed on the AGN X-ray luminosity
function. With this first study, we showed the feasibility of this project. More detailed accounts
of the models, and the used works will be used in further studies with the hope to create a
narrower credible interval.

Improvements of this work include the use of the luminosity function models, even in re-
gions were they are extrapolated, essentially utilizing their predictive power. Such a task re-
quires appropriate weighting during the combination of the models, since a model based on a
dataset which covers that specific luminosity redshift region, must be a more accurate repre-
sentation of the true luminosity function.

Assigning a weight on each model even within their range of validity, is motivated by the
different number of AGN present in each sample and redshift completeness of the sample.
An additional factor which could motivate a weighting factor, is the use of the same X-ray
observations is several works, summarized in Fig. 5.9. Nevertheless, it is difficult to separate
the X-ray fields within the luminosity function determination, since the quality of the optical
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Figure 5.6: Comparison of evolutionary models, used only within their range of validity. Red
area: LDDE meta-analysis, blue: PLE meta-analysis, green: LADE Aird et al. (2010), cyan: PDE
Ueda et al. (2003), gray: ILDE Yencho et al. (2009). All models are shown with the correspond-
ing 68% credible interval.
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counterparts and redshifts (both spectroscopic and photometric) is generally different from
work to work and tends to be higher in more recent works.

5.5 Conclusions

In this Chapter, we showed that the AGN X-ray luminosity functions available in the literature
show discrepancies, especially at the faint end of the luminosity function. This effect is present
not only when comparing different evolutionary models, but also when comparing different
determinations of the same evolutionary model. With the motivation to identify a credible
interval which encloses the true luminosity function of AGN, we performed the first meta-
analysis of the 2− 10 keV AGN luminosity function models available in the literature in the
years 2003 - 2010.

Our approach is based on the assumptions that:

1. Every model encompasses a glimpse of the true luminosity function of AGN.

2. All models in the literature are estimated equally well, within their range of validity.

where we define as range of validity, the luminosity - redshift region covered by the dataset
used for the model estimation.

We show that the per-model unified estimations give overlapping predictions in the 68%
credible interval. We motivate the use of this meta-luminosity function when an accurate rep-
resentation of the AGN luminosity function is needed. The credible interval estimations of
meta-luminosity function are available on request.

The approach presented in this Chapter can be easily updated as new luminosity function
estimations will become available in the next years. In particular, the coming X-ray telescope
eROSITA with an all sky survey in the 2− 10 keV energy band, will provide us with the unique
opportunity to determine the bright end of the luminosity function in local Universe, where
the rarity of bright object still allows for statistical uncertainties in the models.
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CHAPTER 6

Epilogue

Recent observations suggest that Active Galactic Nuclei are an important phase in galaxy evo-
lution. With the possibility that all galaxies undergo an active phase, this thesis was driven by
the question of AGN evolution with time in the X-ray energy band. Evolutionary studies of
an astrophysical population can only be addressed in a statistical manner. In order to create a
representative sample of the AGN population, we have to combine extended but shallow X-ray
fields, which contribute the brightest but rare sources in the sample with narrow but very deep
fields, which reach the faintest sources known to date.

The currently available deepest X-ray field observed with XMM-Newton is the Lockman
Hole deep field. A wealth of observations has been gathered over the years from the collective
effort of dedicated astronomers. At the moment, imaging in more than 20 broad-band filters is
available. Putting these efforts in good use, we collected, homogenized and analyzed the avail-
able photometric data on the Lockman Hole. This resulted in the first extensive photometric
catalog for this area of the sky, ranging from the ultra-violet to the infra-red.

This catalog was then used to determine photometric redshifts for the normal galaxies in
the field (∼ 187000 sources). With a particular interest in AGN, we determined photometric
redshift for X-ray selected sources (389 sources), following the combined criteria of morphol-
ogy, variability and flux based source pre-selection procedure which has been shown to work
well for the COSMOS field. The results from this work are a factor of two improvement over
previously available photometric redshifts, both in accuracy and number of outliers, for nor-
mal galaxies and AGN alike. The photometric catalog and the corresponding photometric
redshifts were published in Fotopoulou et al. (2012). Among other applications, the photomet-
ric redshifts aided in the discovery of one of the most distant X-ray detected galaxy clusters,
presented in Henry et al. (2010).

Combining our results from the Lockman Hole field, with other X-rays fields such as MAXI,
HBSS, COSMOS, CDFS we create a sizable sample of 500 AGN detected in the 5-10 keV band.
The Lockman Hole field, bridges nicely the gap in flux between the 2deg2 of COSMOS and the
very deep CDFS, increasing the statistics of faint sources. The 5-10keV band, has the advantage
of being largely unaffected by photoelectric absorption and we show that even though other
works in lower energy ranges need to correct for this effect, our sample is free from this poten-
tial bias. Using a Poisson likelihood to describe the detection of AGN we perform Maximum
Likelihood Estimation and Bayesian analysis to determine the best parameters for the luminos-
ity function models. We test all evolutionary models available in the literature and we selected
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the preferred model according to the Akaike Information Criterion and Bayesian Model Se-
lection. Both selection criteria identify the Luminosity Dependent Density Evolution as the best
model for our dataset in accordance with previous observations in the Soft (0.5-2 keV) and
Hard (2-10 keV) X-ray bands. Independent comparisons with previous works at high redshift,
show that our modeling retrieves the decline in number density of AGN observed in the COS-
MOS survey, but it is possible that this agreement is driven by Cosmic Variance in our sample,
as the deepest X-ray fields cover typically a small area (< 0.2 deg2) which might introduce a
non-representative population of faint AGN in the sample.

A fair comparison between previous works in the 2-10 keV can only be achieved when the
uncertainties in the model parameters are used. We show that the uncertainties are correlated
and that the covariance matrix is of paramount importance when using the best parameter es-
timations. Especially we point out that the normalization of the luminosity function should
be included as model parameter during the parameter estimation procedure, because the un-
certainties between the normalization and the break luminosity show strong dependence. We
find that luminosity functions should not be extrapolated far from their range of validity iden-
tified by the data coverage of the luminosity redshift plane. In order to incorporate all previous
works into one single result which encloses the true luminosity function, we combine the all
model estimates to create the first AGN meta-luminosity function. We show that with in the
uncertainties the previous works are consistent. This meta-luminosity function is the best rep-
resentation of the true luminosity function of AGN and its evolution since it incorporates all
the models used by the various authors and should be used whenever an accurate estimation
of the AGN luminosity function is needed.

The future of astrophysics at the moment seems very promising. Bigger and better instru-
ments are currently scheduled to become available to the community in the following years.
Addressing specifically the Lockman Hole Field, the current needs I identify are primarily a
large spectroscopic program, deep near infra-red photometric observations (at the moment
only shallow J and K bands are available) as well as intermediate- and narrow-band optical
photometry. This will aid in determining photometric redshifts with grater accuracy, and also
enable studies of the physical parameters such as star-formation rate and galaxy mass.

Connecting the AGN evolution to the galaxy-black hole coevolution problem, I believe that
the effect of the AGN activity can be seen mainly in two areas. First, in the greater environment
of the galaxy, where the energetic output of the jet created by the AGN has been found to shape
the gas properties. The second area is very close to the black hole, studying the dynamics of
stars and gas in the vicinity of the black hole. Even though the first case is relatively easy to
observe, the number of AGN with jet is very low hampering the statistical interpretation. On
the contrary, even if we accept that all galaxies with a bulge host a massive black hole in their
centers, it is currently a technically challenging task to detect black holes based on the effect
they have on the environment in their vicinity, let alone to study their evolution with time.
This leaves us with the third pillar of modern astronomy which we did not address during
this thesis, simulations. Numerical simulations have proven to be a powerful approach to un-
derstand nature. Identifying the proper AGN feedback recipe is a two way process between
simulations and observations. This problem is closely linked to galaxy and AGN evolution,
clearly mapped on the luminosity function and it is a promising way to understand the phys-
ical procedure responsible for the observed evolution of the AGN number density with time.

96



Therefore, a detailed study of the X-ray AGN luminosity function is currently a very promising
approach in understanding the AGN phenomenon and linking it to the fate of galaxies.

Concerning the AGN evolution, it is my personal belief that the two pillars addressed in
this work should be further expanded. That is the creation of the AGN sample and the statis-
tical methods used to determine the evolution. As we showed during the meta-analysis, the
differences in the literature arise in the low flux limit. Even though the upcoming X-ray satel-
lite, eROSITA, will provide millions of AGN as a true successor of the ROSAT satellite, they
will all be bright sources giving a definite answer on the bright end of the luminosity function.
At the moment, there is no program scheduled to detect even fainter sources in numbers large
enough to increase the statistics in the range of dispute. I believe that the Lockman Hole is an
ideal target to reach ever fainter flux limit in combination to the already deep X-ray observa-
tions.

On the other hand, using elaborate analysis methods, we can still learn valuable lessons
from the existing observations. My personal view of the way forward in the determination of
the evolution of the luminosity function is using model independent methods, which require
no binning and are going to reveal the true shape of the luminosity function. Only then we
can discuss with certainty about which is the physical interpretation of the evolution of the
luminosity function which we are still lacking.
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APPENDIX A

Model Estimation

In the following, we give first the marginal distribution of the model parameters and then dif-
ferential luminosity function for several redshift bins for all models tested in this work (see
Chapter 4). The black points are the result from the 1/Vmax method. The dashed black line is
the luminosity function computed at redshift z=0, using the respective best fit parameters. The
solid black line is plotted using the best fit parameters at the median redshift of the dataset in
each redshift bin, while the gray shaded area is the 99% probability interval of the differential
luminosity function, dφ/dlogLx. To determine this area, we compute dφ/dlogLx in each red-
shift bin for 40 values of the luminosity, Lx, for all the 105 draws from the posterior. In this way,
we incorporate naturally the true shape of the uncertainties for all parameters.

All models use a double power law distribution to describe the local luminosity function:

dφ(L, z = 0)
d log Lx

=
A

( L
L0

)γ1 + ( L
L0

)γ2
(A.1)

For each model we present the formula which describes the evolution, a table with summary
information on the best parameters determined by the MCMC and a table with the results
from the maximum likelihood estimation and the covariance matrix. The visited points of the
posterior needed for further statistical analysis are available electronically upon request.

A.1 Pure Luminosity Evolution - PLE

The Pure Luminosity Evolution (PLE), describes differences only in the luminosity of the ob-
jects, and not in their number. The evolution of the luminosity function is given by:

dφ(L, z)
d log Lx

=
dφ(L/e(z), z = 0)

d log Lx
(A.2)

with,

e(z) =

{
(1 + z)p1 z ≤ zc

(1 + zc)p1 · ( 1+z
1+zc

)p2 z ≥ zc
(A.3)

The most appropriate parameters for the current dataset are given in Tables A.2, and A.1.

99



Table A.1: PLE – MCMC Parameter Estimation

Parameter Prior Interval Mean Std Min – Max

L0 40.0 — 46.0 42.97 0.11 42.63 — 43.28
γ1 -1.0 — 3.0 0.12 0.11 -0.31 — 0.47
γ2 1.0 — 6.0 2.22 0.11 1.88 — 2.71
p1 1.0 — 7.0 2.74 0.15 2.19 — 3.33
p2 -6.0 — 1.0 -0.22 0.34 -1.77 — 0.88
zc 0.5 — 3.5 1.55 0.11 1.11 — 2.07
A -9.0 — -2.0 -4.51 0.11 -4.86 — -4.17

Table A.2: PLE – MLE Parameter Estimation

Maximum Likehihood Parameters

L0 γ1 γ2 p1 p2 zc A

43.0 0.13 2.2 2.7 -0.15 1.5 -4.5

Covariance Matrix

L0 γ1 γ2 p1 p2 zc A

L0 0.010 0.009 0.009 -0.008 0.0018 0.0000014 -0.010
γ1 — 0.012 0.007 -0.004 -0.0023 -0.0000022 -0.010
γ2 — — 0.012 -0.006 0.0024 -0.0000006 -0.008
p1 — — — 0.016 -0.014 -0.000024 0.005
p2 — — — — 0.07 -0.00007 0.0010
zc — — — — — 0.00004 0.0000023
A — — — — — — 0.010

100



42.63 42.94 43.26

L0

�0.31 0.06 0.43

�1

1.88 2.28 2.68

�2

2.19 2.74 3.28

p1

�1.66 �0.44 0.77

p2

1.11 1.57 2.03

zc

�4.86 �4.53 �4.20

A

Figure A.1: Marginals for Pure Luminosity Evolution (PLE). The gray area encloses the 99%
probability area. The bell-shaped black line, shows the respective gaussian for the mean and
standatd deviation in Table A.1. The vertical solid line shows the mean value from the MCMC
result, while the dashed line shows the MLE result (Table A.2, see also §4.3.3).
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Figure A.2: Differential Luminosity Function for Pure Luminosity Evolution (PLE). The gray
area encloses 99% of the probability. The dashed line is the extrapolated luminosity function at
z=0. The solid line is computed using the mean values from Table A.1. The points are the result
of the 1/Vmax method. The numbers above each point indicate the number of AGN included
in each bin. Lack of points significies extrapolation of the best solution.
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A.2 Pure Density Evolution - PDE

The Pure Density Evolution (PDE), describes differences only in the number density of the
objects, and not in their luminosity. The evolution of the luminosity function is given by:

dφ(L, z)
d log Lx

=
dφ(L, z = 0)

d log Lx
· e(z) (A.4)

with, e(z) given by eq. A.3 The best parameters for the current dataset are given in Tables A.4,
and A.3.

Table A.3: PDE – MCMC Parameter Estimation

Parameter Prior Interval Mean Std Min – Max

L0 40.0 — 46.0 44.25 0.07 44.04 — 44.51
γ1 -1.0 — 3.0 0.62 0.05 0.42 — 0.84
γ2 1.0 — 6.0 2.92 0.2 2.32 — 3.91
p1 2.0 — 7.0 3.78 0.33 2.85 — 4.98
p2 -6.0 — 2.0 -0.42 0.53 -2.76 — 1.07
zc 0.5 — 3.5 1.22 0.18 0.65 — 1.88
A -9.0 — -4.0 -6.2 0.12 -6.68 — -5.83

Table A.4: PDE – MLE Parameter Estimation

Maximum Likehihood Parameters

L0 γ1 γ2 p1 p2 zc A

44.26 0.63 2.92 4.1 0.03 1.03 -6.2

Covariance Matrix

L0 γ1 γ2 p1 p2 zc A

L0 0.004 0.0027 0.010 -0.00014 0.00017 -0.0000047 -0.0064
γ1 — 0.0027 0.0053 -0.00078 0.00016 -0.0000025 -0.0044
γ2 — — 0.039 -0.0018 0.0013 -0.000012 -0.0135
p1 — — — 0.047 -0.024 -0.00015 -0.008
p2 — — — — 0.053 -0.00014 0.002
zc — — — — — 0.00007 0.00002
A — — — — — — 0.012
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Figure A.3: Marginals for Pure Density Evolution (PDE). The gray area encloses the 99% proba-
bility area. The bell-shaped black line, shows the respective gaussian for the mean and standatd
deviation in Table A.3. The vertical solid line shows the mean value from the MCMC result,
while the dashed line shows the MLE result (Table A.4).
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Figure A.4: Differential Luminosity Function for Pure Density Evolution (PDE). The gray area
encloses 99% of the probability. The dashed line is the extrapolated luminosity function at z=0.
The solid line is computed using the mean values from Table A.3. The points are the result of
the 1/Vmax method. Lack of points significies extrapolation of the best solution.
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A.3 Independent Luminosity and Density Evolution - ILDE

As the name of the model suggests, the evolution of the luminosity function is free to change
both in luminosity and redshift. A point of notice is that this model does not assume a charac-
teristic redshift after which the evolution changes. The model is :

dφ(L, z)
d log Lx

=
dφ(L/e(z), z = 0)

d log Lx
(A.5)

with,

e(z) =

{
(1 + z)p1 z ≤ zc

(1 + zc)p1 · ( 1+z
1+zc

)p2 z ≥ zc
(A.6)

The most appropriate parameters for the current dataset are given in Tables A.6, and A.5

Table A.5: ILDE – MCMC Parameter Estimation

Parameter Prior Interval Mean Std Min – Max

L0 40.0 – 46.0 42.83 0.12 42.47 – 43.21
γ1 -1.0 – 3.0 0.09 0.11 -0.35 – 0.5
γ2 0.0 – 7.0 2.17 0.11 1.85 – 2.63
p1 0.0 – 7.0 2.73 0.19 2.06 – 3.45
p2 -6.0 – 1.0 -1.2 0.25 -2.07 – -0.38
A -7.0 – -2.0 -4.1 0.14 -4.55 – -3.68

Table A.6: ILDE – MLE Parameter Estimation

Maximum Likehihood Parameters

L0 γ1 γ2 p1 p2 A

42.8 0.08 2.15 2.73 -1.20 -4.08

Covariance Matrix

L0 γ1 γ2 p1 p2 A

L0 0.015 0.009 0.010 -0.019 0.022 -0.016
γ1 — 0.011 0.006 -0.0045 0.003 -0.010
γ2 — — 0.010 -0.010 0.011 -0.011
p1 — — — 0.040 -0.049 0.022
p2 — — — — 0.068 -0.028
A — — — — — 0.020
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Figure A.5: Marginals for Independent Luminosity Density Evolution (ILDE). The gray area
encloses the 99% probability area. The bell-shaped black line, shows the respective gaussian
for the mean and standatd deviation in Table A.5. The vertical solid line shows the mean value
from the MCMC result, while the dashed line shows the MLE result (Table A.6).
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Figure A.6: Differential Luminosity Function for Independent Luminosity Density Evolution
(ILDE). The gray area encloses 99% of the probability. The dashed line is the extrapolated
luminosity function at z=0. The solid line is computed using the mean values from Table A.5.
The points are the result of the 1/Vmax method and the numbers indicated the number of AGN
present in each bin. Lack of points significies extrapolation of the best solution.
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A.4 Luminosity And Density Evolution - LADE

Another model describing evolution in both luminosity and density is the LADE model, which
stands for Luminosity and Density Evolution. The evolution is given by:

dφ(L, z)
d log Lx

=
dφ(L/e(z), z = 0)

d log Lx
· ed(z) (A.7)

with the evolution in redshift and number density respectively,

e(z) = (
1 + zc

1 + z
)p1 + (

1 + zc

1 + z
)p2 and ed(z) = A · 10d(1+z) (A.8)

Table A.7: LADE – MCMC Parameter Estimation

Parameter Prior Interval Mean Std Min – Max

L0 40.0 – 46.0 44.43 0.12 44.03 – 44.76
γ1 -1.0 – 3.0 -0.05 0.13 -0.6 – 0.4
γ2 1.5 – 6.0 2.04 0.09 1.74 – 2.45
p1 1.0 – 6.0 3.55 0.28 2.71 – 4.7
p2 -6.0 – 1.0 -1.46 0.97 -5.82 – 1.0
zc 0.5 – 3.5 2.35 0.33 1.22 – 3.35
d -1.0 – 1.0 -0.24 0.05 -0.4 – -0.09
A -7.0 – -2.0 -3.81 0.17 -4.34 – -3.41

Table A.8: LADE – MLE Parameter Estimation

Maximum Likehihood Parameters

L0 γ1 γ2 p1 p2 zc d A

44.4 -0.03 2.04 -1.27 3.56 2.26 -0.23 -3.83

Covariance Matrix

L0 γ1 γ2 p1 p2 zc d A

L0 0.01 0.008 0.0054 -0.045 -0.013 0.02 -0.0007 -0.0049
γ1 — 0.016 0.0074 -0.0036 -0.008 -0.000020 0.0011 -0.013
γ2 — — 0.0085 -0.0069 -0.010 0.0016 0.0015 -0.010
p1 — — — 0.8 0.13 -0.20 -0.0038 0.012
p2 — — — — 0.06 -0.05 -0.0051 0.019
zc — — — — — 0.097 -0.0028 0.006
d — — — — — — 0.002 -0.0060
A — — — — — — — 0.025
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Figure A.7: Marginals for Luminosity and Density Evolution (LADE). The gray area encloses
the 99% probability area. The bell-shaped black line, shows the respective gaussian for the
mean and standatd deviation in Table A.3. The vertical solid line shows the mean value from
the MCMC result, while the dashed line shows the MLE result (Table A.4).
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Figure A.8: Differential Luminosity Function for Luminosity and Density Evolution (LADE).
The gray area encloses 99% of the probability. The dashed line is the extrapolated luminosity
function at z=0. The solid line is computed using the mean values from Table A.3. The points
are the result of the 1/Vmax method. The numbers above each point indicate the number of
AGN included in each bin. Lack of points significies extrapolation of the best solution.
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A.5 Luminosity Dependent Density Evolution - LDDE

Lastly, we have the model that allows the most complicated evolution, with the density evolu-
tion being dependent on luminosity.

dφ(L, z)
d log Lx

=
dφ(L, z = 0)

d log Lx
· e(L, z) (A.9)

with,

e(L, z) =
(1 + zc)p1 + (1 + zc)

p
2

( 1+z
1+zc

)−p1 + ( 1+z
1+zc

)−p2
and zc(L) =

{
z∗c L ≥ La

z∗c · (L/La)a L < La
(A.10)

This formalism is based on the formula used by Ueda et al. (2003), with the change in eq. A.10
to account for a soft transition before and after the critical redshift.

Table A.9: LDDE – MCMC Parameter Estimation

Parameter Prior Interval Mean Std Min – Max

L0 40.0 – 46.0 44.58 0.09 44.34 – 44.83
γ1 -1.0 – 3.0 1.38 0.05 1.23 – 1.53
γ2 1.5 – 6.0 3.3 0.29 2.54 – 4.94
p1 3.0 – 7.0 4.84 0.19 4.15 – 5.51
p2 -6.0 – -1.0 -3.81 0.45 -5.95 – -2.25
zc 0.5 – 3.5 2.05 0.1 1.68 – 2.43
La 40.0 – 46.0 43.85 0.054 3.68 – 44.05
a 0.0 – 1.0 0.55 0.04 0.41 – 0.73
A -9.0 – -4.0 -7.33 0.18 -7.87 – -6.89

Table A.10: LDDE – MLE Parameter Estimation

Maximum Likehihood Parameters

L0 γ1 γ2 p1 p2 zc La α A

44.6 1.4 3.4 4.9 -3.8 2.03 43.8 0.55 -7.5

Covariance Matrix

L0 γ1 γ2 p1 p2 zc La α A

L0 0.017 0.007 0.05 0.009 0.008 -0.005 -0.0038 0.003 -0.04
γ1 — 0.005 0.017 0.010 0.011 -0.003 -0.0014 0.0024 -0.019
γ2 — — 0.20 0.012 0.013 -0.011 -0.010 0.007 -0.09
p1 — — — 0.08 0.07 -0.029 -0.0010 0.0015 -0.04
p2 — — — — 0.4 -0.05 -0.003 0.014 -0.03
zc — — — — — 0.019 0.003 -0.0014 0.015
La — — — — — — 0.0034 -0.0020 0.007
α — — — — — — — 0.003 -0.007
A — — — — — — — — 0.08
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Figure A.9: Marginals for Luminosity and Density Evolution (LDDE). The gray area encloses
the 99% probability area. The bell-shaped black line, shows the respective gaussian for the
mean and standatd deviation in Table A.3. The vertical solid line shows the mean value from
the MCMC result, while the dashed line shows the MLE result (Table A.4).
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Figure A.10: Differential luminosity function Luminosity Dependent Density Evolution
(LDDE).The gray area encloses 99% of the probability. The dashed line is the extrapolated
luminosity function at z=0. The solid line is computed using the mean values from Table A.3.
The points are the result of the 1/Vmax method. The numbers above each point indicate the
number of AGN included in each bin. Lack of points significies extrapolation of the best solu-
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