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1 Introduction 

Wheat (Triticum aestivum L.) is the single most important crop on a global scale in terms 

of total harvested weight and amount used for human and animal nutrition (FAO, 1996). 

Wheat is generally considered to enjoy an optimum temperature range of 17 – 23°C over the 

course of an entire growing season, with a Tmin of 0°C and Tmax of 37°C, beyond which 

growth stops (Porter and Gawith, 1999), whilst cultivars seem to differ in their tolerance to 

extreme temperature (Pomeroy and Fowler, 1973; Blum and Sinmena, 1994; Páldi et al., 

1996). Wheat seems to have a lethal low temperature of – 17.2±1.2°C, and a lethal high 

temperature of 47.5°C (Porter and Gawith, 1999). Grain yield depends on weather in the 

growing season, and how farmers choose to fertilize and protect their crops. Wheat 

simulation models are being used increasingly to assess the crop performance according to 

different environmental factors for monitoring the important results such as the grain yield, 

yield variability, and geographical distribution of the crop. Yield prediction is also important 

in assessing and managing the tradeoff between food security and the environmental impact 

of agricultural inputs (e.g. N pollution). The timing of certain plant disease epidemics relative 

to the growth stage of the crop is important (Lawless and Semenov, 2005). 

  

1.1 The affected factors on wheat growth 

The winter wheat crop performance is affected by the different environmental factors 

such as the weather factors (temperature, solar radiation, and precipitation), soil attributes, 

water supply, and the management development. This interaction between the crop growth 

and the different environmental factors shows a wide diversity of the crop growth and crop 

yield at different spatial and temporal variation. 

 

1.2 Temperature effect on winter wheat 

The temperature is one of the influential environmental factors on the wheat growth. 

Temperature sensitivity varies not only between the different wheat cultivars, but also 

changes between the plant components (Musich et al., 1981) and during the course of 

development. Thus, base and optimum temperature thresholds increase with development 

(Lumsden, 1980; Angus et al., 1981; Slafer and Savin, 1991; Slafer and Rawson, 1995b). 
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Therefore, the different plant organs response to the temperature differs from each other, 

where we can find that root growth is considered by Nielsen and Humphries (1996) to be 

more sensitive to temperature than that of above-ground plant parts, where the range between 

Tmin and Tmax for roots is smaller than for shoots and leaves. The optimal soil temperature for 

growth of the roots of wheat plants during the vegetative stage is below 20°C (Nielsen and 

Humphries, 1996; MacDowell, 1973) and temperatures higher than 35°C have been shown to 

reduce terminal root growth and accelerate its senescence (Wardlaw and Moncur, 1995). 

Root growth may cease if soil temperature drops below 2°C (Petr, 1991). Studies have shown 

an air temperature of – 20°C to be lethal for root survival (Drozdov et al., 1984). As for the 

leaves, Miglietta (1989) found that the Tmin for leaf initiation is 2.5°C, where Cao and Moss 

(1989) found Topt for leaf emergence ranged from 21.3°C to 24.3°C; values which concur 

with the Topt value of 22°C from Slafer and Rawson (1995a). Temperatures higher than 25°C 

have been found to inhibit leaf appearance (Porter and Gawith, 1999). As well as, for the 

stem elongation the optimum temperature is considered to be 20°C, below this temperature 

the elongation will be slower during the vegetative phase, but with a Tmax seemingly only 

slightly higher than Topt. Porter and Gawith (1999) in their study showed that shoot growth 

between terminal spikelet and flowering was not modified by temperatures up to 16°C but 

was significantly reduced by temperatures above 19°C. 

 

1.3 Temperature and phenological development 

Wheat is less sensitive to temperature during its vegetative phase than during its 

reproductive phase (Entz and Fowler, 1988), but there is no phase during which temperature 

does not modify the development (Slafer and Rawson, 1994). The cardinal temperature 

ranges for the wheat crop at the different developmental stages during the crop growth are 

acting in a linear relationship between temperature and development from emergence to 

anthesis (Slafer and Rawson, 1995b), but generally, the later the phase of development or 

process, the higher the base temperature (Angus et al. 1981; Del Pozzo et al. 1987; Porter et 

al. 1987; Slafer and Savin 1991). For the period from sowing to emergence Porter and 

Gawith (1999) have shown that the Tmin ranges from 2.4 to 4.6°C, Topt from 20.3 to 23.6°C 

and Tmax from 31.8 to 33.6°C, and Russell and Wilson (1994) add that soil temperature 

should be above 5°C. Slafer and Rawson (1995c) showed that Topt of the double-ridge stage 

is 20°C, while Slafer and Savin (1991) mentioned that Tmin is 4°C. The terminal spikelet 
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stage had a lower optimum and minimum temperature range than the other stages, where 

spikelets may be initiated at temperatures higher than 1.5°C (Slafer and Rawson, 1995b), and 

the optimum temperatures for this phase lie between 9.3 and 11.9°C, with temperatures 

greater than 25°C being sub-optimal (Porter and Gawith, 1999). As for the anthesis Tmin 

seems to be about 9.5°C (MacDowell, 1973; Slafer and Savin, 1991; Russell and Wilson, 

1994) with Topt between 18 and 24°C (Russell and Wilson, 1994). This is consistent with the 

pattern that temperature tolerance increases as plants develop, cardinal temperatures are 

generally highest during grain-filling (Porter and Gawith, 1999). Tmin values for grain-filling 

range from 4.1°C (Hunt et al., 1991) to 8.9°C for spring wheat (Angus et al., 1981) and to 

12°C for winter wheat (Russell and Wilson, 1994). Topt reportedly lies between 19.3 and 

22.1°C and Tmax between 33.4 and 37.4°C (Porter and Gawith, 1999). Cultivar differences in 

temperature sensitivity during grain-filling can extend to one cultivar being 35% more 

temperature-sensitive than another (Marcellos and Single, 1972; Porter and Gawith, 1999). 

 

1.4 Lethal temperatures 

At temperatures close to the optimal temperature for growth and development plant 

resistance are usually maintained at the same level and fluctuations in resistance are due to 

internal factors rather than external ones. This range of optimum temperatures is referred to 

as the range of 'background temperatures'. The ranges of cold and heat hardening 

temperatures are to the right and left of the background temperature ranges: when plants are 

exposed to temperatures in these ranges their resistance increases. More extreme 

temperatures than the hardening temperatures are in the ranges of cold and heat injury 

respectively (Drozdov et al., 1984).  

 

1.4.1 Hot episodes effect on winter wheat 

Temperature is one of the environmental weather factors, which is central to how climate 

influences the growth and yield of crops. The rate of many growth and development 

processes of crop plants is controlled by air or soil temperature. Nevertheless, an increase in 

mean seasonal temperature of 2–4°C reduces the yield of annual crops of determinate growth 

habit, such as wheat (Wheeler et al., 1996b; Batts et al., 1997), grown in well watered 

conditions. Much of this decline in yield is due to shorter crop duration at these warmer 



4 

 

temperatures, where a rise in temperature may increase the developmental rate of the crop, 

thus shortening the growing season, and resulting in a negative effect on crop production 

(Peiris et al., 1996). Moreover, the effects of variability in temperature on crops may also be 

important. First, the effects of weather variables on crops are often non-linear because of the 

ways in which many crop processes respond to the environment (Semenov and Porter, 1995). 

Second, fluctuations of extreme temperatures may affect the survival of crop plants or plant 

organs (Porter and Gaiwth, 1999). Under such extreme conditions, crop plants are more 

severely affected than under high temperature or thermal stress. However, the impact on crop 

yield cannot simply be predicted from the absolute temperature. Instead, it is reflected by the 

combination of the magnitude and duration of the hot temperature episode, and coincidence 

with the development stage of the crop (Wheeler et al., 2000). Thus, wheat is less sensitive to 

temperature during each vegetative phase than during its reproductive phase (Entz and 

Fowler, 1988), but there is no phase during which temperature does not modify development 

(Slafer and Rawson, 1994). Therefore, it has been found that high temperatures during early 

spike development reduced the number of spikelets per head or the number of seeds per 

spikelet (Johnson and Kanemasu, 1983), and temperatures higher than 31°C and lower than 

9°C during anthesis may therefore be considered as the limits of successful anthesis 

(MacDowell, 1973; Russell and Wilson, 1994), while the rate of increase in grain dry weight 

increases with temperature. But both temperature sensitivity and growth rates vary between 

cultivars during grain-filling, where the timing of heat event during the grain-filling appears 

to be important, exerting a particular influence on grain quality via the accumulation of 

protein (Porter and Gawith, 1999). As well as, high temperatures would be expected to cause 

seed degradation in addition to lowering germination rate, and these negative impacts would 

be expressed to a greater degree for slower-germinating subpopulation (Roberts, 1988; 

Hardegree, 2006). 

It is clear that changes to the variability of temperature, separate to changes in mean 

seasonal temperature, affect the yield of annual crops. The effects of brief episodes of hot 

temperatures on the number of yield components can be particularly dramatic. However, the 

impact of crop yield cannot simply be predicted from the absolute temperature. Instead, it is 

reflected by the combination of the magnitude and duration of the hot temperature episode, 

and coincidence with the development stage of the crop (Wheeler et al., 2000). Thus, isolated 

incidents of extreme hot or cold temperatures could seriously damage a plant. A continuous 

period of extreme hot or cold temperature could be lethal not only for crops, but also for 
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humans. Summer 2003 was recorded as the hottest in Europe since 1500 (Poumadere et al., 

2005). 

Temperature responses may also be determined for plant processes, such as enzyme 

activities and photosynthesis, the rates and efficiencies of which are temperature-dependent. 

An example is the thermal kinetic window which describes the temperature range for optimal 

enzyme functioning (Makan et al., 1987). The thermal kinetic window for wheat has been 

identified by Burke et al. (1988) as lying between 17.5 and 23°C. Optimal rates of 

photosynthesis in wheat (cv. Crako) are, however, broader than these, being optimized at 

25°C and declining at temperatures lower than 15°C and higher than 30°C (Wardlaw, 1974). 

 

1.4.2 Freezing effect on wheat 

Not only the high temperature can lead to a negative response to the crop growth, but 

both high and low temperatures decrease the rate of dry matter production and, at extremes, 

can cause production to cease (Grace, 1988). Low temperature is one of the primary stresses 

limiting the growth and productivity of winter cereals. To cope with low-temperature stress, 

winter cereals have evolved adaptive mechanisms that are temperature regulated. 

Vernalization response and low temperature acclimation are the most important of these 

winter survival mechanisms. Both are regulated through complex physical and biochemical 

interactions that are dependent on genotypic and environmental factors (Fowler et al., 1996). 

Low-temperature acclimation is a cumulative process (Andrews 1960; Roberts 1979; Gusta et 

al. 1982) that can be stopped, reversed, and restarted. The threshold temperature for the 

initiation of low-temperature acclimation is approximately l0°C (Olein 1967; Alden and 

Hermann 1971), and there is an inverse relationship between temperature and acclimation 

rate between l0 and 0°C (Paulsen 1968; Limin and Fowler 1985). Acquired low-temperature 

tolerance is rapidly lost when cereals are exposed to crown temperatures above 10°C (Gusa et 

al. 1982). The warmer the crown temperature between l0 and l8°C, the more rapidly the low-

temperature tolerance is lost (Fowler et al., 1996). 

Drozodov et al. (1984) reported that temperatures of – 2°C injured the leaves of 

unhardened winter wheat plants and – 4°C was lethal, but this threshold could be increased to 

– 13°C if plants were cold-hardened. The stem may also be damaged and weakened by frost, 

which may lead to lodging later in the season (Pittman, 1933; Banath and Single, 1976). Stem 

nodes have been reported to stop ice fronts passing through a plant internally (Single, 1964; 
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Ashworth and Abeles, 1984). However, the developing ear is protected at this stage within 

the leaf sheath, which may prevent external ice crystallisation damaging the ear. While wheat 

is reputed to be most susceptible to frost damage when the ear has emerged, as ice may form 

directly on the reproductive tissue when the ear is no longer protected by the presence of the 

stem and leaf sheath (e.g. Single and Marcellos, 1974; Single, 1984; Loss, 1987; Cromey et 

al., 1998). Therefore, the crop should be managed so that the more susceptible stages of crop 

development, such as the formation of reproductive primordia, do not coincide with a period 

when the risk of a damaging frost occurring is still high (Whaley, et al., 2004). 

Winter wheat maintains growth at temperatures down to 2-3°C (Porter & Gawith, 1999). 

Elevated temperature has a positive effect on growth, increasing leaf initiation, leaf 

emergence, and stem elongation (Porter & Gawith, 1999) and a direct positive effect of 

predicted climate warming on growth is expected. Temperate C3 grasses maintain a 

significant photosynthetic activity at temperatures around the freezing point, and a minimum 

temperature for photosynthesis of - 4°C has been documented for some species (Skinner, 

2007). Hence, winter wheat is expected to maintain a positive net assimilation even under 

low irradiance at air temperatures just below 0°C. Winter wheat may therefore maintain 

growth in a longer season, even when parts of the season shift to times of the year with less 

irradiance, which is a potential problem at increasing latitudes (Körner, 2006). The degree of 

injury of wheat from spring freezes is influenced by the duration of the low temperatures as 

well as the low point they reach. Prolonged exposure to freezing causes much more injury 

than brief exposure to the same temperature. Temperatures at which injury can be expected 

are for two hours of exposure to each temperature. Less injury might be expected from 

shorter exposure times, while injury might be expected at even somewhat higher 

temperatures from longer exposure times (Warrick and Miller, 1999). Therefore, when the 

frost damage incurred was relatively early in the season, giving the crop time to recover from 

the damage (Whaley, et al., 2004). 

Vernalization is defined as acceleration of the ability to flower by a chilling treatment 

(Chouard 1960). Exposure to temperatures in the vernalization range shortens the vegetative 

phase and decreases the final leaf number of cereals with a vernalization response (Wang et 

al. 1995). A vernalization response reduces the risk of winter cereals entering the extremely 

cold sensitive reproductive growth stage until the danger of low-temperature damage has 

passed. Vernalization response can occur during seed formation and ripening, germination, 

and seedling growth (Flood and Halloran 1986). The gradual reduction in low-temperature 
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tolerance of plants stored for long periods at temperatures in the vernalization - cold 

acclimation range were explained by a shutting off of the low-temperature tolerance genetic 

machinery once vernalization saturation has been achieved (Fowler et al., 1996), but the 

ability of cereals to cold acclimate after vernalization saturation and before heading indicates 

that vernalization saturation does not act as an off switch for low-temperature tolerance 

genes. The possibility that the vernalization genes have a more subtle regulatory role in 

controlling the expression of low-temperature tolerance genes cannot, however, be ruled out 

(Fowler et al., 1996). 

The ability of wheat plants to maintain frost tolerance decreases after the 

vegetative/reproductive transition (Mahfoozi et al., 2001a, b), but mechanisms exist which 

slow down the rate of phenological development and extend the vegetative phase. These 

involve a requirement for vernalization (the necessity of going through a certain period of 

low temperatures) and responses to photoperiod (day-length sensitivity). Winter wheat 

varieties usually have a greater vernalization requirement and a higher sensitivity to short 

days than spring wheat varieties, which enable them to remain in the vegetative phase during 

winter. Spring wheat varieties have no, or a very limited, need for vernalization (Prášil et al., 

2004). 

The study by Bauer and Black (1990) showed a TLmin of 0 to – 15°C for rapid freezing 

but temperatures down to – 20°C were tolerated with gradual cooling. However, wheat 

seemingly differs in this respect in its response to extreme heat and cold. Thus, plants 

develop cold hardiness, but not a tolerance to extreme heat (Drozdov et al., 1984) with heat to 

tolerance increasing by only 1°C following gradual rather than abrupt warming. 

 

1.5 Solar radiation and precipitation role in wheat growth 

Other environmental weather factors that affect the crop growth are the solar radiation 

and precipitation. The solar radiation is affecting on the crop evapotranspiration, where the 

increased solar radiation increases transpiration and, for each year there is a point after which 

further increases in radiation cause a water stress yield loss. While changes in the 

precipitation affect the amount of water in the soil and hence the yield loss due to the water 

deficit. Hence, at high precipitation levels, there is sufficient water for the crop and so 

changes in precipitation have no effect. As precipitation reduces, both the length and severity 

of the water deficit increases and so each reduction in precipitation causes a progressively 
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larger drop in yield. At very low precipitation, the soil would run out of water during the 

growing period so that further reductions in precipitation would have less effect. By the 

reduction of the precipitation and the increasing of the solar radiation during different years, 

that increase the coefficient of variation, which caused by the differences in water stresses 

experienced during different years. For low values of solar radiation, the water deficit is small 

enough that the potential yield is obtained. The increase in the solar radiation does not only 

increase the water deficit through greater transpiration by the plant, but it also increases the 

rate of accumulation of biomass, when water and nutrient supply is sufficient. Both potential 

anthesis biomass and potential grain fill biomass are proportional to solar radiation and so the 

yield is also proportional (Brooks et al., 2001). 

 

1.6 Wheat growth related to the different soil attributes 

Nevertheless, that the temperature is one of the most important environmental factors 

that affects the crop growth, but there are other factors, which also play an important role for 

the growth. The soil attributes and its relation with the water supply can affect dramatically 

on the crop growth and yield. The soil is acting as the water reservoir of the plant. The 

available water in the soil decreases during the growing season limiting plant growth 

(Semenov, 2007). Soil water content is one of the essential drivers for biological and 

chemical soil processes in the unsaturated zone (Kätterer et al., 2006). Different crops may 

respond differently to water limitation, depending on their water requirements. The different 

soil characteristics also had different responds to the soil capacity for holding more or less 

water amount. Therefore, the effect of drought on crops should be characterized not in terms 

of soil water deficit experienced by crop during the growing season, but by the reduction in 

grain yield caused by water limitation (Semenov, 2007). 

For calculating the soil water content or the soil hydraulic properties, Pedotransfer 

functions (PTFs) are becoming increasingly popular for estimating hydraulic properties such 

as soil texture, bulk density, organic matter content, and water retention. The majority of 

PTFs are completely empirical, although physico-empirical models and fractal theory models 

have also been developed (Minansy and McBratney, 2000). Schaap (1999) categorized PTFs 

into three main groups: (1) class PTFs, (2) continuous PTFs, and (3) neural network analysis-

derived PTFs. Class PTFs are based on the assumption that similar soils exhibit similar 

hydraulic properties. Examples are pesented by Carsel and Parrish (1988), Wösten et al. 
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(1995) and Leij et al., (1996). Continuous PTFs provide continuously varying estimates of 

hydraulic properties across the textual triangle through linear or nonlinear regression models. 

Model performance can be improved with additional information such as bulk density, 

porosity, organic matter content, and water retention points (Rawls and Brakensiek, 1985; 

Vereecken et al., 1989; Rawls et al., 1992; Williams et al., 1992a). Neural networks have 

recently been developed to improve the predictions of empirical PTFs (Pachepsky et al., 

1996; Schaap and Bouten, 1996; Schaap et al., 1998; Tamari et al., 1996). 

 

1.7 The expected climate change effect on wheat crop 

Atmospheric CO2 levels have been steadily rising during the past century, as a result of 

fossil-fuel burning and land clearing (Siegenthaler and Sarmiento, 1993). The CO2 levels at 

1990 are about 355 ppm, or 25% higher than the pre-industrial value of 280 ppm (Keeling, 

1991). Emissions continue to grow and CO2 concentrations had increased to over 390 ppm, or 

39% above preindustrial levels, by the end of 2010 (IPCC, 2011). Other greenhouse gases 

(CH4, CFCs, NO2) are also on the rise in the atmosphere. If the current rate of emissions 

continues, global mean temperatures are predicted to increase approximately 1.5°C by the 

middle of the century (Hansen et al., 1988; Houghton et al., 1990), and the temperature 

increase of the 100-year linear trend (1906-2005) was 0.74 [0.56 to 0.92]°C (IPCC, 2007). 

Precipitation patterns are also expected to change. Many studies indicate that high CO2 levels 

and rising mean temperatures will affect crop yields (Kimball, 1983; Acock & Allen, 1985; 

Acock, 1991). While CO2 alone would most probably increase yields, interactions with 

factors like temperature, precipitation and management practices make predictions less 

certain (Tubiello et al., 1995). Changes to the global climate, notably to regional spatial and 

temporal temperature patterns (Houghton et al., 1996), from increased atmospheric 

concentrations of greenhouse gases are predicted to have important consequences for crop 

production (Parry, 1990). Changes in climate may exhibit increased climatic variability and 

small changes in climatic variability can produce relatively large changes in the frequency of 

extreme climatic events (Kattenberg et al., 1996). 

  

1.8 The effect of the expected temperature increase on wheat growth 

Wheeler et al. (2000) found that increasing the mean seasonal temperature by 2°C will 

decrease the grain yield by 7%, and the rapid decline in grain yields was associated with a 
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reduction in the number of grains per year at the time of harvest maturity. The negative effect 

of warmer temperatures should be countered by the increased rate of crop growth at elevated 

atmospheric CO2 concentrations at least when there is sufficient water. Of more importance 

for the yield of annual seed crops may be changes in the frequency of hot (or cold) 

temperatures which are associated with warmer mean climates. Seed yields are particularly 

sensitive to brief episodes of hot temperatures if these coincide with critical stages of crop 

development. Hot temperatures at the time of flowering can reduce the potential number of 

seeds or grains that subsequently contribute to the crop yield. Therefore, with an increase in 

mean temperature, winter wheat is expected to resume growth earlier and spring wheat to be 

sown earlier, and the crops would develop under much the same thermal environments as at 

present (Batts et al., 1997). In addition to the occurrence of high temperature could have an 

impact at vulnerable stages and be much more damaging to crop yields (Semenov and Porter, 

1995; Nicholls, 1997; Porter and Gawith, 1999; Porter and Semenov, 1999) than more stable 

conditions. As well, temperature sensitivity and thus responsiveness to extreme temperature 

events vary during the course of crop development (Slafer and Rawson, 1994, 1995c). 

Winter wheat is generally sown world-wide in sub-optimal temperatures, which fluctuate 

between 8 to 16°C mean daily temperature, and at the warmer conditions, which will result 

from the climate change, during sowing should not have a negative impact on wheat 

establishment (Porter and Gawith, 1999). Nevertheless, if temperature increases as predicted 

at the grain-filling stage, then wheat can mature earlier, with different time depending on the 

supposed climate scenario, compared with the baseline climate. This has the following 

consequences. First, the duration of the grain filling stage, measured in calendar days, 

decreases resulting in the lower amount of radiation intercepted by the plant during grain 

filling. This, in turn, reduces production of new biomass during grain filling decreasing the 

final yield. Secondly, the grain filling stage will occur early in a season, when expected daily 

radiation is sub-optimal, i.e. lower, on average. This reduces grain yield even further. As a 

result, wheat yield decreases with global warming, if other factors are taken out of 

consideration (Semenov, 2007). 

 

1.9 The direct effect of the expected increase of CO2 

There is a large, but not complete, agreement between climatologists that the global 

mean temperature in mid-latitudes is increasing due to an increase in the concentration of 
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atmospheric CO2 and other greenhouse gases (IPCC report 1990; cf. Idso, 1989). Historical 

and modern records show that the atmospheric carbon dioxide (CO2) concentration increased 

from approximately 280 ppm in pre-industrial times to about 315 ppm by 1958, and to more 

than 350 ppm by 1988 (Boden et al., 1994), and had increased to over 390 ppm, or 39% 

above preindustrial levels, by the end of 2010 (IPCC, 2011). The accelerated trend in the 

global CO2 growth rate during the first 30 years of modern records has led to various 

scenarios for the future CO2 concentrations of the atmosphere (Hunsaker et al., 2000). Along 

with changes in temperatures and shifts in precipitation pattern, periods of drought are 

predicted to increase in the future (IPCC, 2001). While large uncertainties remain about the 

extent of these climate changes at the regional scale, increasing atmospheric concentration of 

CO2 is among the most predictable aspects of global environmental change. 

Elevated CO2 causes partial stomatal closure thereby decreasing leaf transpiration at the 

same time that carbon assimilation is increased (Morison, 1998). Therefore, because soil 

water availability is a major environmental factor for plant growth, it is of particular 

importance to analyse possible interactions of elevated CO2 and water supply in terms of the 

water use of plant canopies (Burkart et al., 2004). Responses of canopy evapotranspiration 

(EC) to elevated CO2 have been found to vary from positive (Chaudhuri et al., 1990; Kimball 

et al., 1994; Hui et al., 2001), to unchanged (Jones et al., 1985; Hileman et al., 1994; 

Ellsworth, 1999) to negative (Ham et al., 1995; Drake et al., 1997; Kimball et al., 1999). The 

variability of these responses may result from several feedback mechanisms that effect EC, 

including irradiance, wind speed, canopy temperature, VPD, leaf conductance, canopy leaf 

area (Kimball et al., 1994; Wilson et al., 1999). It is in fact well-recognized that CO2 

concentration and management factors will interact in complex ways to determine the 

ultimate impacts of climate change on crop production. While elevated CO2 alone tends to 

increase growth and yield of most agricultural plants (Kimball, 1983; Cure and Acock, 1986; 

Allen et al., 1997; Kimball et al., 2002), warmer temperatures and changed precipitation 

regimes may either benefit or damage agricultural systems (e.g., Rosenzweig and Hillel, 

1998). Water and fertilizer application regimes will further modify crop responses to elevated 

CO2 (e.g., Reilly et al., 2001). 

Rainfed crops were found to be more sensitive to CO2 increases than irrigated ones. On 

the other hand, low nitrogen applications depressed the ability of the wheat crop to respond 

positively to CO2 increases. In general, the positive effects of high CO2 on grain yield were 

found to be almost completely counterbalanced by the negative effects of high temperatures. 
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Depending on how temperature minima and maxima were increased, yield changes averaged 

across management practices ranged from -4% to 8% (Tubiello et al., 1995). 

On the other hand, elevated CO2 had only minor effects on growth and plant 

performance, but positive effects on root biomass in autumn and frost tolerance in November. 

It had been found that elevated CO2 improved plant growth from sowing only up until the 

first harvest; a period with mean temperatures of 9-12°C. Later in the autumn there were no 

growth responses of shoots to elevated CO2 (Morison & Lawlor, 1999). 

 

1.10 Wheat crop models 

Crop models are defined as dynamic representations of crop processes in a systems 

context. The goal of such models is to simulate and explain crop development and behavior, 

yield and quality as a function of environmental and management conditions or of genetic 

variation. The explicit processes or mechanisms that are the basis of such crop models 

warrant calling them process or mechanistic models in contrast to the `black-box' statistical 

models. The statistical models, used to empirically predict large-scale (county to region) 

agricultural yields from regression analyses based on monthly or annual variables; and 

process oriented models, further referred to as process models, used to compute crop 

dynamics at smaller spatial scales (leaf to canopy and/or field levels), based on deterministic 

equations and simulation of underlying processes at timescales of minutes to days. Process 

models can be further grouped into ‘complex’ and ‘simple’. Complex models compute 

processes at the level of organs or lower; for example, the dynamics of carbon and water 

calculated at the leaf-level, requiring time-steps ranging from minutes to hours. Simple 

models compute canopy-level dynamics directly, using empirical relationships without 

consideration of underlying processes, typically using daily time steps (Passioura, 1979; 

Thornley, 1980; Charles-Edwards et al., 1986; Sinclair and Seligman, 2000). 

In general, both statistical and process models adequately predict agronomic yields at 

given scales. Statistical models were intrinsically designed to operate at the multi-seasonal, 

regional scale, and are thus best suited for analyzing interannual variability of regional 

production. Process crop models were developed to simulate crop responses to environmental 

conditions at the plot and field level and can be used to analyze interseasonal dynamics of 

field-level crops. Process crop models capture the dynamics of crop response to elevated 

CO2, and therefore have been widely used in climate change studies. These models have 
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different components that can be simplistically grouped into those computing: plant 

phenology as a function of accumulated temperature and daylength; photosynthesis and 

respiration; water balance, N-uptake and distribution and effects of other factors; partitioning, 

biomass accumulation and organ growth. These components may operate at different 

timescales. For instance, photosynthesis and water exchange are resolved at timescales from 

minutes to hours (complex process models) to days (simple process models). Biomass 

production and partitioning, and ultimately yield, are generally computed at daily (process 

models) to seasonal (statistical models) time-steps. Thus, linkages among model components 

are often across timescales (Tubiello and Ewart, 2002). 

The aim of this study is developing a new wheat crop simulation model, which can 

simulate the winter wheat crop performance (yield, biomass, development stages timing) 

affected by the different environmental factors at different spatial and temporal scales at the 

current time and in the future. The developed model here is classified as a simple process 

model, which is not so complicated as the complex process models or not so very simple as 

the statistical models, where the main advantages of a simpler model are: a) easier to 

understand and consequently easier to interpret the results from the model; b) quicker to 

build, test and run (Brooks and Tobias, 1996). Nevertheless, the main disadvantage with 

using a simple model is that important aspects of the system may be omitted, so that the 

model is unrealistic (Brooks et al., 2001). 

Wheat simulation models are being used increasingly to assess the crop performance 

according to different environmental factors such as weather factors, soil attributes, and water 

supply, which could be optimum or not for obtaining the maximum yield. These types of 

applications have been built for monitoring the important results such as the grain yield, yield 

variability, and geographical distribution of the crop, affected by the environmental factors at 

present and in the future. The crop simulation model could also predict the timing of crop 

development because first, the effects of environment (temperature and photoperiod) on crop 

development (phenology) are central to crop adaptation (Evans, 1993; Roberts et al., 1996) 

and second, the accuracy of the phenology sub-model of a crop simulation model is a 

sensitive step to the precise prediction of crop biomass and yield (Wheeler et al., 2000). 

Thermal-germination models usually include some assumptions regarding within-

population variability in growth rate response, from germination to grain-filling stages, to 

temperature (Hardegree et al., 1999). These assumptions are most often related to cardinal-

temperature (CT) concepts such as the base temperature (Tbase), optimal temperature (Topt), 



14 

 

maximum or ceiling temperature (Tmax), and sub-optimal and supra-optimal thermal time (θ1, 

θ2) (Garcia-Huidobro et al., 1982a, b; Covell et al., 1986; Ellis et al., 1986; Ellis and Butcher, 

1988; Roberts, 1988; Benech Arnold et al., 1990; Probert, 1992; Alvarado and Bradford, 

2002). CT variables are typically assigned either a constant value, or are determined to be 

normally or log-normally distributed within a given seed population (Covell et al., 1986). 

The response of yield is the most sensitive to temperature. The main effect of 

temperature is to set the phenological dates and so changes in temperature affect both the 

timing and duration of the main growth periods in which most of the biomass is accumulated 

and during which the water deficit tends to increase (Brooks et al., 2001). The reasons of 

predicting the timing of crop development are: First, the effects of environment (temperature 

and photoperiod) on crop development (phenology) are central to crop adaptation (Evans, 

1993; Roberts et al., 1996). Second, the accuracy of the phenology sub-model of a crop 

simulation model is a sensitive step to the precise prediction of crop biomass and yield 

(Wheeler et al., 2000). Nevertheless, the crop simulation models use this strategy for 

distributing the accumulated biomass at each phenological stage. And according to the annual 

variability of temperature, the annual biomass and yield vary too. The major methods have 

been used in models to simulate the timing of important events in lifecycle in wheat, and the 

influence of daylength and vernalisation on their timing. The older of these methods (e.g., 

Ritchie and Otter, 1985; Weir et al., 1984) describe development through sequential phases 

(e.g., floral initiation, terminal spikelet, flag leaf appearance) leading to anthesis. Intervals of 

modified thermal time are assumed to be constant for these phases, and key stages such as 

anthesis are reached when the sequence of phases has been completed (Weir et al., 1984; 

Ritchie and Otter, 1985). The modification of thermal time is achieved by slowing its 

accumulation by multiplying the daily increment of thermal time by daylength and 

vernalisation factors (values 0 – 1). The factors are applied during particular phases, and 

vernalisation and daylength responses are completed once an apical stage is reached where 

the factor is no longer appropriate. The daylength and vernalisation factors are applied either 

as most limiting (Ritchie and Otter, 1985) or factorially (Weir et al., 1984). A variation on 

this approach was to use thermal time either directly or as represented by the number of 

leaves between developmental events (McMaster et al., 1992). Accurate simulation of 

anthesis using this method, particularly in winter wheat, is dependent on accurately 

simulating earlier development events, particularly the switch at the shoot apex that 
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determines whether the primordial will differentiate into leaves or spikelets, or floral 

initiation (Jamieson et al., 2007). 

Wheat simulation models such as Sirius (Jamieson et al., 1998c), AFRCWHEAT2 (Weir 

et al., 1984; Porter, 1993), CERES-Wheat (Ritchie and Otter, 1985), and ECOSYS (van Laar 

et al., 1997) are designed to simulate the growth and development of wheat in small, 

homogeneous areas. They require input data for weather, soil attributes and management 

practice (choice of cultivar, sowing date, nitrogen application and irrigation) at varying detail. 

They are able to supply output, on daily basis, of variables such as biomass, yield, soil water 

content, mainstem leaf number, leaf area and evapotranspiration (Brooks et al., 2001). 

 

1.11 Climate prediction 

Many crop simulation models require daily site-specific weather as their input (Jamieson 

et al., 1998b). To use process-based models for the assessment of impacts of climate not only 

at the current conditions, but also under the climate change effect. Climate scenarios have to 

be developed with appropriate temporal and spatial resolutions, taking into account the model 

sensitivity to variations in climatic variables. Crop simulation models incorporate a mixture 

of non-linear interactions between the crop and its environment (Porter and Semenov, 1999, 

2005; Semenov and Porter, 1995). Those non-linear models can potentially produce very 

different predictions depending on how climate scenarios were constructed (Mearns et al., 

1997). It was demonstrated by Porter and Semenov (1999) and Semenov and Barrow (1997) 

that climate change scenarios, derived from a global climate model (GCM) that incorporated 

changes in climatic variability decreased mean wheat yield and significantly increased risk of 

crop failure compared with scenarios which accounted only for changes in mean values. Katz 

and Brown (1992) analysed the sensitivity of weather extreme events to changes in the mean 

and variability of climatic variables, and found that extreme events are more sensitive to 

changes in variability than to changes in the average. But the coarse spatial resolution of 

GCMs and large uncertainty in their output at a daily scale, particularly for precipitation, 

means that the daily GCM output is not appropriate directly for use with process-based 

models and analysis of extreme events (Trigo and Palutikof, 2001). Hence, there are two 

methods for overcoming the uncertainty of the GCMs. First, and it is the most common used 

way, is applying the predicted changes in climate models to the weather generator parameters 

(Semenov and Brooks, 1999). A stochastic weather generator is a numerical model which 
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produces synthetic daily time series of a suite of climate variables, such as precipitation, 

temperature and solar radiation, with certain statistical properties (Richardson, 1981; 

Richardson and Wright, 1984; Racsko et al., 1991). Weather generators were adopted in 

climate change impact studies as a computationally inexpensive tool to generate scenarios 

with high temporal and spatial resolutions based on the output from a global climate model 

(GCM) (Wilks, 1992; Barrow and Semenov, 1995; Wilks and Wilby, 1999; Hansen, 2002; 

Dubrovsky et al., 2005). These statistical approaches rely on the existence of a long historical 

observational record from which statistical relationships can be calculated. In practice, this 

limits the variables that can be downscaled to generally temperature and rainfall, and the 

location of observation station determines where the downscaling can be applied. There is 

another important method that also depends on the downscaling of the GCM outputs called 

Regional Climate Models (RCM). Dynamical downscaling, or the use of Regional Climate 

Models (RCMs), is often seen as the alternative to statistical downscaling though most 

statistical approaches also can be applied to RCM output to obtain point location data (Evans, 

2012). They include dynamic downscaling, which uses complex algorithms at a fine grid-

scale describing atmospheric process nested within the GCM outputs (Jones et al., 1995). 

RCMs have some advantages over statistical techniques: They simulate the entire climate 

system so that all climate variables of interest are available, rather than being limited to the 

well observed variables; and they simulate the climate across the landscape regardless of 

whether observations exist (Evans, 2012). Second, instead of downscaling output from 

seasonal weather forecast, using a stochastic weather generator, it is possible to upscale a 

crop model to one, which can operate on a larger regional scale and can take seasonal 

predictions from GCM output directly without the need for spatial and temporal downscaling 

(Challinor et al., 2004). 
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2 Materials and Methods 

2.1 Experimental data set 

A growth development model has been designed to predict the biomass and grain yield of 

wheat crop in Bavaria. The plant, soil, and weather data were collected from the experimental 

site Dürnast of the Chair of Plant Nutrition, Technische Universtät München for Freising, and 

other eleven locations from the experimental sites of LfL (Bavarian State Research Center). 

The experimental data set was gathered for the seasons' duration from 2000/01 to 2008/09. 

The experimental sites for the latter studied ones had sometimes no nearby weather stations; 

therefore, the weather data had been taken from the nearest location to the experimental 

studied area (Table 1). 

Table1: The details of the studied experimental sites and its distance to the used weather 

stations. 

Experiment location Altitude (m a.s.l) Nearest weather station Distance (km) 

Würzburg - Giebelstadt 430 Veitshöchheim 25 

Donau-Ries – Reimlingen 542 Wallerstein 10 

Freising - Dürnast 290 – – 

Passau - Reith 360 – – 

Regensburg - Köfering 350 – – 

Lichtenfels - Wolfsdorf 295 – – 

Eichstätt – Desching 530 Hepberg 5 

Landshut – Feistenaich 370 – – 

Neumarkt – Hartenhof 460 Sommertshof 10 

Weissburg-Gunzenhausen – Bieswang 280 Windsfeld 30 

Main-Spessart – Arnstein 470 Schweinfurt – Ettleben 13 

Günzburg - Günzburg 470 Weißingen 12 
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Table2: The soil type and the planting date for the studied seasons at the studied sites 

 

Site 

Season 
Freising Reimlingen Wolfsdorf Reith Köfering Giebelstadt Desching Feistenaich Hartenhof Bieswang Arnstein Günzburg 

2000/01 
Soil type Silt loam Loam Sandy loam Silt loam Silt loam Silt loam Loam Silt loam Sandy loam Clay loam Silt loam Silt loam 

Planting date 20.10 18.10 19.10 30.10 16.10 16.10 19.10 17.10 18.10 23.10 25.9 16.10 

2001/02 
Soil type - Loam Sandy loam Silt loam Silt loam Silt loam Clay loam Silt loam Sandy loam Clay loam Clay loam Silt loam 

Planting date - 16.10 23.10 30.10 23.10 16.10 19.10 16.10 17.10 19.10 16.10 16.10 

2002/03 
Soil type Silt loam Loam Sandy loam Silt loam Loam Silt loam Sandy loam Silt loam Loam Loam Clay loam - 

Planting date 22.10 9.12 10.10 29.10 14.11 11.10 10.10 11.10 6.11 22.10 10.10 - 

2003/04 
Soil type Silt loam Loam Loam Silt loam Loam Silt loam Loam Silt loam Loam Loam Clay loam Silt loam 

Planting date 14.10 13.10 15.10 16.10 14.10 13.10 2.10 30.10 15.10 14.10 10.10 15.10 

2004/05 
Soil type Silt loam Loam Loam Silt loam Loam Silt loam Loam Silt loam Loam Loam Clay loam Silt loam 

Planting date 13.10 13.10 15.10 16.10 14.10 15.10 2.10 30.10 15.10 14.10 10.10 15.10 

2005/06 
Soil type Silt loam Loam Sandy loam Silt loam Loam Silt loam Loam Silt loam - Loam Silt loam Silt loam 

Planting date 11.10 12.10 13.10 26.10 11.10 10.10 14.10 20.10 - 17.10 17.10 13.10 

2006/07 
Soil type Silt loam Loam Sandy loam Silt loam Silt loam Silt loam Loam Silt loam Sandy loam Loam Clay loam Silt loam 

Planting date 10.10 5.10 16.10 17.10 13.10 16.10 12.10 11.10 16.10 11.10 10.10 11.10 

2007/08 
Soil type Silt loam Loam Sandy loam Silt loam Silt loam Silt loam - Silt loam Sandy loam - Clay loam Silt loam 

Planting date 11.10 8.10 12.10 17.10 15.10 19.10 - 12.10 16.10 - 9.10 12.10 

2008/09 
Soil type Silt loam Loam Sandy loam Silt loam Silt loam Silt loam - Silt loam Sandy loam Loam Clay loam Silt loam 

Planting date 14.10 10.10 15.10 21.10 9.10 21.10 - 8.10 13.10 14.10 15.10 10.10 
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Daily weather data were used from the selected weather stations, where the used weather 

elements were: maximum and minimum temperature (°C), mean relative humidity (%), 

precipitation (mm), solar radiation (MJ/m2.d1), and wind speed (m/s). The weather data were 

collected from the LfL´s official website (http://www.wetter-by.de). The experimental sites 

seasons had different soil types, which include; loam, sandy, clay loam, and silt loam. the 

yield of these sites during the studied seasons was taken for comparison, plus the planting 

date, and the soil type to have more precise simulation. Table 2 shows the detailed plant data, 

which have been taken into consideration for the simulation. 

 

2.2 The methodology of the wheat crop model 

The model was set up to evaluate the biomass and grain yield of a wheat growth season, 

affected by different environmental factors (weather data, soil attributes, and water supply). It 

describes the partitioning of the biomass during the different phenological stages. This model 

uses the weather data, water supply and soil attributes for each selected location as an input 

data. 

 

2.3 Evapotranspiration and Soil Water Flow 

2.3.1 Potential Evapotranspiration 

The calculation steps of the model start first from the effect of the external factors on the 

growth. Starting from the effect of the water supply (surplus or deficit) on the plant, the 

potential and crop evapotranspiration factors for the wheat crop have been calculated by 

using the FAO Penman-Monteith equations (Allen, 1998, 2000). The potential 

evapotranspiration ET₀ [mm day-1] is calculated as a daily factor, which is based mainly on 

the weather data: 

ܧ ௢ܶ ൌ
଴.ସ଴଼∆ሺோ೙ିீሻାఊ

వబబ
೅శమళయ

௎మሺ௘ೞି௘ೌሻ

∆ାఊሺଵା଴.ଷସ௎మሻ
                                                                           (1) 

where, Rn is net radiation at the crop surface [MJ m-2 day-1], G is soil heat flux density [MJ 

m-2 day-1] and could be ignored, T is mean daily air temperature at 2 m height [°C], U2 is 

wind speed at 2 m height [m s-1], es is saturation vapour pressure [kPa], ea is actual vapour 

pressure [kPa], Δ is slope vapour pressure curve [kPa °C-1], and γ is psychrometric constant 

[kPa °C-1]. 
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The last parameters have been also calculated by using the daily maximum, minimum and 

average temperature Tmax, Tmin, and Tavg respectively [°C], relative humidity RH [%], 

atmospheric pressure Pa [kPa], the saturated vapor pressure e°Tmax at the maximum and 

e°Tmin at minimum temperature [kPa] , and λ is the latent heat vaporization [MJ kg-1], using 

the following equations: 

݁௦ ൌ
௘೚ ೘்ೌೣା௘೚்೘೔೙

ଶ
                                                                                                  (2) 

݁௢ ௠ܶ௔௫ ൌ 0.6108 ൈ ݌ݔ݁ ቀ ೘்ೌೣൈଵ଻.ଶ଻

೘்ೌೣାଶ଻ଷ.ଵହ
ቁ                                                                  (3) 

݁௢ ௠ܶ௜௡ ൌ 0.6108 ൈ ݌ݔ݁ ቀ
்೘೔೙ൈଵ଻.ଶ଻

்೘೔೙ାଶ଻ଷ.ଵହ
ቁ                                                                   (4) 

݁௔ ൌ
ோு

ଵ଴଴
ൈ ݁௦                                                                                                           (5) 

∆ൌ
ସ଴ଽ଼ൈ൤଴.଺ଵ଴଼ൈ௘௫௣൬

೅ೌೡ೒ൈభళ.మళ

೅ೌೡ೒శమళయ.భఱ
൰൨

൫்ೌ ೡ೒ାଶ଻ଷ.ଵହ൯
మ                                                                                    (6) 

ߛ ൌ ଵ.଴ଵଷൈଵ଴షయൈ௉ೌ

଴.଺ଶଶൈఒ
                                                                                                      (7) 

ߣ ൌ 2.501 െ ሺ2.361 ൈ 10ିଷሻ ൈ ௔ܶ௩௚                                                                      (8) 

 

2.3.2 Actual Transpiration 

The crop evapotranspiration (ETc) has been calculated by multiplying the basal crop 

coefficient (Kcb), the soil water evaporation coefficient (Ke) and the transpiration coefficient 

(Ks) with the potential evapotranspiration (ET₀) (Allen, 1998) as follows: 

ܧ ௖ܶ ൌ ሺܭ௖௕ ൈ ௌܭ ൅ ܧ௘ሻܭ ௢ܶ                                                                                     (9) 

The Kcb value has been retrieved from Allen (1998), depending on the crop type and its 

present development stage (Dooernbos and Kassam, 1979; Doorenbos and Pruitt, 1977; 

Snyder et al., 1989), while the other two coefficients are calculated with the following 

equations: 

௦ܭ ൌ ݉݅݊൫ܭ௥൫ܭ௖,௠௔௫ െ ,௖௕൯ܭ ௘݂௪ ൈ  ௖,௠௔௫൯                                                        (10)ܭ

where, Kc,max is the upper limit of the evaporation and transpiration from any cropped 

surface, few is the fraction of soil surface from which most evaporation occurs, and Kr 

represents a dimensionless evaporation reduction coefficient, which is dependent on the 

cumulative depth of water depleted (evaporated) from the topsoil. Ks is the soil water 

evaporation coefficient, which represents the soil water status, affected by the soil type, 

precipitation frequency, weather data, crop species and its development stage. 
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ݔܽ݉,ܿܭ ൌ ቀቄ1.2 ൅ ሾ0.04ሺܷ2 െ 2ሻ െ 0.004 ൈ ሺܴ݊݅݉ܪ െ 45ሻሿ ൈ ቀ
ݐ݌

3
ቁ
0.3

ቅ , ሼܾܿܭ ൅ 0.05ሽቁ          (11) 

where, U2 is wind speed at 2 m height [m s-1], and pt is the plant height [m]. The plant 

height value is retrieved from Penning de Vries et al., (1989), depending on the crop type and 

its present developmental stage. 

௘݂௪ ൌ ݉݅݊ሺ1 െ ௖݂, ௪݂ሻ                                                                                          (12) 

where, (1 - fc) is the average exposed soil fraction not covered (or shaded) by vegetation , 

(0 ≤ fc ≤ 0.99) and fw  (0 ≤ fw ≤ 1) is the average fraction of soil surface wetted by irrigation or 

precipitation which in case of precipitation is equal to 1. The effective fraction fc of soil 

surface covered by vegetation is given by 

௖݂ ൌ ൬
௞೎್ି௞೎,೘೔೙

௞೎,೘ೌೣି௞೎,೘೔೙
൰
ሺଵା଴.ହ	ൈ௣௧ሻ

                                                                            (13) 

where kc,min is the minimum value of the crop coefficient (Kc) for dry bare soil with no 

ground cover and takes values between 0.15 and 0.20 [dimensionless], where Kc equals: 

௖ܭ ൌ ௖௕ܭ ൅  ௘                                                                                                   (14)ܭ

The reduction coefficient of evaporation is calculated by 

௥ܭ ൌ
൫்ாௐି஽೐,೔షభ൯

ሺ்ாௐିோாௐሻ
                                                                                               (15) 

where, TEW is the maximum cumulative depth of evaporation (depletion) from the soil 

surface layer when Kr = 0 (TEW = total evaporable water) [mm], REW is the cumulative 

depth of evaporation (depletion) at the end of stage 1 (REW = readily evaporable water) 

[mm], and Dei is the cumulative depth of evaporation (depletion) from the soil surface layer at 

the end of day i-1 (the previous day) [mm].  

 

2.3.3 Soil water flow 

TEW and REW are soil parameters, which are dependent on available water in the soil, 

and are calculated as follows: 

ܹܧܶ ൌ 10ሺߠி஼ െ  ௐ௉ሻܼ௘                                                                        (16)ߠ	0.5

ܹܧܴ ൌ ሺ3.121	ܹܶܧ ൅ 22.896ሻܼ௘                                                                (17) 

where, θFC and θWP is the volumetric percentage of the soil water at field capacity and 

wilting point respectively, and Ze is the depth of the soil surface soil layer that is subject to 

drying by way of evaporation, which takes values between 0.10 and 0.15 m. 

௘,௜ܦ ൌ ௘,௜ିଵܦ െ ሺ ௜ܲ െ ܴ ௜ܱሻ െ
ூ೔
௙ೢ
െ ா೔

௙೐ೢ
൅ ܦ ௘ܲ,௜                                                (18) 
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where, Pi is the daily precipitation amount [mm] on day i, ROi is precipitation run off from 

the soil surface [mm], which is assumed to be a constant percentage from the precipitation 

amount. In case of irrigation the fraction Ii/fw is describing the infiltration through the wetted 

part of the soil surface represented by fw, where Ii is the irrigation depth for the part of the 

surface that is wetted [mm], and DPe,i is the deep percolation loss from the topsoil layer on 

day i if soil water content exceeds field capacity [mm], which depends also on the daily 

precipitation and its soil surface run off and the cumulative depth of evaporation from the soil 

surface for the day i-1. 

ܦ ௘ܲ,௜ ൌ ሺ ௜ܲ െ ܴ ௜ܱሻ െ
ூ೔
௙ೢ
െ ௘,௜ିଵܦ 																			൒ 0                                            (19) 

The third ETc dependant coefficient is the transpiration reduction coefficient (Ks), which 

represents the soil water availability in the root zone and the transpiration amount of it 

ݏܭ ൌ ቂቀ1 െ ൫ܾ/݇ݕ ൈ 100൯ቁ ൈ ൫݁ܿܧ െ ൯ቃ݈݀݋݄ݏ݁ݎ݄ݐ,݁ܿܧ ൈ ൣ൫ܹܶܣ െ ܹܣ൯/ሺܶ݅,ݎܦ െ  ሻ൧            (20a)ܹܣܴ

This equation is applied only if Dr,i > RAW, but if Dr,i ≤ RAW, then the transpiration 

reduction coefficient (Ks) will be 

ݏܭ ൌ ቂቀ1 െ ൫ܾ/݇ݕ ൈ 100൯ቁ ൈ ൫݁ܿܧ െ  ൯ቃ                                                           (20b)݈݀݋݄ݏ݁ݎ݄ݐ,݁ܿܧ

where, TAW is the total available soil water in root zone [mm], which represents the 

available soil water content compared with the present root zone. RAW is the readily 

available soil water in the root zone [mm], which equals TAW multiplying by average 

fraction of Total Available Soil Water (TAW) that can be depleted from the root zone before 

moisture stress (reduction in ET) occurs (0 ≤ TAW ≤ 1). Dr,i is the root zone depletion at the 

end of day i. 

ܹܣܶ ൌ 1000ሺߠி஼ െ  ௐ௉ሻܼ௥                                                                          (21)ߠ

ܹܣܴ ൌ ൫݌ ൅ 0.04ሺ5 െ ܧ ௖ܶሻ൯ܶ(22)                                                                 ܹܣ 

where, p is an average fraction of Total Available Soil Water (TAW) that can be depleted 

from the root zone before moisture stress (reduction in ET) occurs [0 - 1] and it equals 0.55 in 

case of winter wheat. And for calculating the root zone depletion Dr, there is two equations, 

the first one is used only for initialisation 

௥,௜ܦ ൌ 1000ሺߠி஼ െ  ௜ିଵሻܼ௥                                                                            (23a)ߠ

where, θ is the average soil water content for the effective root zone at day (i-1). The 

second equation is applied for the rest of the growth 

௥,௜ܦ ൌ ௥,௜ିଵܦ െ ሺܲ െ ܴܱሻ௜ െ ௜ܫ ൅ ܧ ௖ܶ,௜ ൅ ܦ ௜ܲ                                               (23b) 
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For calculating the soil water content at field capacity and wilting point, the van 

Genuchten equation has been used (van Genuchten, 1980) as follow: 

ߠ ൌ ௥ߠ ൅ ሺߠ௦ ൅ ௥ሻሾ1ߠ ൅ ሺߙ|݄|ሻ௡ሿି௠                                                               (24) 

where, h is the pressure head [cm], and it is assumed to be -15000 cm at the wilting point 

and -330 cm at field capacity for calculating the volumetric soil water θ at the wilting point 

and field capacity respectively, θr and θs are the residual and saturated volumetric water 

content respectively [cm3 cm-3], and α, n, m are the moisture retention characteristic 

parameters. The last unknown parameters have been calculated from the pedotransfer 

function of Vereecken et al, (1989), according to Priesack (2006). 

௦ߠ ൌ 0.81 െ ௦ߩ	0.28 ൅ 0.13	 ௖݂௟௔௬                                                                     (25) 

௥ߠ ൌ 0.015 ൅ 0.5	 ௖݂௟௔௬ ൅ 1.39	 ஼݂௢௥௚                                                                (26) 

logሺߙሻ ൌ െ2.49 ൅ 2.5	 ௦݂௔௡ௗ െ 35.1	 ஼݂௢௥௚ െ ௦ߩ	2.62 െ 2.3	 ௖݂௟௔௬                   (27) 

logሺ݊ሻ ൌ 0.05 െ 0.9	 ௦݂௔௡ௗ െ 1.3	 ௖݂௟௔௬ ൅ 1.5	 ௦݂௔௡ௗ
ଶ                                          (28) 

where, fsand, fclay, fCorg are the fractions of the sand, clay and organic carbon respectively, in 

the soil, and ρs is the bulk density [g cm-3] and m=1. 

The calculated ETc has been then used for identifying the occurrence of water deficit or 

water surplus in the soil by another set of equations by Brader (1986). These equations aim to 

calculate the water requirement satisfaction index (WRSI), which indicates the extent to 

which the water requirements of the annual crops have been satisfied in a cumulative way at 

any stage of the crop growing season. The calculations of the WRSI start from the calculation 

of the difference between the actual precipitation (P) and crop evapotranspiration (ETc) for 

each 10 days (P_E10). This value could be positive or negative, depending on the accumulated 

precipitation is higher or lower than the accumulated ETc. Then the water reserves in the soil 

(Rs,i), which express the quantity of water existing within the rooting zone of the crop, 

depending on the soil type and depth, are calculated by multiplying the difference between 

the soil water content at field capacity and wilting point with the useful depth of the soil 

profile exploited by the crop’s root. This value of Rs,i is an initial value, which is changed by 

adding the P_E10 to it, taking into consideration not to be higher than the soil available water 

content (AWC) or lower than zero. 

ܥܹܣ ൌ 1000ሺߠி஼ െ  ௐ௉ሻܼ௥                                                                            (29)ߠ

ܴ௦,௜ሺ௜௡௧ሻ ൌ  (30a)                                                                                                   ܥܹܣ

ܴ௦,௜ ൌ ଵ଴ܧ_ܲ ൅ ܴ௦,௜ିଵ                   AWC ≥ Rs,i ≥ 0                                                (30b) 
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The difference between the calculated Rs,i with and without the last condition (AWC ≥ Rs ≥ 

0) is representing the surpluses or deficits of soil water (S_D). WRSI in the case of no deficit 

will be 100, which corresponds to the absence of yield reduction caused by water deficit. In 

the case of water deficit S_D is less than zero, and according to its value, the WRSI value 

will decrease in turn. 

௜ݐ݊ܫ ൌ ௜ିଵݐ݊ܫ ൅ ቀ
ௌ_஽	ൈଵ଴଴

ா ೎்ൈௌ_஽
ቁ                                                                                (31) 

ܫܴܹܵ ൌ 100 െ  ௜                                                                                           (32)ݐ݊ܫ

The water requirement satisfaction index (WRSI) is an indicator of crop performance 

based on the availability of water to the crop for each decade during the season. Following 

Brader (1986) the WRSI values were scaled against the expected decrease percentage of yield 

(%Y), and from that scale, an estimated equation was developed for calculating the %Y. 

%ܻ ൌ ܽ ൅ ܾ ൬1 ൅ ቀ
ௐோௌூି௖

ௗ
ቁ
ଶ
൰ൗ               100 ≥ WRSI ≥ 0                                 (33) 

where, the developed parameters a, b, c, and d equal -37.6, 231.1, 136,2, and 43.9 

respectively. %Y value has been used directly in the dry matter accumulation equations. 

 

2.4 Plant Growth 

2.4.1 Phenological Development 

The daily dry matter accumulation operation of the plant depends mainly on the 

temperature. The growth affecting temperatures are the base temperature for each 

development stage, where the growth gets in that development stage after reaching that 

temperature; and the accumulated thermal units, which sets the duration for each 

development stage. According to the different speed of the accumulated thermal units, the dry 

matter will differ.  

ܴ ௜ܶ ൌ ቀ
்೘ೌೣ,೔ା்೘೔೙,೔

ଶ
ቁ െ ௕ܶ௔௦௘                ≥ 0                                                        (34) 

ܴ ௦ܶ௨௠,௜ ൌ ܴ ௦ܶ௨௠,௜ିଵ ൅ ܴ ௜ܶ                                                                                (35) 

where, RT is the relative temperature increase during the season (°C), and this value is 

represented by the subtraction of the average daily temperature (represented as the maximum 

+ the minimum temperature divided by 2) from the base temperature (Tbase) for each 

phenological stage. In case RTi has a minus value at day i, it will be set to zero indicating no 

growth at day i. The RTsum is the sum of the accumulated daily RT value for calculating the 
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thermal units for each development stage. Table 3 shows the assumed base temperature and 

thermal units for each developmental stage (Wilsie, 1962; Petr, 1991; Slafer and Savin, 1991; 

Russell and Wilson, 1994; Rawson and Macpherson, 2000; McMaster et al., 2008). 

Table 3. The base temperature (°C) and the accumulated thermal units (°Cd) for each 

developmental stage during the winter wheat crop season. 

Development stage Sowing Emergence Double-ridge Terminal spikelet Anthesis Grain-filling 

Base temperature (°C) 3 5 5 2 9.5 7 

Thermal units (°Cd) 60 200 150 400 100 590 

 

2.4.2 Crop Growth 

The crop growth steps have been mainly calculated by using the equations of Goudriaan 

and van Laar (1994) from equation 36 to 49. 

௜ܴܩܥ ൌ ሺܯܤ௜ െ ௜ିଵሻܯܤ െ ሺܽ݃݁௜ െ ܽ݃݁௜ିଵሻ                                                     (36) 

ܮܹܴ ௜ܸ ൌ ܸܮܨ ൈ  ௜                                                                                        (37)ܴܩܥ

The CGRi is the crop growth rate at day i, which equals the biomass BM [g.dm m-2 d-1] for 

only the day i, where the initiative value for CGR was assumed to be 0. RWLV is the growth 

rate of leaf biomass, and FLV represents the partitioning fraction of the leaf, which its value 

has been taken from Penning de Vries et al, (1989) depending on the current development 

stage. 

ோாௌܴܥܴ ൌ 2 ൈ  (38)                                                                                          ܤܶܩܶ

where, RCRRES is the relative consumption rate of the assimilate reserves and TGTB is a 

temperature dependent variable (Goudriaan and van Laar, 1994). 

Table 4. The relative temperature effect on relative consumption rate of the assimilate 

reserves (TGTB) values at different temperatures. 

Temperature (°C) 0 8 30 40 

TGTB 0 0 1 1 

ௌெܴܩ ൌ ோாௌܴܥܴ ൈ ܧܴ ௜ܵିଵ                                                                                 (39) 

௥௦௣ܩ ൌ ߮ ൈ  ௌெ                                                                                                (40)ܴܩ

ܴܥ ൌ ௙ܩ ൈ  ௌெ                                                                                                  (41)ܴܩ

where, GRSM is the growth rate of structural dry matter [g.dm m-2 d-1], Grsp is the growth 

respiration [g.CO2 m
-2 d-1], CR is the consumption rate of assimilation [g.CH2O m-2 d-1]. The 
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factors φ is the CO2 production factor and equals 0.431 for winter wheat, and Gf is the 

glucose requirement factor and equals 2.452 for winter wheat (Penning de Vries et al., 1983). 

The dry matter is then accumulated daily in the structural biomass (SBM) [g.dm m-2 d-1] 

and the assimilate pools (RES) [g.dm m-2 d-1]. The structural biomass is the storage of the 

assimilates in a reserve pool as a short-term pool for continuing the growth processes and so 

the conversion of the stored assimilates. While the assimilate pool (RES) [g.dm m-2 d-1] is a 

long-term pool, which serves to store materials during a longer period for subsequent filling 

of the grain or the formation of new tillers 

ܵ஻ெ,௜ ൌ ܵ஻ெ,௜ିଵ ൅  ௌெ                                                                                      (42)ܴܩ

ܶܯ ൌ 0.014 ൈ  (43)                                                                                              ܯܤ

ܵܣ ൌ 45 ൈ  (44)                                                                                          ܶܲܯܶܯܣ

ܴோாௌ ൌ ܵܣ െ ܴܥ െ(45)                                                                                        ܶܯ 

ܧܴ ௜ܵ ൌ ܧܴ ௜ܵିଵ ൅ ܴோாௌ                                                                                        (46) 

where, AS is the assimilate flow and this value has been calculated from a function 

depending basically on the temperature (AMTMPT) (Goudriaan and Van Laar, 1994), MT is 

the daily maintenance [g.CH2O m-2 d-1] and it is assumed to be 0.014 from the biomass value.  

 

2.4.3 Environmental Factors 

External events affecting directly on the two pools SBM and RES. These external events 

are; 1) the water deficit effect on the growth %Y, and this factor affects the growth during the 

whole season except for the last accumulated 100 °Cd, where the water deficit has no more 

effect on the growth, 2) the extreme temperature effect (xT) on the anthesis and grain-filling 

developmental stages. The hot days, which exceed 31°C as a maximum temperature, affect 

negatively on the growth (Wheeler et al., 2000), by multiplying the growth pools with a 

temperature dependant factor fT, (0 ≤ xT ≤ 1)  depending on the existing extreme temperature 

(Goudriaan and van Laar, 1994), 3) the frost effect fr on the reproductive developmental 

stages are similarly being represented as temperature dependant (0 ≤ fr ≤ 1) (Drozdov et al., 

1984; Single, 1984; Whaley et al., 2004) and is also multiplied by the growth pools. The frost 

effect factor is 1 (no frost effect), when the daily average temperature for the reproductive 

phases is higher than or equal to zero, with lower temperature the frost factor decreases till 

zero (the lowest value). Then the calculations of SBM and RES will be as follows: 

ܵ஻ெ,௜ ൌ ൫ܵ஻ெ,௜ିଵ ൅ ௌெ൯ܴܩ ൈ%ܻ ൈ ்ݔ ൈ  (47)                                                     ݎ݂



27 

 

ܧܴ ௜ܵ ൌ ሺܴܧ ௜ܵିଵ ൅ ܴோாௌሻ                                                                                   (48) 

ܯܤ ൌ ܵ஻ெ ൅ ܵܧܴ ൈ%ܻ ൈ ்ݔ ൈ  (49)                                                                   ݎ݂

The developed external environmental factors (%Y, xT and fr) had been added to the 

growth pools equations of Goudriaan and van Laar (1994). 

2.4.4 Partitioning to Crop Organs 

The partitioning of the dry matter into the crop organs depends on estimated equations, 

which have been developed according to the distribution of the timing of the crop yield 

components (Rawson and Macpherson, 2000), which mentioned in details the timing of the 

initiation and death of each plant organ depending on the growth stages, which is controlled 

by the thermal degree units (Figure 9). The second source used for developing the following 

dry matter allocation equations was a detailed real data set for six experiments showing the 

dry matter distribution in the plant organs through different thermal degree units (Iglesias, 

2006), represented at the Annex 1, 2 and 3. According to Iglasis (2006) data, where the 

thermal degree units were plotted against the dry matter of the root, leaves, stem and grain, 

with excluding from it the values that did not match the timing of the plant organs initiation 

and depth according to Rawson and Macpherson (2000), if exists, however, the Rawson and 

Macpherson (2000) data were used as a standard performance for the plant organs for 

adjusting the six detailed experiments of Iglasis (2006). The estimated equations were 

developed to represent the dry matter allocation to plant organ growth for the six used 

experiments. 

ܴ஽ெ ൌ ܽଵ ൅
௕భ

ଵା൫ሺோ ೞ்ೠ೘ା௖భሻ/ௗభ൯
మ ൈ

஻ெ

ଵ଴଴
                                                                 (50) 

ܵ஽ெ ൌ ܽଶ ൅ ܾଶ ൈ ݌ݔ݁ ൬ܿଶ ቀ
ோ ೞ்ೠ೘ାௗమ

௘మ
ቁ
ଶ
൰ ൈ

஻ெ

ଵ଴଴
                                                   (51) 

஽ெܩ ൌ ܽଷ ൅ ܾଷ ൈ ሺܴ ௦ܶ௨௠ሻ௖య ൈ
஻ெ

ଵ଴଴
                                                                     (52) 

஽ெܮ ൌ ܯܤ െ ܴ஽ெ െ ܵ஽ெ െ  ஽ெ                                                                        (53)ܩ

where, RDM, SDM, GDM, and LDM are the root, stem, grain and leaf dry matter [g.dm m-2 d-1] 

respectively. 

Table 5 presents the predicted coefficient values for the last parameters for the plant 

organs. These equations and coefficients have been estimated by using the program 

SlideWrite Plus for Windows version 3.0, which use both linear and nonlinear algorithms as 

statistical models to determine the best equation, which fits a set of observations. The r2 

coefficient for the nonlinear regression equations 50 – 52 was 0.99 for all. The equations 50, 
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51 and 52 for calculating the dry matter allocation of the root, stem and grain, respectively, 

used the Lorentzian, Gaussian and power nonlinear fit equations, respectively. 

The model had been transformed then from the mathematical form to the programmatical 

form, for developing a windows application that allows the user to use a complex model with 

a graphical user interface (GUI). The softwares, which have been used for developing the 

model, were the programming language Microsoft Visual Studio 2010© (Microsoft 

Basic.NET), which handles all the model equations, conditions and variables, and the 

database engine Microsoft SQL Server 2008©, which is responsible for organizing all the 

available data that required by the model in a database, where it will be connected with the 

model and its data will be available to the model. 

 

Table 5. The plant organs coefficients and their values 

Parameter Coefficient Value (dimensionless) 

RDM a1 3.33 

 b1 99.5 

 c1 30.5 

 d1 345.5 

SDM a2 9×10-3 

 b2 44.16 

 c2 -0.5 

 d2 -1163.5 

 e2 266.86 

GDM a3 -0.23 

 b3 2.5×10-18 

 c3 6.08 

 

2.5 Model calibration 

For the model calibration, the Dürnast – Freising field location and weather station had 

been used. The field experiments in Dürnast for the studied seasons (2000/01 – 2008/09) used 

many different cultivars of winter wheat. These field experiments had different water and 

fertilization treatments. The optimal fertilization treatments and the open field experiments 

without water treatments had been selected. 
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2.6 Model validation 

After completing the calibration step with a satisfactory result, the simulated yield had 

been compared with independent dataset, which consists of the yield data from the other 

eleven experimental locations (Table 2). The model followed also in its simulation the same 

used planting date, soil type and weather data of the experimental locations. The validation 

step did not depend only on comparing the simulated yield with different experimental 

location yield data, but also on different growing seasons (2000/01 – 2008/09) for the same 

location. 

 

2.7 Model efficiency 

The calibration and validation steps of the model needed criteria for evaluating, how 

successful these steps were, comparing to the real data. For evaluating the efficiency of the 

model, the Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe, 1970) had been used. The 

NSE compares model predictions to the mean of observed values to determine the better 

predictor of observed values. Its value is based on the dispersion of variables around the line 

of equal values. Also the root mean square error (RMSE) – Observations’ Standard Deviation 

Ratio (SR) collectively called RSR was calculated. RSR was developed by Moriasi et al. 

(2007) based on the recommendation of Singh et al. (2004). This error index criterion is used 

to quantify error in units of the variable being evaluated. In order to develop a performance 

rating for RMSE, it was divided by the standard deviation of observed values to create RSR 

(Sexton, 2007). 

ܧܵܯܴ ൌ ටଵ

௡
∑ ሺ݋௜ െ ݉௜ሻଶ
௡
௜ୀଵ                                                                             (54) 

ܧܵܰ ൌ 1 െ
∑ ሺ௢೔ି௠೔ሻమ
೙
೔సభ

∑ ሺ௢೔ିōሻమ
೙
೔సభ

                                                                                    (55) 

ܴܴܵ ൌ ோெௌா

ௌ்஽ா௏ೀ೔
ൌ

∑ ሺ௢೔ି௠೔ሻమ
೙
೔సభ

∑ ሺ௢೔ିōሻమ
೙
೔సభ

                                                                           (56) 

where, n is the number of the studied years at each or all locations, oi is the ith real value 

being collected, mi is the ith simulated value for that being evaluated, ō is the mean values and 

σ0 standard deviation of the real data. 

The value of NSE ranges from negative infinity (poor model) to 1.0 (perfect model). If 

NSE<0, the observed mean is a better predictor than the model; NSE=0, the observed mean is 
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as good a predictor as the model; NSE>0, the model is a better predictor of observed data 

than the observed mean (Legates and McCabe, 1999; Wilcox et al., 1990). According to 

Moriasi et al. (2007), very good to satisfactory values of NSE fall in the range of 1 to 0.5. 

The resulting criterion and expected values of RSR can then be applied to various 

constituents. The value of RSR ranges from 0 (perfect model) to a large positive value (poor 

model). According to Moriasi et al. (2007), very good to satisfactory values of RSR fall in the 

range of 0.0 to 0.7. 

 

2.8 Future weather data 

The model had been also built for simulating the expected wheat yield under the predicted 

future weather data. The predicted future weather data were collected from the world data 

center for climate (WDCC). The World Data Center (WDC) system was created to archive 

and distribute data collected from the observational programs of the 1957-1958 International 

Geophysical Year. Originally established in the United States, Europe, Russia, and Japan, the 

WDC system has since expanded to other countries and to new scientific disciplines. The 

WDC system now includes 52 Centers in 12 countries. Its holdings include a wide range of 

solar, geophysical, environmental, and human dimensions data. The WDCC is maintained by 

Model and Data (M&D). The WDCC is included in the CERA database system. CERA 

(Climate and Environmental Retrieving and Archiving) is a database model that has been 

designed by PIK (Climate Impact Research Institute in Postdam), DKRZ (Climate 

Computing Centre), and AWI (Alfred Wegener Institute, Bremenhaven) to enable 

interchange of meta information on geo-referenced data (WDCC, 2008). 

Three models have been used from the CERA database, REMO, CLM, and STARII. 

REMO and CLM are regional climate models, which simulated future weather data each 

0.088 and 0.165 degree horizontal grid resolution respectively, for the latitude and longitude. 

Both models had available predicted data from 2001 to 2100. STARII model is a statistical 

regional model, which had available predicted data for the period 2007 – 2060. The used 

scenarios for the last three models were A1B, which describes a possible future world of very 

rapid economic growth, global population peaking in mid-century and rapid introduction of 

new and more efficient technologies with a balance across all energy sources. 

At the predicted future data, the last twelve studied locations for the crop model in Table 

1 have been also used for the comparison between the current and future weather conditions 

on the winter wheat. For the regional models (REMO and CLM), the twelve studied sites 
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were collecting by the average of 25 predicted sites that located around the required one, 

where the studied site is in the middle of the intercept of five consequences longitude and 

latitudes. This interception gave 25 point with 100 years future weather data for each point. 

The averages of the weather elements of these points are representing the studied site. The 

required weather elements are the maximum and minimum temperature, relative humidity, 

precipitation, and solar radiation. For the STARII model, five locations that are surrounding 

the studied one have been chosen to represent it, taking into consideration that these five 

locations are not to be far from the studied one. The averages of these locations' elements 

have been also calculated to represent the real one in the future. The predicted future weather 

data effect on the winter wheat had been divided into three periods; 2021 – 2050, 2051 – 

2080, and 2071 – 2100. These three periods are applied on the REMO and CLM model, but 

for the STARII model, only the first period is applied, because of the availability of the 

STARII future weather data, which is only till 2060. There is an overlap between the second 

studied period (2051 – 2080) and the third (2071 – 2100) to use all the available weather data 

for studying its effect on the winter wheat. 

The used weather elements at the three future models are: the maximum and minimum 

temperature [°C], precipitation [mm], solar radiation [MJ m-2 day-1], relative humidity [%], 

and wind speed [m.s-1]. The relative humidity element (RH) at the CLM is absent; therefore it 

has been calculated with the following equations according to (Kümmel, 1997): 

ܪܴ ൌ ݁ ⁄ݏ݁ ൈ ሺ100%ሻ                                                                                        (57) 

݁ ൌ ௢ݏ݁ ൈ ݌ݔ݁ ቆ ௟௩
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ൈ ቀ
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೚்
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ቁቇ                                                                        (58) 

ݏ݁ ൌ ௢ݏ݁ ൈ ݌ݔ݁ ቆ௟௩
ோ௩
ൈ ቀ

ଵ

೚்
െ ଵ

்ೖ
ቁቇ                                                                       (59) 

where, e is the environmental vapor pressure [hPa], es is the saturation vapor pressure 

[hPa], eso is the reference saturation vapor pressure (es at a certain temp, usually 0 degree C) 

= 6.11 [hPa], To is the reference temperature (273.15 Kelvin), Td is the dew point temperature 

[Kelvin], Tk is the air temperature [Kelvin], lv is the latent heat of vaporization of water (2.5 

* 106 J. kg-1), and Rv is the gas constant for water vapor (461.5 J.K.kg-1). 

 

2.9 The expected future geographical distribution of yield 

An extra window from the developed model was created for simulating the grain yield of 

winter wheat for all Bavaria by using the same regional models REMO and CLM for each 0.1 
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and 0.2 degree horizontal grid resolution, respectively for the latitude and longitude. For 

calculating the expected yield in all Bavaria for the last studied future periods (2021 – 2050, 

2051 – 2080, and 2071 - 2100), the simulated yield was calculated from 1) the regional 

models REMO and CLM by using the A1B scenario, 2) the soil attributes for all Bavaria, 

which were collected and calculated by the  LfU (Bavarian Environment Agency) and the 

European Soil Data Center (ESDAC, 2012), and 3) the altitude data for the used latitude and 

longitude in Bavaria was collected from the Bavarian Surveying Administration (Bayerische 

Vermessungsverwaltung). 

The Bavarian Land Office for the Environment (LfU) develops concepts for sustainable 

and eco-friendly ground use by researching, monitoring and mapping Bavarian soils. These 

concepts are based on the Bavarian Ground Conservation Program, taking the various 

interests of economics, politics and science into account. The collected Bavarian soil types by 

the LfU were described as words (Silt Loam, loamy Sand, etc…), which have been translated 

to the sand, clay, and silt percentage and the bulk density of each soil type depending on 

Pälchen (1996) and Renger et al. (2008). The soil types by the LfU were represented in a map 

and the data were collected by using the ArcGIS© 10.0 as single values depending on the 

latitude and longitude. The content of organic carbon in the soil collected by the ESDAC was 

represented in a map and the data was collected by using the ArcGIS© 10.0 as single values 

depending on the latitude and longitude. 

After collecting the weather, soil and location data for the two regional models used in the 

common data for the last three resources, according to the longitude and latitude, there were 

845 points for REMO and 212 for CLM in Bavaria. The collected future weather data for the 

models REMO and CLM, the soil attributes and the location data for Bavaria were formatted 

then to be entered in a database, from which the developed model can drag its selected data 

for calculating the predicted yield for the selected future period across Bavaria. The values of 

the estimated yield for the CLM and REMO models for the three studied future periods are 

then translated to a map for showing the expected geographical winter wheat yield 

distribution in Bavaria by using the ArcGIS© 10.0 program. The expected appearance of the 

extreme temperature and the grain-filling duration for the studied future period were also 

calculated and geographically distributed in Bavaria by using the same program. 
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3 Results 

The new crop model was developed to estimate the grain yield of winter wheat in Bavaria, 

where this estimation depends on the weather conditions (temperature, relative humidity, 

wind speed, radiation and rainfall) and soil attributes (sand, clay, silt, and organic carbon 

content in the soil), which were the key input data to simulate the variation of yield 

variability during the different seasons and different locations. 

The model has simulated winter wheat yield, by using the same conditions, which existed 

during the experiments of the LfL such as the same weather data of the same year, the same 

soil characteristics and the same planting date. Therefore, the comparison between the 

simulated and observed yield will show the accuracy of the model. Nevertheless, there were 

also missing data for comparison. The bulk density and the electric of conductivity of the soil 

were not available and were estimated with 1.5 g/cm3 for the soil density and 2 dS/m for the 

soil electric of conductivity. Also the different cultivars effect is not yet taken into 

consideration. 

3.1 Model efficiency 

The comparison between the simulated and observed yield is shown first by the model 

efficiency calculation by using the NSE, which had the value 0.31 across all studied and 

simulated seasons for all the studied locations together. The NSE value, which lies between 0 

and 1, assumed to have a good predictor model to the observed data than the observed mean, 

and therefore, the model is generally viewed to have a satisfactory acceptable level of 

performance, but still the value is relatively low within the acceptable range. The total RSR 

value for all the seasons and locations had the value 0.83, which is a little bit higher than the 

very good to satisfactory performance range (0.7), where the lower values here are more 

efficient than the higher ones. For the efficiency details for each studied location, Table 6 

shows the NSE and RSR for each site. As clarified in Table 6, the highest value of NSE and 

RSR were at Landshut and Donau-Ries with values of 0.80 and 0.79 for NSE, respectively, 

which were close to the perfect match 1, and with values of 0.44 and 0.45 for RSR, 

respectively, which were in the very good performance range. The Donau-Ries chart (b) at 

Figure 1 showed also how close the simulated yield is compared to the observed one. The 

simulated yield at Donau-Ries had values, which were exactly within the observed yield 
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range of the studied cultivars, except for one season (2005/06), where the simulated yield was 

higher than the observed one with a range from 10 to 20 dt/ha and a slight increase of the 

estimated yield with 3.5 dt/ha compared to the observed yield at the season 2008/09. This 

highest NSE value for Donau-Ries had been calculated for the seasons from 2002/03 to 

2008/09, because of the lack of the weather data before this period. Also the Landshut (h) 

simulated yield showed an exact to a very close match to the observed yield range for all the 

seasons from 2000/01 to 2008/09, except for one season 2006/07, which showed an observed 

yield increase compared to the previous season 2005/06 with almost 15 to 20 dt/ha, although 

the simulated yield had almost the same yield value at these two seasons. The NSE for the 

sites Main-Spessart, Regensburg, Würzburg, and Passau had also acceptable values, which 

fluctuated in the middle of the range from 0 to 1, with values of 0.54, 0.51, 0.38, and 0.36, 

respectively, and values of 0.68, 0.70, 0.79, and 0.80, for the calculated RSR, respectively. 

The NSE and RSR values for the sites Main-Spessart and Regensburg were still in the 

satisfactory performance range according to Moriasi et al. (2007), but the values for the sites 

Würzburg and Passau were higher than the RSR satisfactory performance range with a 

differences of 0.09 and 0.10, respectively, and lower than the NSE satisfactory performance 

range with differences of 0.12 and 0.14, respectively. At Regensburg, the simulated yield 

behavior was close to the observed one during the studied seasons with no or slight deviation 

from the observed yield range. Two seasons showed a different behavior from the observed 

yield range, the first was at the season 2005/06, where the observed yield range had slightly 

increased compared to the previous season 2004/05, but the simulated yield decreased, and 

showed a difference between the observed and simulated one with 11-17 dt/ha. The second 

different season was 2008/09, which showed an increase of the simulated yield compared to 

the previous season, while the observed yield decreased, resulting in a simulated yield that 

was higher by 8-22 dt/ha compared to the observed one. This overestimation of the simulated 

yield during the season 2008/09 occurred also at the sites Günzburg, Passau, Würzburg, 

Weißenburg-Gunzenhausen, and Neumarkt differing by 8-13, 16-22, 5, 20, and 13-25 dt/ha, 

respectively. The simulated yields at Main-Spessart and Eichstätt for all the studied seasons 

were similar to the observed yield with no or only slight deviations of 1-3 dt/ha, but with 

significant differences such as 14-18 and 6-9 dt/ha at the seasons 2004/05 and 2008/09 in 

Main-Spessart, respectively, and 8-24 and 11-29 dt/ha at the seasons 2002/03 and 2003/04 in 

Eichstätt, respectively. Nevertheless, the NSE of Würzburg was relatively low, the graph for 

Würzburg displayed the same performance in yield between the modeled and observed one 
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for all the studied seasons with no or small differences, except for the season 2007/08, where 

the observed yields were higher than the simulated by 9-15 dt/ha. Hence, the NSE decreased 

in its value by 0.30, 0.28, 0.26 and 0.26, and the RSR increased in its value by 0.84, 0.85, 

0.86 and 0.86 at the sites Weißenburg-Gunzenhausen, Freising, Günzburg, and Eichstätt, 

respectively. These NSEs’ values were still within the range of the acceptable performance, 

but with quite small values, and also had higher values of RSR than the satisfactory 

performance range, although the modeled yield behavior at these sites showed a quite good 

performance with the observed yield. A close behavior of yield between the modeled and 

observed was also observed for Weißenburg-Gunzenhausen for the seasons from 2000/01 to 

2005/06, but the season 2006/07 showed a different performance with differences of 9-16 

dt/ha, together with the 2008/09 season, as mentioned before. At Freising, only the two 

seasons 2001/02 and 2006/07 showed a different behavior between the simulated and 

observed yield, with differences by 9-23 and 10-22 dt/ha, respectively. The season 2001/02 

indicated a significant difference between the modeled and observed yield with values of 11-

26 dt/ha at Günzburg and at Passau for the seasons 2001/02, 2002/03 and 2006/07 with 

values of 7-22, 6-24, and 15-19 dt/ha, respectively, plus the 2008/09 season, as mentioned 

before. The last two sites Lichtenfels and Neumarkt, which showed almost a zero NSE value 

and a RSR value of one, and indicated significant differences between the modeled and the 

observed yield with the same yield behavior with values of 13-26, 9-31, and 9-15 dt/ha at the 

seasons 2002/03, 2003/04 and 2008/09, respectively, for Lichtenfels, and 9-21 and 7-15 dt/ha 

at the seasons 2002/03 and 2006/07, respectively, for Neumarkt, and with the opposite 

behavior with values of 8-26 and 29-39 dt/ha at the seasons 2005/06 and 2006/07, 

respectively, for Lichtenfels, and 24-30, 17, and 13-25 at the seasons 2004/05, 2007/08, and 

2008/09, respectively, for Neumarkt. 

Confidence ranges between the simulated and the average observed yields for all studied 

cultivars are given in Figure 2, aiming to clarify how close or far the simulated yield to the 

observed one was. Figure 2 shows that the simulated yield values (symbols) were within the 

+20% and -20% range of the average observed yield values. The distribution of the simulated 

yield values were sometimes exactly on or close to the average yield line, like at Landshut 

and Donau-Ries except at the seasons 2006/07, and 2005/06, respectively, but in general, the 

distribution of the simulated yields were located between the +20% and -20% lines. In 

Eichstätt, the simulated yields were all distributed between the average yield line and the -

20% line, which means that all the simulated yields at that site were underestimated 
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compared to the observed yields, with a range from 0 to 20 dt/ha. On the contrary, at Main-

Spessart the simulated yields in general were overestimated compared to the observed yield, 

where all the simulated yields were spreading between the average yield line and the +20% 

with values ranging from 0 to 15 dt/ha far from the average yield line, except for the season 

2005/06, which was underestimated by 15 dt/ha. The simulated yields that were beyond the 

+20% and -20% lines were at the sites Lichtenfels and Neumarkt, leading to almost zero NSE 

values. At the Lichtenfels site results of four simulated seasons 2002/03, 2004/05, 2007/08, 

and 2008/09 lay nearby outside the range and the yields were all overestimated. At Neumarkt 

yield of the two seasons 2005/06 and 2006/07 were underestimated and lay also outside the (-

20%, +20%) range. There were three other overestimations of yields outside the (-20%, 

+20%) range, for the seasons 2002/03 and 2008/09 at Passau, and 2008/09 at Weißenburg-

Gunzhausen. 

 

Table 6: The Nash-Sutcliffe efficiency (NSE) and the root mean square error (RMSE) for the 

Observations’ Standard Deviation Ratio (RSR) values for the studied locations. 

Location  NSE  RSR Location  NSE  RSR 

Würzburg  0.38  0.79 Donau-Ries  0.79  0.45 

Passau  0.36  0.80 Regensburg  0.51  0.70 

Lichtenfels  -0.10  1.05 Eichstätt  0.26  0.86 

Landshut  0.80  0.44 Neumarkt  0.06  0.97 

Weißenburg-Gunzenhausen  0.30  0.84 Main-Spessart  0.54  0.68 

Günzburg  0.22  0.86 Freising  0.28  0.85 
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Figure 1. Comparison of simulated (       ) and measured values (the symbols) for grain yield 

of different wheat cultivars grown at Würzburg (a), Donau-Ries (b), Freising (c), Passau (d), 

Regensburg (e), Lichtenfels (f), Eichstätt (g), Landshut (h), Neumarkt (i), Weissburg-

Gunzenhausen (j), Main-Spessart (k), and Günzburg (l) during the seasons from 1999/2000 to 

2008/09. 
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Figure 2. Comparison of simulated (  ), measured (      ), +20% of the measured values (        ) 

and -20% of the measured values (       ) for the grain yield average of the used cultivars vs. 

the measured average grain yield at Würzburg (a), Donau-Ries (b), Freising (c), Passau (d), 

Regensburg (e), Lichtenfels (f), Eichstätt (g) , Landshut (h), Neumarkt (i), Weissburg-

Gunzenhausen (j), Main-Spessart (k), and Günzburg (l) during the seasons from 2000/01 to 

2008/09. 
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3.2 The simulated biomass partitioning 

The simulated partitioning of the winter wheat crop biomass is shown in Figure 3. The 

simulated partitioning indicated the performance of the aboveground biomass and its 

allocation to the grain and straw (stem and leaves). Landshut was used as an example for 

displaying its simulated partitioning rules affected by different weather conditions during the 

studied seasons from 2000/01 to 2008/09. The accumulation of the thermal degree units and 

hence of the dry weight accumulation timing of the different plant organs varied depending 

on the existing weather data, including the number of the heat waves and water deficit 

periods, which faced the planting season. The simple partitioning of the other studied sites 

were shown as appendix information (A1). The soil type of the studied site Feistenaich in 

Landshut is silt loam, which is a very good soil, therefore, the water deficit periods were not 

intensive at the site during the nine studied seasons. Landshut had been chosen, where it had 

the best NSE (0.80) almost like Donau-Ries (0.79). Also both sites Landshut and Donau-Ries 

had the lowest RSR values, which were in the very good performance range. But because of 

the lack of weather data for Donau-Ries till the end of 2001, the yield was estimated starting 

from the season 2002/03. Therefore, Landshut was a better choice to be represented, 

according to the variability of the weather, soil and plant data during the studied seasons. 

The first two seasons 2000/01 and 2001/02, as shown in Figure 3 had almost the same 

weather effect on the plant, both faced two heat waves. The first heat wave was only one day 

at the season 2000/01 at 31/7 with a temperature of 31.6°C and two days for the season 

2001/02 at 19 and 20/6 with temperatures of 33 and 32°C, respectively. The second heat 

wave was two days for the first season at 15 and 16/8/2001 with temperatures of 32 and 

32.3°C, respectively, and one day at 2001/02 season at 9/7/2002 with a temperature of 

32.5°C. The period between the sowing stage and emergence stage was 10 days at both 

seasons, and the leaves initiation started one week before November, probably due to the 

optimal temperature range at that stage, which differed by 5 to 13°C at the 2000/01 season 

and by 4 to 13°C at the 2001/02 season, and no water deficit was apparent at the two seasons. 

The lowest yield was observed at the season 2002/03, as a result of the water deficit and 

several heat waves appeared during the season. Seven heat waves with 11 hot days were 

observed during that season at 6/5 with 31.1°C, 5/6 with 31.7°C, 10 and 12/6 with 32.2 and 

34°C, respectively, 23/6 with 36.4°C, 29 and 30/6 with 32.1 and 34.5°C, respectively, 16/7 

with 33.4°C, and at 20, 21, and 22/7 with maximum temperatures of 33.4, 33.3, and 33.2°C, 
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respectively. Additionally the growth had been also affected by a strong water deficit period, 

which appeared on the date 12/6, while that period suffered also from a heat wave. The 

occurrence of many heat waves and water deficit periods and their impact on the crop 

behavior by decreasing the biomass noticeably at mid of June, where the water deficit and 2 

heat waves appeared and less marked on the other heat waves dates. Also after the sowing 

date (5/10/2002) until the emergence stage, which was only a week, the average temperatures 

were relatively warm and the leaves dry weight reached almost 50 g.dm/m2 at the first week 

of November, and with regard to the warm weather the leaves’ growth increased sharply after 

the middle of April before facing seven heat waves, therefore the dry weight decreased. The 

season 2003/04 was a high yield season, which did not suffer from any water deficit, and only 

2 late hot days at 20/7 and 12/8 with maximum temperatures of 31.2 and 31.9°C, 

respectively, which had slight negative effects on growth. The season 2003/04 was a cold 

season, although the sowing date was at the end of October with a long sowing stage period 

of 20 days, causing the leaves dry weight during the leaves initiation to increase only little 

before reaching the dormancy period during the winter. The accumulation of the dry matter in 

general during this season till June occurred relatively slowly, depending on the daily 

temperature. The season 2004/05 had been affected by comparatively the same temperature 

effect as the previous season 2003/04, starting from the late sowing date (30/10), a long 

sowing stage till the emergence stage (14 days), a reduced leaves initiation, no water deficit 

appearing, and the relatively slow accumulation of the dry matter related to the relatively low 

season temperature, but starting from the end of May the season faced four heat waves, which 

decreased the total biomass and also the final yield by almost 7 dt/ha compared to the last 

season. These heat waves were relatively pronounced with a noticeable negative effect on the 

total biomass and yield. The heat waves started at 28 and 29/5 with maximum temperatures 

of 36.3 and 36.8°C, respectively, 27, 28 and 29/7 with temperatures of 31.2, 33.9, and 34°C, 

respectively, and 12/8 with 32.5°C and 19/8 with 35.4°C. Two long late successive heat 

waves appeared at the seasons 2005/06 and 2006/07, for the first season the heat waves were 

at 20, 21 and 22/7 with maximum temperatures of 32.7, 31.9 and 31.8°C, respectively, and at 

25, 26, and 27/7 with 31.9, 32.2 and 32.5°C, respectively, and for the second season at 15 and 

16/7 with 32.2 and 34.7°C, respectively, and at 19 and 20/7 with maximum temperatures of 

31.4 and 31.2°C, respectively. These two seasons had similar sowing stage durations, 8 days 

at 2005/06 and 9 days at 2006/07, respectively, because of the relatively warm temperature at 

the sowing stage (6-13°C), although the season  2006/07 showed a warmer temperature at the  
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Figure 3. Simulated course of biomass partitioning to leaves (       ), stem (       ) as well to 

grain (       ) and straw (      ) yield at Landshut in the seasons 2000/01 (a), 2001/02 (b), 

2002/03 (c), 2003/04 (d), 2004/05 (e), 2005/06 (f), 2006/07 (g), 2007/08 (h), and 2008/09 (i). 
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emergence stage, while the season 2005/06 was characterized by a cold one. Therefore, the 

leaves initiation of the season 2006/07 started earlier than the previous season. An early water 

deficit period appeared at the season 2006/07 at 21/10, which did not apparently affect 

growth. Although the season 2007/08 had relatively cold and long sowing (20 days) and 

emergence stages, which resulted in a small leaves dry matter before the dormancy period, 

but in a relatively long leaves initiation stage, and slow dry matter accumulation till the first 

of May. But also the season faced three hot days, which were at 11/7, 31/7, and 7/8 with 

maximum temperatures of 31.1, 31.1, and 32.3°C, respectively. These hot days affected 

slightly the final yield, while this season led a high yield with 98 dt/ha. With optimal growth 

temperatures, a relatively long dormancy period, no water deficit, and only one hot day at 

23/7  with maximum temperature of 34.2°C, the season 2008/09 was characterized by the 

highest yield compared to the other studied seasons with a value of 103 dt/ha. 

With the same concept, the dry matter allocation behavior of the other studied sites was 

affected by different environmental conditions (soil characteristics and weather data). 

Landshut is characterized by a good soil type and suitable weather conditions for the growth, 

therefore, the yields in Landshut were high during the studied seasons except for 2002/03, 

which was the only season that faced a water deficit and many hot episodes during plant 

growth. At the other studied sites (Appendix, A1), the appearance of hot episodes and water 

deficit cases were higher than in Landshut, and they appeared severely in the dry season 

2002/03. At Donau-Ries the season 2002/03 faced four following water deficits periods from 

29/3/2003 to 8/5/2003, plus 17 hot days starting directly before the anthesis at 12/6 till the 

end of the grain-filling stage. All these factors decreased the yield at that season to 58.9 dt/ha. 

Also in Lichtenfels at the same season, which faced five water deficits periods during almost 

the whole developmental stages and 14 hot days from the terminal spikelet stage till the 

grain-filling stage, resulted a very low yield of 38.3 dt/ha. With the same consequence at the 

same season, Eichstätt revealed a total yield of 54.8 dt/ha after facing four water deficits at 

29/3, 18/4, 28/4, and 7/6 and eight hot episodes starting from 31.5 to 34.7°C. Freising also 

faced ten hot days with two water deficits and obtaining a final total yield of 79 dt/ha at the 

season 2002/03. At Neumarkt that season had four water deficit periods, which occurred all 

before the double-ridge stage, and 15 hot days with a total yield of 74 dt/ha. Passau, 

Regensburg, and Weissenburg-Gunzenhausen faced all two water deficit periods at the 

season 2002/03, and further 11, 19, and 11 hot days, respectively, with total yields of 76.3, 

59.2, and 78 dt/ha, respectively, while Main-Spessart faced three water deficit periods plus  
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Figure 4. Simulated course of biomass partitioning to leaves (        ), stem (       ) as well to 

grain (       ) and straw (       ) yield at Landshut in the seasons 2000/01 (a), 2001/02 (b), 

2002/03 (c), 2003/04 (d), 2004/05 (e), 2005/06 (f), 2006/07 (g), 2007/08 (h), and 2008/09 (i), 

by using a sandy loam soil. 
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twelve hot days and had 69.9 dt/ha total yield. Not only the season 2002/03, which faced 

water deficit periods with hot episodes, but in Lichtenfels, the seasons 2005/06, and 2006/07 

faced two water deficit periods, and fourteen hot days, and one water deficit period and four 

hot days, respectively, with total yields of 68.8 and 67.3 dt/ha, respectively. Passau faced 

seventeen hot days during the season 2005/06 starting from a week before anthesis till the 

grain-filling stage and its total yield was 86.5 dt/ha. As well as, Main-Spessart had twelve hot 

days with no water deficit period, and eight hot days with one water deficit period at the 

season 2005/06 and 2007/08, respectively, and the total yield at these seasons were 81.1 and 

89 dt/ha, respectively, while in Würzburg the season 2005/06 had a low yield of 69.8 dt/ha 

after facing during the growing period fifteen hot days and a water deficit period. At 

Weissenburg-Gunzenhausen, very high temperatures characterized the seasons 2004/05 and 

2006/07 with temperatures of 36 and 38.3°C, respectively, where the total dry matter 

declined after these hot waves with values to 6 and 14 dt/ha, respectively. 

The water deficit periods showed up in some cases at the beginning of the growing season, 

at the sowing stage and the beginning of the emergence stage, and these water deficit periods 

did not affect significantly on the yield. The appearance of the early water deficit periods 

appeared mainly at the seasons 2005/06 and 2006/07. At the first season (2005/06), early 

water deficit periods existed in Donau-Ries at 24/10, in Eichstätt at 24/10, in Freising at 21 

and 24/10, in Lichtenfels at 23/10 and 2/11, in Regensburg at 21/10, in Main-Spessart at 

27/40, which was the beginning of the emergence phenological stage date, and in 

Weissenburg-Gunzenhausen at 27/10, and in Würzburg at 20/10. The same last sites faced 

also an earlier water deficit period, but at the season 2006/07 except for Lichtenfels and 

Würzburg, which faced no earlier water deficit periods, but it appeared in Günzburg at the 

season 2006/07 at 22/10, which was the beginning of the emergence phenological stage date, 

nevertheless this location did not face an earlier water deficit period at the season 2005/06. 

The timing of the developmental stages differed depending on the weather data. Therefore, 

the differences between the beginning of the sowing and the emergence stages during the 

different seasons and sites were from one to two weeks, while it lasted for a month to 40 days 

at some cases like in Donau-Ries, Günzburg, Lichtenfels, Passau, Main-Spessart, and 

Weissenburg-Gunzhausen at the season 2003/04, but in other cases the period between the 

sowing and emergence stages was very long as in Neumarkt for the seasons 2002/03, 

2003/04, and 2007/08 with values of 123, 111, and 95 days, respectively, and in Freising and 

Regensburg at the season 2003/04 with values of 91 and 113 days. The beginning of the 
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double-ridge stage was normaly in April till the beginning of May, but it was earlier in 

January and February in some cases, at the season 2006/07 in Donau-Ries, Lichtenfels, Main-

Spessart, Weissenburg-Gunzhausen, and Würzburg at the dates 24/1, 18/2, 19/1, 19/1, and 

10/1, respectively, and at the season 2000/01 in Main-Spessart at 13/1. The harvest date was 

late at the season 2003/04 for all the studied locations, where it fluctuated from 16/8 at 

Würzburg to 27/9 at Neumarkt. 

 

3.3 Soil water content sensitivity analysis 

The crop performance is affected by the different weather data and soil attributes. The 

fluctuation of the total biomass and the yield at Landshut during the studied nine seasons in 

Figure 3, was affected mainly by only the weather data, where the soil type is the same at the 

same studied site. For analyzing only the effect of the soil attributes on the total biomass and 

yield, the weather data should be also fixed, therefore, the studied site Landshut had been run 

again by the crop model using the same studied nine seasons, but with changing the used soil 

characteristics. The soil type of Landshut was mentioned in LfL data as silt loam soil, which 

was used as in Figure 3, while the soil type changed to be sandy loam at the same studied 

seasons. Figure 4 displayed the performance of the aboveground biomass and its allocation to 

the grain and straw (stem and leaves) of Landshut under the studied nine seasons by using the 

sandy loam soil. As mentioned before, the yield at Landshut site during the nine studied 

seasons were high, except at the season 2002/03, with no appearance of water deficit periods, 

also except for the hot season 2002/03, according to the very good soil type at this site, in 

addition to the relatively favorable weather at many of the studied seasons. The crop 

performance was the same at the two soil types in Figures 3 and 4 at many of the studied 

seasons 2000/01, 2001/02, 2004/05, 2005/06, 2007/08, and 2008/09, where these seasons did 

not suffer severely from low precipitation and also they faced a very few hot days during all 

seasons fluctuating from 1 to 3 hot days, except at the seasons 2004/05 and 2005/06, they 

faced 7 and 6 hot days, respectively. The other seasons 2002/03, 2003/04 and 2006/07 

showed water deficit periods with the sandy loam soil, which is not as good as compared to 

the silt loam. The last seasons gave also lower yields compared to the same seasons with the 

silt loam soil with almost 20 dt/ha for all. The season 2002/03 revealed five water deficit 

periods instead of one with the new soil type, these periods ended at 30/3, 9/4, 29/4, 9/5, and 

28/6, where the precipitation amounts during the months from February to June were 10.2, 

17.7, 39.5, 60.6, and 29.1 mm. Four water deficit periods faced the season 2003/04, which 
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decreased also its yield with nearly 20 dt/ha compared to using the silt loam soil. The first 

two water deficit periods appeared early at the sowing stage, where they ended at 9/11 and 

19/11, and for the other two the water deficit periods were in the double-ridge and terminal 

spikelet stages at 18/3 and 27/5, respectively. The precipitation amounts at this season were 

relatively low for the months November, February, and April with values of 27.9, 18.3, and 

25.3 mm, respectively. The last different season was 2006/07, which faced 2 water deficit 

periods; the first one was early in the sowing stage at 21/10, and the second at 29/4 in the 

terminal spikelet stage, which was a severe one and indicated a significant decrease in the 

aboveground biomass. The second water deficit period appeared when the precipitation 

amount was relatively low at March with values of 29.5 mm, followed by a dry month 

(April), which showed only 6 mm amount of precipitation. 

 

3.4 Scenario simulation based on climate projection for 2021-2100 

The model had been also run using projected weather data. These weather data was taken 

from the CERA database for the models REMO, CLM as regional models and STARII as a 

statistical model. The model was applied to weather data for 3 periods: (1) 2021 – 2050, (2) 

2051 – 2080, and (3) 2071 – 2100 for REMO and CLM, and only the first weather period for 

STARII, according to the lack of the data in STARII. The simulated average yields under the 

three projected weather periods are shown in Figure 5, and individually in Figure 6. In 

general, by using the STARII weather data, the developed model here showed always the 

highest simulated yields than for the models REMO and CLM for the first predicted period 

(2021 – 2050), but at the other two future periods (2051 – 2080 and 2071 – 2100) there were 

no data available for the STARII data to be applied, therefore the comparison was only 

between the three used models during the first predicted future period. The crop model 

showed the highest yield by using STARII data with significant values compared to the data 

of the other two models, except for Lichtenfels, where the simulated average yield at the first 

period under the STARII model was higher than under the REMO data average yield at the 

same period with only differing by 2.4 dt/ha, and was higher than for the CLM model with an 

average yield of 7.3 dt/ha. At the other sites, under the CLM data the average yield for the 

first predicted period was higher compared to the average yield for REMO with a range from 

8.6 at Freising to 23.3 dt/ha at Würzburg, and was higher than the average yield under the 

STARII with a range from 10.6 at Eichstätt to 27 dt/ha at Würzburg. The average yield for  
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Figure 5. The expected average yield at the future periods (1) 2021-2050, (2) 2051-2080, and 

(3) 2071-2100 for the models REMO (   ), CLM (   ), and STARII(   ) at Würzburg (a), 

Donau-Ries (b), Freising (c), Passau (d), Regensburg (e), Lichtenfels (f), Eichstätt (g), 

Landshut (h), Neumarkt (i), Weissburg-Gunzenhausen (j), Main-Spessart (k), and Günzburg 

(l). 
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Figure 6. The expected average grain yield at the future periods (a) 2021-2050, (b) 2051-

2080, and (c) 2071-2100 for the models REMO (    ), CLM (    ), and STARII(    ) at: 
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2. Eichstätt 
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3. Freising 
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4. Günzburg 
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5. Landshut 
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6. Lichtenfels 
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7. Main-Spessart 
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8. Neumarkt 
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9. Passau 
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10. Regensburg 
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11. Weißenburg-Gunzenhausen 
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12. Würzburg 
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the first period by using STARII was from 90 to 100 dt/ha, except for Landshut (h), which 

exceeded slightly the 100 dt/ha, and for Eichstätt (g), which was slightly higher than 80 dt/ha. 

The other two models REMO and CLM data had covered the three studied periods. In many 

cases, the crop model gave higher average yield for the REMO data than for CLM, which 

revealed more stress cases during the future seasons. Normally, the simulated higher average 

yield by REMO was not significant compared to the CLM data. Significant differences by 

using the two models occurred at Würzburg (a) at the second and third periods with values of 

12.5 and 17.9 dt/ha, respectively, in Freising (c) at the three future periods with differences of 

10.8, 15.8, and 11 dt/ha, respectively, Passau (d) at the second period with 9.5 dt/ha 

difference, Günzburg (l) at the three future periods with values of 14.3, 28, and 23.9 dt/ha, 

respectively, and Weissenburg-Gunzenhausen (j) at the second period with a value of 12.1 

dt/ha. The average yield under the CLM data showed a higher value than REMO at Main-

Spessart (k) at the first and the third periods with differences of 5.6 and 4.6 dt/ha, 

respectively, and at Neumarkt (i) at the third period with a value of 3.9 dt/ha.  

The individual yields for each of the studied future period fluctuated from high to low 

during the different seasons per each future period as shown in Figure 6. At the first period 

(2021 – 2050), the yield exceeded the 100 dt/ha in very few seasons, which exceeded this 

value with a small amount except for Landshut (h) and Regensburg (e), where almost half of 

the seasons at the period (2021 – 2050) showed an increase over the 100 dt/ha yield and 

reached sometimes to 110 dt/ha. The higher yields especially over 100 dt/ha were all from 

using the future weather data of the model STARII and sometimes REMO, but by using the 

CLM future weather data, the yields did not reach to 100 dt/ha. Most of the yields at the 

future period (2021 – 2050) fluctuated from 80 – 100 dt/ha at many of the studied locations, 

while some locations like Main-Spessart (k), Weissenburg-Gunzenhausen (j), and Würzburg 

(a) had lower ranges, where most of them were distributed from 60 – 100 dt/ha. In general, 

with the STARII model, the crop model showed at almost all the locations for the first 

studied future period (2021 – 2050) insignificant differences among the seasons for each 

location except for some locations like Eichstätt (g), Günzburg (l), and Main-Spessart (k), 

which showed some significant differences among the seasons. The crop model revealed at 

some sites the highest yield under STARII compared to the first period of the other two 

models REMO and CLM like at Freising (a), Landshut (h), and Neumarkt (i), and at the other 

sites it displayed higher yields at many seasons of the period. The hot episodes that faced the 

model at the first period at STARII model had values from 16 to 371 at the whole period,  
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Figure 7. Comparison between the monthly average maximum temperature between the 

future predicted periods 2021 – 2050 (          ), 2051 – 2080 (          ), and 2071 – 2100 (         ) 

at Würzburg (a), Donau-Ries (b), Freising (c), Passau (d), Regensburg (e), Lichtenfels (f), 

Eichstätt (g), Landshut (h), Neumarkt (i), Weissburg-Gunzenhausen (j), Main-Spessart (k), 

and Günzburg (l) for CLM model. 
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Figure 8. Comparison between the monthly average minimum temperature between the future 

predicted periods 2021 – 2050 (          ), 2051 – 2080 (          ), and 2071 – 2100 (          ) at 

Würzburg (a), Donau-Ries (b), Freising (c), Passau (d), Regensburg (e), Lichtenfels (f), 

Eichstätt (g), Landshut (h), Neumarkt (i), Weissburg-Gunzenhausen (j), Main-Spessart (k), 

and Günzburg (l) for CLM model. 
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where the lowest value were in Günzburg, which faced 16 hot days with an average of 0.5 hot 

days/year, and the highest value 371 appeared in Main-Spessart with an average of 12.4 hot 

days/year. The STARII crop model had predicted at some sites lower hot episodes at the first 

period as in Günzburg, Landshut, Neumarkt, and Regensburg, which faced 16, 42, 55, and 69 

hot days, respectively, with an average of 0.5, 1.4, 1.8, and 2.3 hot days/year, respectively, 

while the sites, which had higher hot episodes, were Main-Spessart, Würzburg, Eichstätt, and 

Lichtenfels with hot days of 371, 285, 202, and 198, respectively, with an average of 12.4, 

9.5, 6.7, and 6.6 hot days/year, respectively. The hot episodes, preheated by the models 

REMO and CLM during the first period, were higher than for STARII. The model confronted 

with REMO during the first period hot episodes in a range from 117 hot days with an average 

3.9 hot days/year in Neumarkt to 274 hot days with an average of 9.1 hot days/year in Passau. 

As well as the model with CLM future weather data encountered during the first period hot 

episodes in a range from 185 hot days with an average of 6.2 hot days/year in Lichtenfels to 

501 hot days with an average of 16.7 hot days/year in Würzburg. 

Extremely low yield seasons, which ranged here from 40 to 10 dt/ha, appeared by using 

the three future periods. With REMO and CLM revealed the crop model during the future 

periods few to many extremely low yield seasons for all the studied sites, where as with 

STARII data very few extremely low yield seasons occurred in Eichstätt (g), Landshut (h), 

Passau (d), and Regensburg (e), which indicated 2, 1, 1, and 1 extremely low yield seasons, 

respectively. The appearance of the extremely low yield was repeated by using the REMO 

and CLM data at all the studied sites and was higher than for the STARII first period. In 

general, the crop model showed by using CLM data more extremely low yield seasons during 

each studied future period compared to REMO data, where the occurrence of these seasons 

were sometimes low at the first period (2021 – 2050) by both models at some sites like 

Landshut (h), Lichtenfels (f), and Passau (d) with values of 2 seasons under REMO future 

weather data, and with values of 3, 1, and 3 seasons, respectively, under CLM data. These 

extremely low yield seasons continued having low appearance only under the REMO second 

future period data for the sites Günzburg (l), Main-Spessart (k), Freising (c), and Regensburg 

(e), with 3, 3, 2, and 2 seasons, respectively. Otherwise the first future period showed also a 

relatively high extremely low yield season occurrence as in Neumarkt (i), Main-Spessart (k), 

and Würzburg (a), which indicated eight extremely low yield seasons for each by using the 

CLM data, and in Würzburg (a) with the REMO data, the crop model indicated nine 

extremely low yield seasons. At the second and third future periods the crop model showed 
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higher extremely low yield seasons for REMO and CLM with a range from 8 to 13 seasons. 

The crop model revealed also at the second and third periods higher hot episodes than the 

first period, where by REMO the hot episodes appeared at the second period in the range 

between 364 hot days in Lichtenfels with an average of 12.1 hot days/year and 692 hot days 

in Passau with an average of 23.1 hot days/year, while at the third period the model indicated 

hot episodes that fluctuated between 420 hot days in Lichtenfels with an average of 14 hot 

days/year and 846 hot days in Passau with an average of 28.2 hot days/year. The hot episodes 

under CLM revealed higher values at the second and third periods compared to REMO 

model, where at the second period, by the CLM the model faced hot episodes that fluctuated 

from 400 hot days in Lichtenfels with an average of 13.3 hot days/year to 817 hot days in 

Würzburg with an average of 27.2 hot days/year. The hot episodes by the third period of 

CLM ranged from 514 hot days with an average of 17.13 hot days/year to 966 hot days in 

Würzburg with an average of 32.2 hot days/year. 

Thus, the second future period (2051 – 2080) was characterized for all the studied 

locations with higher yield from 100 to 80 or at some sites from 100 to 60 dt/ha at the earlier 

seasons (8 – 10), then the yields' distribution of the other seasons fluctuated from very high 

yields almost at 100 dt/ha till very low at about 10 dt/ha. And so on, continued at the third 

future period (2071 – 2100), the yield fluctuated from high values, which reached to 100 

dt/ha, to low values, which decreased to 10 dt/ha or lower, but with more frequency of the 

low yield seasons. Normally, the frequency of the extremely low yield seasons at the third 

future period was more than at the second one, except for at Lichtenfels (f) under the CLM 

data, where the model showed two extremely low yield seasons at the third future period but 

four at the second one. The model by using the CLM data showed always a higher 

appearance of the low extreme events from extremely low yield and no yield seasons (0 – 5 

dt/ha) than by REMO, although the model yields under CLM data were not all the time lower 

than under REMO data. The occurrence of the no yield (0 – 5 dt/ha) case were revealed at 

one or two seasons at the second and third future periods at some sites of the studied ones. 

The most frequent seasons, which showed the no yield cases, were 2061/62, 2074/75, and 

2078/79. The first season (2061/62) indicated the no yield at the sites Donau-Ries (d), 

Eichstätt (g), and Würzburg (a), which were confronted with 45, 45, and 67 hot days, 

respectively, by the CLM data. As well as the season 2078/79 showed only by the CLM data 

no yield at some sites, which were Freising (c), Günzburg (l), Main-Spessart (k), Neumarkt 

(i), and Würzburg (a), with values of 30, 37, 33, 24, and 36 hot days at that season, 
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respectively. The season 2074/75 indicated also no yield prediction once by the REMO data 

at Main-Spessart (k) with 32 hot days, and once by the CLM at Regensburg (e) with 40 hot 

days.  

The predicted temperature at the second and third future periods increased more than for 

the first one for the REMO and CLM (Figure 7 and 8, Appendix A2 and A3). For REMO, the 

maximum temperature increased during the different months and locations of the second 

future period compared to the first one with ranges from 0.35°C in April at Main-Spessart to 

3 °C in September at Freising, and the minimum temperature increased from 0.79°C in 

February at Passau to 2.4°C in September at Günzburg. The maximum and minimum 

temperatures increased at the third future period more than in the first one with ranges from 

1.19°C in April at Main-Spessart to 4.1°C in August at Passau, and from 1.26°C in March at 

Landshut to 3.6°C in January at Main-Spessart, respectively. With the same way for CLM, 

the increases of the maximum and minimum temperatures, of the second future period 

compared to the first one, were at the ranges from 0.04°C in April to 2.8°C in September both 

at Günzburg, and from 0.86°C in February at Main-Spessart to 2.09°C in September at 

Günzburg, respectively, and the increases of the maximum and minimum temperatures of the 

third future period compared to the first one were from 0.45°C in April at Günzburg to 

4.19°C in August at Freising, and from 1.37°C in March at Landshut to 3.1°C in January at 

Passau, respectively. Therefore, the occurrence of the cases of the extremely low or no yields 

at the third future period was higher than the second one, depending on the higher 

temperature increase at the third period compared to the second one. Also, the highest 

maximum temperature during the different studied sites and seasons was higher at the third 

period than the second one for the REMO and CLM, where at REMO, the highest maximum 

temperature at the second period for all the studied sites was at the range from 40.3° at 

2/9/2062 in Donau-Ries to 43.2° at 18/6/2061 in Freising, and it varied in the third period 

within the range from 39°C at 8/8/2086 in Lichtenfels to 46.5°C at 30/7/2091 in Passau. At 

CLM, the highest maximum temperature for all the studied sites at the second and third future 

periods was at the ranges from 40.4°C at 28/6/2070 in Freising to 44.8°C at 17/7/2078 in 

Würzburg, and from 42.2°C at 5/7/2099 in Passau to 46.5°C at 4/7/2094 in Würzburg, 

respectively. 
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3.5 Spatial yield distribution in Bavaria 

The Maps 2 – 7 are representing the spatial yield distribution, appearance of the extreme 

temperature during the growing season and the grain-filling duration of winter wheat in 

Bavaria for the weather models REMO and CLM for the three future periods (2021 – 2050, 

2051 – 2080, and 2071 – 2100). 

The simulated yields for Bavaria in the first future period for CLM on Map 5 (a) ranged 

from 57 to 90 dt/ha, where the lower yield appeared mainly in the northwest (Unterfranken 

except for its most western part) and the lower middle (the northern half of Schwaben and 

Oberbayern) of Bavaria, and the higher yield appeared in the east and northeast (east of 

Oberfranken, Oberpfalz and Niderbayern) and south (south of Schwaben and Oberbayern). In 

the second future period, the simulated yield ranged from 41 to 89.6 dt/ha (Map 5 (b)), where 

the distributed lower yield area increased to cover almost all Unterfranken (northeast of 

Bavaria) and the lower middle (the north half of Schwaben and Oberbayern and the south 

half of Niederbayern) of Bavaria, but in the third future period (Map 5 (c)), the estimated 

high yield was only found in the northeast, the easternmost and the southernmost of Bavaria  

with ranges of 80 – 90 dt/ha, while the rest parts had low yields ranging from 30 to 75 dt/ha. 

With the same concept was estimated the average grain-filling duration period during the 

three future periods for the CLM model (Map 7 (a, b and c)), where the longest grain-filling 

duration appeared in the southernmost part of Bavaria with ranges from 250 to 385; from 200 

to 380; and from 150 to 300 days for the three future periods, respectively. Also the northeast 

and the eastern corner of Bavaria showed a higher grain-filling duration, which ranged from 

200 to 250; from 115 to 185; and from 95 to 115 days during the three future periods, 

respectively, while the other parts of Bavaria (Unterfranken, Mittelfranken, the west of 

Oberpfalz and Niederbayern, and the northern half of Schwaben and Oberbayern) had a 

relatively low grain-filling duration ranging from 80 to 200; from 75 to 115; and from 80 to 

95 days during the three future periods, respectively. The model estimated a higher 

appearance of the extreme maximum temperature for the CLM model in the northwest 

(Unterfranken) and the lower middle (the northern half of Schwaben and Oberbayern and the 

southern half of Niederbayern) of Bavaria for the three studied future periods (Maps 6 (a, b 

and c)) with ranges of 10 – 17.5, 14 – 22, and 13 – 19 days, respectively, while the lower 

appearance of the hot temperature episodes were in the east and northeast (east of 

Oberfranken, Oberpfalz and Niederbayern) and south (south of Schwaben and Oberbayern) 

of Bavaria with ranges of 0 – 4, 0 – 6, and 1 – 6 days for the three future periods, 
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respectively. During the first future period of the model simulation extreme maximum 

temperature occurred more often than higher ones across Bavaria, while the percentage of the 

higher occurrence of the extreme maximum temperature increased gradually across Bavaria 

during the second and third future periods till the lowest occurrence (0 – 1 day) was no longer 

represented within the third future period map of the CLM model. Therefore, the highest 

occurrence range of the extreme maximum temperature (19 – 22 days) appeared only during 

the second and third future period, while it did not appear during the first one. Nevertheless, 

the model revealed the highest occurrence range of the extreme maximum temperature (19 – 

22 days) during both, the second and the third future periods of the CLM model. But only the 

second period showed the whole range, whilst the model of the third one had only a 

maximum of 19 hot days. 

The yield simulated by the REMO model had a different distribution than in the CLM 

model, where the highest estimated yield and the lower appearance of the hot temperature 

episodes during the first future period (Map 2 (a)) appeared in Oberfranken, Oberpfalz, the 

estern corner of Niederbayern, in a part in the north of Unterfranken, Eichstätt in Oberbayern 

and Donau-Ries in Schwaben with a range of 93.5 – 96 dt/ha and 0 – 2.6 days (Map 3 (a)) 

respectively, while the northeast and the southern part of Bavaria had a lower yield and 

higher occurrence of hot days ranging from 87.7 to 93 dt/ha and 3.5 – 5.5 days, respectively. 

During the second future period, the simulated yield was higher and the number of simulated 

hot days was low in the southernmost corner, the northeast and the eastern corner of Bavaria 

with a range of 90 – 94 dt/ha and 0 – 4 days (Maps 2 (b) and 3 (b)), respectively, and with a 

large range within the yield and number of hot days in the other parts of Bavaria ranging 

from 73.7 to 93 dt/ha and from 4 to 7.4 days, respectively. For the third future period map on 

Map 2 (c), the model simulated the winter wheat yield nearly close to the distribution of the 

first future period but with different values, where the higher yield appeared in the northeast, 

the eastern corner, the southernmost corner, and a small part in the north of Unterfranken in 

Bavaria with values ranging from 86 to 91 dt/ha, whereas the southern part of Bavaria had 

almost the lowest estimated yield with a range of 76.6 – 83 dt/ha. The occurrence of the 

extreme maximum temperature (Map 3 (c)) was in general low in the north of Bavaria with a 

range of 2.5 – 3 days and high in the south with a range of 4 – 6.5 days, with small areas in 

the far south with a range of 0.5 – 2.5 days. The grain-filling duration was estimated to be 

very long in the southernmost part of Bavaria (Map 4 (a, b and c)) with ranges from 230 to 

415; from 160 to 320; and from 125 to 214 days during the three future periods, respectively, 
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whilst the other parts of Bavaria had a lower duration than the last one with ranges of 95 – 

180, 92 – 115, and 98 – 135 days during the three future periods respectively. 

 

 

Map 1. The administrative districts of Bavaria 
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Map 2. The estimated wheat yield distribution in Bavaria by using the REMO model at the first (a), second (b) and third (c) future period. 

a b

c 
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Map 3. The distribution of the estimated number of hot episodes in Bavaria for the REMO model at the first (a), second (b) and third (c) future 

period. 

a b

c 
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Map 4. The distribution of the estimated grain-filling duration in Bavaria for the REMO model at the first (a), second (b) and third (c) future 

period. 

a b

c 
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Map 5. The estimated wheat yield distribution in Bavaria by using the CLM model at the first (a), second (b) and third (c) future period. 

a b

c 
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Map 6. The distribution of the estimated number of hot episodes in Bavaria for the CLM model at the first (a), second (b) and third (c) future 

period. 

a b

c 



82 

 

                        
 

 

Map 7. The distribution of the estimated grain-filling duration in Bavaria for the CLM model at the first (a), second (b) and third (c) future 

period. 

a b

c 
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3.6 The computer-based model description 

The computer based model had been developed by using the programming language 

Microsoft Visual Basic.NET©, where the required plant and weather data for the model had 

been organized in a database using the database engine Microsoft SQL Server©. The 

application model started from the Photo 1, where the user will select first the required city, 

which after selecting it, the available sites in the model database for that selected city will be 

displayed at the nearby list box, and also the location of that selected city will be marked at 

the Bavarian map up on the left side. The second option at Photo 1 is selecting with weather 

data the user wants to apply, by selecting one of the radio buttons for the current or future 

weather. The default selected option is the current weather, which display all the available 

current weather data of the selected site from the database, represented in list boxes; year, 

month, and day, for selecting the planting date. The last part of the model form is the soil 

attributes data, which requires manual inputs from the user. The soil required data is the 

electrical conductivity of the soil (EC), the soil bulk density (g/cm3), the organic carbon 

percent in the soil (%), the sand and clay percent in the soil (%) at 3 different depths (40, 80, 

and 120 cm). The quality control is applied on the model form, where it detects any empty 

item or false written item in the form and gives an alert of it without submitting the form. 

After selecting and writing the required data from the user at the last form and submitting 

the form, another page will be opened, after applying the quality control of the form and 

assuring of the right filling of all the required data. The new page will have the results that the 

model can produce. The new page, which will represent the model simulation under the 

current weather as a graph, has four tab windows; the first one given in Photo 2 is displaying 

the daily data of the accumulated above biomass in a graph of the different plant organs, 

grains, leaves and stem. The daily above biomass dry weight is controlled by two buttons, 

which are next and previous for displaying the next daily point or cutting the current point and 

keep only the previous above biomass representative graph lines. Also, by the beginning of 

each phenological stage or facing the growth any hot episodes or water deficit that will be 

written below with its dates. 
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Photo 1. Model form screen displaying selected input variables under current weather options. 

 

 

Photo 2. Screen shot displaying daily output values of the growth ofdifferent plant organs 

under current weather conditions. 
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Photo 3. Screen shot displaying 10-days output values of the growth of different plant organs 

under current weather conditions 

. 

 

Photo 4. Screen shot displaying the final output of the growth of different plant organs under 

the current weather data. 
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The second tab window at Photo 3 is representing exactly as the first one, but with a point 

each 10 days for a quicker display of the crop performance during the season, with the next 

and previous buttons also. 

The third tab widow at the current estimation of the model at Photo 4 is displaying the 

complete graph of the winter wheat crop organs performance during the selected season, with 

writing below the dates of the beginning of all the phenological stages and all the existing 

water deficits periods and hot episodes, with writing the maximum temperature of that hot 

episode, during the season. The fourth and last tab window (Photo 5) is displaying an option 

of making a comparison among the selected season and the other following seasons at the 

same selected site, the same planting day and month, and soil attributes. The comparison 

started after selecting a season to represent as the part, which the comparison will end at it, 

where the comparison will start from the selected season from the first form, and submitting 

the form by clicking on the compare button. This comparison option clarified the effect of the 

weather variation on the yield, where by this comparison the weather data will be the only 

variable factors that affect the growth, the other factors from the location and the soil variables 

would be the same. The output here will be the final grain yield for the selected seasons 

represented in a graph, followed by mentioning the number of water deficit periods and the 

hot episode days, which faced each of the displayed seasons. That last option could be 

reformed again by selecting a new season from the list box and clicking again on the compare 

button. 

By returning back to the first form, and selecting the future weather option instead of the 

current weather one, the current weather data will disappear and the future weather available 

data will be shown, represented in the three studied future periods, where each period is 

revealed by its last season. As well as, the user can select the planting future weather date for 

all the studied future models (REMO, CLM and STARII) as in Photo 6 or at only one of them 

as in Photo 7. After submitting the form, which checks first the right filling of all its fields, a 

new page will be opened also with four tab windows, for introducing the expected future yield 

at the selected future weather period. The first and second tab windows are displaying the 

above biomass (Photo 8) and yield (Photo 9) performance during the thirty seasons of the 

selected future weather period, by using one or all the weather models. The yield performance 

tab window is showing also below the expected start of all the phenological stages dates, the 

occurring of water deficits and hot episodes, provided by the maximum temperatures at these 

hot episodes, during the thirty seasons of the selected future weather period. The graphs of the 
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above biomass and yield performance for a whole future weather period (2021 – 2050 or 2051 

– 2080 or 2071 – 2100) indicated to the expected range of the crop behavior under the 

projected weather data, not assimilated by year per year, but with the whole period. 

The third and fourth tab windows are explaining and comparing the total expected yield of 

the selected future period, individually as in Photo 10 with all the 30 separated seasons at that 

future period, or the average yield of the selected future period as in Photo 11. The third tab 

window is displaying the expected yield variation individually between the single seasons 

within the selected future weather period under one or for all the weather data sets obtained 

from the regional climate projections. This comparison clarified the predicted fluctuations of 

the yield within the same future period. But the comparison of the fourth tab window 

explained the average yield variation among the different used projections. 

 

Photo 5. Yield comparison between different seasons under current weather data. 
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Photo 6. Screen shot displaying selected input variables under future weather options 

. 

 

Photo 7. Model form screen with future weather options by selecting only one future weather 

model. 
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Photo 8. Screen shot of the expected biomass performance during the selected future period. 

 

 

Photo 9. Screen shot of the expected yield performance during the selected future period. 
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Photo 10. Screen shot displaying expected individual yields at the selected future weather 

period. 

 

 

Photo 11. Screen shot of the expected average yield of the selected future weather period. 
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4 Discussion 

Many process-based models, such as crop simulation models or hydrological models 

require daily site-specific weather data (Jamieson et al., 1998a), and data on soils and 

management (Brooks et al., 2001) as inputs for estimating the crop behavior according to the 

surrounding environmental factors, where the farming practices are weather dependent, and 

yields from single farm vary significantly from year to year depending on each season’s 

weather (Peiris et al., 1996). The developed model here estimates the biomass, yield, and the 

partitioning of the dry matter into the plant organs during the different developmental stages 

as shown in fig. 3.  

 

4.1 Temperature and phenological development 

4.1.1 Cardinal temperature for the developmental stages 

Wheat is generally considered to enjoy an optimum temperature range of 17 – 23°C over 

the course of an entire growing season, with a Tmin of 0°C and Tmax of 37°C, beyond with 

growth stops (Porter and Gawith, 1999), whilst cultivars seem to differ in their tolerance to 

extreme temperature (Pomeroy and Fowler, 1973; Blum and Sinmena, 1994; Páldi et al., 

1996). The temperature is the main responsible factor for the growth, where temperature is 

central to how climate influences the growth and development processes of crop plants and is 

controlled by air or soil temperature (Wheeler et al., 1996b; Batts et al., 1997). The 

temperature has many typical assumptions, which affect on the crop growth. These typical 

assumptions are the base temperature (Tbase), below which development ceases, and a lower 

optimal temperature (Toptl), at which development rate is maximal. The temperature response 

of the last two temperatures is linear. Maximum development rate is maintained for 

temperatures from Toptl to an upper optimum temperature (Toptu). At temperatures above 

Toptu, the temperature response declines linearly until development again ceases at an upper 

threshold temperature (Tmax) (McMaster et al., 2008). The last assumptions had been applied 

on the wheat crop for each of the studied developmental stages on the model. As represented 

in Table 3, the base temperature for each developmental stage had been set with different 

temperature, starting from the sowing stage, which had the base temperature 3°C, where 

Porter and Gawith (1999) had shown that the Tmin of the period from sowing to emergence is 
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from 2.4 to 4.6°C, Topt from 20.3 to 23.6°C and Tmax from 31.8 to 33.6°C, and Spilde (1989) 

mentioned that the suitable temperature range for germination is from 4 to 37°C, which is a 

wide range. The emergence and double-ridge stages had 5°C as a base temperature, which is 

slightly higher than other references such as Wilsie (1962) and Petr (1991), who set the base 

temperature for emergence stage at 3.9 – 4.4°C, Slafer and Savin (1991) set it as 4°C for the 

emergence and double-ridge phenological stages, and others such as Stapper and Lilly, 2003; 

Porter and Gawith, 1999; McMaster et al., 2008; Slafer and Savin, 1991 as well, where the 

used values were more reliable with the model. Slafer and Rawson (1995b) clarified that the 

spikelets may be initiated at temperatures higher than 1.5°C, therefore the base temperature 

for the terminal spikelet stage was assumed to be 2°C, and this stage had the lowest 

temperature range, where the optimum temperatures for this stage lie between 9.3 and 11.9°C, 

with temperatures greater than 25°C being sub-optimal (Porter and Gawith, 1999). The 

highest base temperature during the different growth phases was at anthesis, with a 

temperature of 9.5°C (MacDowell, 1973; Slafer and Savin, 1991; Russell and Wilson, 1994). 

The minimum temperature values for grain-filling range were from 4.1°C (Hunt et al., 1991) 

to 12°C for winter wheat (Russell and Wilson, 1994), and because of that wide range, the base 

temperature for the grain-filling stage was assumed as 7°C. Hence, the consequences of the 

base temperatures to the different phenological stages agreed with Addae and Pearson (1992) 

observed a linear relationship between sowing and emergence and during grain-filling and a 

non-linear relationship between emergence and anthesis. The cardinal temperatures for 

phenological stages rise steadily with plant development. Thus, base values increased from 

below zero at germination to above 7°C during grain filling, while optimum values raise from 

less than 22°C to more than 25°C (Angus et al. 1981; Del Pozzo et al. 1987; Porter et al. 1987; 

Morrison et al. 1989; Slafer and Savin 1991; Slafer and Rawson 1995d). 

 

4.1.2 Growing degree days for the developmental stages 

The base temperature is not the only controlling temperature factor to the crop growth, 

there are also the thermal degree units (TDU), that control the duration of each phenological 

stage after gaining the base temperature to get in that stage. Rawson and Macpherson (2000) 

showed the TDU of the phenological stages sowing, emergence and double-ridge as they have 

been used here in the model with values of 60, 200, 150°Cd respectively, where Jamieson et 

al. (2007) mentioned that the photo-vernal-thermal time interval from emergence to floral 
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initiation was increased from 140 to 180°Cd, and the photo-thermal time interval from floral 

initiation to double-ridge was increased from 130 to 180°Cd, and hence, these last values 

equal also the used TDU from emergence to double-ridge stages. Terminal spikelet stage was 

applied in the developed model here as what MacMaster et al. (2008) clarified that the 

terminal spikelet is reached when thermal development units reaches 400°Cd. And finally the 

TDU for the grain-filling developmental stage was set with 590°Cd, which is slightly higher 

than what Semanov (2007) mentioned that 550°Cd are typically required to complete grain 

filling. 

The response of yield is the most irregular for temperature. The main effect of temperature 

is to set the phenological dates and so changes in temperature affect both the timing and 

duration of the main growth periods in which most of the biomass is accumulated (Brooks et 

al., 2001).The calculation of the TDU was used here for setting the different growth stages 

timing, which is a common method for many simulation models. The major methods have 

been used in models to simulate the timing of important events in the lifecycle in wheat, and 

the influence of daylength and vernalisation on their timing. The older of these methods (e.g., 

Ritchie and Otter, 1985; Weir et al., 1984) describe development through sequential phases 

(e.g., floral initiation, terminal spikelet, flag leaf appearance) leading to anthesis. Intervals of 

modified thermal time are assumed to be constant for these phases, and key stages such as 

anthesis are reached when the sequence of phases has been completed (Weir et al., 1984; 

Ritchie and Otter, 1985). A variation on this approach was to use thermal time either directly 

or as represented by the number of leaves between developmental events (McMaster et al., 

1992; Jamieson et al., 2007). The AFRCWHEAT2 model (Weir et al., 1984; Porter, 1993) for 

example was used to simulate wheat, which is a determinate crop, with well-defined 

development stages, and with a physiological end to the growing season–crop maturity. The 

timing of these stages is controlled by accumulated temperature, in some cases modified by a 

combination of photoperiod and vernalisation. The growth rate of the canopy is temperature-

driven and limited by water shortage. There are two main reasons for predicting the timing of 

crop development; first, the effects of environment (temperature and photoperiod) on crop 

development (phenology) are central to crop adaptation (Evans, 1993; Roberts et al., 1996), 

second, the accuracy of the phenology sub-model of a crop simulation model is a sensitive 

step to the precise prediction of crop biomass and yield (Wheeler et al., 2000). 

The thermal degree units (TDU) were not only responsible for setting the phenological 

stages timing, but also for the dry matter accumulation to the crop during these different 
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phenological stages as clarified in the equations 33 to 52. Figure 3 shows the plant dry matter 

at the growth stages, which was not the same for the same stage at the different seasons in 

Landshut. For example, the accumulated dry matter of the early stages at the seasons 2003/04, 

2004/05, 2005/06, and 2007/08 was very low depending on the existing low weather 

temperatures at these stages, but it was relatively high at the other seasons specially at the 

season 2002/03, where the temperature was higher at these stages. The last comparison is 

taken into consideration only at the early growth stages (sowing and emergence), where 

winter wheat is most commonly planted in months when the mean daily temperature is 

between 8 and 16°C (Bunting et al., 1982). This suggests that in practice, winter wheat is 

generally sown in sub-optimal temperatures and that warmer conditions during sowing should 

not have a negative impact on wheat establishment (Porter and Gawith, 1999). Nevertheless, 

the higher temperature of the reproductive stages gave lower dry matter than the lower one, 

where the reproductive stage are more sensitive to temperature than the vegetative stage, 

where Halevy (1985) found the period from initiation of terminal spikelet to heading to be 

more sensitive to temperature than sowing to floret initiation or floret initiation to initiation of 

terminal spikelet. Therefore, the yields tend to decrease as temperature increases because of 

the earlier maturity (Brooks et al., 2001). And hence, with the same warm season 2002/03, the 

harvest date was the earliest, which was at the range from 21/7 at Würzburg to 14/8 at 

Neumarkt, and the dry matter was the lowest, which was at the range from 38.28 dt/ha at 

Lichtenfels to 79 dt/ha at Freising, where in the colder season 2003/04, the harvest date was 

the last, which fluctuated between 16/8 at Würzburg and 27/9 at Neumark, and with a high 

final dry matter, which fluctuated between 84.3 dt/ha at Würzburg and 99.9 dt/ha at Freising. 

Not only the harvest date was different during the different seasons and sites, but also the 

timing of the developmental stages differed regarding the different weather data, where, for 

example the sowing stage in Neumarkt for the seasons 2002/03, 2003/04, and 2007/08 with 

values of 123, 111, and 95 days respectively, which is extremely long, as a result of the very 

low temperature during these periods to collect the required TDU of that stage. With the same 

concept also in Freising and Regensburg at the season 2003/04 the sowing stage was 91 and 

113 days respectively. With the opposite behavior the double-ridge stage started at some cases 

considerably earlier than the normal one, where normally it started at April and at the 

beginning of May, but it was in some cases at January and February. This case appeared at the 

season 2006/07, where that season at many sites faced a relatively warm winter without a 

period of negative temperature, and therefore, the accumulation of TDU was quickly resulting 
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in an earlier attainment of the development stages especially at the vegetative stages. The 

early double-ridge stage appeared in Donau-Ries, Lichtenfels, Main-Spessart, Weissenburg-

Gunzhausen, and Würzburg at the dates 24/1, 18/2, 19/1, 19/1, and 10/1, respectively, and at 

the season 2000/01 in Main-Spessart at 13/1. At the last seasons, the reproductive stages 

started also earlier, according to the early start of the vegetative stages, but not as early as in 

the case of the vegetative stages. 

 

4.2 Extreme temperature effect on the growth 

The temperature can also have negative effects on plant growth, where both high and low 

temperatures decrease the rate of the dry matter production and, extremes can cause 

production to cease (Grace, 1988). 

 

4.2.1 The effect of hot episodes 

The plant exposure to high temperature during the growing season affects differently on the 

growth and yield, depending on the exposed growth stage to the high temperature, where hot 

temperatures at the time of flowering can reduce the potential number of seeds or grains that 

subsequently contribute to the crop yield (Wheeler et al., 2000). And the exposure to high 

temperatures during early spike development reduced the number of kernels per spike 

(Johnson and Kanemasu, 1983), where the optimum temperature for maximum spikelet 

number (and indeed for the initiation terminal spikelet) was 15°C and elevated temperatures 

during tillering increased the number of heads (Porter and Gawith, 1999). The response of the 

crop during the reproductive stages especially at anthesis and grain filling to the high 

temperatures was stronger compared to the other growth stages. Therefore, temperatures 

higher than 31°C and lower than 9°C during the anthesis may therefore be considered as the 

limits of successful anthesis (MacDowell, 1973; Russell and Wilson, 1994). Plants are most 

sensitive to high temperatures in the first three days after anthesis (Stone and Nicolas, 1995) 

during which time grain set may be reduced. However, the number of grains per year at 

harvest maturity declined rapidly when Tmax was greater than 31°C during this period. And 

therefore, high temperatures occurring during grain filling are known to affect grain quality 

(Blumenthal et al., 1993, 1998; Conory et al., 1994; Stone and Nicolas, 1995; Tester et al., 

1995; Sanhewe et al., 1996; Corbellini et al., 1997; Wallwork et al., 1998). The extreme 
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events were simulated by the model at the phenological stages from the terminal spikelet to 

the grain filling, but the more effective high temperature on the growth was at the anthesis and 

grain filling stages. For example, the first heat wave faced the season 2002/03 in Landshut as 

shown in Figure 3, where this season faced 11 hot days, at 6/5/2003, which was at the 

terminal spikelet stage with maximum temperature 31.1°C, however the decline in the dry 

matter was small, about 1.5 dt/ha, compared with the deep dry matter decline at anthesis and 

the beginning of the grain filling stage, which decreased the dry matter nearly by 60 dt/ha, 

after facing at that period 6 hot days with a temperature range from 31.7 to 36.4, where the 

last temperature was extremely high for the wheat crop. The last strong decline in the dry 

matter was enhanced also with a water deficit effect on the plant. The last four hot days in the 

2002/03 season declined the total dry matter with about 4 dt/ha. The same behaviour had been 

repeated with the heat waves at the other seasons, with total dry matter declining as a result of 

the heat waves, but with less effect than in the season 2002/03 because it faced less extreme 

hot days. The highest yield at Landshut was at the season 2008/09, which did not face water 

deficit or heat waves, except for one hot day with 34.2°C, and got an optimal temperature for 

almost all the phenological stages. Not only Landshut had the extreme temperature effect on 

the crop growth during the different phenological stages, but also the other studied locations 

did. In general the season 2002/03 faced the highest heat waves compared to the other 

seasons, where the summer 2003 was recorded as the hottest in Europe since 1500 

(Poumadere et al., 2005). The hot days, which faced the season 2002/03, ranged from 9 to 19 

days during all studied locations (Appendix, A1). The severity effect of the hot days depends 

on the temperature degree, timing, successive hot days, and the existing of the water deficit 

with the heat wave. The higher the temperature degree, the higher the dry matter reduced. The 

temperature of 38°C was the highest maximum temperature degree faced by Bavaria, this 

degree was repeated only twice across the studied locations and seasons, once at Günzburg at 

the season 2002/03 directly at the beginning of the anthesis growth stage at 12/06 with 

38.6°C, and the other was in Weißenburg-Gunzenhausen at the season 2006/07 after the 

beginning of the grain-filling stage with 10 days at 19/06 with 38.3°C. Both temperatures 

lasted for only one day, but caused a loss in the total dry matter nearly by 15 dt/ha at that day. 

The heat waves at the end of the terminal spikelet, the anthesis and the first half of the grain-

filling stages were more effective in reducing the dry matter than the second half of the grain-

filling stage, even if they faced a longer heat wave. Therefore, the most sensitive period to the 

high temperature where at anthesis with a few days before and a period from the grain-filling 
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stage, during the grain set duration (Rawson and Macpherson, 2000), where temperatures 

above 31°C immediately before anthesis reduces grain yield by inducing pollen sterility, thus 

reducing the grain numbers (Wheeler et al., 1996a). Therefore, it was found that the lowest 

yield season 2002/03 (Figure 1) got the total dry matter reduced, as a result of the heat waves, 

during the period from the end of terminal spikelet to the first half of the grain-filling stage. 

Wheeler et al. (1996b) found that temperatures above 31°C for the five days prior to anthesis 

resulted in a high number of sterile grains, and hence the exposure to sub- or super-optimal 

temperatures during anthesis may also reduce yields through the production of infertile florets 

(Russell and Wilson, 1994). Not only the season 2002/03 faced the last conditions from heat 

waves, but also the seasons 2004/05 at Lichtenfels, 2005/06 at Passau, 2004/05, 2005/06, and 

2007/08 at Main-Spessart, 2004/05 at Weißenburg-Gunzenhausen, and 2005/06 at Würzburg. 

And hence, the successive hot days during the season had more effect than the one hot day 

with the same or nearby temperatures, and that appeared at the season 2004/05 in Lichtenfels, 

where the total dry matter declined during anthesis at 21/06 with 31.4°C maximum 

temperature and was smaller than at 23-25/06 with temperatures of 31.2, 33.4, and 31.4°C, 

respectively, and that was also repeated at Passau at the season 2001/02 also during the 

anthesis, which faced two heat waves, the first one lasting only one day at 15/06 with 

maximum temperature of 31.7°C, and the second one had four successive hot days 18-21/06 

with maximum temperatures of 31.1, 33.8, 32.9, and 31.3°C, where that second heat wave 

caused a stronger decline in the total dry matter. The appearance of the water deficit with the 

heat wave resulted in an extreme negative effect on the total dry matter, where in Eichstätt at 

the season 2002/02 at anthesis, there was a water deficit period starting at 07/06, which was 

surrounded by hot days at 5, 10, 12, and 14/06 with temperatures of 31.5, 31.6, 34.2, and 

34.7°C, respectively. These conditions reduced the total dry matter at that period nearly up to 

20 dt/ha. 

 

4.2.2 Freezing effect 

Not only the high temperature decreases the rate of the dry matter production, but also the 

very low one does the same (Grace, 1988). Like many other physiological characteristics 

thermo-resistance is not a constant property but varies within rather wide limits depending on 

genotype and external environment (Biebl, 1962; Levitt, 1972). Wheat may be at risk of 

damage by low temperatures at all stages of crop development. However, susceptibility 
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increases with increasing development of the crop. Conversely, the risk of damaging frosts 

occurring reduces as spring progresses (Spink et al., 2000). When the wheat crop (Triticum 

aestivum L.) is in the vegetative state, frost may lead to a decrease in the rate of 

photosynthesis (Marcellos, 1977) or even to leaf, root and plant death (e.g. Pittman, 1933; 

Chen et al., 1983; Andrews et al., 1997). As the crop develops, stem extension occurs pushing 

the apex above the insulating soil surface. At this point, the apex has switched to the 

production of reproductive primordia (the ear). These reproductive primordia are thought to 

be more susceptible to frost damage than vegetative primordia, partly due to the more exposed 

position above the soil and partly due to the nature of the tissue (Single, 1984). 

The frost effect had been also applied to the model, starting from the reproductive stages, 

where wheat is most sensitive to freeze injury during reproductive growth, which begins with 

pollination during late boot or heading stages. Temperatures that are only slightly below 

freezing can severely injure wheat at these stages and greatly reduce grain yields (Warrick and 

Miller, 1999). The negative effect of the frost was applied in the model, if the air temperature 

decreased below 0°C with the beginning of the double-ridge growth stage, where Mahfoozi et 

al. (2001a, b) mentioned that the double ridge stage has normally been used as an index of the 

transition in relation to changes in the level of frost tolerance. Therefore, the frost effect 

started after the achieving of the vernalization saturation, where then appears that there is a 

down regulation of the expression of low-temperature tolerance genes (Fowler et al., 1996). 

Frosts killed spikelets, restricted internode extension (stem growth) and reduced yield. Frosts 

in April and May, after growth stage (GS) 33, appeared responsible for the damage symptoms 

observed in the crop (Whaley, et al., 2004). 

It was expected that elevated temperature would have a negative effect on frost tolerance, 

primarily due to less hardening at higher temperatures and less accumulation of carbohydrates 

(Hanslin and Morensen, 2010). The frost damage appeared to be very low with the simulated 

seasons and locations in the model, where the simulated crop growth did not face very long 

and very low freezing temperatures. All the freezing temperatures, which appeared in the 

reproductive growth stages, were only in the double-ridge stage and did not continue to the 

terminal spikelet stage. The lowest minimum air temperature appeared during the double-

ridge stage in Würzburg at the season 2002/03 from 8-10 April with minimum temperatures 

of -7.4, -5.4, and -5.8°C, respectively, and hence, with these very low temperatures a slight 

frost damage happened, and that agreed with Spink et al. (2000), who defined a frost that is 

likely to damage the crop from the double-ridge stage onwards as when the air temperature 
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falls below -5°C for two consecutive days. The other seasons at the other locations did not 

face minimum temperature lower than -5°C, but all were higher, with sometimes a longer 

period in the double-ridge as in Lichtenfels at the season 2006/07, Schweinfurt at the seasons 

2000/01 and 2006/07, Weißenburg-Gunzenhausen at the season 2006/07, and Würzburg also 

at the season 2006/07. The last seasons had earlier double- ridge stages beginning, which were 

at 18/2/2007, 13/1/2001, 13/1/2007, 19/1/2007, 10/1/2007 respectively with the last seasons, 

depending on the existing relatively warm winter at those seasons, were the warm winters led 

to rapid development and less cold hardening, and the occurrence of very cold temperatures in 

spring resulted in frost damage to the ears (Whaley, et al., 2004). Also the early sowing, 

which was at season 2000/01 in Schweinfurt, could be a reason of the early beginning of 

double-ridge and the appearance of the frost damage, where the early sowing of wheat and the 

use of rapid developing varieties resulted in a serious risk of frost damage (e.g. Single, 1984). 

These practices give rise to a fast developing crop whose apices are more likely to become 

reproductive early and therefore susceptible to frost damage (Spink et al., 2000). 

Nevertheless, the appearance of the freezing temperatures during the double ridge growth 

stage, but still the effect of the frost damage was very low compared with the high 

temperature effect on the growth. 

 

4.3 Water deficiency effect on the growth 

Not only the high or low temperature had a negative effect on the crop yield, but also the 

water deficiency to the crop during the growing season. The available water in the soil 

decreases during the growing season limiting plant growth. Different crops may respond 

differently to water limitation, depending on their water requirements. Therefore, the effect of 

drought on crops should be characterized not in terms of the soil water deficit experienced by 

the crop during the growing season, but by the reduction in grain yield caused by water 

limitation (Semenov, 2007). Therefore, the effect of the water deficit during the growing 

season could be recognized from the crop yield or the total dry matter during the season. 

However, the number of the water deficit periods, which faced the season, and also the timing 

of it are important on affecting the yield and dry matter. The appearance of the water deficit 

periods during the sowing and emergence growth stages did not affect strongly the total dry 

matter production and the yield, since the dry matter at these stages was still small. And 

hence, the water deficit periods, which appeared mainly at the seasons 2005/06 and 2006/07 

for the sites Donau-Ries, Freising, Main-Spessart, Regensburg, and Weißenburg-Gunzhausen, 
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when the weather was relatively dry at the season beginning, while Eichstätt and Günzburg 

had these earlier water deficit periods only at the season 2006/07, and Lichtenfels and 

Würzburg at the season 2005/06. Freising faced also an earlier water deficit period at the 

season 2003/04. Two earlier water deficits periods appeared at the season 2005/06 in Freising 

at 21, and 23/10/2005 and Lichtenfels at 23/10/2005 and 3/11/2005. These earlier water 

deficit periods appeared at the second half of October till the first 3 days in November, and 

these periods had no negative effects on the yield regarding to the small existing dry matter at 

that time. 

The occurrence of the water deficit at the crop growth stages starting from double-ridge till 

the grain filling showed a clear decline in the total dry matter during the season, depending on 

how extremely was the water deficit in the soil, how many water deficit periods appeared 

during the season and if this water deficit period coincided with a heat wave period. 

Therefore, we can see in Figure 3 that the season 2002/03 at Landshut faced two successive 

water deficit periods at 12 and 22/6/2003 surrounded by 3 hot days at 10, 12, and 23/6/2003 

with maximum temperatures of 32.2, 34, and 36.4°C, respectively, which led to a decrease in 

the total dry matter at that period with nearly 62 dt/ha. The last case had been repeated in 

Eichstätt at the season 2002/03 (Appendix, A1), where a water deficit period appeared at 

7/6/2003 surrounded with 4 hot days at 5, 10, 12, and 14/6/2003 with maximum temperatures 

of 31.5, 31.6, 34.2, and 34.7°C, and that decreased the total dry matter with nearly 20 dt/ha. 

At the same site and season, there were three successive water deficit periods at 29/03/2003, 

18, and 28/4/2003, which caused a decrease in the total dry matter with almost 10 dt/ha. The 

occurrence of many successive water deficit periods during the reproductive growth stages 

appeared also in Lichtenfels and Main-Spessart at the season 2002/03 with a total dry matter 

decline of more than 15 dt/ha for both, the water deficit periods for Lichtenfels were at 8, and 

18/3/2003, and 8/4/2003, and in Main-Spessart at 18 and 28/3/2003, and 8/4/2003. However, 

not all the water deficit periods had the same negative effects on the total dry matter, 

depending on the drought percentage in the soil, where we can find a very small decline in the 

total dry matter in Weißenburg-Gunzhausen at the season 2003/04, which faced a water deficit 

period at 22/3/2004. Nevertheless, the appearance of some other single water deficit periods 

during the growing season caused a significant decline of the total dry matter, as in 

Lichtenfels and Neumark, where both faced a water deficit period at 2006/07 at 4/5/2007, 

with WRSI 89.8 and 91.2%, respectively, which reduced the total dry matter with values 

nearly by 42 and 23 dt/ha, respectively. The severity of the soil drought, which caused the 
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water deficit effect to the plant, depends on the amount of the precipitation or irrigation, the 

soil properties, and the existing temperature and radiation, where an increase in radiation 

increases the rate of accumulation of biomass throughout the year and increases the water 

deficit through greater transpiration by the plant. For low values of solar radiation, the water 

deficit is small enough that the potential yield is obtained. Both potential anthesis biomass and 

potential grain fill biomass are proportional to solar radiation and so the yield is also 

proportional (Brooks et al., 2001). 

The soil characteristics are very important in its capacity for holding the water in the soil 

and an agent for accelerating or resisting the water deficiency in the soil (Minansy and 

McBratney, 2000). The difference between Figure 3 and 4 is discussing the effect of the soil 

characteristics on the yield without taken into consideration the weather effect, where both 

Figure 3 and 4 are displaying the same studied nine seasons in Landshut, which means the 

same weather data, whereas with using different soil types at each one. The better soil type 

was at Figure 3, which indicated the observed soil type (silt loam) at the site managed by LfL, 

while at Figure 4 the used soil type was sandy loam, which had less capacity for holding the 

water in it than the silt loam type. The seasons 2003/04, and 2006/07 faced water deficit 

periods with the sandy loam soil, while it did not face it with the silt loam soil, the first season 

2003/04 showed four water deficit periods, the first two periods was at the sowing stages and 

they did not affect significantly on the biomass or yield, but the last two periods were at the 

reproductive stages and caused a strong decrease in the aboveground biomass nearly by 30 

dt/ha after the last water deficit period at the end of May, where the total yield decreased 

nearly 20 dt/ha compared to the simulated yield at the same season by using the silt loam soil. 

The second season at 2006/07 faced two water deficit periods, the first one was at the end of 

the sowing stage, which had also no significant effect on the biomass, and the second was at 

the end of April and it was a severe water deficit period, which caused a sharp decrease in the 

aboveground biomass about 35 dt/ha, since the precipitation at previous month (March) was 

relatively low with value of 29.5 mm, and in April it was totally dry with almost no 

precipitation (6 mm), which lead to a very dry soil. The total yield at this season was 20 dt/ha 

lower compared to the total yield simulated using the silt loam soil. The season 2002/03 

shown by Figure 3 had one water deficit period during a warm summer with eleven hot days, 

but at Figure 4 with using the sandy loam soil, the season 2002/03 showed five water deficit 

periods starting from the end of March till the end of June, in addition to the eleven hot days. 

The warm summer at the season 2002/03 plus the less water holding capacity of the used 
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sandy loam soil compared to the silt loam one caused quick water soil loss (evaporation), 

which caused the five water deficit periods, these periods decreased the total yield nearly by 

20 dt/ha compared to the same season with the silt loam soil. 

For calculating the soil hydraulic properties, which describes the water movement through 

the soil porous, Pedotransfer functions (PTFs) are becoming increasingly popular for 

estimating hydraulic properties from data on soil texture, bulk density, organic matter content, 

and saturated conductivity. The majority of PTFs are completely empirical, although physico-

empirical models and fractal theory models have also been developed (Minansy and 

McBratney, 2000). Particle size distribution is used in almost any pedotransfer function. 

Different national and international classification systems use often quite different particle 

size classes. As a consequence, textual classes used in PTFs vary considerably. However, 

using sand, silt and clay contents is a common approach (i.e. Maclean and Yager, 1972; 

Pachepsky et al., 1982; Rajkai and Várallyay, 1992; Williams et al., 1992b; Shein et al., 1995; 

Wösten et al., 1999). The used PTF by the model was that of Vereecken et al. (1989), where 

Corneils et al. (2001) mentioned that the PTF of Vereecken et al. (1989) was the most 

accurate. It had the highest ranking for the four validation indices that were computed in this 

study. It had also a very high applicability to our soils, since it is based on a very wide range 

of the required soil properties. For calculating the PTF, the parameters wilting point and field 

capacity need to be used as displayed in equation 23. The wilting point is usually defined as 

the water content below which plants wilt during the day and cannot recover overnight. 

Estimated in undistributed soil cores, the 'permanent wilting point' is usually approximated by 

water content determined at 1500 kPa tension. While the water content at field capacity is 

defined as the volumetric soil water content after a soil has been thoroughly wetted to 

saturation and allowed to drain for two or three days (Soil Survey Division Staff, 1993), this 

definition is physically less stringent and usually determined at 5 (UK), 10 (Netherlands) or 

33 kPa tension (US), depending on prevailing hydrological conditions and tradition (Kätterer 

et al., 2006). And here the US values had been used in the model. 

The dry matter allocation into the different plant organs (stem, leaves, roots, grains) has 

been distributed in the model by using empirical function, depending on Iglesias (2006), 

which had a detailed real data of the wheat crop during the season for all the plant organs 

separated on six different experiments, and also depending on the detailed graph of Rawson 

and Macpherson (2000) in Figure 9, which had the exact timing of each plant organ initiation 

and growth according to the different growth stages. This empirical function had been used 
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before by other crop simulation models for dry matter allocation into the plant organs. For 

example, the crop-climate models Sirius-wheat and SURCOS employ a somewhat simpler 

relation which empirically partitions dry matter to grains (Jamieson et al., 1998a). And hence, 

the distribution of simulated root dry matter over depth is calculated by an empirical function 

according to Gerwitz and Page (1974) varying with the thermal time from the sowing date as 

described by Whitmore and Addiscott (1987). While other models like AFRCWHEAT2 or 

CERES-Wheat, accumulate dry matter for a period of time prior to anthesis and then convert 

this dry matter to grain number (Porter and Gawith, 1999). 

 

4.4 The dry matter allocation at different developmental stages 

The different plant organs are not all initiated at the same time, but in a specific sequence, 

which in turn serve the plant requirement for getting the best performance. After the sowing 

and starting from the germination stage, the produced dry matter in the model was allocated to 

the roots, in which the roots provide the plant with the water and minerals from the soil under 

the minimum required water content (Evans et al., 1975). Following to the root growth, the 

coleoptile, which protects the emergence of the first leaf (Kirby, 1993), appears directly 

before the initiation of the leaves starts. The start of the leaf emergence appeared at the middle 

of the sowing stage; to start sharing the roots in the dry matter allocation but still with a small 

percentage, and hence this percentage increases by the leaf initiation, where the rates of leaf 

emergence are slower than those of leaf initiation (Kirby, 1985). Therefore, the processes of 

leaf initiation and development rates increased with the increasing of the mean daily 

temperature within the optimal temperature range at this stage, and that may be because of 

increasing the rates and efficiencies of photosynthesis and enzyme activities, which are 

temperature-dependent (Makan et al., 1987), where by this way the leaf initiation and 

development rates are almost linear at temperatures between Tmin and Topt (Kirby, 1985; Baker 

et al., 1986). The leaf appearance, which was distributed on the internodes, had been activated 

during the growth stages emergence, double-ridge, and a part from the terminal spikelet (till 

the beginning of the flag leaf ligule) (Rawson and Macpherson, 2000), after that the dry 

matter allocation to the leaves had been declined for the initiation of the other organs. Leaf 

appearance rate is controlled mostly by the temperature of the apical meristem and leaf 

expansion zones (Jamieson et al., 1995; McMaster et al., 2003). Final leaf number is largely 

controlled by responses to vernalization and photoperiod (Brooking, 1996; Mahfoozi et al., 

2001a; Brooking and Jamieson, 2002). The stem initiation and growth was started directly 
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before the beginning of the terminal spikelet growth stage, with a small value of stem 

biomass, then this value increased rapidly before the anthesis, where the rate of stem 

elongation is lower in the vegetative phase than in the reproductive phase (MacDowell, 1973), 

with rapid stem growth beginning shortly after the terminal spikelet stage of the main shoot 

apex (Kirby, 1985). The grain set started directly before anthesis and lasts during this stage. 

The grain set process is very sensitive to high temperatures, especially at the beginning of 

anthesis, during with the high temperature (above 31°C) at this period, the grain set may be 

reduced (Stone and Nicolas, 1995) and resulting in a high number of sterile grains (Wheeler et 

al., 1996b). Then the grain growth started with the grain-filling stage, while the dry matter at 

this stage is allocated mainly to the grains till it reached to the physiological maturity or the 

end of the developmental stages (Rawson and Macpherson, 2000). The optimum conditions 

area for grain growth was found when anthesis occurs during May. Following anthesis 

radiation levels during the grain filling period are relatively stable while the temperature 

continues to increase so that the duration of grain filling and, consequently, the total radiation 

received both decline (Kirby et al., 1998). 

 

4.5 Climate change effect on winter wheat 

The model explained the winter wheat growth surrounded by the different environmental 

factors (temperature, precipitation, radiation, and different soil attributes) at different spatial 

and temporal patterns in Bavaria at the current situation as shown in Figures 3 and 4 and 

Appendix A1. But changes to the global climate, notably to regional spatial and temporal 

temperature patterns (Houghton et al., 1996), from increased atmospheric concentrations of 

greenhouse gases are predicted to have important consequences for crop production (Parry, 

1990). The cardinal temperatures for phenological stages rise steadily with winter wheat plant 

development. Thus, base values increase from below zero at germination to above 7°C during 

grain filling, while optimum values rise from less than 22°C to more than 25°C (Angus et al., 

1981; Del Pozzo et al., 1987; Porter et al., 1987; Morrison e al., 1989; Slafer and Savin, 1991; 

Slafer and Rawson, 1995d). But the global production of annual crops will be affected by 

increases in mean temperatures of 2-4°C expected towards the end of the 21st century. Within 

temperate regions, current cultivars of determinate annual crops will mature earlier, and hence 

yields will decline in response to warmer temperatures (Wheeler e al., 2000). 
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4.5.1 The used weather climate models 

For predicting the future yield for the winter wheat crop under the next 100 years, the 

future weather data was needed first for this estimation. General Circulation Models (GCMs) 

are tools designed to simulate time series of climate variables globally, accounting for effects 

of greenhouse gases (GHGs) in the atmosphere (Prudhomme et al., 2003). They are good for 

the prediction of large-scale circulation patterns (Bardossy et al., 1997). Methodologies to 

model the hydrologic variables (e.g. precipitation) at a smaller scale based on large-scale 

GCM outputs are known as downscaling. They include dynamic downscaling, which uses 

complex algorithms at a fine grid-scale describing atmospheric process nested within the 

GCM outputs (Jones et al., 1995), commonly known as Limited Area Models or Regional 

Climate Models (RCM), such as the used models REMO, which was run on 10 km horizontal 

resolution (0.088 degree), and CLM, which was run onto a non-rotated grid with 0.2 degree 

spatial resolution, by using the A1B scenario, which describes a possible future world of very 

rapid economic growth, global population peaking in mid-century and rapid introduction of 

new and more efficient technologies with a balance across all energy sources, and statistical 

down-scaling, as the STARII model, that produces future scenarios based on statistical 

relationship between large-scale climate features and hydrologic variables like precipitation 

(Wilby et al., 1998; Goldstein et al., 2004). 

 

4.5.2 The predicted yield with different regional climate models 

The predicted future yield at the first future period in Figure 5 showed a relatively high 

yield at the three studied future weather models, with the highest yield range in general for 

STARII then REMO and the lowest one was at CLM in most of the cases, where the crop 

model under the STARII data predicted the lowest number of extreme hot days during the 

seasons and this is the disadvantage of the statistical models. The predicted extremely hot 

days at STARII during the first future period starting from 16 days at Günzburg with an 

average of 0.5 hot days per year, till 371 hot days at Main-Spessart with an average of 12.4 

days per year. The model with STARII data predicted also other low hot days seasons at 

Landshut, Regensburg, and Neumarkt with hot days of 42, 69, and 55 days, respectively, with 

an average for each of 1.4, 2.3, and 1.8 days per year, respectively. While the model with 

REMO data predicted for the first future period a closer range of heat waves with STARII but  
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Figure 9: The timing of the initiation growth and death of the different plant organs during the 

different crop growth (Zadoks) stages in winter wheat (Rawson and Macpherson, 2000). 

 

higher one from 117 hot days at Neumarkt with an average of 3.9 days per year to 274 hot 

days at Passau with an average of 9.1 hot days per year. The highest heat waves was predicted 

under the CLM data at the first future period with a range from 185 hot days at Lichtenfels 

with an average of 6.2 hot days per year to 501 hot days at Würzburg with an average of 16.7 

hot days per year. Therefore, the crop model with the CLM data had the lowest yield 

compared with the other used models’ data, and that agreed with Wollenweber et al. (2003), 

who mentioned that increasing climatic variability and more frequent episodes of extreme 

conditions may result in crops being exposed to more than one extreme temperature event in a 

single growing season and could decrease crop yields to the same extent as changes in mean 

temperature. The crop model yield at that period for all the studied weather models fluctuated 
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between 80 – 100 dt/ha for all the studied sites, except for Main-Spessart, Weissenburg-

Gunzenhausen, and Würzburg, which had a yield range between 60 – 100 dt/ha. 

The predicted total yield by using REMO and CLM at the second and third future periods 

showed a lower yield than for the first future period with ranges of 25.6 – 110 dt/ha and 56.14 

– 177.9 dt/ha, respectively, for REMO and with ranges of 74.7 – 162.0 dt/ha and 106 – 198.1 

dt/ha, respectively, for CLM. That yield declined relates better to the increase of the mean 

maximum and minimum temperatures of the second and third future periods compared to the 

first one (Figure 6), where Wheeler et al. (2000) found that increasing the mean seasonal 

temperature by 2°C will decrease the grain yield by 7%, and the rapid decline in grain yields 

was associated with a reduction in the number of grains per year at the time of harvest 

maturity. With the same concept the third future yield was lower than the second one, 

regarding to the higher mean temperature of the third period compared to the second one, 

except at Würzburg, where the model showed a higher yield by REMO at the third future 

period compared to the second one with values of 17.7 dt/ha, although at the same site for the 

CLM data, the predicted future yield for the third future period was lower than the second 

with 36.4 dt/ha difference, and that related to the relatively higher hot episodes in Würzburg 

by the REMO at the second future period than the third one, where the highest predicted 

maximum temperature that faced the second future period was at 10/8/2037 with maximum 

temperature of 41.3°C, and it was in the third future period at 9/8/2086 with maximum 

temperature of 40.2°C, nevertheless the total extreme hot days that had been predicted to face 

the second future period was 488 hot days with an average 16.3 hot days per year, while the 

total extreme hot days, which had been predicted at the third future period was 583 hot days 

with an average of 19.4 hot days per year. 

 

4.5.3 The expected temperature increase effect on the growth 

It is clear that changes to the variability of temperature, separate to changes in mean 

seasonal temperature, affect the yield of annual crops. The effects of brief episodes of hot 

temperatures on the number of yield components can be particularly dramatic. However, the 

impact of crop yield cannot simply be predicted from the absolute temperature. Instead, it is 

reflected by the combination of the magnitude and duration of the hot temperature episode, 

and coincidence with the development stage of the crop (Wheeler et al., 2000). The episodes 

of hot temperatures increased at the second and third future periods significantly compared to 
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the first, where the hot episodes by using REMO data for the second future period increased to 

be in a range from 364 to 692 hot days, while for the third future period they were in a range 

from 420 to 846 hot days. By using CLM data, the hot episodes were more dramatically, 

where the predicted range of the second period ranged from 400 to 817 hot days, and from 

514 to 966 hot days for the third future period, with highest maximum temperature reached to 

46.5°C at 4/7/2094 in Würzburg. If these temperatures increase as predicted, then wheat can 

mature much earlier compared with the current climate. This has the following consequences. 

First, the duration of the grain filling stage, measured in calendar days, decreases resulting in 

the lower amount of radiation intercepted by the plant during grain filling. This, in turn, 

reduces production of new biomass during grain filling decreasing the final yield. Secondly, 

the grain filling stage will occur early in the season, when expected daily radiation is sub-

optimal, i.e. lower, on average. This reduces grain yield even further. As a result, wheat yield 

decreases with global warming, if other factors are taken out of consideration (Semenov, 

2007). 

The season 2061/62 shown in Figure 6 indicated almost no yield (0 – 5 dt/ha) at the sites 

Donau-Ries, Eichstätt, and Würzburg by CLM future weather data, where this season was 

predicted to face 45 hot days with a range between 31 to 37.7°C, 45 hot days with a range 

between 31.2 to 37.92°C, and 67 hot days with a range between 31.1 to 41.3°C, respectively. 

The same case was repeated also by CLM data at the season 2078/79 in Freising, Günzburg, 

Main-Spessart, and Würzburg with 30 days (from 31.1 – 40.9°C), 37 hot days (from 31.1 – 

42°C), 33 hot days (from 31.4 – 42.9°C), 24 hot days (from 31.4 – 42.9°C), and 36 hot days 

(from 31.2 – 44°C), respectively. Also the predicted season 2074/75 faced an almost zero 

yield at Main-Spessart under REMO data with 32 hot days (from 31.3 – 37.4°C) and at 

Regensburg under CLM data with 30 hot days (from 31 – 41.6°C). With all those hot episodes 

the yield will be dramatically declined, where the seed yield is particularly sensitive to brief 

episodes of hot temperatures (Wheeler et al., 2000), and beyond the Tmin and Tmax of the 

winter wheat, which are 0 and 37°C, respectively, the growth stops (Porter and Gawith, 1999). 

 

4.5.4 The effect of precipitation decline on the growth 

Not only the increased temperature and hot episodes affected the predicted future low 

yield, but also the predicted decrease of the precipitations during the future periods, especially 

in the summer season impacts on the yield, since changes in the precipitation affect the 
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amount of water in the soil and hence leads to yield loss due to the water deficit (Brooks et al., 

2001). The decreasing of the available water in the soil during the growing season limits the 

plant growth (Semenov, 2007). Therefore, at high precipitation levels, there is sufficient water 

for the crop and so changes in the precipitation have no effect. As precipitation reduces, both 

the length and severity of the water deficit increases and so each reduction in precipitation 

causes a progressive drop in yield (Brooks et al., 2001). 

 

4.5.5 The direct CO2 effect 

Kersebaum et al. (2009) discussed the effects of climate change on wheat production and 

management across Germany that it will vary depending on the specific regional projection 

and site properties. Without considering the effect of elevated CO2 the crop yield under 

climate change was reduced compared to the reference time slice. Only at one higher elevated 

site crop growth benefited from increasing temperature. However, including the direct effect 

of elevated CO2 on photosynthesis and the indirect effect of reduced transpiration in the 

simulation yielded in an increase in crop yields in many cases. Only the regions of East-

Germany may suffer from more frequently occurring dry spells, where the CO2 effect was 

estimated to be not sufficient to level out the negative impact of water shortage on crop 

growth. 

Along with changes in temperatures and shifts in precipitation pattern, periods of drought 

are predicted to increase in the future (IPCC, 2001). While large uncertainties remain about 

the extent of these climate changes at the regional scale, increasing atmospheric concentration 

of carbon dioxide (CO2) is among the most predictable aspects of global environmental 

change (Burkart et al., 2004). Historical and modern records show that the atmospheric carbon 

dioxide (CO2) concentration increased from approximately 280 μmol mol−1 in pre-industrial 

times to about 315 mmol mol−1 by 1958, and to more than 350 mmol mol−1 by 1988 (Boden 

et al., 1994). The accelerated trend in the global CO2 growth rate during the first 30 years of 

modern records has led to various scenarios for the future CO2 concentrations of the 

atmosphere (Hunsaker et al., 2000). 

The direct CO2 effect on the plant is not yet applied here at the developed model, according 

to the limited understanding of the combined of climate and direct CO2 effect on the whole 

crop growth duration and organs at the different water and fertilizers applications, 

nevertheless, that it is known that the higher atmospheric CO2 concentrations lead to higher 



110 

 

CO2 concentration within the plant cells and increases photorespiration. Therefore, some of 

the CO2 effect suggestions on the plant by other references will be discussed as follows: 

Prichard and Rogers (2000) found that CO2 had an effect on shoot:root ratio and root 

biomass. Elevated CO2 resulted in increased biomass allocation to roots and had earlier been 

found to stimulate total root length and root biomass, and to produce an increase in root 

nonstructural carbohydrates. By a closer look at the changes in leaf and root fractions of the 

total biomass in response to CO2 as discussed by Leonardos et al. (2003), who showed that in 

response to elevated CO2 the leaf fraction decreased and root fraction increased. The drop in 

soil temperature during autumn usually lags behind the drop in air temperature, allowing roots 

to continue growing for longer periods than above-ground organs (Hanslin and Morensen, 

2010). 

Morison (1998) showed that elevated CO2 causes partial stomatal closure thereby 

decreasing leaf transpiration at the same time that carbon assimilation is increased. Therefore, 

because soil water availability is a major environmental factor for plant growth, it is of 

particular importance to analyse possible interactions of elevated CO2 and water supply in 

terms of the water use of plant canopies (Burkart et al., 2004). Nevertheless, Burkart et al. 

(2004) had also concluded that when water supply is adequate (i.e. high PAW) elevated CO2 

can reduce transpiration. Under drought stress (i.e. low PAW), when soil water content is the 

main determinant of canopy water use, elevated CO2 no longer reduces canopy conductance 

and hence water use. Under drought stress conditions the stimulating effect of high CO2 on 

root growth may even enhance canopy water use. 

On the other hand Kruijt et al. (2008) found that rising atmospheric carbon dioxide 

contributes to global warming and thus to changes in both precipitation and 

evapotranspiration (ET). CO2, however, also directly affects the productivity and functioning 

of plants, stimulating biomass growth while reducing the associated water use through 

reduced stomatal conductance. Their study suggested that direct effects of CO2 reducing 

evapotranspiration can be expected to be moderate, up to 5% in the coming 50 years and up to 

15% by 2100, with relatively stronger effects in summer and in rougher, natural vegetation 

such heath lands and (deciduous) forests, where reduced ET leads to less depletion of soil 

water, hence less water stress on ET and growth and thus less reduced (or more sustained) ET. 

This is an important feedback effect, especially in drier climates and with natural vegetation, 

where harvesting does not limit the growth period. 
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But only Mitchell et al. (2001) were able to show that elevated CO2 did not affect the 

relationship between crop evapotranspiration (EC) and plant available soil water content 

(PAW) of wheat plants grown under controlled environment conditions over a wide range of 

PAW. The situation is even more complex under field conditions where root growth is known 

to be stimulated by either elevated CO2 or water deficit (Katterer et al., 1993; Wechsung et al., 

1999) allowing plants to exploit additional water resources. At last, the responses of canopy 

evapotranspiration (EC) to elevated CO2 have been found to vary from positive (Chaudhuri et 

al., 1990; Kimball et al., 1994; Hui et al., 2001), to unchanged (Jones et al., 1985; Hileman et 

al., 1994; Ellsworth, 1999) to negative (Ham et al., 1995; Drake et al., 1997; Kimball et al., 

1999). The variability of these responses may result from several feedback mechanisms that 

effect EC, including irradiance, wind speed, canopy temperature, VPD, leaf conductance, 

canopy leaf area (Kimball et al., 1994; Wilson et al., 1999). 

Tubiello et al. (1995) found that rainfed crops were found to be more sensitive to CO2 

increases than irrigated ones. On the other hand, low nitrogen applications depressed the 

ability of the wheat crop to respond positively to CO2 increases. In general, the positive 

effects of high CO2 on grain yield were found to be almost completely counterbalanced by the 

negative effects of high temperatures. Depending on how temperature minima and maxima 

were increased, yield changes averaged across management practices ranged from -4% to 8%. 

It is in fact well-recognized that CO2 concentration and management factors will interact in 

complex ways to determine the ultimate impacts of climate change on crop production. While 

elevated CO2 alone tends to increase growth and yield of most agricultural plants (Kimball, 

1983; Cure and Acock, 1986; Allen et al., 1997; Kimball et al., 2002), warmer temperatures 

and changed precipitation regimes may either benefit or damage agricultural systems (e.g., 

Rosenzweig and Hillel, 1998). Water and fertilizer application regimes will further modify 

crop responses to elevated CO2 (e.g., Reilly et al., 2001). Understanding of the combined 

effects of climate and CO2 concentration on crop growth and yield is still limited (Ewert, 

2004) and application of the present generation of crop models to estimate actual yields for 

regional and larger scales is critical (Ewert et al., 2002; Tubiello and Ewert, 2002). 

 

4.6 Future expected yield spatial distribution in Bavaria 

The spatial distribution of the estimated yield in Bavaria for all the used future periods of 

REMO and CLM models revealed a strong relationship between the estimated yield, grain-
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filling duration and the temperature, as shown in the Maps 2 – 7, where with the increase of 

the number of hot episodes during the studied future periods, the yield and the grain-filling 

duration decreased. Thus at the same future period, the regions with high occurrence of hot 

episodes showed lower yield than the other parts of Bavaria. The estimated yield of winter 

wheat was relatively low at Unterfranken, the north half of Schwaben and Oberbayern, and 

the southwest part of Niederbayern with a range of 30 – 75 dt/ha at the three future periods for 

CLM (Map 2), where the occurrence of the hot days were high from 10 to 22 days at the three 

future periods (Map 3), and that increase of the hot episodes occurrence decreased also the 

grain-filling duration to be within the range of 75 – 200 days within the studied future periods 

(Map 4), according to the quick gathering of the thermal degree units of that stage. Whereas 

the estimated yield was high at Oberfranken, the eastern part of Oberpfalz and Niederbayern, 

and the south half of Schwaben and Oberbayern with a range of 80 – 92 dt/ha, with lower 

occurrence of the hot episeodes during the season with a range of 0 – 6 days, resulting in a 

long grain-filling duration with a range of 95 – 250 days at the three future periods for CLM. 

The same behavior indicated by using REMO data, where the low yield regions in Bavaria of 

the three periods were the same regions with high appearance of hot days and lower grain-

filling duration, and vice versa with the high yield regions. 

With the increase of the predicted average temperature and the existence of hot days for 

REMO and CLM models gradually within the three studied future periods, the crops were 

exposed to more than one extreme temperature event in a single growing season, which could 

decrease crop yields to the same extent as the increase in the mean season temperature 

(Wollenweber et al., 2003). Therefore, the third period was estimated by the developed model 

to have the more dramatic effect with the lowest expected yield and grain-filling duration, 

taking into consideration the same variation among the different regions in Bavaria. However, 

the estimated yield at the first future period was within the range of 57 – 90 and 87.7 – 96 

dt/ha, suffering of hot days within the range of 0 – 17.5 and 0 – 5.5 days for CLM and REMO, 

respectively, whereas the last range of yield decreased at the second and third periods to 41 – 

89.6 and 42.6 – 85.8 dt/ha for CLM, respectively, and 73.7 – 94 and 76.6 – 91 dt/ha for 

REMO, respectively, where the indication of the extreme maximum temperature increased 

compared to the first period to be 0 – 22 and 1 – 19 days for CLM, respectively, and 0 – 7.4 

and 0.5 – 6.5 days for REMO, respectively. It has been noticed that the maximum appearance 

of the extreme hot episodes at the second period of REMO and CLM were higher than at the 

third period of REMO and CLM (Maps 2, 3, 5 and 6), nevertheless the minimum appearance 
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of the hot episodesat the third period of REMO and CLM were higher than at the second 

period and also the total expected average monthly temperature of the third future period was 

higher than the second one (Figures 7 and Appendixes A2 and A3), where the effects of hot 

temperature episodes are relatively close to the effect of the whole increase in mean seasonal 

temperature of about +2°C (Wheeler et al., 2000).  

The estimated lower yield areas at the studied future periods in Bavaria were located 

mainly at Unterfranken and the north of Schwaben and Oberbayern, where the hot 

temperature episodes were higher than for the other regions, and the estimated higher yield 

areas were located at Niederfranken and the east and south of Bavaria. The estimated yield of 

Würzburg and Main-Spessart, which repreasented Unterfranken, in Figure 5 was also low at 

the three future periods with values of 68, 50, 46, 70, 61, and 62 dt/ha for Würzbug and 73, 

60, 55, 68, 60 and 50 dt/ha for Main-Spessart, respectively, for CLM and REMO models, 

regarding to the high estimated hot episodes at Würzburg and Main-Spessart, which were at 

the range of 7 – 19.4 days at REMO and at the range of 11 – 26.7 days at CLM. As well as, 

the lower appearance of the hot episodes during the three studied periods was found at 

Lichtenfels, which represented Niederfranken, and Neumarkt, which represented the east of 

Oberpfalz, with a range of 3.9 – 14 and 3.9 – 17.2 daysm, respectively, for REMO and 6.2 – 

17.1 and 7.8 – 20 days, respectively, for CLM, whilst the estimated yield of Lichtenfels was 

the highest for the used weather models, which had values at the three future periods of 90, 

81, and 80 dt/ha, respectively, for REMO, and 87, 75, and 70 dt/ha, respectively, for CLM. 

The estimated yield for the CLM data was relatively low at the middle of Bavaria, and 

relatively high at the south of Bavaria, but fluctuated from high to low for REMO at the same 

regions inversely proportional with the occurrence of the hot episodes. 

The southernmost of Bavaria is all mountainous with very high altitudes (more than 1000 

m), therefore, the expected temperature at the three studied future periods for CLM and 

REMO models gave very low temperatures at these mountainous regions for the first future 

periods and increased slightly at the second and third one. And as a result of the high altitudes 

and very low temperatures during the whole season at that part of Bavaria, the grain-filling 

duration turned out to be very long compared to the other parts of Bavaria, where the 

estimated grain-filling duration for the REMO at the far south of Bavaria was 230 – 415, 160 

– 320, and 125 – 214 days at the three future periods, respectively, whilst the other parts of 

Bavaria had a significant lower duration than the last one. That difference in the estimated 

grain-filling duration between the two parts of Bavaria reached to 50 – 320 days at the first 
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future period, which decreased slightly at the second future period to be 45 – 230 days and 

decreased again at the third future period to be 10 – 115 days, according to the general 

increase of the temperature at the last future period compared to the first two models as shown 

in Figure 7 as an example for some locations in Bavaria. The same happened with the 

estimated grain-filling duration with the CLM data, where the difference of the grain-filling 

duration between the far south of Bavaria and the other parts were within the ranges of nearby 

50 – 300 days for the first two future periods, and within lower ranges at the third future 

period with ranges of 40 – 220 days. The mountain area of the far south of Bavaria is not a 

suitable area for winter wheat growing, but the purpose of the spatial distribution of the 

modeled winter wheat yield is to develop an estimated yield map of Bavaria for distributing 

the expected winter wheat yield at the future depending on the expected weather data and the 

existing soil attributes across Bavaria. 

  



115 

 

5 Summary 

A new simulation model was developed as a computer-based model, which calculates the 

yield and biomass formation for winter wheat from the accumulated thermal units and simple 

partitioning rules. The presented new crop simulation model, at which principles it was 

developed and its calibration and validation steps used data from independent experiments 

from various locations in Bavaria, Germany. The temperature was the main affecting factor on 

the growth by calculating the base temperature and the accumulated thermal units, which is 

the most common methodology used by other plant models. The accumulated thermal units 

characterized the plant output like yield and biomass. The accumulated thermal units in this 

model were derived from the daily average temperature for partitioning the different growth 

developmental stages and the allocation of the dry matter into these stages for the different 

plant organs. The other weather data like solar radiation, precipitation, and relative humidity 

(the effect of N is not yet included) had an important role in calculating the water 

requirements of the crop, which also differ according to the developmental stage, and the soil 

water capacity depending on the soil type. Different environmental factors such as weather 

factors (maximum and minimum temperature, precipitation, solar radiation, relative humidity, 

and wind speed) and soil attributes (sand, clay, loam, and organic carbon percent) result in 

marked differences of  winter wheat biomass and yield at the different temporal and spatial 

scales in Bavaria. 

The goal of such models was to simulate and explain crop development and behavior, 

yield and quality as a function of environmental and management conditions or of genetic 

variation. The crop simulation model was designed as a simple process oriented model, which 

computes canopy-level dynamics directly, using empirical relationships without consideration 

of underlying processes, typically using daily time steps. The purpose of developing a simple 

process-oriented model was, first to avoid unrealistic results that could result from using very 

simple statistical models and also to avoid the complexity of the complex process oriented 

models, where the developed crop model is aimed to be a simple model with available input 

data for all types of users, whereas it retains the important aspects of the crop growth 

operations. 

The development of the crop simulation model was followed by the calibration and 

validation processes at twelve sites in Bavaria, which covered almost all Bavaria, with nine 
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crop seasons for each site. The model efficiency revealed an acceptable performance 

compared to the observed data. The computer-based crop model stores all the weather data for 

the selected twelve sites in Bavaria for almost 20 years (1990 – 2011) at the model database, 

where the user will select only the planting date and then the model will grab the weather data 

for the simulated crop season starting from the selected planting date, till the simulated 

harvest date. Nevertheless, the user will have to indicate the soil attributes (sand, clay, loam, 

and organic carbon percent) at different depths. The model will display the crop performance 

including the simple partitioning rules during the crop growing season and the total yield as 

the output, offering a yield comparison between different seasons. 

The developed crop model has been run under the expected weather for the next 100 years 

for predicting the expected future yield. The future weather data are represented in three 

periods (2021 – 2050, 2051 – 2080, and 2071 – 2100) for evaluating the effect of climate 

change on the total yield. The future weather data were taken from three different models. The 

first model is STARII, which is a statistical model, and its data covered only the first studied 

future period. The other two models are the Regional Climate Models (RCM) CLM and 

REMO, and they covered the three studied future periods. 

In general, the simulated yields of the crop models indicated relatively high yields at the 

first future period compared to the second and third future periods, regarding to the total 

increase of the maximum and minimum temperatures of these periods, in addition to the 

increase of the hot episodes appearance during the crop season at the second future period and 

even more at the last future period. The highest estimated yields at the first future period 

appeared by using the STARII model compared to the regional climate models, where the 

STARII model demonstated the smallest appearance of hot episodes. The CLM model at the 

three studied future periods at almost all the studied sites revealed the highest number and 

maximum temperature of the expected hot episodes, therefore, the crop model showed always 

the lowest expected yield with the CLM model compared to the other models. 

The purpose of this study was to develop a new crop simulation model that simulated the 

crop biomass and yield of winter wheat from accumulated thermal units and simple 

partitioning rules under different soil water and weather conditions in Bavaria, by using the 

least required input data from the users, which permits a large fraction of users to run the 

model. Therefore, the simulated crop model was designed to be used not only at the research 

sector, but also at the educational and applied sectors. 
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6 Zusammenfassung 

Ein neues Simulationsmodell wurde als Computer basiertes Modell entwickelt, welches 

Ertrag und Biomasse von Winterweizen aus Temperatursummen und einfachen 

Partitionsregeln berechnet. Die Entwicklung dieser Regeln sowie deren Kalibrierung und 

Validierung erfolgte anhand von Daten aus verschiedenen, unabhängigen Feldexperimenten 

auf unterschiedlichen Standorten in Bayern, Deutschland. Die Temperatur war der 

maßgebliche Einflussfaktor des Pflanzenwachstums im Modell, indem von einer 

Basistemperatur ausgehend über die Temperatursumme die Übergänge zwischen den 

einzelnen Phasen des Wachstums definiert wurden. Diese Methodik ist die in 

Pflanzenwachstumsmodellen am weitesten verbreitete. Die Temperatursumme bestimmte die 

pflanzlichen Erträge, wie z.B. den Kornertrag und die Biomasse. Die Temperatursumme in 

diesem Modell setzte sich aus den Tagesmitteltemperaturen zusammen und diente der 

Unterteilung der einzelnen Wachstumsphasen sowie der Zuordnung der Trockenmasse zu den 

Pflanzenorganen in den unterschiedlichen Phasen. Die weiteren klimatischen Daten wie die 

Sonneneinstrahlung, der Niederschlag und die relative Feuchtigkeit (der Effekt des Stickstoffs 

ist noch nicht berücksichtigt) waren von herausragender Bedeutung in der Berechnung der 

Wasserbedürfnisse von Winterweizen, welche sich je nach Entwicklungsstadium und 

Bodenwasserkapazität abhängig vom Bodentyp unterschieden. Die Unterschiede in den 

klimatischen Bedingungen (maximale und minimale Temperaturen, Niederschlag, 

Sonneneinstrahlung, relative Feuchtigkeit) und in den Bodeneigenschaften (Textur und Gehalt 

an organischem Kohlenstoff) resultierten in deutlichen zeitlichen als auch räumlichen 

Unterschieden in der Biomasse und im Ertrag von Winterweizen in Bayern. 

Ziel solcher Modelle ist es, die Entwicklung und das Verhalten von Winterweizen 

hinsichtlich dessen Ertrags- und Qualitätsbildung durch eine Funktion aus Umwelt- und 

Managementbedingungen sowie genetischer Variation zu simulieren und zu erklären. Das hier 

vorgestellte Simulationsmodell wurde als einfaches prozessorientiertes Modell konzipiert, 

welches üblicherweise in einer täglichen Auflösung die Dynamik der Bestandesentwicklung 

direkt berechnet, indem es empirische Beziehungen verwendet ohne zugrundeliegende 

Prozesse zu berücksichtigen. Die Entscheidung für ein einfaches prozessorientiertes Modell 

wurde getroffen, um mögliche unrealistische Ergebnisse eines einfacheren statistischen 

Modells oder die Komplexität eines komplexeren prozessorientierten Modells zu vermeiden. 

Das Pflanzenmodell sollte als einfaches Modell konzipiert werden, welches mit allgemein 
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verfügbaren Daten gespeist werden kann und gleichzeitig die bedeutsamen Aspekte der 

Wachstumsmodellierung beinhaltet.  

Die Entwicklung des Pflanzenwachstumsmodell wurde gefolgt von einem Prozess der 

Kalibration und Validierung auf der Grundlage von Feldversuchen, die über neun 

Vegetationsperioden hinweg an zwölf Versuchsstandorten durchgeführt wurden, welche 

gleichmäßig über ganz Bayern verteilt lagen. Das Modell zeigte annehmbare Ergebnisse 

verglichen mit den Beobachtungswerten. Das Pflanzenwachstumsmodell beinhaltet in seiner 

Modelldatenbank alle klimatischen Daten für diese zwölf Standorte in Bayern über einen 

Zeitraum von mehr als 20 Jahren (1990 - 2011). Aus diesen muss der Nutzer nur den 

Saatzeitpunkt auswählen, damit das Modell ausgehend von diesem Saatzeitpunkt die 

klimatischen Daten für die simulierte Vegetationsperiode bis hin zu einem simulierten 

Erntezeitpunkt festlegt. Darüber hinaus muss der Benutzer die Bodeneigenschaften (Textur 

und Gehalte an organischem Kohlenstoff) in den unterschiedlichen Bodentiefen angeben. Das 

Modell stellt dann die Entwicklung der Gesamtpflanze und der unterschiedlichen 

Pflanzenteile über die Vegetationsperiode hinweg dar, gibt den Kornertrag als Endergebnis an 

und ermöglicht einen Vergleich der Erträge zwischen den Vegetationsjahren. 

Das Pflanzenwachstumsmodell wurde mit den prognostizierten Wetterdaten der 

kommenden 100 Jahre gespeist, um zukünftige Ertragsentwicklungen zu prognostizieren. Die 

zukünftigen klimatischen Daten wurden in drei Perioden unterteilt (2021 - 2050, 2051 - 2080 

und 2071 - 2100), um den Effekt des Klimawandels auf den Gesamtertrag bestimmen zu 

können. Diese Wetterdaten stammten aus drei verschiedenen Prognosemodellen. Das erste 

Modell war STARII, welches ein statistisches Modell ist und dessen Daten nur die erste 

Periode abdeckten. Die anderen beiden Modelle waren die regionalen Klimamodelle CLM 

und REMO, diese deckten alle drei zu betrachtenden Perioden ab. 

Das Pflanzenwachstumsmodell prognostizierte für alle Temperaturmodelle höhere Erträge 

in der ersten Periode (2021 - 2050) gegenüber den zwei späteren Perioden, was durch einen 

Anstieg der maximalen und minimalen Temperaturen sowie durch ein häufigeres Auftreten 

heißer Phasen während der Vegetationsperiode von der ersten hin zur letzten 

Temperaturperiode erklärt werden konnte. Die höchsten Erträge für die erste 

Temperaturperiode wurden mit dem STARII Temperaturmodell prognostiziert, weil dieses 

Modell das geringste Auftreten heißer Phasen im Verlauf der Vegetationsperiode annahm. 

Das CLM Modell hingegen ging in allen Temperaturperioden und an allen 
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Versuchsstandorten von einer deutlich höheren Anzahl an heißen Phasen mit deutlich höheren 

Temperaturen aus, wodurch das Pflanzenwachstumsmodell mit diesem regionalen 

Temperaturmodell CLM stets die niedrigsten Erträge prognostizierte. 

Ziel dieser Arbeit war es, ein neues Pflanzenwachstumsmodell zu entwickeln, das die 

Entwicklung der Biomasse und des Ertrags von Winterweizen unter Verwendung von 

Temperatursummen und einfachen Partitionsregeln unter den in Bayern herrschenden 

Unterschieden in der Wasserversorgung und in den klimatischen Bedingungen simulieren 

sollte. Hierbei sollte ein möglichst geringer Dateninput durch den Benutzer vonnöten sein, um 

das Pflanzenwachstumsmodell einer möglichst großen Menge an Benutzern zugänglich zu 

machen. Aus diesem Grunde wurde das Pflanzenwachstumsmodell so konzeptioniert, dass es 

nicht nur in der Wissenschaft sondern auch in Bildungs- und in angewandten Bereichen 

benutzt werden kann. 
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8 Appendix 

A1. The yield (        ), leaves (        ), stem (        ), and straw (        ) performance at the studied 

seasons, 2000/01 (a), 2001/02 (b), 2002/03 (c), 2003/04 (d), 2004/05 (e), 2005/06 (f), 2006/07 

(g), 2007/08 (h), and 2008/09 (i) at: 
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10. Weißenburg-Gunzenhausen 
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11. Würzburg 
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A2. Comparison between the monthly average maximum temperature between the future 

predicted periods, 2021 – 2050 (          ), 2051 – 2080 (          ), and 2071 – 2100 (         ) at at 

Würzburg (a), Donau-Ries (b), Freising (c), Passau (d), Regensburg (e), Lichtenfels (f), 

Eichstätt (g), Landshut (h), Neumarkt (i), Weissburg-Gunzenhausen (j), Main-Spessart (k), 

and Günzburg (l) for REMO model: 
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A3. Comparison between the monthly average minimum temperature between the future 

predicted periods, 2021 – 2050 (          ), 2051 – 2080 (          ), and 2071 – 2100 (         ) at at 

Würzburg (a), Donau-Ries (b), Freising (c), Passau (d), Regensburg (e), Lichtenfels (f), 

Eichstätt (g), Landshut (h), Neumarkt (i), Weissburg-Gunzenhausen (j), Main-Spessart (k), 

and Günzburg (l) for REMO model: 
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