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Chapter 1

Outline

During the two years of operation of the Large Hadron Collider (LHC), since the startup
in 2009, the experiments ATLAS and CMS have already accumulated about 5 fb−1 of data
at a centre of mass energy of 7 TeV, 0.045 fb−1 in 2010 and 4.5 fb−1 in 2011. For 2012
another increase of the integrated luminosity to a total of about 15 fb−1 is planned, which
may allow for the discovery of the Higgs boson or for excluding it. No new phenomena
beyond the Standard Model have been found so far.

In order to extend the search for new physics processes and to measure the properties
of new particles with even higher accuracy, the design luminosity of LHC might not be
enough. For these reasons it is planned to increase the luminosity of the LHC to about
7 times the design value. This upgrade project is called the High Luminosity LHC (HL-
LHC) and is planned for the years beyond 2022. A first step towards higher luminosities
at and above the design value will already be made in 2018.

The higher interaction rate will create new challenges for the experiments: a much
higher particle density and rate in the detectors. Besides the necessity of higher trigger
selectivity for events containing hints of new physics, there are other aspects that have to
be studied. The detector components were designed and tested for counting rates expected
for the LHC design luminosity. Increasing the hit rate can lead to efficiency loss and a
degradation of the spatial resolution. An other important aspect is the radiation hardness
of the readout electronics. Ionizing particles can damage the electronic chips or change
memory bits corrupting the data. To make sure that the detector can continue taking high
quality data after the LHC upgrades, all parts of the detector are tested under the expected
conditions. It is already obvious that parts of the detector have to be replaced by new
detector technologies developed to withstand the harsh environment at HL-LHC.

The limitations of the ATLAS muon spectrometer in the light of the LHC upgrade are
discussed in chapter 4. This thesis presents a new muon chamber technology suitable to be
installed in regions where the current system will not be sufficiency any more. Chapter 5
motivates the technology choice. The construction of a prototype chamber is described
in chapter 6. The chapters 7 to 9 describe the tests performed to verify that the required
spatial resolution and detection efficiency is achieved.
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Chapter 2

The Large Hadron Collider

The Large Hadron Collider (LHC) is the latest in a long sequence of powerful accelerators
developed and built at CERN. In 2011 it reached a new world record of 7 TeV center-of-
mass energy of two colliding proton beams. To make this enormous energy possible,
a huge infrastructure is necessary. After the shut down of the Large Electron Positron
Collider (LEP) at the end of 2000, the space in the accelerator tunnel was used to build a
new accelerator: the LHC. The pre-accelerators already existing could be reused, from the
LINAC2 followed by the Proton Synchrotron (PS) operating since 1959 to the powerful
Super Proton Synchrotron (SPS). An overview of the whole CERN accelerator complex
is shown in Figure 2.1.

The main challenge during the development of the LHC was the design and construc-
tion of the beam bending magnets. Within a space of only 20 cm two 7 T magnetic fields
of opposite orientation have to be realized. All LHC experiments rely on the ability of the
accelerator to provide a high quality beam. Besides the beam energy, two properties are
important: the luminosity and the life time of the beam. The instantaneous luminosity is
defined as the number of particles per unit area and time

L =
particles

cm2s
. (2.1)

It determines the number of collisions per time interval. The design value for the LHC is
L0 = 1034 cm−2s−1 at 7 TeV beam energy. The beam is not continuous but consists of up to
2808 bunches containing 1.15 · 1011 protons each. The design value of the bunch crossing
rate is 40 MHz corresponding to a bunch separation time of 25 ns. At one bunch crossing
up to 28 proton pairs collide at the design luminosity. A higher number of collisions gives
a larger number of events for the experiments to analyse increasing the sensitivity for rare
processes.

2.1 Detectors at the LHC
There are four main experiments at the LHC: ALICE1, ATLAS2, CMS3 and LHCb4. Their
locations are indicated in Figure 2.1. Two of them (ATLAS and CMS) are designed to

1Website: http://aliceinfo.cern.ch/
2Website: http://atlas.ch/
3Website: http://cms.web.cern.ch/
4Website: http://lhcb-public.web.cern.ch/lhcb-public/
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Figure 2.1: Overview of the CERN accelerator complex. The year of the first beam and
the circumference of the accelerator rings are indicated.
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exploit the whole rage of physics accessible at the LHC. Their main goal is the search for
the Higgs boson and the search for new physics beyond the Standard Model like super-
symmetry or extra dimensions. ALICE studies the formation of a quark-gluon-plasma in
the collisions of lead nuclei and LHCb b-hadron physics and related CP violation.

In addition, three smaller detectors are installed: LHCf5, TOTEM6 and MoEDAL7.
LHCf measures particles created in beam direction 140 m away from the interaction point
in the ATLAS detector to improve the understanding of cosmic ray interactions and the
associated shower production in the atmosphere. TOTEM uses detectors installed close
to the beam between 10 and 220 m away from the CMS interaction point in order to study
elastic proton scattering and diffractive processes. The goal of MoEDAL is to search
for the magnetic monopoles and other highly ionizing stable (or pseudo-stable) massive
particles (SMPs).

2.2 LHC Upgrade Scenarios
Shortly after the startup of the LHC in 2008 a magnet quench [CER08] resulted in more
than 50 damaged dipole magnets. During the repair after this incident not all faulty mag-
net connections were replaced to allow for an earlier start of the physics program. The
main repair program was postponed to the long 15 month shut down LS1 starting end of
2012. After the shut down, the LHC will restart with 6.5 TeV beam energy.

Another long shut down, LS2, is foreseen for the year 2018. It will mainly be used
to adapt the LHC components to allow for higher instantaneous luminosity. One limiting
factor is the injector chain. To realize the plans of a High Luminosity LHC (HL-LHC)
with up to seven times the instantaneous design luminosity, parts of the pre-accelerators
have to be replaced. The new LINAC 4 which will replace the LINAC2 as proton source
for the BOOSTER storage ring which will already be ready for the restart in 2014. The
new proton source allows for higher beam currents and is necessary for all intended lumi-
nosity upgrades of LHC. Changes to the LHC beam optics or magnet layout will also be
necessary. For a detailed overview see [CER12].

The long shutdowns will also be used by the experiments to adapt their detectors to the
expected running conditions and replace broken parts or components that have reached the
maximum of their life time. The implications of the luminosity upgrade for the ATLAS
muon spectrometer and the development of new detector components to operate under the
new conditions are discussed in this thesis.

5Website: http://public.web.cern.ch/public/en/lhc/LHCf-en.html
6Website: http://totem-experiment.web.cern.ch/totem-experiment/
7Website: http://moedal.web.cern.ch/

http://public.web.cern.ch/public/en/lhc/LHCf-en.html
http://totem-experiment.web.cern.ch/totem-experiment/
http://moedal.web.cern.ch/
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Chapter 3

The ATLAS Detector

The ATLAS detector is with 44 m length and 25 m height and the largest of the LHC
experiments. It has a weight of about 7,000 tones. The assembly of the detector started
in 2003 with the installation of the support structures and was finished end of 2008. This
chapter gives a brief description of the detector components and of the trigger and readout
system of the ATLAS detector. A more detailed description can be found in [ATL08].

3.1 The Detector Components
The ATLAS detector consists of several layers of subdetectors. A cut-away view of the
detector is shown in Figure 3.1. The innermost part provides particle tracking with very
heigh resolution, the adjacent calorimeters measure the energies of particles and outer-
most layer, the muon spectrometer, measures the momentum of muons with high preci-
sion.

3.1.1 The Inner Detector
The Inner Detector (ID) starts at a radial distance of 4.6 centimetres from the proton beam
axis, extends to a radius of 1.2 metres, and is seven metres in length along the beam. The
ID can determine track coordinates with an accuracy better than 20 µm in the r-φ plane
perpendicular to the beam. With this high accuracy it is possible to associate the detected
particles to a common vertex.

The ID is build inside a superconducting solenoid magnet. From the measured track
curvature the momentum of the charged particles can be calculated. To fulfil this task
at the LHC, the detector has to cope with very high track densities and event rates. At
the nominal luminosity of 1034 m−2s−1, 28 proton-proton interactions every 25 ns are ex-
pected, each event consisting of up to about 2000 particles. This requires a very fast
detector with high granularity.

The ID is a combination of three subsystems: two segmented silicon detector trackers
(the Pixel Detector and the Semiconductor Tracker (SCT) ) and a gas tracking detector,
the Transition Radiation Tracker (TRT).

The Pixel Detector is the innermost part of the ID. Its 80 million electronics channels
are distributed over 1744 modules with about 47,000 pixels each. The resolution in the
precision plane1 is as small as 10 µm for the three track points.

1The so-called precision plane is the r-φ plane, providing the measurement of the important transverse
9
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Figure 3.1: Cut-away view of the ATLAS detector. The weight of the detector is approx-
imately 7000 tons [ATL09].
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It is surrounded by the SCT. This detector covers a larger η area, namely |η| < 2.5. The
resolution in the precision plane is with 17 µm almost as good as for the Pixel Detector,
and it provides track points over a large volume. The modules are equipped with silicon
strip detectors. Each strip has a width of 80 µm and a length of 12.6 cm.

Subsequent is the TRT, a combination of straw-tube tracker and transition radiation
detector. It consists of straw tubes (tiny drift tubes) and a transition medium inbetween
and provides on average 36 space-points per track with a resolution of about 170 µm.
Electrons are identified by their characteristic transition radiation.

3.1.2 The Calorimeters
The calorimeters are located after the solenoid magnet, beginning at a distance of 1.5
meters from the beam axis. Their purpose is the determination of the total energy of a
particle or jet. This is done by stopping the particles and their decay products and mea-
suring the deposited energy in the calorimeters. Since the interaction of hadrons, leptons
and photons with matter is very different, there is one part dedicated to measure hadron
energies and another part designated to determine the energy of mostly electromagneti-
cally interacting particles, such as photons and e±.

Except for muons, which have a very low interaction with matter, all detectable parti-
cles are absorbed in the calorimeters.

The Liquid Argon Calorimeter

The Liquid Argon (LAr) Calorimeter is divided into several components: an electromag-
netic sampling calorimeter with ’accordion-shaped’ lead absorbers in the barrel and in
the endcaps, a hadronic calorimeter using flat copper electrodes in the endcaps, and a for-
ward calorimeter close to the beam pipe in the endcaps made of copper and tungsten as
absorber material. In addition, LAr presampling calorimeters in front of the electromag-
netic calorimeter help to correct for the energy loss in front of the calorimeter (mainly due
to LAr cryostat walls and the barrel solenoid).

The Tile Calorimeter

The Tile Calorimeter is a large hadronic sampling calorimeter which uses steel as absorber
material and scintillating plates read out by wavelength shifting fibres as active medium.
It covers the central region |η| < 1.7. A special feature in its design is the orientation
of the scintillating tiles which are placed in planes perpendicular to the colliding beams
and are staggered in depth resulting in a good sampling homogeneity. The thickness of
the calorimeter is equivalent to a total of about two hadronic interaction lengths. It has
a cylindrical structure with an inner radius of 2.3 m and an outer radius of 4.2 m and is
subdivided into a 5.6 m long central barrel and two 2.9 m long extended barrel parts. The
total number of readout channels is about 10,000.

3.1.3 The Muon Detectors
The muon spectrometer forms the outermost layer of the ATLAS detector. The fact that
muons are the only long living known and detectable particles that are not stopped in the

momentum pT of a track.
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Figure 3.2: Geometry of the magnet coils and tile calorimeter steel. The eight race-track
shaped barrel toroid coils, with the end-cap coils interleaved, are visible. The
solenoid magnet is located inside the cylindrical calorimeter volume. The tile
calorimeter serves also as the return yoke of the solenoid magnet [ATL08].
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calorimeters, is used for particle identification. A toroidal magnetic field with a maximum
strength of 1.5 T bends the muon tracks a second time after the ID and provides the pos-
sibility to independently determine the momentum of the particle. The toroidal magnet
system consists of a barrel part and two endcap magnets. The outer endcap parts of the
muon spectrometer are outside the magnetic field (see fig. 3.2).

ATLAS uses four different muon detector types in the muon spectrometer: Moni-
tored Drift Tube chambers (MDT), Resistive Plate Chambers (RPC), Thin Gap Chambers
(TGC) and Cathode Strip Chambers (CSC). RPCs and TGCs are used as trigger cham-
bers as they have a very good time resolution and can detect a muon within 25 ns, thus
allowing the bunch crossing identification of the event. The number of readout channels
and therefore the achieved spatial resolution is chosen to allow the measurement of the
o-called second coordinate2 with an accuracy of about 1 cm. RPCs are used in the bar-
rel part, TGCs in the endcaps. The more than 1000 MDT chambers provide a very high
spatial resolution of better than 60 µm in the track bending plane, but are relatively slow
with a maximum drift time of 700 ns. These detectors allow the good reconstruction of
the muons and the precise momentum measurement. In the very forward region of the
endcap region the MDT chambers are replaced by CSCs. The have a higher tolerance for
background radiation and can work in harsh conditions in the area close to the beam line.
The combination of all four detector types provides the desired resolution in space and
time for the muon trajectory and momentum.

The main topic of this thesis is the development of new muon detectors for the areas
with very high background radiation levels. Therefore this part of ATLAS is discussed in
more detail in the next section.

3.2 The ATLAS Trigger and DAQ System

The ATLAS trigger system is used to select interesting events out of the more than 40
million collisions every second. This is necessary because the bandwidth of the electronic
and PCs handling the outgoing data is limited and it is therefore not possible to store every
single event.

The event selection is done in three steps:

Level 1 The first level is completely realized in hardware to keep latencies small. The
trigger decision is based on a subset of detectors and searches for predefined pat-
terns like leptons with a high pT track or missing energy in the calorimeters. The
electronics defines regions of interest (ROI) based on the measured hits. The maxi-
mum rate for this stage is 100 kHz with a latency of less than 2.5 µs.

Level 2 The second level is a PC farm that analysed the hits in the ROIs in more detail. A
first track reconstruction is performed and the result compared to the defined trigger
settings. The maximum rate is 3.5 kHz with a latency of about 40 ms.

Event Filter The last stage has a rate of only 200 Hz and takes about 4 s per event. Here
the information form the whole detector is combined and analysed with off-line
analysis tools. One event has a total size of about 1.3 MB.

2The direction perpendicular to the precision plane.
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Events selected by the events filter are then written to the TIER 0 data centre at CERN.
The total data output of data all LHC experiments is about 10 to 14 PB per year. Storing
this huge amount of data is already a challenge, but making the data available to all in-
volved physicists worldwide is even more complicated. To tackle this problem a world
wide computing network, the LHC Computing Grid (LCG), was set up [Eck05].

3.3 Upgrade Scenarios
Following a future upgrade of the LHC some parts of the ATLAS detector have to be re-
placed or improved. There are three main limitations for the currently installed detectors:

• The lifetime of components,

• Increased background and particle counting rates and

• Radiation hardness of the detector and electronic components.

Some replacements have been foreseen already in the initial design because the life
time of a few components is reached after 10 years of normal LHC running. This is the
case for the silicon tracking detectors in the ID. Other parts of ATLAS were designed
for the expected background counting rates of the initial LHC design luminosity and will
have a low efficiency in a HL-LHC scenario. This is for example the case for the inner-
most layer of the forward muon spectrometer. Details of this problem are discussed in
section 4.5.

One of the constrains for all upgrade activities is the tight LHC shut-down schedule.
The machine down time foreseen for the 2018 shut-down is only one year. This short time
window allows no failures. Therefore it is necessary to have all components ready at least
one year before the installation date and perform an extensive test run of the assembled
system. This allows to spot all problems and repair them before the installation in ATLAS.

An overview of the upgrade activities and plans can be found in [ATL11].



Chapter 4

The ATLAS Muon Spectrometer

After the quick overview of all subsystems in ATLAS, the muon spectrometer shall now
be discussed in detail. ATLAS puts much emphasis on a very precise muon reconstruction
and trigger since there are many physics processes with muons in the final state. A very
nice example is the fully leptonic Higgs channel H→ZZ→ µµµµ which provides a very
clean signal signature with low background. The muon spectrometer is also the largest
part of ATLAS and responsible for the huge dimensions of the detector (see Fig. 3.1).

4.1 Layout
The muon spectrometer consists of 3 layers of chambers in the barrel and in the endcaps
as shown in Figure 4.1. There are also additional chambers (e.g. mounted on the endcap
toroids) to close acceptance gaps. The structures in forward direction are called wheels,
one small and two big ones called BW and EO. The chambers in the central area , the
barrel, are sorted into layers, called the inner, middle and outer layer.

The magnet system of the muon spectrometer contains no iron in order to minimize
scattering of the muons. With a solid iron core it would have been possible to achieve
a stronger magnetic field, but at the cost of much higher deflection of muon tracks due
to multiple scattering. The muon system of the other multi purpose detector CMS did
choose this approach.

Without contribution from the inner detector the aim for the momentum resolution of
the muon spectrometer is

∆pT

pT
< 3% for Eµ < 200 GeV and

∆pT

pT
≈ 10% for Eµ ≈ 1 TeV . (4.1)

The muon momentum is determined from the sagitta of the muon track and the magnetic
field strength along the track. For a 1 TeV muon the expected sagitta is at the order of
500 µm. To achieve the desired momentum resolution the muon chambers have to provide
a spatial resolution of about 40 µm and the relative positions of the chambers have to be
known with an accuracy of about 30 µm in the bending plane.

The precision tracking detectors of the ATLAS muon spectrometer are more than
1000 drift-tube detectors, the so-called Monitored Drift Tube (MDT) chambers. A small
forward region of the spectrometer is covered by CSCs1 because the expected background
rates are above the limit for an efficient operation of the MDT chambers.

1Cathode Strip Chambers
15
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Figure 4.1: Schematic view of one quadrant of the muon system in the r-z plane (track
bending plane). The dashed lines indicate tracks of muons with infinite mo-
mentum. They typically traverse three muon stations allowing for a track
sagitta measurement (see text). The different detector types in the muon sys-
tem, MDT, CSCs, RPCs and TGCs are indicated.
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(a) Photon flux. (b) Neutron flux.

Figure 4.2: Simulated flux of photons and neutrons in the ATLAS muon spectrometer for
the LHC design luminosity of 1034 cm−2s−1[Bar05].

MDT chambers provide a very good spatial resolution in the precision plane, but can-
not measure the second coordinate or provide a trigger signal. These tasks are performed
by the RPCs2 in the barrel region and the TGCs3 in the endcap regions.

4.2 Background Radiation
The main background radiation in the ATLAS muon spectrometer is due to low energy
photons and thermal neutrons originating from interactions of the collision products in the
detector, the shielding and the support structures. Detailed simulations [Bar05] show that
especially the regions around the end-cap toroid magnets between the EI and EM endcap
muon chamber layers are affected by neutron and photon background (see Figure 4.2).

The high background radiation fluence puts high demands on the rate capability of the
muon detectors and on their radiation hardness. The background radiation can also cause
defects in the electronic chips or corrupt stored information. If the data is corrupted by
so-called single event upsets, the software has to spot and discard the damaged data. It
is also possible that the firmware of the central readout electronics board, the Chamber
Service Module (CMS), gets corrupted. This has to be spotted by the detector control
system and the firmware has to be restored. In the worst case, the chips are permanently
damaged and need to be replaced.

For the detectors the challenge arises from the high counting rates. A high background
occupancy increases the risk of loosing real muon hits. Also the spatial resolution of the
drift tubes is deteriorated by the background radiation. The rate limitations of the drift
tubes used in the muon spectrometer are discussed in detail in the next chapter.

4.3 Alignment
In the previous section the necessaries of a relative alignment of about 30 µm between
different layers was discussed. This accuracy is reached by an optical alignment system

2Resistive Plate Chambers
3Thin Gap Chambers
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Table 4.1: Different types and sources of misalignment. For 2D plots the distributions
are fitted with a polynomial y = m · x + b, the interesting variable is then
represented by m.

Misalignment Type Histogram

∆α Rotation Distribution of ∆α = α1 − α2

∆β Rotation ∆z shift vs. x position
∆γ Rotation ∆y vs. x
∆x Movement ∆x = x1 − x2 from trigger chambers
∆y Movement ∆y = y1 − y2 from MDT chambers
∆z Movement ∆y vs. α

Dyz

y

(a) Misalignment in y

Daz

y

(b) Rotation around x axis (α)

Figure 4.3: Effects of chamber misalignment on the track reconstruction. The real cham-
ber positions are marked in gray, the assumed position (if different) is indi-
cated in red. The real muon track has a blue color, the reconstructed segment
in the misaligned chamber is red.

connection the whole spectrometer, but it can only monitor relative movements in the
barrel region where an initial alignment of the chambers is performed with tracks. In the
endcap region the optical system can provide an absolute alignment.

Different methods for a track based alignment were already discussed in [Bit08]. The
main aspect is the comparison of the reconstructed muon track in different chambers.
Relative rotations or movements can be seen in different distributions (see Table 4.1).
The cases ∆y and ∆α are illustrated in Figure 4.3.

The monitoring by optical sensors (discussed in detail in chapter 4.4.6) serves for the
measurement of torsions and expansions induced by temperature changes, respectively.
The CSCs are also included in the optical alignment system. The trigger chambers do
not need this high precision in the alignment because of their limited spatial resolution.
They were aligned during the assembly of the muon spectrometer relative to the MDT
chambers.
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Table 4.2: Parameters of the drift tubes in the ATLAS MDT chambers.

Parameter Design value

Tube material Aluminium
Outer tube diameter 29.970 mm
Tube wall thickness 0.4 mm
Wire material gold plated W/Re (97/3)
Wire diameter 50 µm
Gas mixture Ar:CO2

Gas pressure 3 bar (absolute)
Gas gain 2 · 104

Wire potential 3080 V
Maximum drift time ≈ 700 ns
Average drift tube resolution
(with time slewing corrections) ≈ 80 µm

µ

29.970 mm

Anode wire

Cathode tube

Rmin

(a) Cross-section of a
drift tube.

(b) Longitudinal cut through a MDT tube.

Figure 4.4: A MDT tube in different views [ATL08].

4.4 The Monitored Drift Tube Chambers

Almost all chambers consist of 2 multilayers of drift tubes, each with 3 tube layers for the
middle and outer chambers and 4 tube layers for the inner chambers, respectively. Design
parameters of the drift tubes are shown in Table 4.2. The mechanical structure of a MDT
chamber is shown in Figure 4.5.

4.4.1 The Principle of Drift Tubes and MDT Chambers

When a muon passes through the tube, some gas atoms along the path get ionised. After
the ionisation, the resulting free electrons drift trough the gas and ionise more gas atoms
until they have lost all their energy. The range of these free electrons is very short, re-
sulting in localised ionisation clusters in the gas along the path of the muon. For a muon
with an energy of 100 GeV on average 100 clusters/cm are generated in Ar-based gases at
3 bar. The mean free path length of the muon if therefore about 100 µm [Ale99].

Due to the potential difference between the tube wall and the anode wire, the pri-
mary ionisation electrons drift to the wire, whereas the ions drift to the tube wall (cp.
Fig. 4.4(a)). The drift velocity of the electrons usually depends on the local electric field.
The velocity of the ions is mainly determined by their low mobility and has usually no
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x y

z

Figure 4.5: Mechanical structure of a MDT chamber [ATL08]. Three cross plates con-
nected by longitudinal beams form an aluminium space frame carrying two
multilayers of three or four drift tube layers. Four optical alignment rays,
two parallel to the tubes and two diagonal, allow for monitoring of the in-
ternal geometry of the chamber. RO and HV designate the location of the
readout electronics and of the high voltage distribution boards, respectively.
The local coordinate system of the chamber is defined by the wire direction (x
axis), the y axis perpendicular to the tubes pointing away from the interaction
point and parallel to the tube layers and the z axis perpendicular to the tube
layers.
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Figure 4.6: Drift time spectrum of the ATLAS MDT tubes measured in the cosmic ray
teststand in Garching.

strong dependence on the electric field. Due to the cylindrical geometry, the field gets
stronger closer to the wire. At a distance of about 150 µm from the wire, the field is
strong enough that the energy gained by the electrons between two collisions allows for
the ionisation of the gas molecules. This leads to an avalanche of secondary electrons.
For the ATLAS MDT chambers, the gas amplification, defined as the number of electrons
at the wire resulting from one primary ionisation, is 2 · 104.

The readout electronics measures the time between the trigger signal and the charge
pulse arriving at the wire end on the readout side. From the drift time measurement of the
first electrons arriving at the wire and crossing the signal threshold one can determine the
minimal distance Rmin between the muon track and the wire (see Fig. 4.4(a)) after offline
correction for the time of flight of the muon from the interaction point to the chamber and
for the signal propagation time along the wire. The second coordinate information from
the trigger chambers is used to calculate the propagation time of the signal along the wire.

4.4.2 Response to Muons
Figure 4.6 shows a typical drift time spectrum for an uniformly illuminated 30 mm diam-
eter ATLAS MDT tube. This distribution contains information about the drift properties
of the gas. Close to the wire the drift velocity is high in the strong electric field. With
increasing distance to the wire the drift velocity drops. This behaviour is seen in the slow
fall of the drift time spectrum. A detailed discussion of the drift time spectrum can be
found in [Hor05]. Here only the properties relevant for this thesis are discussed. The
rising edge can be fitted with a Fermi function:

f (t) =
A

1 + exp
{
−

t−t0
T

} + rb . (4.2)
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t0 is the turning point of the fitted function f (t) and the parameter T is a measure of the
slope at this point. 4T is the rise time of the spectrum from 10% to 90%. The parameter
rb describes a positive constant background for example due to noise or background radi-
ation. The value of t0 is in general different for each tube because of different signal paths
and is therefore determined for each channel separately to achieve a common timing for
the whole chamber. The drift time is defined as

tdrift = t − t0 . (4.3)

The falling edge at the end of the drift time spectrum is defines the maximum drift time
in the tube. Here a function composed of two Fermi functions, where one is multiplied
by an exponential, is used to account for the slow fall towards the edge of the spectrum:

g(t) = A
1 + Atop exp

{
−

(t−tmax)
Tt

}
1 + exp

{
−

t−tmax
Tb

} + rb . (4.4)

The slope at the edge now depends on two parameters, Tt and Tb. This is in contrast to the
function used in [Hor05]. The reason for the modification is discussed in Section 5.3.4.

The length of the drift time spectrum depends on environmental parameters, such as
temperature, gas mixture, magnetic field and background hit rate. Since the accurate
determination of the relation between drift time and drift radius depends on the maximum
drift time measurement, the quality of the fit of the falling edge is very important for the
drift tube spatial resolution.

4.4.3 The Space-to-Drift-Time Relation
The drift time t is linked to the drift radius r by the so-called space-to-drift time relation-
ship r(t). This relation depends on environmental parameters such as temperature, gas
mixture and density, magnetic field, high voltage and background hit rate which might
vary with time. To obtain a precise r(t) relationship, the chambers have to be calibrated at
regular time intervals of about one day (cp. [Bag08]).

A first estimate for the r(t) relation can be computed from the drift time spectrum.
The r(t) relation is defined as

ri = r(ti) =

∫ ti

0
ṙ(t)dt with 0 ≤ ti ≤ tmax , (4.5)

where tmax is the maximum drift time. At a constant muon rate dN/dr per tube section
(r, r + dr) and the muon rate dN/dt per drift time interval (t, t + dt) are linked via

dN
dr

=
dN
dt

dt
dr(t)

=
dN
dt

1
ṙ(t)

= c . (4.6)

Integrating relation (4.6) leads to

r(ti) ≈
1
c

∫ ti

0

dN
dt

dt . (4.7)



4.4. THE MONITORED DRIFT TUBE CHAMBERS 23

r [mm]
0 2 4 6 8 10 12 14

D
rif

t T
im

e 
[n

s]

0

100

200

300

400

500

600

700

Figure 4.7: Measurement of a typical r(t) relation for an ATLAS MDT tube.

The integral is approximated by a sum of the bin contents dNk of the drift time spectrum
up to the bin i containing the drift time ti:

r(ti) =
1
c

i∑
k=0

δNk . (4.8)

The constant c is defined by the fact that the maximum drift time corresponds to a drift
radius equal to the inner tube radius R and the total number of muon counts Ntotal in the
drift time spectrum: r(tmax) = Ntotal/c = R.

This first estimate can be improved by the so-called auto-calibration. The basic princi-
ple of this calibration method is the minimization of the residuals of tracks in the chamber
for the correct r(t) relation. Starting with the initial r(t) relation, tracks are reconstructed
and the residuals, the difference of reconstructed track position and measured drift ra-
dius, are calculated (see next section for details). Then the r(t) relation is varied and
a optimum of the residual distribution (centred around zero) is searched for iteratively
[Dei00, Loe07].

Figure 4.7 shows a typical r(t) relation for the ATLAS MDTs. The features of the drift
time spectrum (Fig. 4.6), and the behaviour of the drift velocity, are reflected in this plot.
For small distances to the wire the drift velocity is almost constant, resulting in the linear
part of the drift time spectrum and the linear section of the r(t) relation. For larger radii
the drift velocity decreases with the electric field resulting in a falling drift time spectrum
and a curved r(t) relation.

With the r(t) auto calibration method an average single tube spatial resolution of 80 µm
is achieved (taking into account the time slewing corrections to the drift time measure-
ment, see Section 8.4.2). It is limited by fluctuation in the generation of the ionisation
clusters along the track and due to the diffusion of the electron clusters during the drift to
the anode wire. Also, ionisation charge from background radiation, such as thermal neu-
trons and protons in the ATLAS cavern, deteriorate the resolution because of shielding of
the electric field near the wire and consequently reduction of the gas gain and because of
fluctuations in the space charge and therefore of the local electric field in the tubes.



24 CHAPTER 4. THE ATLAS MUON SPECTROMETER

rtrue

rdrift

rdrift

Wire

Muon

Muon

Figure 4.8: Influence of the ionisation cluster position on the measured drift radius. rtrue

is the distance of the muon track from the wire and rdrift the measured drift
radius, which can be larger than rtrue depending on the cluster position with
respect to the wire.

4.4.4 Single Tube Resolution and Efficiency
Single Tube Resolution

The single tube resolution σ(r) depends on several parameters:

• Overall ionization charge collected at the wire (signal height),

• mean distance between primary ionisation clusters,

• widening of the electron clouds due to diffusion.

The second point is very important for tracks close to the wire. As illustrated in Figure 4.8,
there can be different measured drift radii for tracks with the same distance to the wire
depending on the positions of the ionisation clusters with respect to the wire. This effect
deteriorates and limits the spatial resolution near the wire. The RMS value of (rdrift −

rtrue)/rdrift is still 1% for tracks closer than 700 µm to the wire.
For larger drift radii, the signal height has a significant impact on the single tube

resolution. The threshold crossing time varies with the signal height. This so called
time slewing effect is discussed in detail in Section 8.4.2. Figure 4.9 shows the spatial
resolution of a drift tube before and after correction for this effect.

The final limitation is the diffusion of the primary electron clusters in the gas. This
effect depends on the parameters of the drift gas and the drift velocity. A fast drift gas
leads to stronger diffusion and therefore to a larger uncertainty on the drift time. A slower
gas (e.g. with higher pressure) results in less diffusion and allows for a better time and
spatial resolution, but results in a higher occupancy of the detector.

The average single tube resolution is defined as the quadratic mean of the resolution
of N radial intervals:

σm =

√√
N∑

i=1

σ2
i

N
. (4.9)

Applying this formula to the r-depended resolution measurement shown in Figure 4.9,
obtained for the ATLAS MDT drift tubes using the standard operating parameters of
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Figure 4.9: Spatial resolution of the 30 mm diameter drift tubes before and after the time
slewing correction (TSC, cp. Sec. 8.4.2) [Kor12].

3080 V wire potential and 3 bar absolute pressure of the Ar:CO2 (93:7) mixture at 20◦C,
gives an average single tube resolution of σm = (98 ± 2) µm without the time slewing
correction. After applying this correction, the average resolution is (84 ± 2) µm.

Single Tube Efficiency

Since every muon track ionizes the gas sufficiently in order to induce a signal above the
discriminator threshold the detection efficiency is 100% except for tracks very close to
the tube wall which have a very short path length in the tube. If the path length is smaller
than the average distance between two charge clusters it is possible that there will be no
ionisation at all.

However, the efficiency of muon hits usable for muon track reconstruction, defined as
the probability that the hit is within 3 times the local drift tube resolution of the recon-
structed muon track (3σ efficiency) is deteriorated due to the following facts:

• δ-electrons created by the muons,

• dead time of the readout electronics (in the presence of δ-electrons or of background
radiation).

δ-electrons might be released from the tube walls by the incoming muons leaving an
ionization trail in the gas. They reduce the efficiency because they can create hits closer
to the wire (rδe) than the muon hits (rµ) masking their detection (see Figure 4.10).

Another ingredient determining the efficiency is the dead time of the readout electron-
ics. After a hit is registered in the MDT ASD chip (see Sec. 4.4.7 for details) it can not
process the next hit immediately which then might be lost. The dead time of the ASD
chip is adjustable between 180 ns and 780 ns. The 3σ efficiency for the minimum and
maximum dead-time settings shown in Figure 4.11, taking into account all hits within the
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Figure 4.10: Masking of muon hits by δ-electrons.

drift time spectrum. In the presence of δ-electrons the short dead-time allows to detect
a muon hit if it arrives more than 180 ns after a δ-electron signal, resulting in a higher
efficiency for large track radii compared to the setting with 780 ns electronics dead-time.
The average 3σ single tube efficiency is εlong = (92.8 ± 0.9)% for the 780 ns dead-time
and εshort = (93.8 ± 0.5)% for the shortest possible dead-time setting.

The short dead time has the disadvantage of higher data rate and readout bandwidth
requirement. Furthermore the average number of threshold crossing induced by a signal
in the tube is larger than one. To reduce this effect the standard dead time setting for
ATLAS operation is 780 ns, resulting in a lower efficiency at longer radii. But it ensures
that the counting rate per channel stays below the 500 kHz limit of the electronics in the
presence of background radiation.

4.4.5 Track Reconstruction
Figure 4.12 illustrates the principle of the track reconstruction in the drift tube chambers.
The track in the MDT chamber is parametrized as

y = mz + b . (4.10)

The distance rt between the track and the wire with the coordinates (y, z) is given by

rt =

∣∣∣∣∣∣b + mz − y
√

1 + m2

∣∣∣∣∣∣ . (4.11)

The track reconstruction is performed by a χ2 minimisation of the sum of the squares of
the deviations of the track radii rt from the measured drift radii rd for N tubes along a
track:

χ2(m, b) =

N∑
w=0

(
rd,w − rt,w

σw(rd,w)

)2

=

N∑
w=0


rd,w −

∣∣∣∣∣∣b + mzw − yw
√

1 + m2

∣∣∣∣∣∣
σw


2

(4.12)

σw(rd) is the drift tube resolution.
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Figure 4.12: Principle of the track reconstruction in the drift tube chambers. The track is
fitted to the measured drift circles.
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Figure 4.13: The readout electronics scheme of a MDT chamber. The Chamber Service
Module (CSM) controls all components.

4.4.6 MDT Chamber Monitoring
Each MDT chamber has its own internal optical monitoring system to measure mechani-
cal deformations. As indicated in Figure 4.5, there are 4 optical alignment rays built into
the frame of the chamber: two along the tubes and two diagonal. With this system, it is
possible to monitor deformations with an accuracy of few micrometers [ATL08]. This
system was also used to adjust for the gravitational tube sag by correcting the measured
chamber deformation of up to 500 µm in order to centre the wires inside the tubes not
only at the end-plugs but over the full length of the chamber.

4.4.7 MDT Chamber Readout Electronics
Each chamber is provided with a high voltage (HV) between wires and tube walls, with
low voltage (LV) for the readout electronics, with connections to the central Trigger and
Timing Control (TTC) and Data Acquisition (DAQ) system and with a connection to the
Detector Control System (DCS).

High Voltage Supply

The high voltage for the drift tubes is distributed via a HV splitter box to each of the
tube layers. The two multilayers of the chambers are served by separate channels of the
HV power supplies. Within a layer, the tubes are connected serially via the so-called HV
hedgehog boards.

Readout of the Chambers

The central part of the MDT chamber readout electronics is the Chamber Service Module
(CSM). It has connections to the mezzanine cards carrying the front-end electronic chips,
the TTC system, an optical link to the readout system and a connection to the Detector
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Control System (DCS) used to programm the electronics and monitoring of the cham-
bers. A schematic illustration of the electronic components on a chamber is given in
Figure 4.13.

The mezzanine cards are mounted on read-out (RO) hedgehog boards. These boards
are similar to the HV hedgehog boards, but with the purpose to connect the tubes to the
Amplifier–Shaper–Discriminator (ASD) chips, decoupling the readout electronics capac-
itively from the HV. Each ASD chip contains eight channels, three chips are mounted on
each mezzanine card. When the signal exceeds the programmable threshold which can be
adjusted separately for each ASD chip, the ASDs send digital signals to the TDC4 on the
mezzanine card and analogue signals to an ADC5.

The signal arrival time measurement by the TDC is started by the trigger signal of the
LHC and stopped when a signal from the ASD chips arrives. After the muon time-of-
flight correction, the start signal provides the time when the muon crossed the chamber.
The time measured by the TDC is the drift time of the electrons in the tube together with
the signal propagation time along the wire.

The ADC measures the charge of the signal pulse within a certain time window after
the discriminator threshold is crossed (typically 20 ns long). The information can be used
to distinguish between real muon and electronic noise hits, since muons give a higher
signal. It is also used to correct for variations of the threshold crossing time depending on
the signal height, the so called time slewing effect.

The information from the TDC and the ADC is transferred to the CSM if a trigger
signal was generated. If the module receives a trigger signal from the central ATLAS
trigger, the data is sent via an optical fibre to the central DAQ system.

The MDM (Muon DCS Module) on the chamber is connected to the MDT CAN6 bus
system of ATLAS. On this bus the readout electronics is programmed (e.g. the thresholds
and dead time settings, new firmware versions etc) and initialized. Also the temperature
and B-field sensors on the chambers are read out via this bus.

4.5 Upgrade Scenarios
The ATLAS muon detectors have been designed for operation up to the design luminos-
ity of LHC. After the upgrade to HL-LHC the background counting rates in the muon
spectrometer will rise above the design parameters. [ATL11] provides an overview of the
upgrade plans.

4.5.1 Muon Trigger Rates
The ATLAS muon trigger selects muons above certain traverse momentum pT thresholds.
Due to the limited momentum resolution of the trigger system the rejection of low pT

muons at high trigger thresholds is limited. Figure 4.15 shows the trigger efficiencies for
different threshold settings. When setting the threshold to pT = 40 GeV, there is still a
large efficiency for muons below this limit. Since the muon spectrum at the LHC (see
Figure 4.16) contains a large contribution of soft muons, there is a considerable trigger
rate for muons below threshold. This is acceptable as long as the Level 1 rates do not

4Time-to-Digital-Converter
5Analog-to-Digital-Converter
6Controller Area Network.
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Figure 4.14: Expected background rates in the muon spectrometer for nominal LHC and
maximum HL-LHC luminosity. Where the rates exceed the limit for the
MDT chamber operation the chambers are marked with red/orange color.
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Figure 4.15: Efficiency of the Level-1 muon trigger vs. pT for three typical trigger thresh-
olds. At the high muon rates from proton–proton collisions at HL-LHC the
turn-on ranges of the efficiency curves to the maximum efficiency are too
wide in order to sufficiently suppress low pT muon triggers even at high
thresholds. The momentum resolution on the muon trigger chambers needs
to be improved [Dub10].

exceed the limitations (see Sec. 3.2). This will however, be the case at HL-LHC at least
in the endcap regions of the ATLAS muon spectrometer.

Therefore it is necessary to increase the momentum resolution of the muon trigger for
the LHC upgrade. This can be achieved by using improved trigger chambers with a better
spatial and angular resolution and by including the high-resolution MDT chambers in the
trigger. Details of the trigger upgrade scenarios can be found in [Dub10].

4.5.2 The ATLAS Muon Small Wheel Upgrade
In the barrel part of the muon spectrometer the radiation levels at HL-LHC will still be
below the limit of 500 kHz/cm2 for the existing MDT chambers as shown in Figure 4.14.
But in the endcap regions in the Small and Big Wheels the acceptable limits are exceeded.
The only solutions are to improve the shielding and to replace the detectors concerned, in
particular to build complete New Small Wheels (NSW). The demands on the new muon
tracking detector technology for the NSW are greater than 99% tracking efficiency and
high spatial chamber resolution of better than 60 µm (and an angular resolution of better
than 0.5 mrad precise in the Level 1 muon trigger). All requirements have to be fulfilled up
to the highest expected rates of 14 kHz/cm2. The different detector types in consideration
are described in [ATL11].

The upgrade schedule of the LHC leaves only a short time window for the installation
of the NSWs in the muon spectrometer in 2018. This thesis will discuss one very promis-
ing detector technology based on the MDT chamber design which has been demonstrated
to fulfil all requirements and can be constructed within the given time limits.
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Chapter 5

Motivation for 15 mm Diameter Drift
Tubes

The drift tubes chambers installed in ATLAS show very good performance. In this chapter
the limitations of the 30 mm diameter drift tube operation at background rates expected
at HL-LHC are discussed. A new detector technology for replacement of the existing
muon chambers in the critical ATLAS detector regions with respect to background rates
is introduced.

5.1 Limitations of the 30 mm Diameter Drift Tubes

The 30 mm diameter drift tubes have been studied extensively before installing them in
the ATLAS muon spectrometer [Ale99, Hor04]. They show very good efficiency and
resolution up to the highest background rates expected at the LHC design luminosity.
The 3σ efficiency was already discussed in Section 4.4.4. Efficiency loss originates from
background hits masking the muon hits. The track segment reconstruction efficiency in
a MDT chamber is above 95% at the highest expected background rates as shown in
Figure 5.1.

Figure 5.2(a) and 5.2(b) show the degradation of the average single tube resolution and
of the chamber resolution with 6 tube layers, respectively, with increasing background hit
rate.

The radial dependence of the drift tube resolution is shown in Figure 5.3 for increasing
background rates. Two radial regions can be distinguished: one close to the wire with
drift radii below about 7 mm and the region above 7 mm. The region between 4 and
7 mm shows the smallest degradation with the background rate. The region close to the
wire suffers from gas gain loss due to shielding of the wire potential by the ion space
charge which increases with the background flux. Smaller signals show larger variations
of the threshold crossing time and, therefore, worse time resolution. For large drift radii,
fluctuations of the space charge cause variations of the electrical field and therefore of
the drift velocity in the Ar:CO2 (93:7) gas which has a field dependent drift velocity,
especially at large drift distances. Both effects have a statistical nature and vary with time
even for a constant radiation background.

When the LHC instantaneous luminosity increases above the design value of 1034

per cm2s, the efficiency and spatial resolution of the 30 mm diameter drift tubes will not
be sufficient anymore in the highest radiation regions of the ATLAS muon spectrometer.
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Figure 5.1: 3σ efficiency of 30 mm diameter drift tubes as a function of the background
counting rate for the maximum deadtime of 780ṅs of the readout electronics.
The corresponding track segment reconstruction efficiency in MDT chamber
with 6 tube layers is also shown. The expected maximum background rate in
MDT chambers in ATLAS at the LHC design luminosity is 300 kHz/tube in
the Small Wheels of the ATLAS muon spectrometer [Hor06].
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Figure 5.3: Spatial resolution of 30 mm� drift tubes as a function of the drift radius for
different γ background hit rates [Hor06]. 500 Hz/cm2 is the maximum ex-
pected background hit rate in ATLAS at the LHC design luminosity.

New muon chamber technologies are under development to replace the detectors in the
critical regions (see Section 4.5).

5.2 Advantages of 15 mm Diameter Drift Tubes
The effect of space charge fluctuations on the spatial resolution is small for drift radii
below 7 mm. This is one of the reasons for reducing the outer radius of the drift tubes
to 7.5 mm, the other is the shorter maximum drift time. Since the wall thickness cannot
be reduced below 400 µm, the inner radius of the smaller diameter tubes is 7.1 mm. The
operating parameters, gas mixture, gas pressure and gas gain, are kept unchanged.

The smaller drift tube diameter has also other advantages compared to the standard
ATLAS MDT drift tubes using the same operating parameters:

• Reduction of the gain loss caused by space charge effects in the presence of back-
ground radiation which dominates close to the wire.

• 4.3 times lower occupancy due to the shorter drift time and therefore lower data rate
in the presence of background radiation.

• Higher redundancy and track segment reconstruction efficiency due to the up to two
times larger number of tube layers fitting into the same detector volume.

The expected performance of muon chambers built of 15 mm diameter drift tubes, called
small Muon Drift Tube Chamber or sMDT chamber, with the same Ar:CO2 (93:7) gas
mixture and the same gas gain as the ATLAS MDT chambers is discussed in the next
section.
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A non-negligible advantage of the new drift-tube detector solution with smaller tube
diameter is the simple integration into the existing ATLAS detector system. The existing
detector services can be re-used:

The gas system providing Ar:CO2 (93:7) at 3 bar absolute pressure.

The HV supplies: the requirements with respect to voltage are similar to the ones for the
MDT chambers regarding voltage and current. The current needed for one chamber
will be higher because of the increased granularity and background counting rate
but distributing the HV supply for one chamber on more power supply channels
than before can be done without having to integrate new parts in the existing system.

Active readout electronics: since the signal height and shape of the drift tube signals
does not change it is possible to reuse the MDT readout electronics. A new electron-
ics development is foreseen because of chip availability, higher radiation hardness
and bandwidth requirements, but will use the same principles.

Chamber layout, alignment and track reconstruction: the general chamber layout will
not change and the optical alignment monitoring system and track reconstruction in
ATLAS can be easily adopted.

Using the same drift gas has several additional advantages: this gas has already been
extensively tested with respect to ageing and drift properties including resolution and
efficiency and behaviour in a high background environment.

The Ar:CO2 (93:7) gas at a relatively low gas gain of 2·104 has been chosen in order to
reduce the risk of ageing. The same gas gain is also the baseline for the smaller diameter
tubes. Since the gain depends on the electric field at the wire the HV has to be adjusted
when reducing the tube diameter.

5.3 Expected Performance of the sMDT Technology

5.3.1 Gas Gain and Spatial Resolution
To keep the gas gain the same it is necessary to adjust the high voltage between the anode
wire and the tube wall when reducing the tube diameter. The electric field of a cylindrical

capacitor with charge per unit length λ =
Q
L

is given by

E(r) =
λ

2πε0r
. (5.1)

The potential between the wire with radius rw and the tube with an inner radius of rt is
given by

U = λ
1

2πε0
ln

rt

rw
. (5.2)

The electric field at the wire has to be the same for the 15 mm� tubes as for the 30 mm�
tubes in order to achieve the same gain, i.e.
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Figure 5.4: Space-to-drift-time relation of the ATLAS MDT drift tubes. The 15 mm�
tubes show the same behaviour at drift radii below 7.1 mm because of the
same operating conditions.

E30(rw) = E15(rw) , (5.3)
U30

ln
rt,30

rw

=
U15

ln
rt,15

rw

. (5.4)

From equation 5.4, the voltage to be applied to the 15 mm� tubes can be calculated.
Inserting the unchanged wire radius rw = 25 µm, the inner radius rt,30 = 14.6 mm of the
30 mm� tubes, the inner radius of the 15 mm tubes rt,15 = 7.1 mm and U30 = 3080 V used
for the large diameter tubes to achieve a gas gain of 2 · 104 gives

U15 =

ln
rt,15

rw

ln
rt,30

rw

U30 = 2730 V . (5.5)

As one can see in Figure 5.3, the largest degradation of the single-tube resolution with
increasing background rate occurs for drift radii above ∼7 mm. Therefore, an important
contribution to the resolution degradation due to space charge fluctuations at high back-
ground rates is eliminated for 15 mm� tubes. The r(t) relation for drift radii below 7 mm
is almost linear (see Fig. 5.4), implying that the drift velocity is almost independent of the
electric field and will have little sensitivity to variations in the electric drift field caused
by induced space charge fluctuations.

For 15 mm� tubes, the gain drop due to ion space charge build-up is the dominant
degradation effect of the background radiation on the drift-tube resolution. The gain of a
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drift tube can be parametrized by the Diethorn formula [Die56]:

G(V, ρ) =

(
V

A(ρ)

) V
B

(5.6)

with the gas density ρ (ρ0 is the normal gas density) and the anode potential V . A(ρ) is
defined as

A(ρ) = rw ln
(

rt

rw

)
Emin

(
ρ

ρ0

)
, (5.7)

with the wire radius rw, the tube inner radius rt. B is defined as

B =
ln

(
rt
rw

)
∆V

ln 2
. (5.8)

∆V and Emin are gas parameters: e∆V is the minimum ionisation energy and Emin is the
minimum field strength needed for the electrons to reach the ionisation energy. With this
formula it is possible to calculate the gas gain reduction for the space charge created at a
given background hit rate. The details of the calculation for the 30 mm� ATLAS MDT
tubes are described in [Ale99]. Performing the same calculations for the smaller drift
tube diameter shows that the grain drop is strongly reduced. The gain drop for both tube
diameters is shown in Figure 5.5 as a function of the background hit rate. For neutral
background particles, like photons and neutrons, converting mostly in the tube walls, and
in linear approximation, the voltage drop corresponding to the gain loss is proportional
to r3

t , i.e. it is lower by a factor of (14.6 mm)3/(7.1 mm)3 = 8.7 for 15 mm� compared
to 30 mm� tubes. For charged background particles directly ionizing the gas, the path
length in the gas also enters and the voltage drop scales with r4

t .
Since without background radiation the average resolution of the ATLAS MDT tubes

profits from the higher resolution at increasing radius, the average resolution of unirradi-
ated 15 mm� tubes is worse. It is possible to estimate the average resolution of 15 mm�
tubes from the measured radial dependence of the resolution without background ra-
diation of the ATLAS MDT tubes (see Fig. 5.3). Calculating the average resolution
only for drift radii smaller than 7.1 mm results in an average single tube resolution of
σm = (106 ± 2) µm, compared to the average up to 14.6 mm of (84 ± 2) µm without ra-
diation background. To achieve the same chamber resolution more 15 mm� tube layers
per chamber can be used. Measurements of the single 15 mm� tube and of the track seg-
ment resolution are shown in section 8. Figure 5.6 shows that the 15 mm� single tube
resolution is expected to be better than 150 µm up to the highest rates expected at the
HL-LHC.

5.3.2 Efficiency
For tracking purposes the so called 3σ efficiency is relevant: the probability of finding
a hit in the tube within 3 times the single tube resolution (3σ) at the position of the
muon track. For given resolution, if all hits within the readout window are accepted, this
efficiency is determined by the dead-time the readout electronics during which the tube is
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inefficient. The two times smaller drift tube diameter also reduces the background hit rate
in a tube of a given length by a factor of two.

Overall the occupancy of the drift tubes is reduced by a factor given by the value of
the maximum drift-time fo the 30 and 15 mm diameter drift tubes (see Sec. 5.3.4) times
the factor two of the background hits rate reduction, i.e. by a factor of

occupancy(30 mm�)
occupancy(15 mm�)

=
t30
max

t15
max
· 2 =

685 ns
180 ns

· 2 = 7.6 (5.9)

The occupancy is relevant for the track segment reconstruction efficiency in a chamber.
For the 30 mm� tubes a dead-time larger than the maximum drift-time is chosen

to suppress multiple threshold crossings of signals and to reduce the required readout
bandwidth because of limitations in the DAQ system. Since the maximum drift-time for
the smaller diameter tubes is about 3.8 times shorter (for the 30 mm� tubes filled with
Ar:CO2 93:7 gas mixture at 3 bar pressure the maximum drift time varies between 675 ns
and 695 ns [Rau05], the 15 mm� tubes have a maximum drift time between 175 ns and
185 ns, see Fig. 5.8 [Sch10]) it is possible to use a shorter readout window and a shorter
dead-time for the available bandwidth limitations.

A lower counting rate per channel is also an important consideration for the readout
electronics. The current TDC on the ATLAS front-end cards, the mezzanine cards, ac-
cepts a maximum rate of 500 kHz per channel [Pos07]. For the sMDT chambers, new
electronics is under development with rate capability matching the expectation for the
regions in the ATLAS muon spectrometer with the highest background counting rates.

5.3.3 Tracking Redundancy
With smaller tube diameter it is possible to fit a larger number of tube layers into the
same available detector volume. Reducing the tube diameter by a factor 2 results in a 4
times denser tube grid. Details of the new sMDT chamber design are discussed in the
next chapter. A larger number of tube layers increases the segment finding efficiency,
especially in an environment with a high background counting rate (see Fig. 5.7).

For a chamber with t tube layers the probability p to find at least m hits on the segment
is given by the Poission distribution

p =

t∑
h=m

(
t
h

)
(1 − ε)t−h εt (5.10)

for a single tube 3σ efficiency ε. ATLAS requires a segment reconstruction efficiency of
better than 95% for tracking. This corresponds to a minimum 3σ single tube efficiency
ε = 84.7% when requiring at least 4 hits in a 6-layer chamber. When requiring at least 7
hits in a 12-layer chamber, a single tube efficiency of only 75.5% is sufficient.

More hits on a track improve the chamber spatial resolution. The average track seg-
ment spatial resolution σtrack with N hits per track depends on the average single tube
resolution σtube and the relative wire positioning accuracy σpos in the chamber according
to (see Section 8.7):

σtrack =

√
σ2

tube + σ2
pos

N
. (5.11)
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Figure 5.7: Track segment reconstruction efficiencies as a function of the 3σ efficiency
for different numbers of tube layers and minimum number of required hits
per track segment.

5.3.4 Drift Time Spectrum

Since most of the operating parameters are kept unchanged, the drift time spectrum of the
15 mm diameter tubes is very similar to the drift time spectrum for the 30 mm diameter
tubes for drift radii below 7.1 mm. Figure 5.8 compares the two spectra. Reducing the
tube diameter by a factor of two reduces the maximum drift time by about a factor of
3.8 because the electron drift velocity in the Ar:CO2 (93:7) gas decreases with decreasing
electrical field (increasing distance to the wire, compare Fig. 5.4 and Sec. 4.4.3). Another
difference is the shape of the falling edge: the slope of the falling edge of the drift time
spectrum is much steeper for the 15 mm� tubes than for the 30 mm� tubes. Therefore
the fitting function for determining the maximum drift time was modified as discussed in
section 4.4.2.

5.4 Summary
The rate capability of the standard ATLAS MDT chambers will be exceeded in the high-
rate forward regions of the ATLAS muon spectrometer when the luminosity of the LHC
is raised above the design value. Reducing the diameter of the drift tubes by a factor of
2 while keeping the other operating parameters unchanged offers an attractive solution.
The parameters of the ATLAS MDT system are shown in Table 5.1, in comparison with
the parameters of the new sMDT system. The occupancy of the drift tubes is reduced by
a factor of 7.6 due to the smaller tube diameter and the shorter drift time. The shorter
maximum drift time allows also for reducing the electronics dead time without exceeding
the bandwidth limitations. Reducing the dead-time results in a significantly higher single
tube 3σ efficiency in the presence of background radiation, because the probability of
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Figure 5.8: Comparison of the drift time spectra of 30 mm� and 15 mm� tubes. The
difference between 100 ns and 160 ns is caused by the different temperatures
of the 15 mm� and 30 mm� tubes (see Sec. 7.14(a)).

masking of a muon hit by a background hit becomes smaller. Also the gain drop and,
therefore, the degradation of the spatial resolution with increasing background hit rate are
considerably reduced compared to the standard ATLAS MDT tubes. Both improvements
allow for achieving the required spatial resolution and tracking efficiency even at the
highest expected background rates at HL-LHC.

The construction and performance tests of a full-size sMDT prototype chamber with
15 mm diameter drift tubes are discussed in the following chapters.
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Table 5.1: Comparison of the parameters of the drift tubes in the ATLAS MDT and in the
sMDT chambers.

Parameter Design value
MDT drift tubes sMDT drift tubes

Outer tube diameter 29.970 mm 15.0 mm
Tube material Aluminum
Tube wall thickness 0.4 mm
Wire material gold plated W/Re (97/3)
Wire diameter 50 µm
Gas mixture Ar:CO2 (93:7)
Gas pressure 3 bar (absolute)
Gas gain 2 · 104

Wire potentail 3080 V 2730 V
Fitted maximum drift time (21◦C) (685 ± 10) ns 180 ± 5 ns
Average drift tube resolution
(without background radiation and
with time slewing corrections)

(84 ± 2) µm (106 ± 2) µm
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Chapter 6

sMDT Prototype Chamber Design and
Construction

In this chapter the design and construction of a sMDT prototype chamber is discussed.
Since the tube diameter is reduced by a factor of 2 and, therefore, the tube grid is 4
times denser compared to the ATLAS MDT chambers all parts (gas distribution system,
hedgehog boards, etc.) for the chamber have to be redesigned. Also the glueing procedure
of the tubes into layers was optimized in order to speed it up for assembly of up to twice
the number of tube layers compared to the ATLAS MDT chamber construction. Details
of the new design can also be found in [Sch10].

6.1 Drift Tubes and Gas Distribution System
The 15 mm diameter aluminium tubes have the same wall thickness of 400 µm as the
30 mm diameter tubes. Reducing the thickness is not possible without sacrificing the
stability. Changing the outer diameter of the tubes from 30 mm to 15 mm reduces the
inner radius from 14.6 mm to 7.1 mm, i.e. by a factor of 2.06.

The tube endplug had to be redesigned completely. Figure 6.1 shows a exploded view
of all components of the new drift tubes. The main part of the endplug is the plastic
insulator surrounding the brass insert holding the wire via a copper crimp tubelet. An
important part of the endplug is the wire locating piece, the twister, inserted into the brass
insert on the inside of the tube which is used to center the wire with respect to the external
precision surface on the brass insert of the endplug with an accuracy of a few µm. The
brass insert also provides via the signal caps the electrical connections to the readout
electronics and to the HV supply.

The plastic gas connector is part of the new modular gas distribution system shown
in more detail in Figure 6.2. The grounding pin is screwed into the space left between
three neighbouring tubes during assembly of the chamber reducing the number of ground
connections between the tubes while connecting all tube walls to ground. The assembly
and the quality control tests of the drift tubes are described in [Sch10].

6.1.1 The Hedgehog Boards
The functionality of the HV and readout hedgehog boards of the sMDT chamber has al-
ready been discussed in section 4.4.7. The new boards contain the same circuits, but on a
4 times smaller area. The only solution for a HV stable design is placing the components

47
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Figure 6.1: Blow-up view of the endplug parts and the gas system connection.

Figure 6.2: Illustration of the gas distribution system to the individual tubes and con-
nection through an assembled endplug. The hedgehog card is visible on the
left-hand side.
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(a) ATLAS MDT chamber readout board.

(b) ATLAS MDT chamber high voltage board.

(c) sMDT readout board. (d) sMDT high voltage board.

Figure 6.3: The different hedgehog boards for the ATLAS MDT and the sMDT chambers
in comparison.
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Figure 6.4: The jigs holding the tubes in the grid during chamber assembly.

on several layers of boards. The high-voltage decoupling capacitors in the readout side
and the resistors on the HV side are enclosed in HV insulating plastic cylinders. Fig-
ure 6.3 compares the ATLAS MDT hedgehog boards to the new sMDT boards. After
assembly, the boards are cleaned and coated with lacquer to minimize leakage currents.
The maximum allowed leakage current on the HV boards is set to 25 nA at 3500 V.

6.2 Chamber Construction

After the tubes passed the quality control tests they are placed in a jig and glued together.
The jig structure is shown in Figure 6.4. From equation (5.11), the accuracy of the sense
wire positions is an important ingredient of the track point resolution. To achieve the
needed wire positioning accuracy of 20 µm (rms), the glueing jig has been fabricated with
an accuracy of ±5 µm. After one layer of tubes is placed in the combs they are fixed
by the next set of combs and glue is applied. Then the next tube layer is placed in the
jig. This is repeated until the whole multilayer with up to 8 layers is assembled. The
second multilayer is assembled in the same way. Finally, both multilayers are glued to
the spacer structure. The relative alignment of the two multilayers is ensured by notches
in the support structure. It is possible to complete this cycle within three days. Compared
to the construction of the ATLAS MDT chambers where the glueing of one tube layer
required one day this is a substantial improvement.

After the glueing is finished, the gas distribution system is mounted on the chamber
and the hedgehog boards are installed on the signal caps. After closing the Faraday cage,
the final quality control measurements of the gas leak rate and of the HV leakage currents
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1
m

Figure 6.5: The full-size prototype chamber.

are performed. Afterwards the readout electronics are added and the noise rate of the
chamber, i.e. the counting rate without HV applied, is measured. A too high noise rate
indicates non perfect grounding or shielding by the Faraday cage. Figure 6.5 shows a
photograph of the fully equipped large prototype chamber. Compared to a typical ATLAS
MDT chamber the number of tubes is 3 times higher, the number of tube layers increased
from 6 to 16.

6.3 Summary
The design of the sMDT chambers with a four times denser tube grid compared to the
ATLAS MDT chambers was a very challenging effort. The production of the drift tubes
and of the hedgehog boards with the required quality and performance required several
iterations. Several smaller prototype chambers have been build.

The final full-sized prototype chamber with 16 layers of 72 tubes would fit into the
Small Wheel of the ATLAS muon spectrometer. It was used for the verification of the
construction procedure for large chambers and served as test chamber in test beam and
gamma-irradiation experiments. The following chapters discuss the first measurements
performed with this chamber.
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Chapter 7

Sense Wire Position Measurement

This chapter describes the measurement of the sense wire positioning accuracy of the
prototype chamber. An accuracy of 20 µm (rms) is required in order to achieve the desired
chamber resolution.

7.1 Measurement Setup
To measure the mechanical wire position accuracy of the prototype chamber, a cosmic
ray test-stand at LMU Munich in Garching was used which was installed in order to
perform the same measurements for the ATLAS MDT chambers during their production
in Munich. The setup and the measurement for the ATLAS MDT chambers are described
in detail in [Kor02] and [Rau05].

The layout of the teststand is shown in Figures 7.1 and 7.2. The principle of the mea-
surement is the comparison of cosmic muon ray tracks reconstructed in two reference
chambers with accurately known wire positions with hits in the prototype chamber. The
reference chambers were X-rayed at CERN to measure the wire positions with an accu-
racy of a few µm. The chambers provide reference tracks with < 0.4 mrad angular and
< 20 µm spatial resolution.

The trigger is provided by a coincidence of two layers of scintillators, one above
the chambers and one below. The segmentation of the trigger hodoscope along the tubes
allows for the determination of the second coordinate (x direction) of the muon track. The
trigger logic includes a pattern finding unit to ensure that only tracks inside one tower (see
Figure 7.2) are triggered in order to limit the inclination angle of the muon track in the
x-z plane and optimize the reconstruction.

The lower scintillator layer is shielded by a 30 cm thick iron absorber which stops
muons below 600 MeV/c [Kor02] rejecting low energy muon tracks with a high multiple
scattering. The magnitude of multiple scattering was estimated by comparing the recon-
structed track segments in the two reference chambers. If the difference of the track pa-
rameters, slope and offset, is too large, the event is rejected. The cut values are optimised
using Monte-Carlo simulation as described in section 7.2.1.

7.2 Monte-Carlo Simulation of the Teststand
A full Monte-Carlo simulation is used to optimize the data analysis of the cosmic ray
teststand. The simulation is based on GEANT 4 [Ago03, Kor00] using a custom interface
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Figure 7.1: The cosmic ray test setup in the y-z plane. Muons with a momentum of less
than 600 MeV/c are stopped in the iron absorber.
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Figure 7.2: View of the cosmic ray test setup the x-z plane. The 5 trigger towers are
visible.
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Table 7.1: Monte-Carlo data sets used for studying the teststand data analysis.

Dataset Events Energy distribution Emin Emax

Cosmic 6.0 · 106 1/E2 100 MeV 100 GeV
Flat 733 · 103 1 100 MeV 100 GeV

for the implementation of the detector geometry [Kor02].
In addition to the detector components also 4 debugging planes are included in the

simulation where the information for each particle crossing them is recorded. This in-
formation contains particle identification and energy and the three dimensional velocity
vector. The data from the debug planes is used to reconstruct and select the muons tracks
in the teststand and to study multiple scattering effects depending on the muon energy.

Two different data sets were used as described in Table 7.1. The difference between
the two data sets is the initial momentum distribution for the incoming muons. In the first
data set data set a 1/E2 dependence was used, close to the energy distribution of cosmic
muons.

The second data set has a flat energy distribution between 100 MeV and 100 GeV.
This data set contains a much higher number of high-energy muons and was used to
understand the multiple scattering effects also for higher muon energies and to optimize
the reconstruction algorithm for straight tracks.

7.2.1 Muon Momentum Selection
To minimize track extrapolation errors due to multiple scattering, the measured deflection
angle between the two reference chambers in the plane perpendicular to the drift tubes is
used. From the simulated data sets, the relation between muon momentum and scattering
angle is determined to find a suitable cut on the scattering angle to select high momentum
muons and minimize the multiple scattering uncertainty.

Using the debug information the true scattering angle of a muon track ∆mMC can be
determined. The measured angle ∆mfit is calculated from the difference of the slopes
of reconstructed track segments in the two reference chambers. Figure 7.3 shows the
difference ∆mMC−∆mfit between the measured and the expected scattering angle from the
MC simulation, between the reference MDT chambers in the teststand. The width of the
distribution is a measure of the angular resolution of the teststand. A Gaussian fit to the
central region of the distribution gives a standard deviation of σ = 0.46 mrad. Tracks for
the wire position measurement are selected in a ∆mfit window of 1.6σ around zero with
an efficiency of 49.6% both in the data and in the cosmic Monte-Carlo simulation.

7.3 Wire Position Determination

7.3.1 Event Selection
To determine the wire positions in the prototype chamber, the distances of the wires from
the track extrapolated from the reference chambers are compared to the measured drift
radii in the test chamber. Events fulfilling the following criteria are selected:
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Figure 7.3: Difference between the scattering angles between the reference MDT cham-
bers in the teststand from Monte-Carlo prediction (∆mMC) and from measure-
ment (∆mfit).

• hits in the scintillator hodoscope allowing for a second coordinate measurement,

• reconstructed track segments in both reference chambers,

• Scattering angle of the muon ≤ 1.6 · 0.46 mrad = 0.74 mrad.

The detailed cut flow is shown in Figure 7.4 for the cosmic MC data set and the exper-
imental data. The strictest requirement is the scattering angle cut. A track in the test
chamber is not required because the track from the reference chambers are only com-
pared with hits in individual tubes of the prototype chamber. Tracks in the test chamber
are, however, needed for the alignment of the test chamber with respect to the reference
chambers as discussed in section 7.4.2.

The difference between data and MC in the efficiencies of the hodoscope hits and
the track in the second reference chamber requirements can be explained by the slightly
different trigger requirements in the MC simulation. Muons without hit in the bottom
scintillator layer are accepted in the simulation and the angular distribution of good MC
muons tracks is slightly different from the data, resulting in additional tracks missing the
second reference chamber.

7.3.2 Wire Position Reconstruction
The wire displacements in the y-z plane perpendicular to the tubes from the expected
positions are defined as (see Figure 7.5):

δy = ym − ye and δz = zm − ze , (7.1)

de and dm are the distances of the track to the expected and to the measured wire coordi-
nates (ye, ze) and (ym, zm), respectively. The drift radius rm determined from the measured
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Figure 7.4: Comparison of the cut flows for the cosmic MC events set and the data taken
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Figure 7.5: Effect of wire displacement on the track coordinate measurement. The drift
radius rm is determined from the measured drift time (see text).
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drift time gives the absolute value of dm: |dm| = rm. The track residual is defined as

∆ = |de| − |dm| = |de| − rm . (7.2)

A straight track in the y-z-plane is parametrized by y = mz + b. The expected drift radius
re for a wire with expected position (ye, ze) is the distance of closest approach of the track
to the wire given by

de =
b + mze − ye
√

1 + m2
. (7.3)

Similary for the measured drift radius:

dm =
b + mzm − ym
√

1 + m2
. (7.4)

de and dm are positive for tracks on the right-hand side of the wire (y > 0) and negative
for tracks on the left-hand side (y < 0).

To simplify the equations, only vertical tracks with track angle α < 0.05 rad are se-
lected and therefore 1 + m2 ≈ 1. Inserting equations (7.3) and (7.4) into equation (7.2)
and using equation (7.1) results in

∆ = |de| − |dm| = (ym − ye) − m(zm − ze) = δy − mδz . (7.5)

Since δz is multiplied by m, its contribution to ∆ is very small and δy and δz can be deter-
mined independently. To measure the positions of the wires at both ends of the tubes it is
necessary to separate the events according to the x position in the chamber and skip events
with muon tacks close to the middle of the tubes. This will reduce the available statis-
tic to less than 1/3 for each wire end compared to using all events for the measurement.
But the necessary accuracy of better than 6 µm for a wire is only achievable when using
all available data (see Sec. 7.4). For this reason all data available for a single tubes are
combined. The measured displacement is therefore a convolution of both displacements
on the two wire ends. The measured resolution for one wire is therefore

√
2 times larger

than for only one wire end.

7.3.3 Horizontal Wire Positions

There are two methods for determining the wire displacements:

A From the shift of the residual distribution .

B From the shift of the V–Plot: measured drift-time vs. expected drift radius.
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Figure 7.6: Track residual distribution for one tube in the Monte-Carlo simulation. The
shift of the distribution is determined from a Gaussian fit.

Method A: Residuals

Because of the selection of vertical tracks the mean of the distribution of the residuals in
Equation (7.5) can be approximated by (〈m〉 ≈ 0):

〈∆〉 = 〈|de| − |dm|〉 =
〈
δy − mδz

〉
'

〈
δy

〉
(7.6)

The shift of the residual distribution is determined using a peak finding algorithm [ROO]
and then fitting a Gaussian in order to refine the mean value. The residual distribution for
a typical tube in the Monte-Carlo simulation is shown in Figure 7.6.

For Monte-Carlo data without wire displacement, the mean of the measured displace-
ments for all 1152 tubes with respect to the wire positions used in the simulation in the
prototype chamber is (-0.4±0.17) µm with a resolution of (5.7±0.13) µm (see Fig. 7.9) for
the combination of both wire ends, equivalent to (4.0 ± 0.1) µm.

Method B: V–Plot

Plotting the expected track distance to the wire de against the measured drift time tresults
in a V–shaped plot (see Fig. 7.8). Since the r(t) relationship is not linear, only the central
part of the plot is fitted with a linear function

t(de) = s
∣∣∣de − δy

∣∣∣ + t0 , (7.7)

neglecting again δz and determining δy as the shift of the V–shaped function. The slope s
is proportional to the inverse of the drift velocity. t0 is an offset.

The accuracy of this method is not as good as the one of method A, but it provides
a good cross check. While method A is optimal for small wire displacements, large
displacements are easier spotted with method B providing the starting values for method
A.
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Figure 7.7: Distribution of δy, the horizontal wire displacement, for Monte-Carlo data
with ideal wire positions.
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Figure 7.9: δy distributions from method A (left fit parameters) and B (right fit parame-
ters)

For MC data without wire displacement the mean value of the displacements for all
tubes is (−0.7 ± 0.37) µm with a resolution of (11.9 ± 0.32) µm.

Figure 7.10 shows the distributions of the difference between the wire displacements
determined with method A and B:

∆δy = δy,A − δy,B . (7.8)

There is no systematic offset between the two methods. In the following method A is used
to measure δy and method B is only used as cross check. If the difference between the two
results is larger than 50 µm, tube is marked and checked separately.

Monte-Carlo Performance Tests

Figure 7.11 shows MC performance tests of the δy reconstruction algorithm. Artificial
shifts in the wire y coordinate were introduced and the observed δy compared to the ex-
pectation. Induced and reconstructed wire displacements agree perfectly within the mea-
surement errors (see Fig. 7.11(a)).

Figure 7.11(b) shows the effect of vertical wire displacements up to δz = 1 mm on the
δy measurement. As expected there is no dependence of the results on δz.

7.3.4 Position in vertical direction
To measure the displacement in z direction, the δz dependence of the residuals in Equa-
tion (7.5) is used. For this analysis no cut on the slope of the muon track is applied to
maximise the sensitivity for δz. Plotting the residuals ∆ against the slope m of the muon
track and fitting the data points with a linear function allows for extracting δz. δz is the
slope of the fitted function and δy the offset which is corrected for. An example of a fit for
one tube layer is shown in Figure 7.12(a). The correct position in y direction is verified if
δy = 0 within the errors of the fit.

To test the resolution of the δz reconstruction the algorith is applied to MC data with a
perfectly aligned wire grid. The width of the δz distribution is about σ(δz) = 30 µm, not as
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Figure 7.10: Difference between the wire displacements δy determined with the two
methods using 717837 MC events for 1152 tubes.
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Figure 7.11: Accuracy and robustness of δy reconstruction from MC simulation.
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(b) Distribution of δz for all 48 tube layers.

Figure 7.12: (a) shows a typical fit to find δz for a tube layer of MC simulation data and
expected wire positions. To measure the resolution of the δz finding algo-
rithm the value is determined for all 48 tube layers (16 layers in 3 sectors)
(b) with respect to the true wire positions and the width of the distribution
is determined.
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Figure 7.13: Linearity and accuracy of δz reconstruction.
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(a) Average temperature of the chambers. (b) Temperatures measured at different locations
on the test chamber.

Figure 7.14: Temperature measurements in the test-stand as a function of time during the
data taking run.

good as for the y displacements. To improve the accuracy, the average wire displacement
for a complete tube layer per section is measured, resulting in a resolution of 6 µm for 24
tubes combined (see Fig. 7.12(b)).

To test the performance of the δz reconstruction artificial wire shifts in z direction were
introduced in the MC simulation and reconstructed. The results are show in Figure 7.13
and prove the good performance of the algorithm.

7.4 The Cosmic Ray Data

After the validation of the performance of the algorithm using the Monte-Carlo simulation
the experimental data was analysed. Here, in addition, the r(t) relations of the reference
chambers and the test chamber have to be calibrated.

The wire position measurement is based on a data set of 6.0 M triggers during a period
with stable operating and environmental conditions. The test chamber is the prototype
chamber described in the previous chapter. Due to time constrains it was not possible to
equip the whole chamber with readout electronics. Therefore only the tubes in the middle
and long tube sectors (2 sectors × 16 layers × 24 tubes per layer = 768 tubes in total) are
connected to the readout. The short tubes present in the MC simulation are not included
in the analysis.

The average temperatures of the three chambers are shown in Figure 7.14(a), as a
function of time. Day–night variations are clearly visible but are no larger than 0.5◦C. The
rather large temperature difference of about 2◦C between the reference chambers and the
test chamber can be understood by a more detailed study of the temperature distribution
on the test chamber. For the MDT chambers the tubes are warmer on the read-out side
compared to the high-voltage side. This effect is most prominent for the test chamber (see
Fig. 7.14(b)), since the electronics is much denser.

The signal travel time along the wire to the readout electronics is determined using
the second coordinate information from the trigger hodoscope. The second coordinate
resolution is only about 5 cm due to the width of the scintillators of 9 cm, but it is enough
to achieve a time resolution of better than 0.3 ns.
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Figure 7.15: Event display of a cosmic muon track reconstructed in all three chambers.

7.4.1 Drift Tube Calibration
To minimize the influence of temperature variations on the r(t) relation, the calibration
was performed separately for small subsets of the data containing 50 000 triggers in time
intervals of approximately 500 s. This corresponds to 15 000 tracks in the reference cham-
bers and more than 5 000 tracks in the smaller test chamber fulfilling the quality criteria.
To avoid an influence of potential misalignment and temperature gradients between the
two multi-layers of the test chamber, they are calibrated separately.

A test of the performance of the calibration is the flatness of the track-residual distri-
bution as a function of the drift-radius (see section 4.4.3).

The flatness clearly improves after the calibration allowing for reliable and precise
track reconstruction. The offset close to the wire is due to geometrical restrains because
the drift radius can not be less than zero.

7.4.2 Alignment of the Chambers
Using the tracks reconstructed in the teststand, relative rotations and displacements of
the chambers can be determined. The relative positions of the reference chambers were
determined before and after the data taking with an optical alignment system showing no
significant movement between the two measurements. The test chamber mounting frame
blocked the optical paths such that alignment monitoring was not possible during the run.
Stable relative position of the reference chambers during the whole data taking period is
assumed.

The chamber alignment is measured by comparing track segments reconstructed in
the three chambers as described in section 4.3. As an example, the rotations around the
z axis are discussed in more detail. One can see in Figure 7.17(a) that the difference ∆
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Figure 7.16: Track residuals ∆ as a function of the track distance de to the wire for the
bottom reference chamber before and after the r(t) calibration.
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Figure 7.17: Measurement and correction of a relative rotation of the test chamber
with respect to the reference chambers around the z axis resulting in a x-
dependent y-displacement of the wires (see text).

between the reconstructed track position yref extrapolated from the reference chambers
into the test chamber and the track position ytest measured in the test chamber depends
linearly on the x position of the track indicating a relative rotation in the horizontal plane.
The maximum deviation over the whole length of the test chamber of 1 m is about ∆max ≈

4 mm, corresponding to a rotation angle of about 4 mrad.
After this alignment corrections to the chamber position the residuals are flat over the

whole x range (see Fig. 7.17(b)). The gap in Figure 7.17 for 225 mm < x < 375 mm is
caused by an acceptance gap of the trigger scintilators.

The relative chamber position in x direction with respect to the hodoscope are needed
only with lesser resolution of about 1 cm. They were measured mechanically during the
installation of the chambers in the teststand.

After misalignment corrections, all relative rotations are below 0.04 mrad (see Fig-
ure 7.18) and all relative shifts in y direction below 20 µm. The alignment in z direction
can only be measured with a rather large uncertainty of 100 µm using the track based
method (see section 4.3) but has also little influence on the track reconstruction. The z
position of the test chamber relative to the reference chambers is investigated in more
detail in section 7.5.1.
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Figure 7.18: Relative Rotation around the wire axis (see text).

7.5 Horizontal Wire Coordinate Reconstruction

The distributions of the residuals δy of the measured horizontal wire coordinates with
respect to the expected values are shown in Figure 7.19 for the four sectors of the test
chamber equipped with readout electronics (see Section 7.4), and in Figure 7.20 for all
tubes together.

After the measured position correction is applied to each wire and the displacements
of the wires with respect to their measured position are calculated. The width of the δy

distribution (Fig. 7.20) is now (5.93 ± 0.22) µm and has within errors the same width as
the Monte-Carlo prediction for a perfect alignment of the wires and chambers. Also the
distribution of the residuals shows no more dependence on the y coordinate of the corre-
sponding tube. This proves that the algorithms performs at the desired level of accuracy
of better than 5 µm for a single wire end also on the real data.

7.5.1 Horizontal Wire Grid Reconstruction

The plots in Figure 7.21 show a dependence of δy on the horizontal position of the tube in
the chamber. This is due to deviations of the measured wire grid from the expected grid.
The position of a wire yi(y0,e, dy,e, yskipp,e) in the expected initial grid is calculated from the
design parameters (see Fig. 7.22):

Parameter Value Description

y0,e 0 mm y coordinate of the origin (global position with respect
to the reference chambers)

dy,e 15.10 mm Wire pitch y direction
yskipp,e 7.55 mm y shift between adjacent tube layers

The wire pitch dy,e is derived from the outer radius of the tube of ro = 15.0 mm and a glue
gap of 100 µm between the tubes in the chamber. The displacement between two adjacent
tube layers yskipp is half of the wire pitch.

The fit is performed by the Minuit 2 program [MIN] implemented in the ROOT frame-
work [ROO]. The measured wire grid minimizing the χ2(dy, dz, yskipp) achieved during
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Figure 7.19: Measured residuals δy with respect to the expected wire y-positions for the
four sectors of the test chamber equipped with readout electronics.
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Figure 7.20: Residuals δy distribution for all tubes in the test chamber derived from the
expected and measured tube positions, respectively. The width of the dis-
tribution derived from the measured tube positions is σm = 5.93 ± 0.22 µm
(equivalent to the MC prediction, cp. fig. 7.7) and is limited by the perfor-
mance of the teststand.

chamber assembly is determined by using the χ2 function for

χ2(y0, dy, yskipp) =

Nwires∑
i=1

(
yi(y0, dy, yskipp) − yi,m

σy,i

)2

. (7.9)

with the measured wire position yi,m = yi,e(y0,e, dy,e, yskipp,e) + δy,i. The errors σy,i for the
individual wire y positions measurements are assumed to be equal and are estimated from
the Monte-Carlo simulation and experimental data to be about 6 µm. Only for outlying
wires with very large displacement the error is adjusted. If a wire is displaced by more
than 250 µm, the error is scaled up by a factor of 100 to avoid a bias of the grid fit due to
this tube. The results for the middle tube sectors are:

Parameter Upper ML Lower ML

y0 2.7± 7 · 10−4 mm 0.4± 3 · 10−4 mm
dy 15.1021± 1.6 · 10−4 mm 15.1009± 1.5 · 10−4 mm
yskipp 7.557± 5 · 10−4 mm 7.550± 2 · 10−4 mm

For the sectors with long tubes the fitted parameters are very similar:

Parameter Upper ML Lower ML

y0 54.7± 5 · 10−4 mm 56.8± 6 · 10−4 mm
dy 15.1026± 1.0 · 10−4 mm 15.1017± 2.4 · 10−4 mm
yskipp 7.550± 3 · 10−4 mm 7.543± 3 · 10−4 mm
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Figure 7.21: Residuals δy as a function of the y position.

One obvious difference is found in the value of the y0 parameter. There is a systematic
shift of 55 µm of both multilayers in the long sector away from the middle sector. It can
be explained by a misplacement of the combs holding the tubes during glueing which are
mounted on the granite table separately for each chamber sector (see section 6.2).

The residual distributions for each sector with respect to the fitted grid are shown in
Figure 7.23. They are distributed around zero and the widths are considerable smaller
than the residuals with respect to the expected grid in Figure 7.19. The upper multilayer
shows significantly larger residual width than the lower multilayer in both sectors. the
upper ML has been assembled first. It is possible that the second multiplayer has higher
accuracy because of more experience with the assembly procedure. In particular it is
important not to disturb the tube positions during the insertion of the ground pins.

Figure 7.24 shows the residual distributions with respect to the expected and the fitted
wire grid combined for all sectors with a width of (28.0 ± 0.8) µm and (22.4 ± 0.6) µm,
respectively. Calculating the positioning accuracy width of only one wire ends gives a
positioning accuracy of (19.8±0.8) µm with respect to the expected wire grid and (15.8±
0.6) µm with respect to the fitted grid (see Sec. 7.3.2).

7.5.2 Vertical Wire Grid Reconstruction
The vertical wire grid in z direction is determined by similar parameters as the horizontal
grid (see Fig. 7.22):

Parameter Value Description

z0,e 0.0 mm z coordinate of the origin (with respect to the refer-
ence chambers)

dz,e 13.077 mm Wire pitch in z direction
se 90.4 mm Spacer height between the two multilayers (distance

between the innermost tube walls)

The expected wire pitch in z direction for the densest tube package is given by dz,e =√
3/2·dy,initial = 13.077 mm. The measured track distance to the wires contains information

about the z coordinates of the wires once the y coordinates have been determined (see
previous sections) and are fixed. In addition to the origin and the wire pitch also the
vertical separation between the two multiplayers, the spacer height s, can be determined
for each sector.
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Figure 7.22: The wire grid in the MDT chambers is determined by four parameters: the
horizontal and vertical wire pitch dy and dz, the relative horizontal displace-
ment of the tube layers yskipp and s, the width of the spacer between the two
multilayers.
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(b) Sector B: long sector, upper ML.
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(c) Sector C: middle sector, lower ML.
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Figure 7.23: Residuals of the wire y coordinates with respect to the reconstructed wire
grid in the four test chamber sectors.
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Figure 7.24: Residuals δy of all wire positions with respect to the expected grid (a) and
with respect to the fitted grid (b).

The grid is fitted using the χ2 function

χ2 =

Nwires∑
i=1

(
zi(z0, dz, s) − zm,i

σz,i

)2

. (7.10)

The results for the wire z-pitch are separated for each sector:

Sector Multilayer dz [mm]

Middle Upper 13.09 ± 0.03
Middle Lower 13.10 ± 0.03
Long Upper 13.09 ± 0.02
Long Lower 13.11 ± 0.02

The results show a wire z-pitch which is 17 µm larger than the design value of 13.077 mm.
The larger glue gap indicates that the vertical pressure applied by the combs was not quite
sufficient to hold the tubes together at the design distance against the viscosity of the glue.

The results for the spacer height, when fitting both multilayers together, are:

Middle sector Long sector

Spacer width (90.3 ± 0.2) mm (90.4 ± 0.2) mm

The measurement agrees well with the design value se = 90.4 mm, meaning that the
mounting of the multilayers on the spacer structure worked perfectly.

7.6 Summary

The wire positioning accuracy in y directionσwire
y = σy,res/

√
2 is in each sector well within

the requirement of 20 µm, both with respect to the expected and for the fitted grid. All
results are summarized in Table 7.2. The only deviation from the design parameters is the
systematic relative displacement between the long and middle tube sectors in y direction.
This effect can be avoided by better alignment of the combs for the assembly of each
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(a) With respect to the expected wire grid. (b) With respect to the fitted wire grid.

Figure 7.25: Individual wire displacements in y direction for all tubes. determined seper-
atly for each tube (enlarged by a factor of 200).
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(a) With respect to the expected wire grid. (b) With respect to the fitted wire grid.

Figure 7.26: Layer displacements in z direction for all tubes determined separately for
each layer and sector (enlarged by a factor of 200).
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Table 7.2: Results from the horizontal and vertical wire grid measurement. σy,expected and
σy,fitted are the width of the δy distribution with respect to the expected and
fitted wire grid, respectively.

Parameter Value [mm] Difference [mm]
design measured

dy 15.10 15.1018± 1 · 10−4 0.018
yskipp 7.55 7.5500± 3 · 10−4 0.004
σy,expected < 0.020 0.0198± 6 · 10−4 –
σy,fitted < 0.020 0.0158± 6 · 10−4 –

dz 13.077 13.10± 0.02 0.02
s 90.4 90.4± 0.2 0.0
σz,expected < 0.020 0.016± 2 · 10−3 –
σz,fitted < 0.020 0.013± 2 · 10−3 –

sector. The values of δy for each individual wire with respect to the expected and fitted
wire grid, respectively, are shown in Figure 7.25.

Figure 7.26 shows the δz values for each tube layer and sector. Calculating the wire
displacements with respect to the fitted wire grid (Fig. 7.26(b)) shows much smaller δz

values compared to the displacements with respect to the expected wire grid with dz =

13.077 mm (Fig. 7.26(a)). In z direction the measurement errors are larger due to the
almost vertical muon tracks in the teststand. Only global layer displacements in z direction
can be measured. The vertical tube assembly is also more difficult than in y direction.
The glueing of the tubes in z direction introduces a systematic increase in the z-pitch
which is the same for both MLs. Since they were glued separately, the effect appears to
be reproducible. The fitted z-pitch can be used as new design value for future chamber
construction.
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Chapter 8

Test Beam Measurements

An important requirement for the new drift tube chambers is very high spatial resolution.
This is best tested using a high-energy muon beam on order to be unaffected by uncer-
tainties due to multiple scattering like for tests with cosmic ray muons. The H8 muon
beam line at CERN has also high intensity in order to collect sufficiency statistics under
controlled conditions. This facility has been used for ATLAS muon chambers tests since
the beginning.

This chapter discusses the test beam setup and the analysis of the data taken in 2011.

8.1 The Beam Line
The SPS1 was built in 1976 and is the second largest accelerator at CERN with an cir-
cumference of 7 km. The accelerator serves a wide range of purposes, from providing the
LHC with proton bunches to delivering beams to serve fixed target experiments such as
COMPASS2 or ICARUS3 and Opera4 at the CNGS5[CER09].

Another important task is to provide test beams for detector research and development.
These range from 400 GeV/c protons to a variety of secondary and tertiary particles. Sec-
ondary particles are produced when protons interact with a target. The secondary particles
are collected by magnets and directed to the experimental sites. Tertiary particles are de-
cay products of secondary particles. The weak leptonic π and K decays

π± → µ± + νµ and K± → µ± + νµ (8.1)

are of special interest for our tests. After absorbing the remaining hadrons in a beam
dump, a clean muon beam is achieved. The beam optics were set for a pion energy
of 180 GeV. The decay kinematics of the pions implies a muon momentum distribution
between

0.57 <
pµ
pπ

< 1.0 (8.2)

1Super Proton Synchrotron (http://user.web.cern.ch/public/en/research/SPS-en.html)
2COmmon Muon Proton Apparatus for Structure and Spectroscopy (http://wwwcompass.cern.ch/)
3Imaging Cosmic And Rare Underground Signals (http://icarus.lngs.infn.it/)
4Oscillation Project with Emulsion-tRacking Apparatus (http://operaweb.lngs.infn.it/)
5CERN Neutrinos to Gran Sasso (http://proj-cngs.web.cern.ch/)
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Figure 8.1: The beam profile for 180 GeV muons at the H8 beam line at CERN in 2011.
See the text for details.

with a peak at about 85% of the pion energy. The momentum of the generated muons
is therefore between 103 GeV/c and 180 GeV/c with a peak at 153 GeV/c. This energy
is much larger than the average energy of cosmic ray muons of 4 GeV/c. The multiple
scattering angle is inversely proportional to the momentum of the particle and is therefore
strongly reduced for the beam muons compared to the cosmic ray test stand by a factor of

θcosmic

θbeam
∝

pbeam

pcosmic
=

153 GeV/c
4 GeV/c

' 38 . (8.3)

The beam profile is shown in Figure 8.1. One can see that the profile is quite uniform
over the 8 cm measurement range of the beam monitoring detectors. The plots on the left-
hand side of the figure show that the initial pion beam is more collimated, but during the
transport in the beam line and after the decays the beam width is increased. The plots in
the middle show the horizontal and vertical distributions of the muon beam measured by
wire chambers located about 30 m upstream of the sMDT test chamber. The plots on the
right-hand side show measurements of detectors shielded by a 50 cm concrete absorber
about 30 m downstream of the sMDT test chamber. The beam profile is very similar to
the one upstream of the test chamber indicating that there is little scattering even with the
dump inserted in the beam line.
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Figure 8.2: Setup for the sMDT chamber tests at the H8 beam line.

8.2 Goals of the Beam Test
The goals of the test beam measurement of this sMDT chamber were

• the measurement of the single-tube spatial resolution without background radiation,

• the measurement of the track segment resolution without background radiation,

• the measurement of the single-tube efficiency for varying gas gain and

• performance tests of the system with new trigger chambers (RPC and TGC).

To study the performance with the new trigger chambers, the additional chambers have
been included into the readout and the trigger logic was adapted to accept the signals from
the trigger chambers.

8.3 Experimental Setup
The sMDT prototype chamber described in previous chapters was used for the tests. The
setup for the sMDT chamber tests is illustrated in Figure 8.2. Details about the chamber
readout system are given in Appendix A. To investigate the effect of different muon inci-
dence angles, the chamber could be rotated by up to 30◦. This is also important for the
calibration of the r(t) relation, because the algorithm needs muons at different angles to
find the correct solution (cp. Sec. 4.4.3).

Scintillation counters were used for the trigger: one upstream of the chamber oriented
vertically and two adjacent ones downstream of the chamber oriented horizontally. The
width of the scintillators was 9 cm resulting in a sensitive area of 9 × 18 cm2, sufficient to
cover the core of the beam (cp. Figure 8.1) with about 14 tubes.

The upstream scintillator had a length of 45 cm, the length of the downstream ones
of 1 m was long enough to fully cover the longest tubes in the sMDT chamber. This was
important for the trigger studies performed with the TGC (see Section 8.8.2).
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Figure 8.3: Photograph of the sMDT chamber test setup in the H8 beam line (see text for
details).

8.4 Data Taking and Preparation

The data was taken in summer and autumn 2011. During in total 4 weeks more than
100 million events were collected with a stable setup.

Since the sMDT chamber with its 16 precise positioned tube layers serves both as
reference and test chamber no relative alignment is needed.

8.4.1 Drift Tube Calibration

For the test beam analysis several data taking runs have to be combined. Rotation of the
chamber changes the tube position with respect to the stationary trigger scintillator. For
the maximum rotation angle of 22.5◦, a shift in the start time of the drift time spectrum by
more than 1 ns occurs. To correct for this effect, the t0 is fitted for every geometric setting
separately.

The r(t)-calibration algorithm needs a selection of tracks with different incidence an-
gles [Loe07]. In the test beam setup this is realised by rotating the chamber relative to
the beam direction around the wire axis. Several data sets with different rotations were
taken and combined for the calibration. The best results are obtained with at least three
different muon angles.

Combining the runs is complicated by the fact that the environmental conditions in the
H8 beam line vary with time. Temperature variations of up to 5◦C per day were common
(see Fig. 8.4). There were also rapid humidity changes.

The environmental conditions were recorded once per minute and written to a data
base. Using the time information of the data base and the time stamp of the events from the
data acquisition events within a temperature range of ±0.25◦C, but for different incidence
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Figure 8.4: Temperature of the chamber during 3 days of data taking. Gaps indicate that
the DAQ was not running during that time.

angles were selected and used to perform the r(t) calibration for different temperatures.

8.4.2 The Time Slewing Effect
Smaller signal pulses compared to the discriminator threshold tend to have a systematic
delay in the threshold crossing time, as illustrated in Figure 8.5, causing a jitter in the time
measurement. This time slewing effect is a reason for deterioration of the drift time and
therefore the spatial resolution of the drift tubes [Rie00, Ale00]. To correct for this effect,
the signal height is measured by an ADC integrated on the readout chip and the time
correction corresponding to a certain ADC value is determined. In order to do this, the
ADC measurement has to be calibrated to eliminate variations associated to the readout
chip production (see Appendix B).

For each event the following procedure is preformed:

1. Fit a (straight) track to the drift radii determined from the measurement of the drift
times td

2. Calculate the distance d of the track to the wire (see Eq. 7.3)

3. Determine the corresponding drift time tc using the r(t) relation.

As a measure of the signal height, the most probable value ADCm is determined from the
ADC distribution by fitting it with a combination of a Landau and a Gaussian function
constrained to have the same peak value ADCm (see Fig. 8.6). There is a clear dependence
of the ADCm value on the drift time. To avoid a bias from this effect all further calculations
involving ADCm are done in separate drift time bins. The width of a bin is chosen with
the following constraints:
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Figure 8.5: The time slewing effect: smaller signals tend to cross the discriminator
threshold at later times (see text).
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Figure 8.6: The ADC distribution for one bin and the whole tube.
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Figure 8.7: Slope m and offset b as a function of the drift time.

• Not less than 10 and not more than 30 bins,

• At least 2000 entries per bin.

This results in a bin width between 6.67 ns and 20 ns in a time window of 200 ns contain-
ing the full drift time spectrum. It is now possible to determine the difference δt = td − tc

for each ADCm,i value and drift time bin i and determine the correction functions

δt(ADC, i) = mi · (ADC − ADCm,i) + bi (8.4)

by fitting the distributions δt vs. ADC − ADCm,i with a linear function for each bin.
The resulting slopes mi and offsets bi are shown in Figure 8.7 as a function of the drift
time bin. The histograms are fitted with parabolas providing a parametrisation of the td

dependence of the correction Function (8.4) for the time slewing correction of the drift
time measurement.

The corrected drift times are used to determined the drift radii. The values of ADCm,i,
mi and bi corresponding to the measured drift time td are used to calculate the correction
δt(ADC, i) according to Equation (8.4). The correction is applied before the drift radius is
calculated from the drift time.

Figure 8.8(a) shows the distribution of δt. The effect of the time slewing correction is
also visible in the drift time spectrum. The slope of the rising edge becomes steeper after
the correction, corresponding to the a better drift time (and therefore spatial) resolution
(cp. Sec. 4.4.2). The time slewing correction shifts the t0 parameter of the drift time
spectrum, which has to be refitted. Also the r(t) calibration has to be redone because of
changes in the drift time spectrum.

To study the influence on the r(t) relation, the track residual distribution is examined.
The mean value of the residuals is still zero within 20 µm demonstrating that the t0 refit
and following calibration was successful. Comparing the width of the track residuals
before and after the time slewing correction already shows an improvement: the width is
clearly reduced (see Fig. 8.9). The improvement of the drift tube resolution is discussed
in Section 8.5.

8.4.3 Second Coordinate Measurement
The second coordinate along the tubes (x) is well defined by the trigger area. The maxi-
mum signal travel time difference within the width of the active area of 9 cm is less than



84 CHAPTER 8. TEST BEAM MEASUREMENTS

slewing_time_correction

Entries    6.859136e+07

Mean   0.1213

Sigma     1.247

t [ns]δ
-4 -2 0 2 4 6 8 10

0

500

1000

1500

2000

2500

3000

310× slewing_time_correction

Entries    6.859136e+07

Mean   0.1213

Sigma     1.247

(a)

 [ns]dt
-10 -5 0 5 10 15 20 25 30

0

100

200

300

400

500

600

700

800

900

310×

 before correctiondt

 after correctiondt

(b)

Figure 8.8: Distribution of the time slewing correction δt (a) and its influence on the
leading edge of the drift time spectrum (b).
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Figure 8.10: Finding the track residuals in the analysis layer (see the text).

0.1 ns and therefore negligible.
If the TGC is used for the trigger, the active area is 50 cm wide which would result in

an uncertainty of 1.5 ns. However, the TGC measures the second coordinate cathode pads
with a width of 9 cm. Adjacent layers are shifted by 4.5 cm. Combining the information
of the 8 layers of the TGCs allows reconstruction of the muon position in the x coordinate
with an accuracy of 5 cm by requiring overlapping pads.

8.5 Single Tube Resolution
To measure the single tube resolution σs(r) the distance d of a muon to the sense wire is
compared to the drift radii rd. The drift tube resolution σs(r) is the width of the residual
distribution σr(r) as a function of |d| corrected for the track extrapolation error σt(r) to
the respective tube:

σs(r) =

√
σ2

r (r) − σ2
t (r) . (8.5)

Since no external beam telescope was available to measure the muon trajectories the
sMDT chamber itself was used to reconstruct the tracks. First a track is reconstructed
using the hits in all 16 layers of the test chamber. If this is successful the event is analysed
further. The track is reconstructed again, using all tube layers except the layer analysed,
in this case the innermost layer of the first multilayer in beam direction (see Figure 8.10).
This procedure avoids a bias of the track reconstruction by the analysed tubes. σt(r) de-
pends on the spatial resolution of all other hit errors along the track and therefore on the
single tube resolution σs(r). σs(r) can be extracted from the width of the residual distri-
bution according to Equation 8.5 using the formula derived in [Hor05] to determine the
track error at any given position (y, z) along the track: using the positions (yi, zi) and errors
σr,i of the hits i used for the track reconstruction:

σ2
t (y, z) =

1
D

[
Λ22 − 2zΛ12 + z2Λ11

]
(8.6)
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Figure 8.11: Single tube resolution measured on the MC data set compared to the true
single tube resolution as a function of the track distance to the wire r = |d|.

with

(Λ1,Λ12,Λ22) =

n∑
i=1

(
1, zi, z2

i

)
σ2

i,r

and D = Λ11Λ22 − Λ2
12 . (8.7)

This formula is strictly valid only for tracks with angle zero. For tracks with a different
angle, the error estimation for the track position in the analysis layer is not as accurate.
One can also see that a larger number of track hits results in a better track accuracy.
Therefore only tracks with a hit in every layer are selected for the analysis.

Since σt(r) depends on the single tube resolution used in the track fitting and error
estimation, the result for σs(r) from Equation 8.5 used in the track fit and the whole
procedure is iterated. This iteration is terminated when successive results for σs(r) remain
equal within errors.

8.5.1 Monte-Carlo Tests

The procedure has been validated with Monte-Carlo simulation. 6 million muon tracks
were simulated. The energy of the muons was fixed at 180 GeV. The angular spread was
adapted to the measured width of the muon beam. The chamber and trigger scintillator
geometry was the same as in the real setup.

For the MC simulation the true r(t) relation and single tube resolution are known. This
allows for comparison of the results of the algorithm to the true values and for identifying
sources for a systematic bias. Figure 8.11 compares the measured and the true single tube
resolution. Both agree very well, demonstrating the correct performance of the algorithm.
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Figure 8.12: Number of hits on track for different distances to the wire.

Only close to the wire one sees a disagreement between measurement and input and
large errors on the data point. This effect is due to the small number of tracks in this
region of the tube. A track with zero impact angle close to the wire in the analysis layer
lies between two tubes in every second layer and therefore has too few hits to pass the
track quality criteria (see Fig. 8.12). To measure the resolution in the problematic region
a different method is chosen.

The slope of the leading edge of the drift time spectrum is related to the time resolu-
tion. From the r(t) relation the drift velocity v(r) can be determined. The spatial resolution
follows from the time resolution according to [Hor05]:

σ(r) = v(r) · σ(t) (8.8)

with

v(r) =
dr(t)

dt
. (8.9)

Figure 8.13 shows a linear fit to the first 600 µm of the r(t) relation which gives a drift
velocity of v = (46.5 ± 0.5) µm/ns. Comparing calibrations for different temperatures
shows that the drift velocity in this region is stable within 5%. The time resolution is
estimated as the rise time of the drift time spectrum which is determined as discussed in
Section 4.4.2. For the Monte-Carlo data the result is trise = (5.1 ± 0.1) ns. For the spatial
resolution follows σ(r) = (249 ± 15) µm for r < 600 µm. Comparing the result with
the input resolution shown in Figure 8.11 shows good agreement. This method does not
require a track in the analysed region.
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Figure 8.13: Determination of the drift velocity from the r(t) relation.

8.5.2 Data Results
For the analysis a data set of 4.5 million triggers with almost constant temperature of
(26 ± 0.25)◦C and zero incidence angle and high-quality t0 fit and r(t) calibration was
used. The next step was to select the tubes in the analysis layer used for the analysis.
Only tubes fully covered by the trigger scintillators were selected. This excludes all tubes
above and below the downstream scintillator as well as tubes that overlap with the small
gap between the two scintillators (cp. Fig. 8.2). Overall, 7 tubes fulfil the quality criteria.
Figures 8.14 and Figure 8.15 show the results for the single-tube resolution as function of
the track distance to the wire without and with time slewing correction.

The radial dependence for the resolution for both tube diameters without time slewing
corrections are in good agreement with the Garfield simulation of the drift properties taken
from [Kil10] and with each other in the radial range of r < 7.1 mm. Without time slewing
correction the average resolution is σ15

m = (128 ± 2) µm. This value is consistent with the
expectation from the average 30 mm diameter drift tube spatial resolution of (128± 2) µm
[Kor12].

After application of the time slewing correction, the average resolution of the 15 mm
diameter tubes is σ15

m,TS = (106 ± 2) µm. This values is in good agreement with the
expectation from the average 30 mm diameter tubes resolution of (106 ± 2) µm [Kor12].
Figure 8.15 shows that the radial dependence of the resolution of both the 15 mm and
30 mm diameter tubes also agrees well after the time slewing correction in the region
r < 7.1 mm.

Figure 8.16 shows σ15
m (r) and σ15

m,TS (r). The effect of the time slewing correction is
larger close to the wire where the signal height has a larger variation. Closest to the wire
the difference is σ15

m (0.6 mm) − σ15
m,TS (0.6 mm) ≈ 350 µm.

The resolution in the region close to the wire was analysed separately. From Fig-
ure 8.8(b), the rise time of the leading edge of the drift time spectrum decreases by 0.6 ns
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Figure 8.14: Comparison of the single tube resolution without time slewing correction
for the 30 mm� and the 15 mm� drift tubes and the corresponding Garfield
simulations [Kor12, Kil10].
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Figure 8.15: Resolution with time slewing correction for the 30 mm� and the 15 mm�
drift tubes [Kor12].
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Figure 8.16: Single tube resolution with and without applied time slewing correction and
the expectation derived from the ATLAS MDT drift tubes.

from (5.3 ± 0.2) ns to (4.7 ± 0.2) ns after the time slewing correction, resulting in a im-
provement of the spatial resolution from (259 ± 15) µm to (229 ± 15) µm for r < 600 µm.
Both values are compatible with the measurement of the 30 mm diameter tubes and the
Garfield simulation.

8.6 Single Tube Efficiency
The 3σ detection efficiency of the drift tubes and the effects of high counting rates have
been discussed in Section 4.4.4. For the test beam measurement without background
radiation there is no limitation of the readout electronics because the muon rate of the
beam is well below the limit of 300 kHz per channel and the average time between hits is
with about 0.2 ms several orders of magnitude above the 185 ns dead time. Thus the only
deteriorating effects on the 3σ efficiency are the δ-electrons created by the muons and the
short path length close to the tube wall.

The measurement of the single-tube efficiency uses a very similar method as for the
determination of the spatial resolution. After the resolution measurement has converged,
a final iteration is performed with the single tube resolution obtained as input. The muon
tracks are reconstructed without using hits in the analysis layer. If a tube in the analysis
layer has a hit, the drift radius rd is compared to the distance r between wire and track.
If the residual ∆ = r − rd is less than three times the singe tube resolution σ(r), the hit is
associated to the muon track and the tube responded. If there is no hit in a traversed tube
or if the residual is larger than 3 · σ(r), the tube did not respond.

The 3σ efficiency ε(r) is the fraction of responding tubes for a given track distance r
to the sense wire. The measurement for 30 mm diameter tubes (see Section 4.4.4) is used
as reference.
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Figure 8.17: 3σ efficiency for 15 mm and 30 mm [Kor12] diameter drift tubes as a func-
tion of the muon track distance to the sense wire without background radia-
tion.

8.6.1 Data Results

Figure 8.17 shows the results of the measurement. The average 3σ efficiency of the 15 mm
diameter tubes is (96.3 ± 0.1)% and therefore slightly larger than for the 30 mm diameter
tubes which have an average efficiency of (93.8±0.5)%. The higher average 3σ efficiency
of the 15 mm diameter tubes is due to the higher efficiency in the radial region r < 7.1 mm
and the steadily falling efficiency of the 30 mm diameter tubes. The higher efficiency for
the 15 mm� tubes compared to the 30 mm� tubes in the region close to the wire is most
likely due to the smaller influence of δ-electrons because of the smaller tube diameter.

The time slewing correction leads to a slight improvement of the average efficiency
from (96.3±0.1)% to (96.7±0.1)%, as seen in Figure 8.18. The difference is largest in the
region closest to the wire where the time slewing correction is more effective compared
to regions close to the tube wall (cp. Fig. 8.16).

8.7 Track Segment Resolution
The requirements for new muon detectors for the ATLAS muon spectrometer upgrade
are a angular resolution of better than 1 mrad (for use of drift tubes in the muon trigger
[ATL11]) and a spatial resolution of better than 60 µm even at a high background rates
up to 14 kHz/cm2. Since the resolution of the tubes is decreasing with rising background
radiation levels, the chamber resolution without background radiation has to be even bet-
ter. The dependence of the resolution on the background counting rate is discussed in
Section 9.

For a sMDT detector with N layers of tubes and average single tube resolution σtube =



92 CHAPTER 8. TEST BEAM MEASUREMENTS

r [mm]
0 1 2 3 4 5 6 7

 s
in

gl
e 

tu
be

 e
ffi

ci
en

cy
σ3

0.86

0.88

0.90

0.92

0.94

0.96

0.98

1.00

No time slewing correction

With time slewing correction

Figure 8.18: Effect of the time slewing correction on the 3σ efficiency for 15 mm diam-
eter drift tubes without background radiation.

106 µm (after time slewing correction), the track segment resolution is given by

σtrack =

√
σ2

tube + σ2
pos

N
, (8.10)

with the wire positioning error σpos which was measured to be less than 20 µm (see previ-
ous chapter) and therefore has a negligible effect. The prototype chamber with 16 layers
is expected to provide a track resolution of

√
(106 µm)2 + (20 µm)2/16 = 27 µm.

The angular resolution strongly depends on the separation of the multilayers which
individually have a spatial resolution of σML =

√
(106 µm)2 + (20 µm)2/8 = 38 µm. With

the lever arm l = 195 mm between the two multilayers the angular resolution of the
prototype chamber is given by

σα =

√
2 · σML

l
= 0.28 mrad . (8.11)

The measurement of the track segment resolution of the sMDT chamber is affected by the
same complication as the resolution and efficiency determination, that there is no external
reference system. But again part of the chamber itself can be used as reference.

The chamber is divided into two parts (yellow and blue in Figure 8.19), each consist-
ing of 8 layers, half of them in each multilayer. Figure 8.19 shows the different selections
color coded (yellow and blue). Dividing the chamber into alternating layers would have a
drawback: the track would always be on the same side of the wire for tracks with a small
angle and the reconstruction would have problems to solve this ambiguity. This way of
selecting tube layers also ensures that there is always an equal amount of large and small
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Figure 8.19: Selection of 4 layers per multilayer for the tracking studies.

drift radii in both divisions to avoid bias. As discussed in Section 8.5, the single tube
resolution depends on the distance of the track to the wire.

For each muon, two tracks are reconstructed, one using the yellow tube layers, the
other one using the blue layers, and their parameters are compared. The spatial resolution
is evaluated in the centre between the multilayers at z = 0 to minimize extrapolation
errors. For a track given by y(z) = mz + b, the track resolution can be determined from the
distribution of the distance ∆b of the two track pieces at z = 0:

∆y = yblue(0) − yyellow(0) = bblue − byellow = ∆b (8.12)

For the estimation of the angular resolution the slopes of the tracks are compared with the
small-angle approximation m = tanα ≈ α:

∆α = mblue − myellow . (8.13)

The widths of the distributions of ∆y and ∆α are larger than the real resolution for com-
plete track segments in the chamber because only half of the hits per track contribute with
this method (factor of

√
2) and because two measurements are compared (another factor

of
√

2). In total the widths of the residuals ∆y and ∆α are
√

2 ·
√

2 = 2 times the track
position and angular resolution, respectively.

The performance of the method was tested on Monte-Carlo data where the true muon
trajectory is known and can be compared to the muon track segment reconstructed in all
tube layers. Comparing the true trajectory with the reconstructed muon track allows to
measure the track segment reconstruction accuracy, both spatial and angular. Then this
value is compared to the results of the algorithm described above.

To do this, tracks are reconstructed using all 16 layers of the chamber and is com-
pared to the true muon track. The distributions of ∆y and ∆α are shown in Figure 8.20,
the histograms are fitted with a double Gaussian to account for a small fraction of badly
reconstructed tracks determined from scale factors Const1 and Const2 of the two Gaus-
sians. With the single tube resolution σMC

tube = 129 µm used in the Monte-Carlo simu-
lation a spatial resolution of σy = (32.6 ± 0.2) µm and a angular resolution of σα =

(0.288 ± 0.001) mrad is achieved.
The distributions of ∆y and ∆α from the two track method are shown in Figure 8.21

and the corresponding resolution results are given in Table 8.1. The result of the two-track
method agrees very well with the true track resolution. The method is now applied to the
beam data.
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(b) Residuals for true and fitted track position.

Figure 8.20: Comparison of the reconstructed track with the truth information about the
muon trajectory.
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(a) Angular residuals ∆α
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(b) Spatial residuals ∆y

Figure 8.21: Distributions of ∆α and ∆b for the Monte-Carlo data set.
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Table 8.1: Comparison of the true track segment resolution with the resolution deter-
mined with the two-track method for Monte-Carlo data. Both results agree
very well.

σα [mrad] σy [ µm] σtube [ µm]

True resolution 0.288 ± 0.001 32.6 ± 0.2 128.8 ± 0.2
Resolution from two-track method 0.287 ± 0.002 32.4 ± 0.3 128.5 ± 0.3
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(b) Spatial residuals ∆y

Figure 8.22: Distributions of ∆α and ∆y for the data without time slewing correction.

Data Results

Since the real single tube resolution is different from the one used in the Monte-Carlo
simulation one expects different resolutions. The distributions of ∆m and ∆y without and
with time slewing correction are shown in Figure 8.22 and 8.23, respectively. The calcu-
lated track resolutions σα and σy and the corresponding average single tube resolutions
σtube reconstructed using equation (8.10) are shown in Table 8.2.

Applying the time slewing correction improves the track angle resolution by 17%, the
improvement of the track point resolution is 19%. The average single tube resolution σtube

calculated from the track resolution is consistent with the direct measurement presented
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(b) Spatial residuals ∆y

Figure 8.23: Distributions of ∆α and ∆y after application of the time slewing correction.
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Table 8.2: Track segment resolution with and without time slewing correction (TSC) and
the corresponding average tube resolution σtube according to Eq. (8.10).

σα σy σtube

Without TSC correction 0.29 ± 0.01 mrad 32 ± 1 µm 128 ± 2 µm
With TSC correction 0.24 ± 0.01 mrad 26 ± 1 µm 104 ± 2 µm

Improvement 0.05 mrad 6 µm 24 µm

in Section 8.5. The estimate of 0.25 rad (0.29 rad) for the track angle resolution with
(without) time slewing correction from equation (8.11) agrees well with the measurement.

8.8 Tests with Trigger Chambers
For the new Small Wheels of the ATLAS muon spectrometer two different technolo-
gies as trigger chambers have been studied: Resistive Plate Chambers (RPC) and Thin
Gap Chambers (TGC). Both chamber types are already in use as trigger chambers in the
ATLAS muon spectrometer [ATL08]. Details about the two trigger chamber types can be
found in [ATL11]. Both technologies were tested together with the sMDT chamber in the
test beam. Using the good tracking capabilities of the drift tube chamber the spatial and
angular resolutions of the trigger chambers were measured.

8.8.1 Test with new RPC Chambers
The sMDT-RPC setup is shown in Figure 8.24. Several different RPC chambers were
included. All chambers were read out with the MDT readout electronics (cp. Fig. A.2).
Since the chambers were not equipped with trigger electronics, the same scintillators as
for the sMDT test were used. Figure 8.25 shows the track residuals measured in the glass-
RPC with respect to the sMDT chamber. Deconvoluting the sMDT track extrapolation
error results in a RPC spatial resolution of 190 µm. More details about the new RPC
chambers developed for the ATLAS muon spectrometer upgrade can be found in [ATL11]
and [RPC12].

8.8.2 Test with new TGC Chambers
To include the TGC chambers in the test beam setup two additional 128-channel TDCs
were installed in the VME crate. The readout scheme is described in detail in Appendix A.
The TGC chambers were placed on both sides of the sMDT chamber, at approximately
2 cm distance, as shown in Figure 8.26. Since the TGCs were supported on the sMDT
chamber, the whole system could be rotated together.

Only a small part of the readout strips of the TGC was equipped with electronics
because of limited availability. The active area was only 5 cm wide making it necessary
to adjust the chamber after each rotation to the center of the beam. The trigger was
generated by the readout pads in each layer of the TGCs. The trigger logic requires 3 out
of 4 pad layers in both TGCs. The pads signals were also used for the second coordinate
information in the analysis. The time resolution of the TGCs is about 25 ns. This is not
enough to trigger a precise drift time measurement in the sMDT chamber. To get a better
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Figure 8.24: Overview of the combined sMDT-RPC setup. [Han12]

Figure 8.25: Residuals of the RPC track position measurement relative to the sMDT track
[RPC12].
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Figure 8.26: The combined sMDT-TGC test setup.
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(a) Correlation of the track positions measured in
the sMDT and TGC chambers.
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Figure 8.27: Comparison of tracks measured in the sMDT and in the TGC chamber in
the H8 muon beam.

time resolution, an additional scintillation counter with a time resolution of about 0.3 ns
was included in the setup.

An important test of the TGC performance is the measurement of the spatial and
angular resolution. The sMDT chamber track measurement was used as reference and
compared to the track reconstructed by the two TGCs. Figure 8.27(a) shows the good
agreement between the two track position measurements, Figure 8.27(b) shows the angu-
lar residuals of the two track measurements giving an angular resolution of the TGC setup
of 0.38 mrad. More details of the setup and the analysis can be found in [Ben11].



Chapter 9

Performance under Gamma Irradiation

In this chapter the performance of the sMDT chamber technology under high γ irradiation
and the tests at the Gamma Irradiation Facility (GIF) [GIF00, Ago00] at CERN are dis-
cussed. Such tests have also been performed for the 30 mm diameter drift tube chambers
for the ATLAS muon spectrometer and serve as reference [Hor06].

9.1 The Gamma Irradiation Facility at CERN
The GIF was built at CERN to investigate the effects of high radiation rates on detectors
for the LHC experiments, especially the influence on the spatial resolution and efficiency
of the muon chambers [Ago00] as well as the ageing of detectors. The facility allows for
testing of large detectors (up to 3×5 m2) in the irradiation zone. The layout of the GIF
is shown in Figure 9.1. The X5 muon beam, similar to the one discussed in the previous
chapter, was initially available for the test of the 30 mm diameter tubes providing a high
rate of high momentum tracks with small multiple scattering effects. In 2004 the beam
line was removed and one now has to rely on tracks from cosmic muons. This results in a
much lower event rate and mostly low energy muon tracks which are affected by multiple
scattering (see also Chapter 7).

The γ radiation is produced by a high intensity 137Cs source. It emits γ radiation
at an energy of 662 keV. In 1997, when it was installed, the source had an intensity of
740 GBq. With a half life time of 30.17 years [CSl] the activity in 2010 was only 549 GBq.
The source can be attenuated by a set of filters mounted directly in front of the source.
Attenuation factors between zero and 10000 can be selected. The layout of the source
itself is shown in Figure 9.2.

9.2 Test Setup for the 15 mm Diameter Drift Tubes
Figure 9.3 shows the sMDT test setup in the GIF in 2010. Data was taken only with
the middle part of the sMDT chamber which was equipped with readout electronics (the
inactive tubes are marked yellow). Unlike for the wire position measurement, no external
reference system was available to determine the muon tracks and one has to rely on the
method applied in the test beam using the sMDT prototype chamber itself as tracking
reference. For this purpose, the lower part of the chamber is shielded by lead bricks such
that it can be used as reliable reference to define the tracks. Hits detected in the irradiated
region are compared to the reference muon track segments.

99



100 CHAPTER 9. PERFORMANCE UNDER GAMMA IRRADIATION

Figure 9.1: Layout of the GIF zone at CERN [GIF00]. The X5 muon beam was only
available until 2004.

Figure 9.2: Vertical cut through the γ irradiation source at the GIF: 1-3: Filters, 4: rod
for adjusting the source position, 5: radiation monitor, 6: 137Cs source. 7:
lead housing of source. 8: concrete shielding [Ago00].
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Figure 9.3: Test setup of the sMDT chamber at the GIF (left:front view, right side view).
The trigger coverage is chosen to maximise the cosmic muon rate with non
vertical tracks in the region with the highest achievable counting rate.

To reject muons with very low energies, a lead shielding is mounted underneath the
top scintillator that only stops low-energy muons, but unfortunately muons passing the
absorber also loose energy. It was not possible to install the lead absorber underneath
the sMDT chamber because of space limitations. The multiple scattering effects remain
large, especially since the muons have to cross upto 72 tube layers and not only 16 as in
the test-beam and for the wire position measurement.

The trigger coverage is defined by two blocks of scintillation counters [Ado10]. The
goal was to cover the whole multilayer close to the source and to trigger mostly on muons
traversing the region with highest irradiation rate. The geometry of the trigger hodoscope
allows for inclined tracks in the interesting region. Problems arising from almost vertical
tracks are discussed in section 9.4.

The data taking revealed several problems with the setup. The most important one was
the maximum counting rate the MDT electronics can handle. During the design phase of
the ATLAS MDT readout, the maximum hit rate per tube was estimated to be 300 kHz. If
the rate grows beyond that value, the TDC can still handle the data rate, but the bandwidth
of the transfer line between the TDC and the CSM is too small. Not all data in the TDC
buffer can be transferred to the readout system and parts of the hits is lost. Figure 9.4
shows the difference between the drift time spectra in the two multilayers. Multilayer 1 is
close to the source and shows high counting rate in many channels, multilayer 2 is further
away leading to lower hit rates in the tubes. For the γ background a flat time distribution
is expected since the arrival of the photons is not related to the cosmic muon trigger. This
behaviour is observed in the second multilayer. The first one, however, shows a decrease
in the background counting rate for larger times indicating the loss of hits. To solve this
problem, two approaches were used to reduce the data rate:

• Shortening of the readout window from 1200 ns to 300 ns and

• Switching off channels on the mezzanine cards in the irradiated region.

Figure 9.5 shows the difference in the number of hits in two typical events with short
and with long readout window. Hits outside of the expected time window for muon hits
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Figure 9.4: Drift time spectra in the two multilayers of the sMDT chamber. Multilayer
2 shows the expected flat background hit time distribution on which the trig-
gered muon drift time spectrum sits. Multilayer 1 shows a decreasing back-
ground hit time distribution indicating that a fraction of hits is not recorded.

(the maximum drift time after the trigger signal) are marked in red. Their number is
reduced significantly for the shorter readout window and the total data volume is much
smaller. This is another advantage of the sMDT chambers compared to the ATLAS MDT
system: the possibility of using a shorter readout window because of the shorter maximum
drift time to reduce the data rate and the required bandwidth of the readout electronics.
Unfortunately the reduction in the data rate was not enough for the readout bandwidth.

Switching off channels strongly reduces further the rate per mezzanine card and TDC.
16 of the 24 channels on each mezzanine card in the irradiated region were turned of
keeping the tubes with the highest rates in the readout for the performance studies. The
shielded part of the chamber already has low counting rate and the amount of data is low
enough for the full data transfer at the available bandwidth (below 300 kHz per tube is the
design value for the MDT electronics [Pos07]).

The location of the deactivated channels is illustrated in Figure 9.6. The measured
counting rate in channels on mezzanine cards with 24 active channels in the irradiated
tubes in the multilayer closer to the source, is lower than in the irradiated part of the
other multilayer despite the larger distance to the source (see also Figure 9.15(b)). This
is an indication that the electronics in this region suffer from saturation of the bandwidth.
Channels belonging to a readout board with shielded or disables tubes show a significantly
higher counting rate at the same irradiation flux. The analysis therefore focuses on the
small region of the sMDT chamber with high irradiation rate but no bandwidth saturation.
28 000 triggers were taken with the optimum electronics setup.

9.3 Data Preparation

Before the data from the sMDT chamber can be analysed, the trigger system and its effect
on the time measurement have to be understood.



9.3. DATA PREPARATION 103

Hit in drift time spectrum (analysis region)

Hit in drift time spectrum (reference region)

Hit outside drift time
spectrum

(a) 1200 ns long readout
window.

(b) 300 ns long readout win-
dow.

Figure 9.5: Occupancy of the chamber for different readout windows sizes the same
background radiation flux. Each picture shows one event.
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Figure 9.6: The different readout regions of the sMDT chamber in the GIF test [Sch10].
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Figure 9.7: Time distribution of the signals of the trigger scintillators perpendiculat to the
tubes before and after correction for the light travel time. Note the different
scales on the time axis.

9.3.1 The Trigger Hodoscope
Before the data analysis, the timing of the trigger hodoscope and its alignment relative to
the test chamber have to be verified. Exactly one hit in each of the four scintillator layers
is required for a reliable trigger signal which is not caused by background hits.

The hodoscope consists of two layers of scintillators parallel to the tubes and two
layers perpendicular to the tubes as shown in Figure 9.3. The position information of the
trigger hits in the parallel scintillators defines a trigger road within which the muon track
is expected (for details see next section). The time measurement of these two layers is not
used, the perpendicular layers define the trigger timing. They also allow for reconstruction
of the second coordinate of the track along the tubes.

The parallel scintillators only have to be aligned relative to the sMDT chamber. This is
done by comparing the extrapolated track points from the sMDT chamber to the position
of the scintillator layer. The accuracy of the track extrapolation is better than the scintil-
lator width of 4 cm. Combining the track residual information with the constraint that the
distance between two adjacent scintillators is known with an accuracy of one millimetre
allows for an good alignment accuracy of about 1 mm.

For the scintillators perpendicular to the tubes no alignment with tracks is possible
because the sMDT chamber provides no position information along the tubes. Therefore
the position of the middle scintillator was chosen to coincide approximately with the
centre of the sMDT chamber in x direction. A relative displacement results in a systematic
shift of the drift time in the sMDT tubes. Such a shift is, however, taken into account and
corrected by the t0 determination and thus the absolute alignment does not have to be
more accurate than a few centimetres.

The timing for the perpendicular scintillator layer is also important. The red his-
tograms in Figure 9.7 show typical time distributions of the signals of one of the scintil-
lators for the second coordinate information in the upper and in the lower layer. The time
spectrum for the upper layer is very broad, whereas the lower layer has a very sharp peak
with a width determined by the time resolution of the TDC of about 0.3 ns. The peak in
the lower layer is due to the fact that this layer is chosen to define the trigger time. Fig-
ure 9.8 illustrates the timing of the trigger input channels. All signals from the hodoscope
are routed through a discriminator with a variable output pulse length. The signal from
the lower layer at t2 is delayed relative to the one from the upper layer at t1. For the upper



9.3. DATA PREPARATION 105

Upper Layer

Lower Layer

Coincidence

t1 t2 tt

Figure 9.8: Timing diagram of the trigger hodoscope (see text).

layer a long output pulse is generated to ensure overlap with the signal from the lower
layer. The coincidence unit looks for a signal in both channels and generates the trigger
signal at tt. The offset tt − t2 is due to processing time of the electronics and is constant.
The difference tt − t1 includes several systematic offsets

• light travel time in the scintillator (variable),

• different cable lengths (constant) and

• influence of which scintillator was hit (constant),

and is not constant.
The light travel time in the scintillator can be corrected for by using the position in-

formation from the parallel scintillators with a resolution of about 5 cm corresponding to
a time resolution of 0.2 ns which is a factor of 5 smaller than the maximum light travel
time of 1.0 ns. Comparing the time spectra from the scintillators in the upper and lower
layer before and after the light travel time correction in Figure 9.7 shows that the spectrum
for the trigger layer becomes wider while the spectrum for the upper layer starts to show
several peaks. This peak structure is caused by different cable lengths connecting lower
trigger scintillators to the readout. Plotting the time spectrum for one scintillator in the
upper layer versus the corresponding active scintillator in the lower layer (Figure 9.9(a))
shows that the distribution is a combination of several peaks (Figure 9.9(b)). Now it is
possible to determine a time correction for every combination of upper and lower scin-
tillators. Figure 9.9(b) shows the effect of this time correction for one scintillator in the
upper layer: now the time distribution is independent of which scintillator combination is
hit by the muon track.

The final step is to correct the lower trigger scintilators times for different cable
lengths. Figure 9.10(a) shows the difference of the measured time in the upper (t1)
and lower (t2) hodoscope layer for the different lower scintillators. After correcting
for the different cable lengths at the lower scintillators all time differences peak at zero
(Fig. 9.10(b)).

The data from the hodoscope used for the analysis are the trigger time correction, the
trigger road in the y direction and the second coordinate measurement in the x direction
along the tubes.

9.3.2 sMDT Chamber
The drift time measured in the tubes is corrected for the trigger time correction and the
signal travel time along the wire obtained from the second coordinate measurement. Now
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Figure 9.9: Correction of the time of one scintillator of the upper layer time for the cable
lengths of the lower scintillators.

the t0 parameters can be determined. Unlike for the test beam measurements, there is now
a high background counting rate and a relative small number of hits for each tube from
the cosmic ray tracks (see also Fig. 9.11). Therefore it is not possible to fit the drift time
spectrum for each tube to determine t0 and a different approach was chosen. The drift
time spectra of all tubes in the reference part (see Fig. 9.15) were combined to determine
t0 of the chamber. Using this method leads to a systematic uncertainty: the flight time of
the muon. The active part of the sMDT chamber is 37 cm high corresponding to a flight
time difference of 1.2 ns. Using the position information for each tube, this effect can be
corrected for.

The next step after the measurement of t0 is the r(t) calibration. Since the spatial res-
olution decreases and also the r(t) relation changes at high background rates, only hits in
the reference region were used to fit the tracks used in the calibration algorithm. Cosmic
muons have the advantage that the tracks have different incidence angles and a combina-
tion of runs like for the test beam measurement is not necessary. To account for varying
temperature, the data set was split into blocks of 7 000 events calibrated separately.

To facilitate track reconstruction for the calibration, the information from the trigger
hodoscope is used to define a trigger road. If the position of the active scintillators above
and below the chamber is known, hits in the sMDT chamber are sorted into two cate-
gories: close to the expected path of the muon and outside this region. The second type
is neglected for the track fit. Another advantage of the trigger road is the possibility to
cross-check the fit result. If the extrapolated track point in the upper or lower hodoscope
layer differs from the position of the active scintillators, the reconstruction failed. An
example for such an event is shown in Figure 9.12(a). This happens mostly for nearly
vertical tracks traversing only one tube layer. In this case there is a left–right ambiguity
with respect to the wires the fitter cannot resolve. If also adjacent tube layers are hit,
the reconstruction works perfectly as shown in Figure 9.12(b). The possibility to use this
constraint is the reason for the already discussed hodoscope alignment. The number of
tracks failing the quality criteria is given in Figure 9.17 and is discussed in section 9.4.

Another important ingredient is the determination of the hit rate in the individual
tubes. For this measurement one has to rely on the hits recorded in the sMDT chamber.
The rate ρ in one channel is determined by the number of hits Nhits recorded within a time
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Figure 9.11: Combined drift time spectrum for all tubes in the reference part of the sMDT
chamber (blue, rescaled by 0.1) and the spectrum of the tube with the highest
counting rate (red, channel 13). The muon drift time spectrum is hardly
distinguishable in the second case.

window τ divided by the total number of events N.

ρ =
Nhits

τ · N
. (9.1)

Since the hodoscope is triggering on muon signals, the probability of finding a hit within
the time window of the drift time spectrum is higher than finding it outside which would
bias the measurement towards higher counting rates. The region after the maximum drift
time tmax is also not suitable, because the muon hit induces a dead time in the electronics
of about 200 ns and will mask hits arriving shortly after the arrival time of the muons.
Therefore the time range before t0, from ts = t0 − 70 ns to te = t0 − 10 ns, was chosen
(cp. the time spectrum in Figure 9.11). The dead time of the electronics can also have an
effect on the number of hits registered in this examined time window. Figure 9.13 shows
the distribution of the time difference between two successive hits in the same tube.

The dead time of the chips has two contributions: an adjustable dead time and the time
the channel is blocked by the incoming pulse and for the ADC measurement of the signal
height and can not process the next one. The first part is constant and set to the minimal
value of 17 ns for this measurement. The length of the second part varies depending on
the signal amplitude. The maximum of the distribution is reached at 200 ns and is used
as the electronics dead time for the analysis in agreement with the result for the ATLAS
MDT chambers [Hor06].

To correct for the loss of hits caused by the dead time, it is assumed that every detected
hit causes a fixed dead time td, thus reducing the effective length of the integrated readout
window for all events from N · τ to N · τ − Nhits · td resulting in:

ρcor =
Nhits

τ · N − Nhits · td
. (9.2)
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Hit in drift time spectrum (analysis region)

Hit in drift time spectrum (reference region)

Hit outside drift time
spectrum

Event: 106

b = 148.801923
m = 0.074390

2c = 4.026778

(a) Track reconstructed on the wrong side of the
wires pointing far away from the active scintilla-
tors. Only the very right tube layer was hit by the
muon track in the reference region.

Event: 160

b = 137.382786
m = 0.138891

2c = 9.786497

(b) Correctly reconstructed track hitting the ac-
tive scintillators. Two adjacent tube layers were
hit in the reference region.

Figure 9.12: Event displays for wrong and correct track reconstruction. The active scin-
tillators are marked in cyan.
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Figure 9.13: Time difference between two successive hits in a tube.

Using Equation (9.1), Equation (9.2) can be transformed into:

ρcor =
ρ

1 − ρ × td
. (9.3)

The validity of this correction for the given values of N = 28 000 and τ = 60 ns was
verified with a toy Monte-Carlo simulation. For input rates in the range of up to ρin,max =

1 500 kHz, 28 000 events each were simulated.
The expected number of hits 〈Nhits〉 for one event within a τ f = 4 µs long window

starting at t1 = t0 − 2 µs for the input rates ρin is chosen randomly using a Poisson distri-
bution with mean 〈Nhits〉. The time for each hit is also chosen randomly according to flat
distribution. Now the effect of the dead time is simulated. If the time difference δt to the
next hit is smaller than td, the second hit is lost. The time difference is always calculated
with respect to the last detected hit, since not detected hits will not induce a dead time.
The first hit in the event can not be masked by a preceding hit. To avoid a bias of this
effect the simulation is started about 2 µs before the active time window τ to allow an
equilibrium between detected and masked hits in the examined region.

The active time window used to calculate the rate was set to τ = 60 ns starting at
t = −70 ns. Counting the number of detected hits Ndet for N simulated events allows to
calculate the detected rate ρdet given by

ρdet =
Ndet

N × τ
(9.4)

and corresponds to the rate detected in a tube. The relative difference (ρdet − ρin)/ρin

is shown in Figure 9.14. With increasing rate more hits are masked and the difference
between ρdet and ρin grows. Applying the correction from equation (9.3) eliminates the
difference between ρin and the corrected rate ρcor within the error limits, therefore validat-
ing the correction function for the given time window and number of events.

Using the verified correction, it is now possible to measure the counting rate in the
sMDT tubes. First the rate without any irradiation from the gamma source is measured to
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verify that the electronics is not subject to a high noise rate. These noise hits are produced
inside the electronics by thermal noise or from some external source that leaks through the
Faraday cage. The maximum noise rate is 17.4 kHz, the distribution of the noisy channels
in the chamber is shown in Figure 9.15(a). Tubes with a high noise rate are located outside
the analysis and the reference region and will not have any influence on the measurement
of the counting rate in the tube or the efficiency.

Figure 9.15(b) shows the different rates for the whole chamber with maximum γ irra-
diation after the dead time correction. The switched off tubes on the mezzanine card close
to the source are marked white. The lower than expected counting rate in the region with
bandwidth problems is visible in the upper part in the right multilayer.

The highest rate measured in the analysis region is ρmax = 1 363 ± 27 kHz. This is
equivalent to 11.95 ± 0.24 kHz/cm2 for the 760 mm long tubes. The rate in the reference
region is below 50 kHz per tube and allows a spatial resolution and efficiency at the level
of the test-beam measurement.

9.3.3 Simulation of the Single Tube Efficiency

The program used to verify the rate correction factor can also be used to study the influ-
ence of the background counting rate on the 3σ single tube efficiency. The connection
between the dead time and the decrease of the efficiency has already been studied with
data in [Rau05]. In this section the assumptions are studied in more detail.

In addition to the background hits, muon hits are simulated. The simulation of these
hits takes into account three constrains:

• The maximum efficiency is limited is 94% (96%) for 30 (15) mm diameter tubes
due to δ-electrons.

• The time distribution is given by the drift time spectrum and
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(a) Counting rates for noise hits without photon irradiation.
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(b) Counting rates with photon irradiation.

Figure 9.15: Counting rate for each tube. Tubes behind the lead shielding (cp. Fig. 9.3
and Fig. 9.6) have a lower rate and are used as reference region. Tubes
above this region are combined in the analysis region. White tubes are either
switched off (4 × 6 cluster on the right side) or recorded no hits.
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Figure 9.16: 3σ drift tube efficiency measurements and simulations as a function of the
(uncorrected) counting rate for different tube diameters and electronic dead
times. All hits in the drift time spectrum are accepted.

• The tube has a limited time resolution.

To simulate the effect of the δ-electrons a random number in the interval p ∈ [0, 1] is
generated. A muon at time tµ chosen according to the drift time spectrum is only generated
if p ≤ 0.94. The time resolution of the tube is simulated by smearing out tµ using a random
time tr generated according to a Gaussian distribution with a width defined by the time
resolution of the tube for drift time tµ. The time resolution is calculated from the r(t)
relation and the single tube resolution σs(t). The muon time simulated is therefore

tµ,r = tµ + tr . (9.5)

σ(t) is calculated using the drift velocity and the spatial resolution σs(t) of the tube for a
given drift time. The time resolution σ(t) is given by

σ(t) =
σs(t)
v(t)

, (9.6)

with the drift velocity v(t) calculated from the r(t) relation using

v(t) =
dr(t)

dt
. (9.7)

For the application of the dead time the muon hit at tµ,r is treated like a background hit
and can be masked by an earlier hit. To study the efficiency the number of detected muon
hits is counted. Background hits at time t < tµ can fake a detected muon if t − tµ is less
than 3 times the time resolution at tµ.

Figure 9.16(a) shows the simulation for 15 mm and 30 mm diameter tubes. For better
comparison the efficiency at ρin = 0 was set to 94% for both diameters. As expected the
efficiency does not depend on the properties of the tube as long as the only deteriorating
effect is the masking of muon hits.

To verify the simulation, the measurement of the 30 mm diameter tubes with a dead
time of 780 ns was simulated. Figure 9.16(b) shows good agreement between the model
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and the data points [Hor06]. The amount of background hits being misidentified as muons
is below 0.2h and therefore completely negligible. The agreement for 200 ns dead time
between simulation and measurement is only good for rates up to 500 kHz, the additional
efficiency degradation is not covered by this simple model. The most likely explanation is
a degradation of the spatial resolution for hits shortly (less than 500 ns) after a preceding
hit. Nevertheless the results support the exception that the 3σ single tube efficiency for
the original MDT tubes and the new sMDT tubes are identical for the same dead time
setting and (detected) counting rate in the tube, except a small offset due to the different
3σ single tube efficiency at zero background counting rate.

9.4 Data Analysis
The analysis follows the same procedure as the test beam analysis. The tracks are recon-
structed in the reference region, extrapolated into the analysis region and then compared
to the detected hits in the tubes. Compared to the first results presented in [Sch10], the
following improvements are made:

• Improved calibration (temperature and time dependent).

• Known wire position from the cosmic teststand measurement.

• Improved trigger time correction.

Compared to the test beam measurement, the only good data set with high gamma irradi-
ation rates contain a very limited number of good events. Figure 9.17 shows the cut flow
for the analysis. Out of about 28 000 events 17% are rejected because of not enough or
too many hits per layer in the trigger hodoscope. In only 36% of the events passing the
hodoscope selection a track traversing also the reference region is found. Finally 3.3%
of the reconstructed tracks are rejected because they do not match the trigger road (see
Fig. 9.12).

Overall a good track is found in 28% of all events, resulting in 7 711 good tracks
usable for the analysis. The cut flow also shows the importance of a good r(t) calibration:
using a non-optimized r(t) relation reduces the number of tracks found to less than 55%
compared to using an optimal calibration because the track fit does not match the quality
criteria any more. Since there are 8 tube layers per multilayer in the trigger region each
tube will on average be hit by less than 1 000 muon tracks. This does not allow for a
detailed analysis of the radial dependence of the resolution and the efficiency.

The location of the analysed tubes is shown in Figure 9.6. To reduce the statistical
error, data from tubes with similar background counting rate are combined. Figure 9.18
illustrates the different selections, Table 9.1 lists the criteria for each rate bin.

However, it is not possible to reach the same tracking accuracy as in the test beam be-
cause of the smaller number of tube layers in the fit (maximum of 10) and the much lower
energy of the muons resulting in a large multiple scattering error. Unlike the wire position
measurement, the GIF setup has a much thinner absorber and no possibility to measure
the scattering angle in order to reject low energy muons. Also the track extrapolation will
have a larger uncertainty because the analysis region is outside of and not embedded in
the reference region. The calculated track extrapolation error (cp. sec. 8.5) is shown in
Figure 9.19. The track point accuracy decreases with increasing distance to the reference
region.
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Figure 9.17: Cut flow of the analysis before and after application of the optimized r(t)
relation.

Figure 9.18: Locations of the tube with comparable background rates belonging to the
different analysis regions. The analysis and reference regions of Figure 9.6
are also shown.
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Table 9.1: Selection criteria for the different analysis bins containing tubes with compa-
rable counting rates.

Bin Relative rate ρ/ρmax Rate ρ [kHz/tube]

1 0%< ρ/ρmax < 50% 0< ρ < 682
2 50%< ρ/ρmax < 70% 682< ρ < 954
3 70%< ρ/ρmax < 90% 954< ρ < 1227
4 90%< ρ/ρmax < 100% 1227< ρ < 1363
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Figure 9.19: Position of the different analysis regions.

After the data preparation, first the spatial resolution as a function of the background
rate is studied which is then used to measure the 3σ efficiency of the irradiated tubes.

9.5 Results

The spatial resolution of the tubes in the regions with low background counting rate is
taken from the test beam measurement. The large multiple scattering makes it impossible
to reach the same accuracy at GIF with cosmic muon tracks and the test beam result from
the last chapter is used as reference to estimate the multiple scattering. The widths of the
residual distributions for the rate bins and the reference region are shown in Figure 9.20.
After subtracting the track extrapolation error the residual width decreases especially for
the tubes with large distance to the reference region. To estimate the impact of the multiple
scattering, the residual width for the analysis region with the lowest rate is normalized to
the expectation for the 15 mm tubes at low rates from the test beam measurement. The
corresponding multiple scattering contribution is derived to be 149.9 µm. Figure 9.21
shows the average spatial resolution (equal to the residual width after corrections) of
the 15 mm diameter tubes together with the results for the 30 mm tubes [Kor12] and the
predictions (compare Figure 5.6).

The data points are above the expectation for the 15 mm diameter tubes but already
show a much smaller increase of the average resolution compared to the 30 mm diameter
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Figure 9.20: Measurement of the residual widths for the different rate bins before and
after corrections for track extrapolation and multiple scattering errors.

tubes. The relatively large errors are due to the rather low statistics and the uncertainties
from the track extrapolation.

Since the multiple scattering contribution was determined from the rate bin with tubes
closest to the reference region, the other rate bins have an additional systematic error due
to multiple scattering that cannot be determined and is not included in the error bars.

With the measured spatial resolution the 3σ efficiency of the tubes under gamma ir-
radiation can be determined. Since the most important effect limiting the 3σ efficiency is
the masking of muons by background hits, the efficiency is measured as a function of the
(uncorrected) counting rate per tube like for the 30 mm� tubes. For the same dead time
one expects the same efficiency for the 15 mm and 30 mm diameter tubes when all hits in
the readout window are accepted in both cases (see section 9.3.3).

The test beam result with a value of (96.7 ± 0.1)% was used for the 3σ efficiency
without radiation background instead of the measurement in the reference region because
of the better statistical and systematic precision. The GIF result for the 15 mm diameter
drift tubes is shown in Figure 9.22 together with the simulation discussed in Section 9.3.3.
As for the 30 mm� tubes the 3σ efficiency is described well by the simulation for back-
ground counting rates below 500 kHz per tube. Above that rate the measured efficiency is
lower than the simulation (see Sec. 9.3.3 and Fig. 9.16(b)).

Figure 9.23 shows the average 3σ tube efficiency of the 15 mm and the 30 mm diame-
ter tubes for different dead time settings and the hit selections as well as the corresponding
track segment reconstruction efficiencies for the examples of a 12-layer sMDT chamber
and a standard 6-layer ATLAS MDT chamber. The standard ATLAS dead time setting
is 780 ns to keep the readout bandwidth required for the transfer of all hits low enough.
Changing the dead time to the shortest possible setting of about 200 ns while recording
only the first hit in the in the time range of the drift time spectrum increases the efficiency.
This setting can only be simulated because the readout electronics always transfers every
recorded hit. Using the short dead time and all available hits gives the highest efficiency.
These measurements agree very well with the results for the 15 mm� tubes. These tubes
show no difference between using only the first hit or all hits because the dead time is
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Figure 9.21: Average measured resolution of the 15 mm diameter tubes for the different
rate bins compared to the results from the 30 mm GIF measurements for the
30 mm� tubes [Hor06] and the model predictions.

already at the level of the maximum drift time and it is therefore not possible to have a
second hit in the tube inside the time range of the drift time spectrum.

The track segment reconstruction efficiency is defined as the probability of finding a
given number of hits on a muon track in the chamber within 3 times the drift tube res-
olution (see Figure 9.23). For a good track one requires at least 4 hits. For the sMDT
chambers 6 hits out of 12 layers are required as an example. The standard ATLAS MDT
chamber contains only half of this number of tube layers. For both cases the track re-
construction efficiencies as a function of the background hit rate registered in the tubes
are shown in Figure 9.24. Here the difference between the new and old technology is
even more apparent because of the two times lower exposure of the sMDT tubes to the
background radiation. The minimum efficiency 95% requested for ATLAS is reached up
to the highest rates expected after the HL-LHC upgrade. For the 30 mm diameter tubes
this requirement is already violated at rates of 4 kHz/cm2 even when using the short dead
time. With the long dead time, the limit of the 30 mm� tubes is at even lower rates.

One problem for the efficiency measurement is the bad tracking resolution in the re-
gion with very high background counting rates. This results in a larger error on the single
tube efficiency.

9.6 Summary and Outlook
The irradiation of the sMDT prototype chamber in the GIF provided a test of the new
muon chamber technology under very high background irradiations expected at HL-LHC.
The gamma irradiation reached levels of 12 kHz/cm2, corresponding to 1.36 MHz/tube.
The average 3σ single-tube efficiency was measured as a function of the background
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counting rate and is in very good agreement with the expectations from previous tests
performed with 30 mm diameter drift tubes. Also the first measurement of the spatial
resolution of the 15 mm� drift tubes at GIF showed the expected behaviour. The deterio-
ration at high background flux follows the expectation, but shows a systematic shift to a
higher spatial resolution for high rates. This is most likely caused by a systematic effect
caused by problems in the determination of the multiple scattering contribution on the
residual with.

The results are still limited by statistics and by systematic constrains from the track
extrapolation and multiple scattering corrections. In order to study the drift tube perfor-
mance in more detail, in particular to perform the resolution and efficiency measurement
as a function of the track distance to the wire, an improved setup has been developed tak-
ing into account the experience from the presented measurements and has been used for
data taking in 2011 (see Figure 9.25).

The test chamber was installed rotated by 90◦. The longest tubes, now equipped with
readout electronics, could be moved even closer to the source increasing the maximum γ
counting rate. The lead absorber placed below the chamber filters more low-energy muons
and reduces the multiple scattering effects. The 4 top and 4 bottom tube layers of the
chamber are shielded by lead absorbers to act as reference region providing tracks with a
lower extrapolation error in the analysis region in the center of the chamber. Furthermore,
the bandwidth constrains of the readout electronics have been taken into account form the
beginning. To improve the rate measurement, the readout window was extended before
the drift time spectrum. This also allows to study the influence on the resolution and
efficiency of the time between the muon hit and the preceding background hit. This setup
was installed in summer 2011 and a high-statistics data sample has been taken. The
analysis is still ongoing and could not be finished within the time-scale of this thesis
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Figure 9.25: Improved setup for the 2011 GIF measurement campaign [Sch12b].

[Sch12b], but first results already support the claim that a preceding hit in a tube can have
an influence on the resolution of the following hit if the time difference is less than 500 ns.
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Chapter 10

Conclusions

In order to improve the sensitivity of the LHC experiments for new physics bejond the
Standard Model and to study Standard Model parameters even more precise it is planed
to increase the LHC luminosity in steps to up to 7 times the design value making it nec-
essary to re-evaluate the performance of the detectors of the expected higher particle and
background rates. For the ATLAS muon system, it was found that the innermost detector
layer of the forward region will not operate efficiently at the high background rates and
has to be replaced. Several detector technologies have been proposed for the replace-
ment. One very promising solution is a modification of the detector system already in use
in ATLAS, the Monitored Drift Tube (MDT) chambers. The new sMDT chamber tech-
nology contains drift tubes with half the diameter of the ATLAS MDT chambers tubes,
i.e. with 15 mm diameter (small), while keeping gas mixture, pressure and gas gain un-
changed to allow for easy integration in the existing system. Using the experience with
the present system to predict the performance of the new chambers shows that all require-
ments regarding spatial resolution and efficiency are fulfilled even under the HL-LHC
conditions.

To verify these predictions a full sized prototype chamber was built and tested at
different γ background irradiation rates in a high energy muon beam and at the Gamma
Irradiation Facility GIF at CERN. With straight cosmic ray muon tracks in a cosmic ray
test stand at LMU Munich in Garching it was verified that the sense wire positioning
accuracy of 20 µm required to provide good spatial track resolution was achieved during
prototype chamber construction.

Using the prototype sMDT chamber, the single tube resolution and efficiency without
background radiation was studied in a 180 GeV muon beam at CERN. The results agree
perfectly with the expectation from the ATLAS MDT chamber performance. The average
15 mm diameter drift tube resolution is (106 ± 2) µm, the average 3σ efficiency (96.7 ±
0.1)% deviating from 100% because of unavoidable δ-rays masking the muon signals.

Tests of the high-rate capability of the new chambers are particularly important for the
HL-LHC upgrade. For these measurements, the sMDT prototype chamber was installed
in the GIF at CERN and irradiated with a 549 GBq 137Cs γ source. The γ-rates mea-
sured in the tubes reached 1.36 MHz/tube corresponding to 12 kHz/cm2 which is close
the maximum expected rates of 14 kHz/cm2 in the ATLAS muon spectrometer at HL-
LHC [Bar05]. The measured efficiency drop is well in agreement with the expectation.
The 3σ drift tube and track segment reconstruction efficiency as well as the single-tube
and chamber spatial resolution fulfil and exceed the ATLAS requirements up to the high-
est expected background rates of the HL-LHC.
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Appendix A

Readout Scheme of the sMDT
Prototype Chamber

This chapter briefly describes the general layout of the readout system used for the sMDT
tests. More details and information about the different software packages can be found in
[Sch10]. Figure A.1 shows the sMDT chamber and all its connections for data transfer
from the chamber to the readout system. The trigger signal is generated by logic modules
in the NIM crate locking for hits in the scintillators within a given time window of about
20 ns. This logic can also be adapted to include the trigger signal coming from the TGC
electronics.

After trigger generation the information is passed to the VME crate. This crate in-
cludes several TDCs1 and measures the hits from the scintillators and from the TGC. The
scintillators are connected to a 16 channel single hit CAEN TDC, the TGCs are connected
to two 128 channel multi hit TDCs with the possibility to measure the time of the leading
and trailing edge separately. One module translates the trigger signal to the TTC2 format
used for the ATLAS MDT front-end electronics and transfers it via an optical fibre to the
CSMs3 mounted on the chamber. These modules reads the TDC and ADC4 information
from the buffers of the mezzanine cards connected to the wires. RPC chambers are also
sending their hit information to an mezzanine card connected to one of the CSMs. The
information of the CSMs and TDCs in the VME module is collected in the DAQ PC and
stored. This data is the basis of the off-line analysis tools and also used to provide an
online monitoring of the detector responses.

The parameters for the CSMs and mezzanine cards are set via the JTAG bus serviced
by an additional PC. The same bus is also connected to the on chamber temperature sen-
sors used to monitor the environmental conditions. This chamber temperature is send to
the Slowcontrol PC every minute.

Figure A.2 shows all services needed to operate the chamber. The centre of this system
is the Slowcontrol PC. It holds the database for the environmental data, controls the HV
and gas distribution system and hosts the website displaying the online information from
all sensors and detectors. The power supply for the CSMs supplies a low voltage (LV) of
5 V with currents up to 20 A per connection.

1Time to Digital Converter
2Trigger and Timing Control
3Chamber Service Module
4Analogue to Digital Converter
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Figure A.1: Overview of the DAQ system used for the tests.
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Appendix B

Calibration of the ADC of the MDT
Readout Electronics

The response of the ADC1 is not linear and the response curve has a large spread in the
production of the chips. Therefore it is necessary to calibrate the ADC for different input
pulses. The technical details can be found in [Pos07].

Via the CAN-Bus link (see Appendix A) the calibration mode of the mezzanine cards
can be enabled. The chip has 8 build in 50 fF capacitors that can be charged with a fixed
voltage of 200 mV, yielding an input signal charge between 10 and 80 fC. The number
of capacitors to charge can be selected via the control software. These capacitors are
discharged into the ADC when a trigger signal is received. From the response of the ADC
to the 8 different charge signals the calibration curve is calculated.

Figure B.1 shows the ADC count distribution for 50 fC (250 fF) input charge for one
channel. With a width of σ = 1.856 ± 0.005 counts the response is very uniform. The
calibration curve for this channel is shown in Figure B.2. Combining the measurements
for different input charges reveals the non-linearity of the ADC to charge conversion. The
variation for 24 channels on a single mezzanine card is shown in Figure B.3.

To apply the correction to the data the calibration curves for all channels are read,
then the charge corresponding to the ADC counts is determined using the calibration for
the active channel. For easier comparison to the raw ADC values the charge is converted
back into ADC counts using one specific channel as reference. Figure B.4 shows the
width of the overall ADC count distribution before and after the calibration. The width
of the distribution is smaller by about 10%, while the mean changes only by less than
3%. The effect is even more apparent when plotting the ADC value against the channel
number (Fig. B.5). The mean value of the ADC count distributions before the calibration
varies widely, after the calibration the distributions are very similar.

1Analog to Digital Converter
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