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Abstract

Advanced computerized solutions play a vital role in modern Operating Rooms (OR), however, they can also be challenging for the OR crew while operating them. It has been shown that such a lack of usability adversely affects patient safety and patient outcomes and can be rooted in the complex nature of the OR domain. The OR is a collaborative environment, where multiple users interact with distributed platforms of intra-operative devices, following a strict set of regulations defined as a surgical workflow. Moreover, sterility regulations limit the usage of classical touch-based interfaces. Creation and evaluation of computerized solutions for such an environment is not an easy endeavor. As a solution, in this work a specific domain model has been proposed. This model consists of surgical workflows, human roles and intra-operative devices, where their correlations are preserved in mapping tables. In next steps, this conceptual model has been exploited in development of two supportive frameworks specific to OR domain:

The first framework is OR-Use, which is developed for conducting multicenter usability evaluations for intra-operative devices. This framework facilitates the acquisition and management of usability data as required in different phases of usability testing such as planning and conducting. For the analysis phase, additionally a data visualization technique has been introduced, using the OR domain model and an off-the-shelf visualization toolkit.

The second framework is Signal.NET, a flexible framework that enables to define customizable, context-aware and human-centered interfaces for intra-operative solutions. This framework fuses the interfaces of all target systems in a unified interface, based on the modeled requirements of a given surgery. The behavior of such an interface can be adapted, utilizing a specialized visual editor. Furthermore, several categorical and spatio-temporal gesture recognition methods using different types of input modalities e.g. Kinect, Inertial Sensor, and machine learning techniques e.g. PCA, Manifold have been developed within the proposed framework.

Additionally, two methodological approaches are introduced to bring the proposed frameworks into practice. All the introduced concepts in this work have been investigated in several quantitative and qualitative studies, which approved their applicability in practice. These frameworks can be considered as the first in their type specifically designed and developed for the OR domain and can be a basis for many other multi-disciplinary collaborations and studies in the future.
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Part I.

Introduction and Backgrounds
RAPID advancements in technology have influenced most industry fields, and have led to spreading of complexity in many domains, including the Operating Room (OR). In the first section of this chapter, we explain some of the main problems raising up due to such complexity in the Operating Room for engineers and users. In the remaining sections, main research objectives of this study, our contributions as well as the structure of this dissertation are explained.

1.1. Problem Definition

In recent years, novel medical technologies have contributed to the improvement of modern health care. Novel technologies have enabled new methods to diagnose and treat patients, e.g. magnetic resonance imaging or minimally invasive surgery. Such approaches help to obtain precise information about a patient’s health status but also open new therapeutic treatments.

Unfortunately, this progress also introduces additional complexity to health care and brings up new challenges for engineers and users of this domain. Based on [18], one of the main reasons for failure of treatments in the Operating Room is caused by human errors. As medical staff has to deal with an increasing number of complicated medical devices and equipments, the risk for errors rises. These errors can lead to so called ’adverse events’, i.e. injuries caused to patients as the result of a medical intervention rather than the underlying medical condition [5]. According to an estimation published by an Institute of Medicine
released in 1999, between 44,000 to 98,000 people die each year from preventable medical errors in American hospitals. These figures exceed the annual number of fatalities caused by motor vehicle accidents, breast cancer, or AIDS.

Although many of these errors are not related to medical devices, some are directly or indirectly linked to their design and use [88]. Bleyer studied adverse events which occurred using medical devices. In 60% of the analyzed cases, use errors were identified as the cause of the incidents. This renders the wrong usage of technical equipment as the main reason for adverse events in medicine [15]. However, this is not solely attributable to the users. Frequently, users have to face poorly designed user interfaces (UI), which makes them insecure [46]. Schubert [122] presented similar results and reported that 80% of adverse events occurred while using medical devices are due to weaknesses of the user interface. Since improper and carelessly designed user interface can lead to an increased risk of patient treatment [18] and a reduced efficiency and quality of medical workflows, health care systems need to be designed with extra care. Basically, medical devices are only valuable for front-line clinicians, who make life-affecting decisions every day, if they make their job easier. Systems which increase their workload or the chance for error, will not be tolerated [143]. This is due to the fact that the success of any medical operation, besides surgeon experience, depends on the equipments used and data which is provided to the surgeon.

1.1.1. Usability Evaluations

Studying the usability of a system can improve its functionality and has become increasingly popular over the last decades [72, 108]. In many cases usability requirements are even turning to an official governmental constraint for the industries [72, 64]. The usability factor in medical domains such as the Operating Room plays a more critical role due to the fact that any mistake can lead to a serious problem.

Despite the fact that usability engineering techniques are successfully applied in many domains, creating systems with high usability can be a tremendous challenge in the OR due to the complexity of this domain [115]. When studying the usability of a system, it is crucial to have a complete understanding of the domain the system is used in. Yet in complex domains, this is not a simple endeavor [32]. In other words, to handle the complexity of the OR domain, usability specialists require deep domain knowledge, which they usually cannot acquire. Such lack of domain knowledge in complex domains impose challenges during all steps of conducting a usability test for usability specialists. Within the planning phase, usability experts report difficulties in knowing where and how to be-
gin, asking the right questions, developing realistic tasks, and understanding new domain-specific concepts [32]. While conducting the test, usability specialists struggle to interpret the relevance and significance of observed problems. Another problem is the huge amount of relevant usability data that has to be gathered and some how managed in such complex domains. Furthermore, compared to non-complex domains, the analysis of the collected usability data and reporting process require additional time and effort.

Considering the potential impact, which the usability of healthcare devices entails in regards to patient outcomes and the challenges posed to usability engineers when evaluating medical systems, the need for an approach to support their work becomes clear. Such supporting platform should facilitate the conducting, managing and analysis of usability data collected within multi-center studies.

1.1.2. Human Computer Interactions

As mentioned, various types of computerized medical systems are used in the OR, for instance to visualize volumetric patient data. However, when interacting with such devices during surgery, surgeons face challenges. Sterility regulations restrict the use of classical mouse-driven or touch-based user interfaces and control terminals are often required to be spatially separated from the main operating site [81]. Additionally, interventional workflow might not allow the surgeon to leave this site and the surgeon might only have very limited freedom of movement, while handling medical instrumentation. Typical solutions include delegating physical control over computerized systems to less-skilled assistants [50, 81]. This increases the amount of verbal communication, raising the chance of misunderstandings. The added level of indirection can also adversely affect precision and lead to inefficiency [81]. This problem can be targeted by replacing the traditional touch-based interfaces of intra-operative equipments with a gesture-based interface.

However, defining a gesture-based interface for the OR is not an easy endeavour. The OR is a collaborative environment and the interaction with several devices can be shared among multiple users based on the requirements of the surgical workflow. Additionally, user interaction requirements are highly dependent to the surgery type and surgeons’ decisions. Lack of such prior knowledge challenges the development of predefined gesture-based interfaces. Therefore, a gesturing interface for the OR should be customizable, context aware and capable to fuse interfaces of different intra-operative devices. However, to best of our knowledge, there is no generic software infrastructure to provide this in the Operating Room. There are few medical solutions which combine interfaces of different hardware. However, they are specialized for a specific type of surgeries and (1) present
a small or hardly extensible number of intra-operative devices, (2) they are platform and
technology dependent, or (3) they do not provide a flexible prototyping environment for a
large and heterogeneous number of research products (such as new device prototypes, new
algorithms, etc.). Most of the intra-operative solutions either exist as standalone software
packages, holding a loose interaction with their environment, or have been built tightly
into the target hardware devices, which obviously decreases the usability and customiza-
tion possibilities for new scenarios. Furthermore, most of these solutions are providing
their own interfaces to the surgeons, which increases the redundancy of the input and output
interfaces and accordingly the complexity of the OR.

1.2. Research Objectives

The principal objective of this work is to propose a generic model for the OR domain
and exploit it in the development of specialized solutions for supporting intra-operative
usability evaluations and HCI design. The following list explains our objectives in more
details:

- Defining a conceptual domain model for the OR which encapsulates the main com-
plexity aspects influencing the usage of intra-operative medical solutions.

- Designing and developing a specified tool or framework for supporting the usabil-
ity testing in the OR and overcoming challenges such as test conduction and data
management.

- Defining a new approach and tool for analysing the usability data, collected during
multi-center usability studies.

- Defining an applicable gesturing method considering the HCI limitations of the Op-
erating Room.

- Designing and developing a tool or framework for integration and customization of
the intra-operative interfaces, based on the requirements of a specific procedure.

- Evaluating the applicability of the proposed tools and concepts in context of syn-
thetic and real Operating Rooms.
1.3. Contributions

The first contribution of this work is in the proposed domain model for the Operating Room. This model captures the main complexity aspects of the OR, e.g. surgical workflow, human roles and intra-operative devices. The correlations of these aspects are preserved within the mapping tables. As the next contribution, this model has been exploited in design and development of the OR-Use framework, a usability testing support tool for the OR. This framework enables usability testing in multicenter evaluations. The OR-Use also facilitates the acquisition and management of usability data as required in different stages of usability testing such as planning and conducting. A novel usability data visualization technique is also proposed and developed into the OR-Use framework to support analysis of large set of data collected within usability studies. The work related to the OR domain modeling and usability evaluations, presented in this thesis, spawned a series of publications presented at major conferences in the field of computer-aided intervention and usability engineering:


- **A. Bigdelou, A. Katouzian and N. Navab.** Model-based visualization of usability data to support analysis in complex domains. 21th International Conference of *Usability Professionals Association (UPA).* Henderson, Nevada, USA, June 2012.


Another contribution of this work is the proposed touch-free interface that gives surgeons direct control over computerized systems by means of gestures. This approach learns gestures from examples given by a surgeon who can freely define movements that
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fit best a particular interventional scenario and personal habits. The proposed interaction
techniques do not require the surgeons to touch anything, change their position or leave
the patient while interacting with intra-operative tools. The proposed gesturing technique
has been developed and tested utilizing different input modalities such as inertial sensors
and Kinect. Furthermore, to successfully exploit the proposed gestureing technique into
the OR, a specialized framework, Signal.NET, has been designed and implemented based
on the key aspects of the OR domain model. The Signal.NET framework allows an easy
assignment of learned gestures to functions of arbitrary medical devices. Moreover, the
framework enables dynamically changing the assignment of gestures to target systems
based on current workflow stages. In the collaborative OR setting, the proposed approach
can also be used to distribute the control, based on different OR roles. A visual editing
environments is also developed to facilitate the customization of the gesturing interface at
runtime without further programming. Last but not least, several evaluations have been
conducted to evaluate the applicability and acceptance of the proposed techniques in this
work. The generality of our approaches allows an application in other domains with simi-
lar characteristics, however, the focus of this work is on the OR environment. The work
related to the novel gesture recognition technique and HCI designing framework, presented
in this thesis, spawned a series of publications presented at major conferences in the field
of computer-aided intervention and user interface:

- **A. Bigdelou**, T. Benz, L. Schwarz and N. Navab. Simultaneous Categorical and
  Spatio-Temporal 3D Gestures Using Kinect. IEEE Symposium on 3D User Inter-
  faces (3DUI). Orange County, CA, March 2012.

- **A. Bigdelou**, L. Schwarz, T. Benz and N. Navab. A Flexible Platform for Develop-
  ing Context-Aware 3D Gesture-based Interfaces. International ACM Conference on
  Intelligent User Interfaces (IUI). Lissabon, Portugal, February 2012.

- **A. Bigdelou**, L. Schwarz and N. Navab. An Adaptive Solution for Intra-operative
  Gesture-based Human-Machine Interaction. International ACM Conference on In-
  telligent User Interfaces (IUI). Lissabon, Portugal, February 2012.

- **A. Bigdelou**, L. Schwarz and N. Navab. Learning Gestures for Customizable Human-
  Computer Interaction in the Operating Room. International Conference of Medical
  Image Computing and Computer Assisted Intervention (MICCAI). Toronto, Canada,
  September 2011.
Several other studies have been conducted to gain the required understanding about the real-life medical applications in the operating rooms as listed below:


### 1.4. Overview of the Dissertation Organization

This thesis is organized in ten chapters. **Chapter 2** introduces our conceptual domain model of the Operating Room. **Chapter 3** introduces background knowledge regarding the general concepts of usability, usability in complex domains, and aspects of usability evaluations of medical devices. **Chapter 4** explains the architecture of the OR-Use framework. **Chapter 5** presents a novel usability data visualization technique, developed to assist the analysis of large set of usability data. **Chapter 6** reports about the conducted usability studies using OR-Use framework and several quantitative and qualitative experiments, performed to evaluate the OR-Use framework. **Chapter 7** provides some background and related works about gesture-based interaction and introduces a novel concept of categorical and spatio-temporal gesturing. It also contains details about our proposed gesturing technique. **Chapter 8** introduces the Signal.NET framework and its underlying architecture. **Chapter 9** shows the results of the conducted quantitative and qualitative experiments, to evaluate the proposed gesturing technique and the Signal.NET framework. Finally, in **Chapter 10**, we conclude and discuss about the future work and potential improvements of the presented methods.
CHAPTER 2

Operating Room Domain Model

In this chapter, we describe our approach for modeling complex domains from a generic perspective. Then, we introduce the key components of our approach, followed by an explanation on how to assemble them in a model. As the next step, we describe how our approach could be customized for the OR domain. This OR specific domain model could be incorporated into usability studies and can be a basis for designing context-aware interfaces for intra-operative systems.

2.1. Introduction

Although software systems are used widely in the Operating Rooms, not much work has been done for modeling and analyzing this domain from a software engineering point of view. Furthermore, available software frameworks are not defined and categorized based on a clear and uniform domain model. This issue causes many redundant implementations and a huge amount of extra work. As a solution to these problems, we present an Operating Room specific domain model. This model can be utilized to support usability study of intra-operative systems. Additionally, this model can be considered as a basis forcustomizing human computer interactions in this domain. The proposed model consists of various aspects of the Operating Room, which affect the domain complexity like workflow, human role and their interconnections.
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2.2. Complex Domains

According to [133], a domain can be regarded as a sociotechnical system, if it is composed of several layers as illustrated in Figure 2.1. The core of this domain consists of a technical system, surrounded by the workers interacting with it. Furthermore, the system is influenced by the organizational or management structures, and its environmental context.

![Figure 2.1.: Layers of a sociotechnical system, adapted from [133].](image)

Considering this representation of a domain, it is obvious that a technical view alone is not sufficient in order to fully capture its complexity. Instead, the context surrounding the technical system needs to be considered, as well. Vicente presents several dimensions of sociotechnical systems, which contribute to the complexity [133]. Complex sociotechnical systems commonly rate highly on some of the following aspects:

- **Large problem space**: A complex system tends to consist of many different elements and forces. Consequently, the number of potentially relevant factors, which workers and designers need to deal with, is enormous.

- **Social**: Many people must work together to make the overall system function properly. Therefore, clear communication is required to effectively coordinate all actions.

- **Heterogeneous perspectives**: Workers in complex systems often come from various backgrounds and thus represent potentially conflicting values of a diverse set of disciplines.

- **Distributed**: The demands associated with social coordination can be complicated as
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the involved people and parts of the technical system may be situated in physically different locations. In addition to this geographical separation, cultural aspects can further increase complexity.

• **Dynamic**: Usually, complex systems are dynamic and may have long time constants. It can even take days for the work domain to completely respond to an action from its workers.

• **Hazard**: There is a high degree of potential hazard in operating complex systems, as inappropriate human behavior or beliefs can have catastrophic consequences.

• **Coupling**: Complex sociotechnical systems tend to be composed of many subsystems that are highly coupled (i.e., interacting). Therefore, it is very difficult to control all effects of an action.

• **Automation**: Complex systems are often highly automated. In case of abnormal situations, which cannot be handled by automation, workers need to actively act as problem solvers.

• **Uncertainty**: The true state of the work domain is never known with perfect certainty, as there tends to be uncertainty in the data available to workers.

• **Mediated interaction**: As the goal-relevant properties of a complex system often cannot be observed directly by humans without aid, computer interfaces should provide workers with a mediating representation of the work domain. Hence, the everyday skills that people use to routinely explore the natural environment are insufficient to deal with the demands of mediated interaction.

• **Disturbances**: Workers have the responsibility for dealing with unanticipated events. Hence, they have to improvise and adapt to the contingencies of such an event rapidly, to maintain safety and productivity.

Chilana et al. argue, that workers in complex domains require deep subject-matter knowledge and experts insights [32]. Their work typically doesn’t consist of well-structured tasks. Instead it involves open ended and unstructured problems [115], and comprises many unique situations [32]. Domain experts need to deal with complex information, which may be incomplete or unreliable. Their decision making can involve tedious data analysis, while time might be a critical factor, and wrong decisions can have catastrophic effects. Such complex domains often consist of tightly coupled subsystems, and require
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the interaction of multiple users from various disciplines. Vicente argues that the presence of complexity is highly demanding to people who work in complex systems, and also for their designers [133]. Consequently, the evaluation and designing intuitive interactive solutions in such systems poses high demands to engineers. Typical examples of such domains include medicine, intelligence, and military [115].

2.3. Complexity in the Operating Room

An Operating Room is the unit of a hospital where surgical procedures are performed. Since an OR is a sterile environment, all personnel has to wear protective clothing, including caps, masks, gloves, shoes, and other coverings to avoid the spread of infections. Figure 2.2 shows a typical layout of an OR and the involved OR crew. The composition of an OR-team depends on the type of surgery, yet typical members are (1) the main surgeon, (2,3) assistant surgeons, (N) OR nurse, (C) a technical circulator and the (A) anesthetist. The colors indicate the level of sterility, blue means sterile and green non-sterile personnel and equipment. The patient bed is located in the center of the room. A separation sheet divides sterile and non-sterile area towards the head of the patient, which is located on the side of the anesthetist.

Apart from a range of surgical tools, contemporary equipment used within surgeries includes many complex systems, such as imaging devices, patient monitoring systems, tracking and navigation devices, and robotic solutions. The course of action during a surgery is determined by the surgical workflow of the performed procedure. In general, interventions are never performed in exactly the same way, as the experience of the surgeon and the background of the patient vary and complications may occur. Despite these differences, surgeries of one type generally share a common sequence of events. These typical steps represent the medical workflow of a procedure, which is called surgical workflow. The OR domain rates highly on several of the dimensions of a complex domain (see Section 2.2), including:

- **Social**: Many different people with distinct roles work together during a surgery, to fulfill the common goal of improving the patient’s condition.

- **Heterogeneous perspectives**: Considering the users and developers of an imaging device, many different perspectives need to be understood. While surgeons look at the system from a medical point of view, developers may be physicists and computer scientists, all engaged in different perspectives.
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Figure 2.2.: A typical layout of an Operating Room [141].

- **Hazard**: As the life of a patient is at risk during surgery, the high degree of hazard in the OR domain becomes clear.

- **Mediated interaction**: OR-staff members cannot access vital data about the patient’s condition directly. Instead, imaging devices or patient monitoring systems mediate this information. Hence, in addition to their medical skills, OR crew need to be able to utilize such complex technology.

- **Disturbances**: In case of complications, the OR-staff has to deal with unforeseen events, and therefore needs to respond quickly, to maintain the patient’s safety.

Bearing in mind the number of actors, the diversity of OR roles and the variety of equipment used during surgical interventions, the OR can clearly be regarded as a complex domain.
2. Domain Modeling Approach

A domain model, in the field of software engineering, can be thought of as a conceptual model of a family of systems which describes the various entities involved in those systems and their relationships [39]. The domain model is used in order to document the key concepts and identify the possible relationships among all major entities within the system like human roles, software and hardware resources and usually identifies their important methods and attributes. Having such a model and using various defined perspectives the problem solving process in that environment can be improved (speed, quality, flexibility).

As previously mentioned, the complexity of a domain may be rooted, among other things, in the interaction of multiple users and system components, and the presence of unforeseen events. We propose to tackle this complexity using the well-known divide and conquer principle. By decomposing the domain into its sources of complexity, and establishing a clear connection among the defined elements, a domain model could be created. In our approach, we encapsulate the complexity of a domain by a general approach, which can be specified individually depending on the domain of interest. Once such a model is defined for the target domain, it could be used in studies with similar scenarios, providing engineers with the necessary domain knowledge.

2.4.1. Main Components

Our conceptual representation of the complex domain consists of several key components. The first component is a view, which captures a single source of complexity. Next for each proposed view of the OR, we introduce a proper view representation. Then, based on these view representations, we define corresponding view elements. These elements embody aspects relevant to a given view, useful when focusing on the respective view. These components are explained in more detail in the following sections.

2.4.1.1. View

The first entity of our modeling approach is a view. It is used to capture a single source of complexity in the domain. Typically, one view captures features or functions of the system of interest, while another covers the involved stakeholders. Depending on the target domain, more specialized views are possible. For example, in the field of intelligence analysis, one view might focus on the various types of information sources, and a different view may encapsulate aspects regarding possible geographical distribution. When considering the domain of the Operating Room, one view could relate to the workflow of a
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surgery, and a second one might consider the different roles of the OR-team. The number of views is not limited, and ultimately depends on how many origins of complexity can be identified for the target domain.

2.4.1.2. View Representation

Once a view has been established, one needs to decide upon data representation. Depending on the nature of the view, various ways to illustrate it may be available. For instance, the workflow of a surgical intervention can be represented using several approaches. One is to describe the logical relations of the workflow steps as a simple flow chart. Another approach is to classify entities horizontally and hierarchical decompose the respective workflow steps [106]. Furthermore, one could alter the level of granularity of the workflow steps, in both methods. Once the representation has been decided based on actual data from the domain, elements for the view can be derived from the view representation. These elements should embody relevant aspects required for engineers when focusing on the respective view. Looking at the example of surgical workflows, the view elements would consist of the identified workflow steps. Furthermore, information about possible dependencies between the elements can be encompassed by arranging them in a certain structure. The surgical workflow steps for example, could be arranged as a directed graph.

![Figure 2.3.: A generic instance of a domain model.](image_url)
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2.4.1.3. Mapping Table

A mapping is defined as the correlation between two elements in two different views. The relationship of the elements can be specified through attributes, which may be defined based on the view context. As an example, when considering the two views actors and usecases, the participation of one actor in a particular usecase can be depicted by a simple true or false relation. A more sophisticated specification could break down this connection to responsible, accountable, consulted, and informed, similar to the well-known RACI matrix in the field of business analysis [67]. The set of possible mappings between the elements of two views are encapsulated within a mapping table, which forms the next building block of our modeling approach. As these tables abstract the complex connections between views, they provide the opportunity to easily move from one view to another, and hence allow engineers to evaluate and observe the domain, based on various perspectives and complexity aspects.

2.4.2. Domain Model Construction

In order to build the domain model, several steps need to be completed in close collaboration with domain experts, as they can provide detailed insights to understand the complexity of their field. First, the key sources of complications in the field have to be isolated with the help of domain specialists. This information can be used to define the views on the domain complexity. Next, one needs to find an effective method to represent each view, and the actual data for each view representation should be acquired in cooperation with the experts. Afterwards, one has to extract important elements from each representation, and decide upon their structure within the respective view. The last task is to select the views which will be connected by mapping tables, and define these mappings together with the domain professionals. Figure 2.3 shows a generic instance of the domain model, consisting of three different views connected by three mapping tables. In the following section we will construct an OR specific domain model, based on this approach.

2.5. Modeling the Operating Room

To create a proper domain model, we first carefully studied the OR in close collaboration with domain experts, i.e. surgeons and providers of the intra-operative devices. After analyzing the state of art in the modeling of the OR [109, 19, 106, 16, 77, 79, 78, 105, 117, 43], we identified three key components (views) of the OR domain, which can be
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Figure 2.4.: Excerpt of a surgical workflow flow chart.

considered as the primary sources of complexity. These are workflow, human role and the intra-operative device itself.

2.5.1. Surgical Workflow

The workflow of an intervention encompasses the common steps of one type of surgery, determining the tasks of each involved role and the use of surgical devices. A surgical workflow may be captured manually during field observations and interviews with surgeons or with automatic OR workflow recovery methods [118, 16]. When developing an intra-operative device, it is crucial to consider that the system has to integrate smoothly into the current workflow of an intervention and support surgical activities. If a system does not adapt to the surgical routine, it may not be accepted by the surgeons. Furthermore, surgical workflow is affected by the characteristics of a device and may be altered in case a system introduces new treatment opportunities. For these reasons, we see workflow as one of the key aspects of intra-operative usability evaluations, and therefore include it as a view in our model of the OR domain. In order to represent this view, we model the workflow as a simple flow chart, describing the distinct steps of a surgery, as depicted in Figure 2.4. Moreover, we define the workflow stages as view elements within this view.
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2.5.2. Human Roles

As previously explained, members of the OR-team have distinct roles. Although these roles are conditional on the type of surgery, roles involved in many surgeries include a main surgeon, an assistant surgeon, a nurse, an anesthetist and a circulator. Intra-operative devices can be used by multiple users with different roles. Depending on the human role, different tasks may be performed with the system. As the background of each human role can vary, diverse types of information or different ways of visualization may be required. Obviously, this introduces a high degree of complexity, which is why we consider human roles as the second view in our model. Figure 2.5 shows a basic example how the roles involved in the OR can be represented. Each entity is a distinct human role, which has to be included as an element within the human roles view.
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2.5.3. Intra-operative Devices

With the recent technological advances, intra-operative devices themselves have turned into complex systems. They provide a number of advanced functionalities, facilitating surgical procedures. As the functions of such devices are tightly coupled with the current workflow stage and the human roles interacting with the system, the third view in our domain model covers the target device itself. We describe a surgical device by two entities, features and states. A feature is defined as a functionality or part of the system, which can be operated by the user. Depending on the objectives of the modeling, the granularity degree of features can vary from low level user interface elements (e.g. record button, cancel button, and progress bar), to high level abstractions, which summarize several components (e.g. record controls). Features are encompassed in logical units called states. For modeling the states of a device we use a state machine diagram, as illustrated in Figure 2.6.

To represent the available features for each state, we used a simple feature tree as can be seen in Figure 2.7. An element in the device view consists of a pair device feature and corresponding device state.

2.5.4. Mapping Tables

To model the interconnections between various views, we further use mapping tables in our OR specific domain model. The relationship of the elements can be specified through
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Figure 2.8.: Exemplary mapping tables between (a) the device view and the human roles view, (b) the device view and the workflow view.

attributes, which may be derived from the view context. For example, one can easily see in which workflow stages a certain device feature is used, or which roles utilize that particular part of the system. Figure 2.8.a, Figure 2.8.b and Figure 2.9.a show exemplary mapping tables between the different view elements.

Figure 2.9.: (a) Exemplary mapping table between the human roles view and the workflow view, (b) the proposed conceptual OR domain model.
2.6. Summary and Conclusion

In this chapter, we introduced the major sources of complexity in the OR domain, in order to construct a conceptual domain model for the OR. The first is surgical workflow which has to be followed for a particular intervention. The concept of workflow affects the mental model that OR-team members have of the surgical device, as they expect it to be congruent with the respective workflow steps. Next, are different OR roles which the OR-team members hold while interacting with the device. We explained that a surgical device may be operated by nurses and surgeons simultaneously, while both roles have differing demands to the system, caused by their varying requirements. Finally, the intra-operative devices are introduced which may be used for several distinct clinical applications, and can hold a variety of functions, while only a subset of them is used during one type of intervention. We further showed that how the relations among all three views can be captured using mapping tables to form a unified conceptual OR domain model as shown in Figure 2.9.b.
Part II.

Intra-operative Usability Evaluations
CHAPTER 3

Background and Related Work

This chapter lays the foundation for our work regarding to usability evaluations. We introduce general concepts in the field of usability, and explain the role of usability in complex domains. Additionally, we describe aspects regarding the usability evaluations of medical devices, and present the state of art in usability evaluations support tools.

3.1. Introduction

Computer-based systems in the Operating Rooms have become widely used as a means of improving the treatment process and the patient outcome. On the other hand, they can increase the risks for human error, see Chapter 1. This problem can be targeted by studying the usability of intra-operative devices. Thus, studying the usability of computerized solutions has become increasingly popular over the last decades. Usability can be defined by the ease with which a user can operate, prepare inputs for, and interpret outputs of a system or component. The aim of usability studies is to improve the user interface of a system regarding the usability components of interest. As the concept of usability is seen as a crucial factor for the commercial success of many products, it is addressed in a variety of industrial standards [2, 72].
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Figure 3.1.: Usability as part of system acceptability, introduced by Nielsen [108].

3.1.1. Usability

Several definitions of usability have been proposed in the literature [108, 2, 125]. An established definition of usability has been made by Nielsen in [108]. He embedded usability into the concept of system acceptability and confined it against related factors, as shown in Figure 3.1. Based on Nielsen, the overall acceptability of a system emerges from its social and practical acceptability [108]. The later component can be broken down into several categories, including usefulness, cost, compatibility and reliability. The usefulness of a system is accomplished once it can be used to achieve a desired goal. This category is divided into utility, determining whether the system provides the necessary functions to fulfill its purpose and usability. Nielsen describes usability as a set of five measurable components:

- **Learnability**: Systems should be easy to learn, so novice users can easily start getting the expected work done with the system.

- **Efficiency**: Systems should be efficient to use. After having learned the system, users should be able to achieve a high level of productivity.

- **Memorability**: Systems should be easy to remember to make it possible for casual users to return to the system after some period of not having used it, without the need to learn everything all over again.

- **Errors**: Systems should have a low error rate, which enables users to make few errors during the use of the system. In case of errors, the system should provide an easy way to recover. Catastrophic errors should not occur.
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- **Satisfaction**: Systems should be pleasant to use, making users subjectively satisfied while using it.

Several other definitions for usability also have been proposed [2]. However, due to similarities, it is possible to translate other definitions to Nielsen’s model. Liljegren [92] shows how Nielsen’s five components can be mapped to the components of ISO 9421-11 [2]. For the remainder of this thesis, we only consider Nielsen’s definition, as it is commonly accepted and in our opinion provides a clear and practicable view on usability.

3.1.2. Usability Engineering

Usability engineering is a methodological process to improve the user interface of the system under the test. Instead of determining the usability of system based on personal opinion, usability engineering measures usability attributes, and compares these measurements against predefined usability goals. The process is an integral part of the development cycle of a product, and is characterized by its iterative nature, the early involvement of users, and the usage of prototypes.

![Diagram of the basic usability engineering life cycle](image)

**Figure 3.2.** The basic usability engineering life cycle, proposed by Butler [25].

Several usability engineering models have been presented in the literature. Although these approaches differ in detailed aspects, they essentially contain the same basic cycle of analysis, design, build and evaluation as shown in Figure 3.2. During the analysis stage, the focus lies on understanding the potential users of a system, and on developing a conceptual model of their work, i.e. analyzing the tasks they want to accomplish with the system. Furthermore, usability goals can be defined in terms of measurable criteria. These goals can be used in the evaluation phase to determine whether the iterative design is complete. In the design stage, the work is concentrated onto the user interface, in a manner that corresponds to the users’ conceptual model. Within the build stage, prototypes of the user interface are constructed, which evolve to a fully developed system with each iteration.
of the engineering cycle. At the end of each iteration, usability evaluation methods are applied to assess whether the design facilitates the users’ tasks, or to determine how to improve the design itself.

3.2. Evaluation Methods

A variety of methodologies to evaluate the usability of a system’s user interface have been proposed. This section will give an overview of existing evaluation methods, and describe a selection of methods in detail. In [73], Ivory et al. discuss the state automation in usability evaluation and therefore propose a taxonomy for categorizing usability evaluation methods along four dimensions:

- **Method Class**: a high level description of the type of evaluation, e.g. usability testing or inspection.

- **Method Type**: a description of how an evaluation is performed within a method class, e.g. thinking-aloud protocol within the usability testing class.

- **Automation Type**: a description of the evaluation steps that are automated, e.g. capture, analysis, or critique.

- **Effort Level**: a description of the type of effort required to execute the method, e.g. model development or interface usage.

In order to group existing usability evaluation methods, Ivory et al. use five different method classes of Testing, Inspection, Inquiry, Analytical Modeling and Simulation. Table 3.1 provides an overview of the evaluation methods which Ivory et al. have summarized in their work. The decision regarding which method should be used during a usability assessment ultimately depends on the goal of the assessment, and other factors, including the quantity of suitable test subjects (if required), time constraints, and availability of financial means. The remaining of this section describe main method classes as introduced by Ivory et al. [73].

3.2.1. Testing Methods

Usability testing is regarded as the most fundamental way to evaluate usability [108]. They refer to all evaluation methods which involve test users working with the target system within a controlled environment. Test subjects perform predefined tasks with a fully developed product or a prototype, while being observed by usability engineers. All these
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<table>
<thead>
<tr>
<th>Method Class</th>
<th>Method Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thinking-Aloud Protocol</td>
<td>user talks during test</td>
</tr>
<tr>
<td></td>
<td>Question-Asking Protocol</td>
<td>tester asks user questions</td>
</tr>
<tr>
<td></td>
<td>Shadowing Method</td>
<td>expert explains user action to tester</td>
</tr>
<tr>
<td></td>
<td>Coaching Method</td>
<td>user can ask an expert questions</td>
</tr>
<tr>
<td></td>
<td>Log File Analysis</td>
<td>tester analyses usage data</td>
</tr>
<tr>
<td></td>
<td>Codiscovery Learning</td>
<td>two users collaborate</td>
</tr>
<tr>
<td></td>
<td>Performance Measurement</td>
<td>tester records usage data during test</td>
</tr>
<tr>
<td>Inspection</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cognitive Walkthrough</td>
<td>expert simulates users problem solving</td>
</tr>
<tr>
<td></td>
<td>Pluralistic Walkthrough</td>
<td>multiple people conduct cognitive walkthrough</td>
</tr>
<tr>
<td></td>
<td>Heuristic Evaluation</td>
<td>expert identifies violations of heuristics</td>
</tr>
<tr>
<td></td>
<td>Perspective-Based Inspection</td>
<td>expert conducts narrowly focused heuristic evaluation</td>
</tr>
<tr>
<td></td>
<td>Consistency Inspection</td>
<td>expert checks consistency across products</td>
</tr>
<tr>
<td></td>
<td>Standards Inspection</td>
<td>expert checks for standards compliance</td>
</tr>
<tr>
<td>Inquiry</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Field Observation</td>
<td>interviewer observes system use in users environment</td>
</tr>
<tr>
<td></td>
<td>Interviews</td>
<td>one user participates in a discussion session</td>
</tr>
<tr>
<td></td>
<td>Surveys</td>
<td>interviewer asks user specific questions</td>
</tr>
<tr>
<td></td>
<td>Questionnaire</td>
<td>user provides answers to specific questions</td>
</tr>
<tr>
<td></td>
<td>Screen Snapshots</td>
<td>user captures UI screens</td>
</tr>
<tr>
<td>Analytical Modeling</td>
<td></td>
<td>predict usability problems</td>
</tr>
<tr>
<td></td>
<td>Cognitive Task Analysis</td>
<td>predict learnability</td>
</tr>
<tr>
<td></td>
<td>Knowledge Analysis</td>
<td>assess design complexity</td>
</tr>
<tr>
<td></td>
<td>Design Analysis</td>
<td>program that acts like a user</td>
</tr>
<tr>
<td></td>
<td>Programmable User Models</td>
<td>write program that acts like a user</td>
</tr>
<tr>
<td>Simulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Information Processing Modeling</td>
<td>mimic user interaction</td>
</tr>
<tr>
<td></td>
<td>Genetic Algorithm Modeling</td>
<td>mimic novice user interaction</td>
</tr>
<tr>
<td></td>
<td>Information Scent Modeling</td>
<td>mimic Web site navigation</td>
</tr>
</tbody>
</table>

Table 3.1.: Description of usability evaluation types [73].

Method consists of four main stages as planning, conducting, analysis and report. To ensure the validity and reliability of this technique, selected test users need to be representative for the end users of the product. Furthermore, the given tasks need to reflect the real work, which will be done with the system. One advantage of usability tests is the fact that most problems can be found by only a small number of test users. Studies have shown that 8-10 subjects can identify up to 80% of the usability problems [108]. Another advantage is that testing methods capture the exact problems of the interface being assessed. Depending on the applied method, usability tests can yield qualitative data, or quantitative results. A
good way to document these results is by recording a video, as it allows for a subsequent analysis of the test session. Recordings typically include captures of the computer screen, or the interaction of users with a device from a wider perspective. However, one has to consider, that the time necessary to analyze a videotape can be between three and ten times the duration of the actual test [108]. As Table 3.1 shows, there are numerous methods to conduct a usability test. The following subsections will introduce the most common testing methods, including thinking-aloud, performance measurements, and log file analysis.

3.2.1.1. Thinking-aloud

Thinking-aloud is typically used for formative evaluations. The idea behind this method is that test subjects continuously verbalize their thoughts, while interacting with the system. This results in a considerable amount of qualitative data. The main advantages come from the communication with the users [108]. Evaluators get a good understanding, how potential users experience the system. The produced comments facilitate the detection of usability problems, and can be utilized to report such issues to the development team. However, thinking-aloud has some drawbacks as well [108]. Most people feel uncomfortable while executing this technique, and therefore interrupt their utterances regularly. Moreover, the need for constant verbalization can slow down test subjects, which renders performance measurements as less realistic. When reviewing user feedback, evaluators run the risk of overrating comments about the user interface. Hence, it is crucial to carefully interpret all observations.

3.2.1.2. Performance Measurement

Performance measurement is based on analysis of recorded usage data, while test subjects perform a given set of tasks. The method results in clearly defined performance metrics including, task completion time, number of performed tasks, success ratio, number of errors, recovery time from errors, detail statistics about usage of each feature. These metrics quantify how users perform certain tasks in a specific context and they provide an objective basis for determining the usability of a user interface [125]. They can be used for assessing whether certain usability goals is achieved, e.g. cross versions comparisons. The recommended number of users is ten, in order to receive reliable results. With the data collected with this method it is possible to compare and rank different features, however, it does not find individual usability problems [108]. Several video recording and event logging tools has been proposed to automate the capturing of usage data, thus facilitating the measurements [73].
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3.2.1.3. Log File Analysis

Log file contains statistical information on the usage of a system [108]. Log file analysis is commonly applied to extract information about how a system is used in the field. Usually, the statistics show the frequency of usage for different features in the system, or other quantitative information similar to those collected for performance measurements (e.g. number of error messages, or usage time). This information is beneficial for finding seldom used features, or functions which frequently cause errors. In consequence, the system under the test could be improved, appropriately. Typically, the necessary data is captured from low-level parts of the system, like keyboard or mouse, or by logging the function calls within the software. This method facilitates the collection of large amounts of data from different users.

3.2.2. Inspection Methods

Usability inspection methods examine usability aspects of a user interface regarding its conformance to a set of predefined guidelines. Guidelines are a list of well-known design principles, which can vary from highly specific prescriptions to more general aspects. This is a heuristic evaluation method and its results rely solely on the judgement of the evaluators [73, 108]. Nielsen suggests to involve at least three to five evaluators, in order to find approximately 75% of overall usability problems. Heuristic evaluation and cognitive walkthrough are among the well-known method types in this class. A heuristic evaluation is usually performed with usability specialists where they evaluate the system according to heuristic principles. Nielsen [108] defines heuristics as rules that have to be considered when designing a user interface, including, feedback to user about the current system state, constructive and precise error messages and UI design consistency. The cognitive walkthrough aims at evaluating a system based on the usability attribute such as learnability, efficiency and effectiveness.

3.2.3. Inquiry Methods

Inquiry methods are based on direct feedback received from users and are often used to complement usability tests. However, the focus does not lie on studying specific tasks or measuring performance. These methods aim at high level subjective impressions, like preferences or opinions about various aspects of the UI [73]. Commonly applied inquiry methods include questionnaires and interviews. Questionnaires are useful to collect information about user subjective opinion from a large set of test subjects, as they can be filled
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out without additional help from an interviewer [8, 42]. On the other hand, questionnaires require a considerable amount of preparation time. A key criteria for designing questionnaires is to standardize the pre-formulated answers. In contrast, in interviewing method questions can vary depending on the situation and allow direct contact with the users. The evaluator asks predominantly open ended questions to gather information from the user. Because of the high information density in user interviews, it would be possible to gather the required information with a smaller number of test subjects. Overall, compared to questionnaires, interviews are more flexible, but they require more time and organisational expenses [8].

3.2.4. Analytical Modeling Methods

Analytical modeling techniques supplement conventional evaluation methods such as usability testing [73]. Using some representation or model of the UI or the user, these techniques enable the prediction of usability. As Table 3.1 shows, a wide range of analytical modeling methods has been proposed. Most approaches are based on the model human processor (MHP) presented by Card et al. in [27]. Further details about these methods can be found in [80, 113, 73].

3.2.5. Simulation Methods

Similar to analytical modeling techniques, most simulation methods are based on the MHP, and supplement conventional usability evaluation [73]. Models of the user or the UI are utilized to simulate the interaction of the user with the interface and to generate reports about the interaction, e.g. similar to performance measurements. Simulations can be conducted with varying parameters to study various interface design tradeoffs, in order to facilitate design decisions. Moreover, simulations can be used to generate synthetic usage data for log file analysis techniques. Further explanations about simulation methods can be found in [73].

3.3. Usability Evaluations in Complex Domains

Although usability engineering techniques are successfully applied in many domains, creating systems with high usability can be a tremendous challenge in complex domains [115]. In complex domains, the interaction with the device is strongly influenced by its usage context. This makes the heuristic analysis process quite challenging. It is crucial to have a thorough understanding of the usage domain, while studying the usability of a
system. However, in complex domains, this is not a simple endeavor. In most cases, usability professionals are not able to fully acquire the required expertise, even after working in the same field for several years [32]. Considering this lack of domain knowledge, usability studies are aggravated by the domain-specific terminology, the presence of many unique situations, and the limited access to domain experts [32]. In general, comparing with non-complex domains, the analysis of usability data demands for additional time and more complementary effort in complex domains.

Chilana et al. [32] interviewed 21 experienced usability professionals to uncover which problems are commonly faced in complex domains. Based on this study, there are three characteristics of complex domains, which aggravate the work of usability experts:

- The domain-specific terminology aggravates the understanding of the domain and the communication with domain specialists.
- Complex domains encompass various unique situations and frequent exceptional conditions, which is why usability professionals have difficulties to fully apprehend the domain.
- Getting access to domain experts is challenging, yet crucial to understand domain-related details, and to find representative users participating in usability tests.

3.3.1. Specific Challenges for Usability Testing

Complex domains impose challenges during all steps of usability testing. Within the planning phase, usability experts reported difficulties in knowing where and how to begin, forming the right questions, defining realistic tasks, and understanding domain-specific concepts. While executing the test, usability specialists struggled to interpret the relevance and significance of observed problems, and had trouble to prepare for exceptions. Compared to non-complex domains, the analysis and reporting process demand for additional time and effort. Experts felt less confident while recommending design changes, and were overly concerned about their credibility. Bearing in mind that usability specialists usually lack in domain knowledge, the difficulties in applying analytical and simulation-based evaluation methods become clear [115].

3.4. Usability Evaluations of Medical Devices

As mentioned in Chapter 2, OR can be considered as a complex domain. Hence, the aforementioned difficulties for usability specialists can be generalized for this domain.
This section addresses some studies reporting about the importance of usability for medical staff and introduces previous works on evaluating the performance of usability evaluation methods in this domain. Furthermore, the role of usability standards for manufacturers of medical equipment will be introduced. In [76], Jannin discuss about assessment in CAI domain.

### 3.4.1. Usability for Medical Staff

Since the different aspects of usability may stand in conflict with each other, they cannot always be weighted equally for usability goal setting [108]. Therefore, it is crucial to realize what constitutes usability for the medical staff, before conducting tests in this domain. Liljegren investigated the importance of each Nielsen’s five usability components, from the perspective of medical staff. Using a questionnaire, he asked 80 physicians and nurses of intensive care and surgical units to grade each of the five aspects regarding its contribution to usability. The most significant component for the medical staff was ‘difficult to make errors’, making up 30% of the overall usability. The components ‘easy to learn’, ‘efficient to use’ and ‘easy to remember’ were each graded with 20%. Satisfaction received a grading of only 10% [92]. The findings of Liljegren provide a good understanding on how to prioritize usability attributes for medical devices.

### 3.4.2. Best Practice in Medical Domain

In order to identify appropriate usability evaluation methods for medical devices, Liljegren compared four common evaluation methods within a medical environment [92]. He evaluated hierarchical task analysis, cognitive walkthrough, heuristic evaluation and usability tests. Based on his work, usability tests fulfill all relevant criteria and are also able to cover all components of usability. He recommended usability testing to be the primary evaluation method for medical devices. Cognitive walkthrough and hierarchical task analysis can be applied to complement usability tests. In [90], Kushniruk et al. report about applying a usability testing methodology during a period of 10 years. In general, usability testing methodologies include the following four stages:

- **Planning**: This stage include all the preparation steps which should be performed before the test such as defining test objectives, test tasks and creating the questionnaires.

- **Testing**: The real test is conducted with representative test subjects. Kushniruk et al. propose the thinking-aloud method for medical environment. The entire session is
audio and video recorded, including footage of all computer screens and the actual users while interacting with the system.

- Analyse: The next step is to analyze the gathered recordings. Depending on the objectives of the usability test, different approaches to analyze captured data can be used, ranging from informal reviews to formalized methods.

- Report: Finally, the results need to be interpreted and reported to improve the system. This may include summarizing various aspects of the system, such as frequency and importance of identified problems.

3.4.3. Regulatory Constraints

Before placing a new medical device on the market, manufacturers need to consider several usability related regulations imposed by law in most countries. As an example in Germany, the 'Medizinproduktegesetz' [116] stipulates documentation and process requirements regarding a variety of aspects of a medical system, including its usability. Although these laws are country specific, most countries have adopted harmonized standards as basis of their regulations. In order to verify the conformance with country law, manufacturers need the approval of the responsible institution, e.g. the Food and Drug Administration (FDA) in the U.S., which assesses the compliance with relevant standards. Regarding the usability of a medical device, the recently published standard ISO/IEC 62366: Medical Devices - Application of Usability Engineering to Medical Devices [72] should be considered. It replaces the ISO/IEC 60601-1-6 standard, and aims at reducing the risk of medical errors due to poor interface design, by proposing a specific usability engineering process, which should be applied by manufacturers. To comply with the standard, manufacturers are required to document all aspects of the process in a Usability Engineering File, providing traceability to demonstrate that the Usability Engineering Process has been followed [64].

3.5. Usability Evaluations Support Tools

Performing usability evaluations is not always an easy endeavor due to challenges associated with the acquisition and the management of usability data as well as the analysis of huge amount of collected information. In order to overcome these challenges, several usability evaluation support tools have been proposed in different domains as reported by Ivory and Hearst [73]. Such tools reduce the required amount of labour and costs assigned to these tests and therefore they can be performed on a frequent, iterative basis, within
the development life-cycle. Morae [101], Mangold INTERACT [68] and Nodlus Observer [14] are commercially available tools which consist of a recorder and analysis tools. Several tools are further introduced for usability studies of web-based applications such as Web Usability Probe [4]. Technically, they analyze the html source of the web pages and by adding a spy script for each UI control, generate a usage report. Similarly, authors in [7] propose HUIA framework to record and visualize the interaction logs for applications on smart phones. SAVE [65] provides comparable functionalities for augmented reality applications where users interact in a virtual environment. During the analysis stage the recorded data can be played back in the virtual scene, providing interaction information in the same fashion as the recorded videos. In the OR context, there are several methodological studies available on the topic [130]. However, despite its vital effect, to our knowledge, there is no such support tool for the OR domain. Hence, usability study is often neglected due to its complexity and relatively high demand of time and resources. Furthermore, none of the previous frameworks are considering the complexities of the OR, hence making them impractical in this context. The closest work is presented by authors in [104] to record surgical workflows. This is a valuable tool to monitor activities within a surgical intervention; however it is not intended to be used for usability studies and does not record any user feedback or interaction logs.

3.6. Summery and Conclusion

This chapter presented the required background about the usability and the usability engineering. Also we explained several evaluations methods, categorized based on the classification approach, introduced by Ivory. State of art in usability evaluations in complex domains and challenges facing engineers in such conditions have been also discussed. Moreover, several aspects about usability studies of medical devices have been explained. At the end, we presented well-known usability evaluations support tools, which are mostly developed for other domains.
There are several tools to facilitate the usability testing in different domains, however, there is no such tool for the OR. This is despite the fact that OR is a complex domain and acquisition, management and evaluation of the usability data in such domains can be challenging. In this chapter, after investigating the features of the existing tools and observing the practical requirements specific to the OR, we summarize key functionalities that should be provided in a usability testing support tool for intra-operative devices. Furthermore, we introduce the OR-Use framework, a usability testing support tool for the OR, which has been designed to fulfill the introduced requirements.

4.1. Introduction

The complex nature of the OR domain makes the production of usable intra-operative devices very challenging. The OR is a collaborative environment where multiple potential users perform together, each with different individual roles, e.g. surgeon, nurse. Usually, intra-operative devices are targeting more than one of these roles and therefore their usability should be studied for each individual target role. Additionally, the usages of intra-operative devices are usually fused in activities of a higher level process model known as surgical workflow [104]. In this situation, defining atomic test tasks as it is done for websites or handheld devices is not practical. Moreover, the intra-operative devices are technically much more advanced compared to web sites. They are often composed of additional external hardware such as probes and tracking systems, which are integrated as
part of their user interface. Taking into account that interaction with all these external parts of the UI should be also considered within the usability tests, the challenges facing the usability specialist in this domain become clear. In Chapter 2, we proposed a conceptual model for the OR. This model decomposes the complexities of the OR domain into three views as surgical workflow, human roles and intra-operative device. In this chapter, we propose the main functionalities required for a usability testing support tool and explain a possible architecture for exploiting models similar to the one proposed in Chapter 2 for supporting intra-operative usability testing.

4.2. Requirements Specifications

Investigating functionalities available in preliminary tools in other domains and based on observations made with medical industry, in this section we summarize the functionalities and requirements of a usability testing support tool for the intra-operative devices.

4.2.1. Usability Testing Requirements

Usability testing is performed based on a predefined methodology. Hence, any usability testing support tools should provide certain functionalities within each stage of the considered methodologies. As explained in Chapter 3 these methodological approaches mainly are composed of four stages of planning, testing, analysis and report. This section explains the functional requirements of such a tool for each of the aforementioned stages:

4.2.1.1. Planning

This is the first step of usability testing and usability support tools in this context should provide the specialist with a proper modeling technique for initializing the parameters of the OR domain model, such as:

- **Workflow Model**, which explains the sequence of activities during a surgical intervention. Having this model, the user interactions can be associated to corresponding stage within the operation.

- **Human Roles**, which define different actors within a given surgical intervention. Modeling the OR roles helps to understand the usability measures from the perspective of different users.
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- **Device Model**, which contains all the features in a system’s interface that user can interact with, such as UI controls or handheld probes. This model helps to track the user interactions.

4.2.1.2. Testing

During this stage, a wide range of usability data is synchronously recorded. Within this work, we refer to all the data which has been collected during usability tests as usability data. In the medical context, it is very important that in no circumstances neither of the patients personal information should have been stored nor be recoverable from the captured data. For example in a case, where an on-screen keyboard is used for entering patient related information, only key stroke time and duration should be recorded, without any additional data about the pressed key. This is due to the fact that usability specialists, often are coming from outside of the medical center and are not authorized to access this information. The recorded data modalities can be summarized as follows:

- **Video Recording**, which is the most common technique in usability testing as it can be used to find out about the effort users make accomplishing a given task.

- **Performance Logging**, which is storing all the users’ interactions with different features of the interface. Excessive amounts of clicks, scrolling and probe movements, are possible indicators for poor efficiency.

- **Recording Annotations**, which provides a great insight into the real feelings and comments of the users about the system. A dedicated tool can facilitate this and furthermore can be utilized for labeling the start and end of workflow stages. Portability and easy deployment are among the main characteristics of such a tool [104]. This is due to the fact that the monitored surgeries usually take place in different ORs, often with a very short notice. Using a portable device satisfies these needs, however, this tool itself should be highly usable due to time constraints during surgery. Small display size and limited interaction possibilities are among the main challenges for designing an annotation tool for small portable devices like smart phones.

4.2.1.3. Analysis and Report

Large sets of collected usability data are rarely explanatory on their own and should be analyzed for making conclusions. Several functionalities can be provided to assist the analysis and report processes:
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- **Data Retrieval**, which is a fundamental part of many usability support tools that provides a way for searching, filtering and retrieving a subset of the collected usability data. Different aspects of the domain model can be used to filter the data.

- **Video Indexing**, which provides a mean to retrieve the corresponding video segments for each piece of usability data such as user comments or performance logs. This facilitates the analysis stage by reducing the required time for browsing the videos.

- **Visualization**, including graphs and other diagrams, which should be used where possible to draw attention to the critical issues. These can significantly reduce the time required for exploration and decision making processes. Additionally, such visualization can be used in purpose of reporting the detected usability problems to the development team.

### 4.2.2. Non-functional Requirements

Beside the above mentioned requirements related to usability testing methodologies, other requirements should be considered for a practical usability testing support tool in the OR. The following sections highlight some of these requirements.

#### 4.2.2.1. Configuration Management

An interesting aspect regarding the usability of a device is to compare two different versions against their usability. This kind of cross configuration comparisons can provide important information upon design decisions and requires proper configuration management features in the testing support tool. There are several definitions of configuration management. Hass [60] defines configuration management as an unique identification and status of the selected product components, and products during the life of a system. In case of medical devices, such information include the model number, hardware and software versions as well as updates that have been installed. It is important to assess this information and create a mapping between the system configuration and the usability tests, in order to facilitate an evaluation.

#### 4.2.2.2. Multicenter Study

Multicenter studies are commonly applied by manufacturers of medical technologies to obtain as much as possible usability relevant data for a medical device, within a reasonable time. A multicenter study is a clinical trial that is conducted in several clinical centres by
different evaluators. Since many participants are involved in this tests, a multi center study has a higher scientific value than a single center study. However, the administrative expenses are much higher [45]. This raises some challenges for management of usability data collected in these tests, including storage and organization of the usability data and data transition related aspects, e.g speed, cost and security.

4.3. Architecture Overview

In this section we describe the architecture and main components of the OR-Use framework, shown in Figure 4.1, developed to achieve the above mentioned requirements. According to the classification of Ivory and Hearst [73], the OR-Use framework solution for usability testing involves: capturing logs generated at client-side and storing them on the server-side, supporting analysis and a number of visualizations to ease the identification of the usability issues, and can be used both within test tasks and real usage of the device. The OR-Use framework exploits the modeling technique presented in Chapter 2. During the planing phase of usability testing, three views of the OR domain model is initialized by defining, surgical workflow stages, human roles and intra-operative device as well as their mapping in an XML file, as shown in Figure 4.1. Figure 4.2 demonstrates the schema of this XML file. Different parts of the OR-Use framework use this file during their initialization.

4.4. Usability Data Acquisition

In order to collect information during the usability tests, two different tools has been developed in the OR-Use framework. Additional to the collected data with these tools, captured video and other device specific files can be attached to the usability data. The timing is synchronized among different modules using an online time web service. Here, we explain main aspects of the data acquisition tools.

4.4.1. Performance Log Conversion Tool

Wide range of technologies is being used by producers of intra-operative devices, which often varies widely based on their specific requirements. In order to stay independent and extend the functional domain of the OR-Use framework, a conversion kernel is developed to convert the logs generated by a specific device to a uniform XML representation. For each new device, a component can be provided and added to the conversion kernel. As
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Figure 4.1.: Architecture of the OR-Use framework.

Figure 4.2.: XML Schema of the OR domain model file, used for initialization of different parts of the OR-Use framework.

shown in Figure 4.3 the performance log XML file, generated with the conversion kernel, consists of a list of interactions. After each test session this tool is used to export the device performance logs.

4.4.2. On-site Annotation Tool

Collecting user feedbacks is an essential part of usability testing. In order to facilitate this step, we developed an on-site annotation tool, within the OR-Use framework. This portable annotation tool is developed for Android smart phone devices. To annotate comments with this tool, participants and OR members are asked to use think-aloud technique

Figure 4.3.: An examplary exported log file from the conversion kernel.
while operating the system. As mentioned before, the usability of this tool is important for the observer as they may not be familiar with the OR domain. Hence, this application is designed based on the main activities that a usability specialist needs to conduct during a usability testing session in the Operating Room. Figure 4.4 demonstrates the activity flowchart for different steps of annotation tool.

Figure 4.4.: Flowchart diagram of activities during conduction of usability test with the on-site annotation tool.

This tool internally is composed of several activity classes as shown in Figure 4.5, and other classes that are managing the databases for patients and OR members. An additional class serves for converting different time formats. The following shows a brief description of a selection of important classes. Figure 4.6 presents all the UI screens in this application.

- **MainActivity.java**: Main Activity, from where all actions emanate.
- **AddPatientActivity.java**: The patient information needs to be entered in this Activity.
- **AddORCrewPropertiesActivity.java**: This activity manages the OR members.
- **ChooseStageActivity.java**: The active workflow stage has to be selected here.
- **AddReportActivity.java**: In this activity user can enter the annotations.
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Figure 4.5.: Class diagram, showing the architecture of the on-site annotation tool.

- **ShowAllORmembersActivity.java**: This activity lists all OR members in the database.
- **ShowPatientReportsActivity.java**: This activity lists all reports for a specific patient.
- **DBHelperPatients.java**: This class manages the database of all patients.
- **DBHelperORcrew.java**: This class manages the database of all OR members.

4.4.2.1. Patients and OR Members Management

The on-site annotation tool can be used to document patient profile. Figure 4.6.b displays the form, where all patient relevant data should be completely filled. The patient information can be deduced from the operation protocol. Usually, this protocol comprises the name of the patient with a dedicated hospital ID, date of birth, date of surgery, indication and the names of the medical staff. In order to guarantee data privacy, we do not store the name of the patient. In case an unauthorized person takes possession of the portable device, he can not infer to the patients name. Additionally, before starting the test, for each member of the surgical team a test subject profile can be either defined or selected among
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Figure 4.6.: Screenshots of the on-site annotation tool, developed for Android platform.

the previously stored profiles. As shown in Figure 4.6.c this profile contains information such as name, gender, role and level of experience. The latter two factors can play an important part for usability evaluations. For example, one query could be if the experience of a surgeon in a specific medical field correlates with the usability component learnability in respect of the medical device.

4.4.2.2. Following Workflow and Annotations

During the surgery or test, the annotation tool is used to follow the surgical workflow stages as defined in the domain model. For each workflow stage, a button is automatically generated on the workflow page and can be used by the evaluator to follow the surgical
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workflow, as shown in Figure 4.6.d. To start the annotation within a workflow stage, the desired stage has to be chosen. This stores the start time of this phase in the local database and opens the annotation page Figure 4.6.e. Every report that is made, will be dedicated to the specific stage. Thus, it is later possible to filter comments with reference to their workflow stage, in order to find the phase with the most usability problems. To add an annotation, the observer needs to select the OR member, who has a comment, and type of the comment such as complaints, suggestions etc. The comment can be documented in two different ways: typing or voice recording. Beside this information, this tool stores the time in which the comment has been added. This step continues till the annotator selects another workflow stage.

4.4.2.3. Data Export and Other Features

After the operation, all the recorded data can be exported to an XML file. In order to export, the Android Menu hardware key has to be pressed while the application resides in the mainActivity, Figure 4.6.f. The content of an exported XML file is illustrated in Figure 4.7. Moreover, several additional features are implemented in order to change missing or wrong data, clear the database, list all reports of a patient and manage OR members, as shown in Figure 4.6.f. We hypothesis that these features improve the usability of the annotation tool.
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4.5. Client-Server Architecture

For supporting multi-center usability studies, the OR-Use framework has been designed based on client-server architecture, as shown in Figure 4.1. All the captured data are transferred to a server, hosting this information. This section presents different components of the client server architecture of the OR-Use framework. Furthermore, the messaging protocols and processing of incoming data on the server side are explained in more detail. To ensure a simple and rapid transmission, we decided to use a client server architecture based on Microsoft’s Windows Communication Framework (WCF).

4.5.1. Data Transfer and Messaging Protocol

A client-side tool is developed to facilitate the transfer of the usability data from the testing site to the central management service of the OR-Use. This application merges and encrypts all the generated XML files during a single test or surgery into a single structured XML file. This application transfers this XML message and all the related files via a secure connection to the server. Multiple instances of this tool can be used simultaneously. Since the message contains all the required information about the test setup configuration, it can facilitate evaluation of different devices with different configurations conducted in various locations and hospitals.

The structure of this XML message is shown in Figure 4.8. The root element (ApplicationLog) defines the beginning of the document. This element has three children, Header, Usability Data and Annotations. The Header contains the ApplicationInstanceGUID which identifies the configuration of the medical device. The data node bundles supplementary information such as screenshots, recorded videos and other files generated by the device. The annotation element includes information about the test, configuration and annotations made using on-site annotation tool. Figure 4.9 shows a sample of a combined XML Log file.

![Figure 4.8.: XML schema of the generated message.](image)
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4.5.2. Usability Data Management Service

As mentioned in Chapter 1, usability tests can be conducted within multi-center studies. In order to facilitate this requirement, we manage the usability data in a central usability data management web service. This service is developed using Microsoft WCF. Such service should be accessible from every where in the world at any time, which requires a steady connection to the Internet. The main task of the service is to receive, read and store incoming files that have been sent by a data transfer application. We defined a service contract for this web service as shown in Figure 4.10.

```csharp
[ServiceContract]
public interface IApplicationLogging
{
    [OperationContract]
    Guid RegisterApplicationInstance(Guid appConfigure, string hostInfo);
    [OperationContract]
    void Upload(DataPacket request);
    [OperationContract]
    bool DataExtractor(Guid appLog);
}
```

Figure 4.10.: WCF Service Contract of the OR-Use usability data management service.

The RegisterApplicationInstance is used to submit a new application for testing. The
Upload method is called by client applications to send and store a data package from the testing site to the server. Next, the DataExtractor method is called to trigger the processing of data on the server.

### 4.5.3. Server Side Usability Data Processing

When the OR-Use data management service receives data, it performs additional processing in order to decrypt, extract and store the data on the server. Figure 4.11 demonstrates the flowchart of processing in the service. The service parses the XML message and for each node loads corresponding data extractor component. Further processing for each data node happens inside the data extractor component. Data extractors parse the XML data and store them on the server. Each extractor component is developed for processing a special type of data, e.g. user interactions or probe readings. All the data extractor components are inherited from a common base class called DataExtractorBase, shown in Figure 4.12. This class has an abstract method named Parse. The main task of this method is to parse the input data that was forwarded and accordingly update the database. Such an open architecture allows the proposed framework to be extended for new devices and makes it applicable for different usability standards.

### 4.6. Usability Data Management

Data management is one of the most important and difficult tasks that usability engineers have to accomplish, especially in complex domains like the Operating Room. In the OR-Use framework, all the retrieved usability data is stored on the server in the corresponding tables of a database. Supplementary materials are separately stored on the servers’ file system, forming a repository named data pool. The coming sections explain the used approach to organize the usability data.

#### 4.6.1. Data Binding

To organize the collected usability data, we propose to incorporate this data into the OR domain model, introduced in Chapter 2. This can be accomplished by binding data elements to the elements of a view, as can be seen in Figure 4.13. Since the mapping tables of our model allow for a transition between existing views, it is sufficient to connect the test data to only one view. The most effective way to do this is using the device view, as the data elements are usually related to a certain feature of the device. This helps to identify
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Figure 4.11.: Data processing inside the data management service.

Figure 4.12.: Data extractor components, inherited from DataExtractorBase class.
potential correlations between the observed data and the domain model. Therefore, the task of retrieving meaningful information from the usability data can be simplified.

### 4.6.2. Design of Database

A relational database is used to store data in the OR-Use framework. As shown in Figure 4.13, a hierarchical representation is used in each view. The depth of this hierarchy depends on level of granularity required and is defined in the domain model file. A table is created in the database for each level of this hierarchical representation, as shown in Table 4.1. A foreign key is used to specify the relation to the parent of each node. Usability data are separately stored, each in a dedicated table such as interactions, comments, etc.

#### 4.6.2.1. Surgical Workflow

The defined workflow stages of an intervention are stored in the Workflow Stages table with a reference to their dedicated type of surgery. Therefore, performed surgeries and its stages, as indicated by the on-site annotation tool, can be mapped to the device and performance logs in the database. Furthermore, workflow stages are linked to the next and previous stages in order to facilitate an efficient data mining.

#### 4.6.2.2. Human Roles

The surgical staff information and their roles, gathered using the on-site annotation tool, are stored in separate tables of Operators and Human Roles. Therefore the name, experience and expertise of an OR member is comprised. The roles can be changed during

![Figure 4.13.: Binding of usability data to the OR specific domain model.](image-url)
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<table>
<thead>
<tr>
<th>View Name</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surgical Workflow</td>
<td>Surgeries</td>
<td>Workflow Stages</td>
<td></td>
</tr>
<tr>
<td>Device Model</td>
<td>Device Configurations</td>
<td>Device States</td>
<td>Device Features</td>
</tr>
<tr>
<td>Human Roles</td>
<td>Human Roles</td>
<td>Operators</td>
<td></td>
</tr>
<tr>
<td>Configuration</td>
<td>Device Classes</td>
<td>Device Configurations</td>
<td>Device Instances</td>
</tr>
</tbody>
</table>

Table 4.1.: OR domain model tables inside the OR-Use Database.

Figure 4.14.: Overview of the database tables inside the OR-Use framework.
4.7. Usability Data Retrieval

an intervention, when shift changes in long surgeries. Hence, an instance of a surgical member is created for every stage that particular operator attended and additionally, he is assigned to the corresponding Human Role (e.g. main surgeon, assistant surgeon or nurse). A detailed view of the tables can be seen in Figure 4.14.

4.6.2.3. Devices and Configurations

In order to properly organize data coming from devices with different configurations, three additional tables are added to the database, Device Classes, Device Configurations and Device Instances. Device Classes table is used to store the general type of the device. Device Configurations table stores information about software and hardware versions and Device Instances table contains a list of all the device instances which currently are registered in the system for the test. Moreover, two additional tables, Device States and Device Features, store device related information defined in the OR domain model.

4.6.3. Structure of Datapool

The datapool is a place on the OR-Use server that we store all files collected during tests. A hierarchically structured file-system is used for saving the collected information as files, shown in Figure 4.15. After receiving the files from the client, a separate folder is created in the datapool with a unique name. These files also can be bound to the entities of the OR domain model, to increase the access speed.

Figure 4.15.: Hierarchical structure of the files inside the OR-Use datapool.

4.7. Usability Data Retrieval

Two web services have been developed, to access the stored usability data on the OR-Use server either directly (low-level approach) or using visualization (high-level approach).
The later, visualized data retrieval interface, is designed to facilitate the analysis stage of the usability evaluation. Further details on this web service is provided in the next chapter. The web-based nature of these services allows multiple and simultaneous access to the data, which is important for comparison.

The stored usability data on the OR-Use server can be retrieved in form of XML, from standard web browsers, sending a query to a data retrieval web service, as shown in Figure 4.1. This query contains a set of key and value pairs, which are used to filter the retrieved results. The first key is `collection`, which specifies the usability data type. For all the database tables shown in Table 4.1, a key with similar name is defined. On the data retrieval service, this query is parsed and a SQL command is generated and executed against the database. The retrieved results are then returned as XML, which can be used for the development of additional analysis support tools such as data visualization or data mining. For example, the following query allows the usability engineer to retrieve the interactions that the surgeon has done with the brightness slider, during the scanning stage, on version 2.3 of the device under the test:

```xml
HostAddress?collection="UserInteraction"&Configuration="2.3"&WorkflowStage="Scanning"&HumanRole="Surgeon"&DeviceFeature="Brightness"
```

### 4.8. Technology

Several technologies and platform has been used during the development of the OR-Use framework. The portable annotation tool is developed for Android OS. The client-side tool to convert and upload the data is developed as a Managed Windows Form application using Microsoft .NET platform. The server-side usability data management web-service is developed using Windows Communication Foundation (WCF) technology and is hosted on an internet information service (IIS) 7.0. The Microsoft SQL Server 2008R2 is used as relational database management system (RDBMS). This section provides some background about these technologies, however, a detailed discussion on these topics is not in the scope of this work.

#### 4.8.1. Android Platform

Android is an operating system for smart phone devices, built on a Linux 2.6 kernel and supports core tasks like storage and process management, security management and network communications. The support of different hardware is handled by a special driver
model. Its Application Framework provides the basic frame for unified application architecture [103, 146]. Android contains a number of core libraries, which are providing most of the functions of the Java core libraries. Every Android application runs in a separate process with its own instance of the Dalvik Virtual Machine (Dalvik). Views are an important component in the development of Graphical User Interfaces for Android applications. A View occupies a rectangular area of the screen and is responsible for drawing graphics and handling events. All graphical elements like buttons, labels and text fields are subclasses of View. An Activity lays the foundation for an application with graphical interface. It represents a single screen with a user interface. Almost all activities interact with the user, so the Activity class takes care of creating a window in which the User Interface can be placed. Therefore, one or several Views are called by an Activity to display the elements on the screen of the mobile device.

4.8.2. XML Web Services

Web services are software components with an interface to communicate over the internet. With the release of .Net 3.0, Microsoft introduced the Windows Communication Foundations (WCF). WCF is an application programming interface in the .NET Framework that combines and unifies all advantages of predecessor communication technologies (e.g. Enterprise Services, Web Services etc.)[89]. Each web service can be accessed with a unique address over the internet, called URI. An URI is composed as scheme://domain[:port]/[path]. The scheme declares the transport protocol being used, such as TCP or HTTP. The domain refers to either a machine name or web domain. In case the communication port varies from the default protocol identified by the scheme, it can be changed [24, 137]. Additionally each WCF web service requires a contract. A service contract is a collection of operations that are exposed to the outside world [97]. It also defines the communication path in regard to the incoming and outgoing messages as well as the format of the data which is transmitted [137]. Service contracts are typically defined using XML formats, e.g. using Web Service Description Language (WSDL) and XML Schema (XSD). The eXtensible Markup Language (XML) is a meta language for representing hierarchically structured data in form of text files [138]. A markup is a mechanism to specify structures within a document. XML files have a tree structure, whereupon the arrangement of nodes (also called elements) and their children is significantly important [136] [138]. Due to the hierarchically structured data of XML files, they are readable by human viewers and can be automatically evaluated by machines. XML is suitable for storing and exchanging data, which can be represented meaningful as text. [55].
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4.8.3. Relational Database

The OR-Use framework employs a Relational Database Management System (RDBMS) for managing its data. It is built based on Microsoft SQL Server 2008R2. A Relational Database Management System is a type of Data Management System (DMS) of databases, which puts the content in relations to each other. According to Codd [33], it is an essential characteristic of relational database that any relation between data is referred via key values. A relational database is a collection of tables called relation, where each of it contains several rows named tuple. A tuple is a set of attribute values. The schema of a table specifies the number and types of attributes. To get access to individual tuples of a relation, they have to be uniquely identifiable by some combination of its attribute values, which is referred to as the primary key (PK). Key values, describing relations between different tables are known as foreign keys (FK). A foreign key is a sequence of attributes, which refer to the primary key of another relation.

4.9. Summary and Conclusion

In this chapter, we proposed a framework architecture for supporting usability testing of intra-operative devices. This framework is designed based on the OR specific domain model, introduced in Chapter 2. OR-Use framework provides to record usability logs with respect to the workflows of a surgical intervention. To store the gathered data, a client server architecture is used to transmit the data to a central data management service, where further analysis can be applied. The proposed architecture for the OR-Use framework meets all the requirements described in this chapter for an usability testing support tool, specialized for the OR. In the next chapter, we will describe a novel usability data visualization technique to support analysis, which has been developed inside the OR-Use framework. This framework has been successfully utilized during several usability studies up until now and the results will be presented in Chapter 6.
CHAPTER 5

Usability Data Visualization to Support Analysis

Analysis of usability data in complex domains can become challenging due to lack of domain knowledge as well as often complex relations between collected data. In this chapter, we propose a usability data visualization technique to facilitate the analysis process, using the OR specific domain model and an off-the-shelf visualization tool.

5.1. Introduction

Usability testing is a widely accepted technique, performed to discover difficulties that end-users may face while utilizing an application. After collecting the usability data, any data produced during the whole process of a usability evaluation, usability specialists analyze this information in order to extract key findings about the system under test. It has been suggested that heuristic analysis of usability data is the most effective methodology to analyze the usability evaluation data [86]. Generally, the findings of a usability test are highly dependent on the expertise of the evaluator, especially during analysis. However, the amounts of usability data gathered during a study can be enormous. Additionally, as this data only contains low level facts, careful interpretation is necessary to extract useful information. In complex domains, analyzing usability data is an even bigger challenge, as the complexity of the domain is embodied in the gathered data. As usability professionals do not possess thorough domain knowledge, it is hard for them to perceive the potential correlations between the usability data and its usage context.

In order to support the analysis process in complex domains, we propose a new visu-
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By applying the proposed modeling approach in Chapter 2, the basis for a comprehensive analysis is set. We hypothesize that the domain specific model is a powerful concept for organizing as well as visualizing the usability data. Since the findings from the evaluation have been connected to the model, the evaluator can easily navigate through the data, connect them in a meaningful way, and interpret the information in the context of the available views. As an example, the evaluator can see the impact of the identified problems on different stages of the workflow or on specific human roles.

In this work we utilize an off-the-shelf innovative visualization tool published by Microsoft [99]. The main advantage of the proposed methodology is that it allows usability specialist to get a quick overview of particular information that is contained in the usability data and help them to understand its relationship to the usage domain. Such a high level visualization of the usability data can facilitate the analysis process by reducing the analyzing time. Despite simplicity of presented technique, it can be utilized and performed in other complex domains.

5.1.1. Information Visualization

Information visualization has become popular in the last few decades. The main objective of information visualization is to gain knowledge and provide an insight about the underlying patterns in presented data. Therefore, it can be used for exploration, decision making, and explanation [30]. It can also significantly reduce the time required for searching data by grouping the related information [40]. Many visualization techniques have been proposed to efficiently provide users with abovementioned benefits. Among them, Pivot is a fairly new and free visualization technology, released on February 2010 by Microsoft Live Lab, which revolutionized the way large amounts of data can be viewed and browsed. After its introduction, several works have been reported about applications of Pivot in different scientific areas such as [148]. An screenshot of pivot is shown in Figure 5.1 and Figure 5.2.

5.1.2. Usability Data Visualization

While the data acquisition in usability tests may be completely automated, the analysis step often requires usability specialists’ heuristic experience through review of the data. When the capturing is automated, the volume of data produced by low-level events can be overwhelming. Hence, visualization plays a crucial role and several visualization methods have been introduced to support analysis of the usability data. Among the first proposed visualization techniques, [57] and [51] showed that annotations and performance logs can
be transformed into timelines. Using these approaches, observers can get a quick overview of the usability test results and recognize underlying occurrence patterns of each event. In a separate study, Badre et al. [9] demonstrated how recorded videos can be indexed using logged events during test session and proposed the possibility of using timelines to navigate throughout video. Using these approaches, it is possible to understand the dynamic of the tests and find similar usage patterns by observing very low-level data plotted over time. There are some other studies in which, higher level concepts of the usability evaluation are exploited in visualization. For instance, Ivo et. al. described how hierarchical structure of task models can be used to group and visualize test logs [94]. Authors in [142] proposed a visualization technique that relies on multiple views of usability data, which is in fact advantageous for data comparison. Pyla introduced Vizibility and the idea of organizing the data according to a hierarchical framework of usability concepts, ensuring consistency and improvement of the analysis process [114].

The visualization methods, described above, have become popular and have been implemented in different usability engineering tools such as [53]. However, to the best of our knowledge, none of the previous usability data visualization techniques are considering the usage context directly in their method. In contrast, our method is implicitly based on such a model. Through our proposed approach, we can inspect the usability data, including performance logs, video streams, and high-level expert annotations according to their impact on the usage context and therefore can be effective for usability studies in complex domains.
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5.2. Domain Modeling

To organize the usability data in a way that can be visualized properly, we use the proposed conceptual domain modeling technique in Chapter 2. This approach decomposes the domain of interest into its sources of complexity and establish connections among the defined fragments. As presented in Chapter 2, a view is used to capture a single source of complexity in the domain. A view can be considered as a set of subcomponents called view elements. Typically, one view captures features or functions of the system of interest, while another covers involved stakeholders. Depending on the target domain, more specialized views can also be defined. As described before, in the OR, three views can be defined as surgical workflow, human roles and device features. To represent the structure of a view in more details, we use a hierarchical model where each view element is assigned to several children view elements. The view elements are then considered as conceptual segments inside the specified view. For instance, in a surgical workflow view, the root node is defined as the operation name and in the sub-layers, view elements for each stage of this workflow are defined such as sterilization, patient entrance, preparation etc. As another example, in the assigned view for the device interface model, one may use this hierarchical representation to separate different forms and menus in the first layer and then define features or controls as their children. In this approach, there is no limit on the number of views and the depth of the hierarchy of its view elements. These depend on the level of abstraction that one considers for the usability evaluation. A similar representation for views
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is used in the database of the OR-Use framework. After defining the main views, mapping tables are defined to preserve the correlation between elements of different views. While mapping tables abstract the connections among different views, they provide the opportunity to move from one view to another. Figure 4.13, shows the OR specific domain model that we considered in our case study.

5.2.1. Usability Data Binding

As explained in the previous chapters, before starting the analysis session, the domain specific model should be defined in close collaboration with domain experts, as they provide detailed insights in order to understand the complexity of their field. The next step is to create proper bindings between each piece of the collected usability data and the view elements in the model, as illustrated in Figure 4.13 and discussed in Chapter 4. Given a dedicated view for the application interface, encapsulated high level UI segments (i.e. forms, dialogs, etc) at the first layer, and controls as well as features at the next layer, the process of binding usability data to the elements of this view could be automated in the usability study tool and in our case OR-Use framework. This is due to the fact that performance logs and expert annotations are usually rooting from a certain feature or control in the device interface. Therefore, they can be bound to the corresponding view element in the device interface view. Additionally, for each portion of the usability data, further bindings to the remaining model views are constructed by tracing the cross view connections stored in the mapping tables of the model.

5.3. Usability Data Visualization using Pivot

In order to visualize the collected usability data, we use Pivot [99]. The underlying data structure of Pivot is a collection of items called Pivot collection. The items in a collection have common facets (properties). The collection can be browsed, filtered, and sorted by the facet values of its items. Figure 5.1 shows the user comments collection visualized via pivot. Internally, collections are represented as XML files with CXML extension, which contain items and all other information required for visualization. Collections are either static or dynamic. The static collections are simply used when no variations in the items are expected and typically the total number of items is not exceeding 3,000. In contrast, there is no size limitation for dynamic collections and the CXML file is generated dynamically as a response to a web query. The static collections are simple to generate but dynamic collections necessitate a sophisticated web service to generate CXML file upon request.
The main advantageous of using Pivot for usability data visualization are as follow:

- Pivot is capable of handling large set of data and enables users to sort, browse and filter data in a unique way.
- The underlying data format is quite general and can be used in many scenarios.
- It is based on Silverlight technology, which makes it usable even over the web.
- Due to its client-server architecture, multiple users can access the visualization interface simultaneously.
- It provides a strong and still simple to use SDK for integration of different scenarios.

5.3.1. Pivot Web Service

In the OR-Use framework, we decided to use dynamic Pivot collections, developed as a web service to generate the CXML files dynamically. This method is called just in time (JIT) collections in Pivot terminology. The main benefit of dynamic collections is to have more flexible structure, which enables fast responses to complicated queries. For instance, using custom request, it is possible to filter data with a given condition e.g. female test subjects or between specific periods of time. We deployed our pivot JIT service on IIS 7.0 running on a Windows Server machine. User can query the CXML files with a similar format as data retrieval interface. This query contains a set of key and value pairs, which are used to filter the retrieved results. The first key is *collection*, which specifies the usability data type. For all the database tables shown in Table 4.1, a key with similar name is defined. The following query allows the usability engineer to retrieve the interactions that expert nurses have done with the contrast slider, during the preparation stage, on version 1.4 of the device under the test:

```
VisualizationServiceAddress?collection="UserInteraction"&Configuration="1.4"&WorkflowStage="Preparation"&HumanRole="Nurse"&DeviceFeature="Contrast"&UserExperience="Expert"
```

The Pivot web service forwards this query to the OR-Use data retrieval web service, explained in Chapter 4. The CXML file is later generated, based on the retrieved results from the data retrieval interface, shown in Figure 4.1. All the collected usability data is stored in a Microsoft SQL Server database running on the same machine as part of the OR-Use framework. In case of automated usability data collection, where the data is directly stored in the database, this approach makes it possible to visualize the results even during
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Figure 5.3.: List of the facets for comments and interactions in Pivot collections.

<table>
<thead>
<tr>
<th>Facet name</th>
<th>Description or possible values</th>
<th>Comments</th>
<th>Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Name of the control being interacted.</td>
<td>Implemented</td>
<td>Implemented</td>
</tr>
<tr>
<td>Comment type</td>
<td>Bug, Complaint, Feedback, Help request, Observation, Positive feedback, Suggestion</td>
<td>Implemented</td>
<td>N.A.</td>
</tr>
<tr>
<td>User</td>
<td>Information about the test subject.</td>
<td>Implemented</td>
<td>Implemented</td>
</tr>
<tr>
<td>Expertise</td>
<td>Level of expertise of the user.</td>
<td>Implemented</td>
<td>Implemented</td>
</tr>
<tr>
<td>Human role</td>
<td>Human role of the person in the OR.</td>
<td>Implemented</td>
<td>Implemented</td>
</tr>
<tr>
<td>Workflow stage</td>
<td>Relevant workflow stage.</td>
<td>Implemented</td>
<td>Implemented</td>
</tr>
<tr>
<td>UI section</td>
<td>Form or dialog containing this control</td>
<td>Implemented</td>
<td>Implemented</td>
</tr>
</tbody>
</table>

Moreover, the captured feedbacks can be categorized with various types of comments about the device features. These categorizations are annotated by the evaluator and include:

- The message of the comment.
- The type of comment, as listed below (e.g. complaint, suggestion...).
- The test user, who made the comment.
- Timing data, i.e. start and end time of the comment annotation in the video.
- The device feature, which is addressed by the comment.
- The device state of the feature.
- The workflow stages, in which the feature may be used.
- The human roles, who interact with the feature.

the recording or as soon as the usability data is uploaded. Furthermore, multiple experts can use the visualization, using a web browser equipped with Silverlight.

5.3.2. Usability Data Facets

To form a Pivot collection based on usability data, collection types and their facets should be clarified. Facets are assigned to each item based on the available information in the corresponding table and additionally other properties traceable via mappings. Basically there are two different pivot collections, which are populated based on the collected usability data. First is user comments collection in which each item represents a user feedback. Each user feedback contains several facets as provided in the following list:

- The message of the comment.
- The type of comment, as listed below (e.g. complaint, suggestion...).
- The test user, who made the comment.
- Timing data, i.e. start and end time of the comment annotation in the video.
- The device feature, which is addressed by the comment.
- The device state of the feature.
- The workflow stages, in which the feature may be used.
- The human roles, who interact with the feature.

Moreover, the captured feedbacks can be categorized with various types of comments about the device features. These categorizations are annotated by the evaluator and include:
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- **Complaints**: The complaints made by test subjects about the device features.

- **Suggestions**: The suggestion made by test subjects for improvement.

- **Positive feedback**: Positive comments made by test subjects about a device feature.

- **Help requests**: The conditions where the user could not continue the assigned task without help.

- **General comments**: All the interesting statements made by the subjects which are not covered by other categories.

- **Bugs**: Explanations about the actual errors occurred in the system.

- **Observations**: Any observation made by the conductor, in case the user’s actions contained significant information for the analysis.

Another possible option is user interactions collection where each item basically demonstrates a single interaction that user has made to a control in the device such as button or a pressed key on the keyboard. To associate facets to these items, beside common information stored for each item such as time, user etc., additional information can be extracted from the bindings of this usability item to the view elements of the model, formed in the previous step, such as workflow stage, human role or device UI. Figure 5.3 shows lists of the facet that we used for each of these collections in our case studies.

![Figure 5.4.: Collection of comments in Pivot, sorted by comment type.](Image)
5.3.3. Visual Representation

In addition to the facets, for each item, a visual representation as an image can be defined, Figure 5.1 and Figure 5.2. The image of each item can be used to display a descriptive text, shortened version of the comment for comments collection, and control name for interactions collection. Furthermore, the items background can be color coded according to comment type for comments collection and control type for the interactions collection.

5.3.4. Video Indexing

Each item in the Pivot can be associated with several URIs for linking it to other resources. We use this option to index recorded videos and provide a link to the video file and corresponding time of the item to navigate through video toward point of interest. This feature can be considered as a new way for indexing video streams, recorded during usability tests. By clicking the link for each item, corresponding video at the given time will be displayed. Figure 5.4 shows the resulting collection of comment items in Pivot.

5.4. Application in Analysis

Using the proposed technique, usability data can be retrieved as shown in Figure 5.5.a and organized based on the comment types as shown in Figure 5.5.b. Basically, each comment item has been bound to the corresponding device feature. The mapping tables of our model enable us to visualize the feedback based on various parameters defined in the model. For example, Figure 5.5.c is representing the distribution of comments over workflow stages or human roles. Moreover, the filtering feature of PivotView allows us to selectively study the positive and negative comments, as can be seen in Figure 5.5.d-e. During the analysis phase, this structured visualization of comments helps the usability engineer to identify usability problems of the target system. The first case study in the next chapter will provide a more detailed example on the usage of this visualization technique in real-life scenarios.

5.5. Summery and Conclusion

The proposed domain modeling technique helps the usability specialists to capture different aspects of the usage domain. The domain model breaks down the complexity into distinct views and a connection between the usability data and the model can be made. Hence, usability specialists are able to consider the portion of data, which is interesting for them, based on the context of any available view. This helps identifying potential correlations
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Figure 5.5.: Exemplary screenshots of Pivot, showing (a) all gathered usability comments, (b) comments sorted by type, (c) the distribution of comments over workflow stages, (d) positive comments / suggestions over workflow stages, (e) negative comments / help requests / bugs over workflow stages.

between the observed data and the domain. Therefore, the task of retrieving meaningful information from the test data is simplified. The simplicity and flexibility of the proposed model suggest its applicability in other domains as well. Furthermore, the video indexing is possible with a slightly different retrieval approach, compared to existing methods. The video segments can be accessed through the time stored in each element of usability data. Modeling the tasks as a separate view provides similar results as described in [94]. Since the Pivot is a web-base visualization tool, our method inherits similar benefits for analysis within multiple views as suggested in [142].
Chapter 6

Case Studies and Evaluations

The OR-Use framework has been utilized in several usability evaluations up until now. In this chapter, we report about two such conducted usability tests. Additionally, we report about several performed tests to evaluate the applicability and performance of this framework and compare it with similar tools in other domains.

6.1. Introduction

The OR-Use framework has been used to conduct two usability tests on an intra-operative SPECT imaging system developed. The evaluation methodology was based on the usability testing approach presented in [90], and was hence conducted with the thinking-aloud technique (see Chapter 3). In this chapter, the domain modeling Section 6.2 describes the instantiated model for these usability tests, based on the proposed modeling approach in Chapter 2. Next, two conducted usability tests are reported in the following case study sections. The remaining sections present several quantitative and qualitative evaluations performed to evaluate the performance and applicability of the OR-Use framework.

6.2. Domain Modeling

As explained in Chapter 2, the key sources of complexity for usability evaluations in the OR domain are different human roles, the target device, and the surgical workflow. In order to define the domain model for the usability test of the SPECT imaging device, one
of its target applications, the sentinel lymph node (SLN) biopsy, was chosen to be the procedure of interest. This intervention is applied in a variety of clinical cases, including breast cancer and melanoma patients. The aim of this procedure is to inquire whether the lymph nodes close to the carcinoma have metastasized. To locate these SLNs, a radioactive tracer is injected in the affected area. The SPECT imaging device is used to create a 3D SPECT image, which is superimposed on a camera image of the patient. This visualization allows the surgeon to find and dissect the SLNs. Next, each node is examined to determine whether cancer cells are present. A negative SLN biopsy suggests that cancer has not spread to further lymph nodes. A positive result indicates that cancer may also be present in other lymph nodes. In this case, the surgeon will remove more nodes during the procedure [1].

We instantiated our model by capturing 23 workflow stages of the SLNB [120, 141, 23], identifying 5 involved key human roles and 45 device features, grouped in 8 device states. This study has been performed in close collaboration with technical staff and cooperating surgeons of the Klinikum rechts der Isar, Munich, Germany. The defined elements are explained in the remaining of this section.

6.2.1. Human Roles

We identified the following roles typically involved during a sentinel lymph node biopsy:

- **Main surgeon:** Responsible for the surgical procedure, and operating the gamma probe of the SPECT imaging device.

- **Assistant surgeon:** Commonly two assistant surgeons are involved, one of them operating the touchscreen of the SPECT imaging system.

- **OR nurse:** Assists during the intervention, prepares the patient and the SPECT imaging device.

- **Anesthetist:** Responsible for the anesthesia of the patient.

- **Circulator:** Observes the surgery, provides assistance to the sterile team, anesthetists, and prepares the SPECT imaging system.

6.2.2. Intra-operative SPECT Imaging Device

The SPECT imaging device, shown in Figure 6.1.a, is used to create a 3D SPECT image directly in the OR. The system also superimposes this information on live video images
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within the OR. This visualization allows the surgeon to find and dissect the SLNs. The main elements of the intra-operative SPECT imaging system are the device arm, which contains a tracking system and a regular video camera, a touchscreen to operate the device, and a tracked gamma probe (see Figure 6.1.b). During the study of the SPECT imaging device, the first step was to capture the various states of the system. Next, we identified the features available in each device state. The resulting features tree can be seen in Appendix 12. State - feature pairs were used as elements for the device view.

Figure 6.1.: (a) The intra-operative SPECT imaging device, (b) the tracked gamma probe of the imaging device.

6.2.3. SLNB Workflow

Together with technical staff we captured the workflow of a SLNB using the SPECT imaging system as described in Appendix 12. It is important to notice that this workflow is idealized, and is not necessarily followed exactly in clinical practice. Each identified workflow stage was selected as an element for the workflow view. The following stages were defined as workflow stages in the OR model of these studies:
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- **Preparation**: While the patient is brought to the operating theatre and is being prepared for the surgery, the initial steps which are necessary for the usage of the medical device can be executed (e.g. preparation of the accessories, correct positioning, turning on the device and adding patient information to the system).

- **Pre-scan**: In order to have a reference value of the patients condition before and after the intervention, a pre-incision scan is recommended.

- **Visualization of pre-scan**: The system processes the readings and reconstructs a 3D image of the pre-incision scan and displays it on the monitor.

- **Resection**: This workflow stage involves all the sub-stages where the actual intervention takes place.

- **Post-scan**: After the OR crew have finished the surgical procedure, they may want to check the result of their work by comparing the pre-incision and post-excision scans. Therefore another acquisition is needed.

- **Visualization of post-scan**: The reconstructed image of the post-scan is displayed on the monitor to be interpreted by the users. For better understanding, the image can be compared to the previous ones.

- **Data export**: To document the surgical procedure, most novel medical imaging devices offer the opportunity to export data like 3D DICOM-images of the reconstructions as well as program log files, screenshots and videos of the resulting scans, if available.

- **Dismantling**: The medical device and all modules have to be dismantled and the accessories have to be sent to sterilization unit if needed, in order to be ready for the next surgery.

6.2.4. View Mappings

After the analyse and construction of three views and identifying the corresponding view elements, the mappings between the views were created. Excerpts of the resulting mapping tables can be found in Appendix 12.
6.3. Case Study 1: Synthetic Operating Room

This case study was conducted in winter 2010. Beside the usability testing for the intraoperative SPECT imaging device, the study was designed to demonstrate the strength of the proposed visualization technique of the OR-Use framework. This study has been conducted in collaboration with the manufacturer. The findings of this study provided the development team with a better understanding about the usability of SPECT imaging device in the OR and in general helped to evaluate the usage of mixed reality in this context [110].

6.3.1. Objectives

As mentioned in Chapter 3, manufacturers of medical devices are obligated to assess the usability of their systems, and are advised to document their evaluation process according to the ISO/IEC 62366 standard [72]. Since the SPECT imaging system had reached a development stage in which it could be released to the market, the initial motivation for the conducted usability study was the compliance with regulatory requirements. The actual goal of the test was to identify usability problems which might occur during the application of the device. Furthermore, the system developers were interested in seeing how the device is used in practice, and in acquiring feedback from the target users, to discover opportunities for future developments.

6.3.2. Study Design

The target users of the SPECT imaging system are surgeons. However, as this usability evaluation was the first case study of the OR-Use framework, we decided to conduct a pilot study with technical staff. The test was conducted with 7 participants, who have been selected with various level of domain expertise. Many of the participants were involved during the development of the SPECT imaging and therefore had experience in using the device. Yet a few of the subjects had never interacted with the system before, and were hence regarded as novices. Figure 6.2.a illustrates the layout of the test environment. A patient phantom (P) was placed on a table (4) in the center of the test room, covered by surgical sheets. Two cameras (1, 2) were used to record the test scenery and the screen of the imaging device. The device (3) was placed next to the head of the phantom. The test conductor (C) was seated behind the dummy patient, instructing and observing the session. Figure 6.2.b shows a photo of the test environment.

Based on the view elements of our model, we selected 15 different tasks to be performed
by the participants. While creating these tasks, we attended to their representativeness regarding real tasks performed with the SPECT imaging system in the OR. Furthermore, we tried to cover all important features of the device. This endeavor was without a doubt simplified by our model. In order to take into account differing levels of experience with the SPECT imaging, we separated our 15 tasks into two test cases: Test case 1 was used for experienced subjects, as it consisted of one long task, covering all important system states. Subjects were asked to determine the depth of the patient’s lymph node and make a screenshot of it. Test case 2 was composed of a combination of 14 short tasks. These tasks were designed to be performed one after the other. Once one task was finished, users were given the instructions for the next one. With this approach, we made sure that even users who were not familiar with the SPECT system, were able to perform the tests. The following list presents a selection of the tasks included in test case 2:

- **Switch on the device and select a workflow**: To begin a test session, a rather simple task was chosen, so subjects can get accustomed to the test situation.

- **Scan and reconstruct**: Users were asked to scan the patient and create a SPECT image. This task covered the most critical steps when using the SPECT system, as the quality of the SPECT image is highly dependent on the quality of the performed scan.

- **Perform an accumulation**: Users had to accumulate the activity of a hot spot over...
ten seconds. As the system provides a special feature to do so, we assessed the user’s awareness of this function, by assigning this task.

- **Make one screenshot covering all hot spots:** Subjects had to switch to fullscreen mode and make a screenshot in which all hot spots are visible. This task aimed to inquire whether users notice the icon of the fullscreen mode, and possibly the zoom button.

- **Change patient name:** After finishing the main test tasks, subjects were asked to change the patient name they had initially entered. While this task is not representative for real device usage, it revealed how the navigation control is used when given a task out of the regular context.

### 6.3.3. Conducting the Test

Each test was conducted as a standard usability test session [85], lasting between 30-40 minutes, involving a formal greeting, an introduction and a signing of agreements. Several scripts have been developed for the test conduction, including the already mentioned medical case description. In order to expose participants to identical conditions prior to the test, an introductory script were read verbatim to each subject. Each test session was structured as follows. Once the participant had been welcomed, the test conductor read an introduction script verbatim to the subject, explaining the aim of the study, the course of action, and what he or she will be doing. In order to put the test user at ease, an important part of the introduction is the reinforcement that only the product is being tested, not the participant [85, 119]. Afterwards, the test user was presented with a letter of agreement. By signing this document, the subject agreed that any data gathered during the test may be stored and processed within the scope of the study. Vice versa, the conductor confirmed that personal information will be handled confidentially. Next, the participant was asked to fill out a background questionnaire. In order to put the test tasks in perspective, the medical case description was read to the subject once the questionnaire had been completed. In the following step, each participant was given a short demonstration on how to use the device, to assure that he or she has a basic idea how the SPECT device works. At this point of the test procedure, the video cameras were switched on, in case the test user asked questions relevant for the evaluation of the device. After that, the conductor explained the thinking-aloud method, and gave three examples how to verbalize thoughts while operating the system. Finally, the actual usability test was conducted. Each subject was asked to perform tasks of either test case 1, or test case 2, while all interactions were recorded.
During this procedure, the conductor did not interfere or answer questions, unless the subject could not continue the assigned task independently. Occasionally, participants had to be encouraged to think out loud. Once the tasks had been completed, the test session was concluded with a short wrap-up talk.

6.3.4. Analysis and Interpretation

As explained in Chapter 4, after conducting the tests, OR-Use framework associates all comments and performance logs to corresponding device features and states, the affected human roles and workflow stages. Comments are categorized as complaints, suggestions, positive feedbacks, help requests, general comments, bugs and observations. This enables us to effortlessly traverse through comments collection, based on the three views of our OR domain model. In total, 94 individual comments have been made. Several findings were reported to manufacture after this stage. As an example, a comparatively high number of complaints has been made regarding the device preparation stage. Further investigation revealed the circulator as the mainly affected role. This highlighted device features which require further improvement. The following two cases demonstrate how the proposed visualization technique in OR-Use framework has facilitated the interpretation of the collected usability data.

![Image](a)

![Image](b)

Figure 6.3.: (a) All gathered help requests, (b) help requests in different device states: Acquisition, General, Preparation, Visualization.

6.3.4.1. Help Requests

In case a participant asks for help during a test, a usability problem is likely to be found. Hence, we started to interpret the acquired comments by looking at help requests (see Fig-
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Figure 6.4.: Help requests for each device feature.

ure 6.3.a). To see how these requests are distributed among device features and states, we sorted them accordingly, as can be seen in Figure 6.3.b and Figure 6.4. One incident was logged for the accumulation feature (see Figure 6.5). The related task was to accumulate the activity measurements of the lymph node over ten seconds. After reviewing the corresponding video sequence, we discovered that the caption of the accumulation button (‘Accumulate’) did not correspond to the subject’s expectation. Instead, the user was looking for a button with an icon similar to a clock.

Figure 6.5.: Screenshot of the SPECT imaging in the visualization stage, including the accumulation button (upper right corner).

In order to determine the severity of this problem, we looked at the workflow stages dur-
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ing which the this feature is required, and the involved human roles (see Figure 6.6.a and Figure 6.6.b). As the accumulation feature is used by two different roles, and is involved in three different stages in the surgery, one can argue that this problem can have serious effects on the surgical procedure, and hence needs to be attended to.

![Figure 6.6: (a) Workflow stages affected by the help request regarding the accumulation feature: Measurement of SLN activity in vivo, Measurement of SLN activity ex vivo, and Documentation of residual activity, (b) Human roles affected by the help request regarding the accumulation feature: Assistant Surgeon and Main Surgeon.]

Figure 6.6.: (a) Workflow stages affected by the help request regarding the accumulation feature: Measurement of SLN activity in vivo, Measurement of SLN activity ex vivo, and Documentation of residual activity, (b) Human roles affected by the help request regarding the accumulation feature: Assistant Surgeon and Main Surgeon.

![Figure 6.7: All comments about the accumulation. Colors, red, yellow and brown, represent the corresponding comment type complaint, suggestion and observation.]

Figure 6.7.: All comments about the accumulation. Colors, red, yellow and brown, represent the corresponding comment type complaint, suggestion and observation.

Figure 6.7 demonstrates all comments which have been gathered for the accumulation feature, including two conductor observations and one suggestion by a participant. Although the observations needed further investigation, the suggestion regarding the label of the accumulation button could immediately be used as input for potential improvements of this feature.
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Figure 6.8.: Different screen shots of Pivot, captured during analysis of the usability data.
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6.3.4.2. User Complaints

This exemplary analysis case demonstrates how complaints made by test participants can be analysed to extract meaningful results. After loading the collection of user comments with Pivot, the visualized data is not very informative at the first glance, as shown in Figure 6.8.a. Since the facets of comment items were generated based on their relations to the OR model, we visualized them based on their relations to specific workflow stage as shown in Figure 6.8.b. Now, it is simply visible that the device preparation stage has many comments, increasing the chance of facing a usability problem. The subset of comments relevant to this specific workflow stage can be selected by choosing its column in the Graph View of Pivot. As shown in Figure 6.8.c, the remaining items are those, which are related to this workflow stage. Again, to understand the distribution of different comment types about this stage, items can be visualized based on their comment types as shown in Figure 6.8.d. This suggested that there were several complaints (items in red) about this stage of the workflow. By further filtering the comments, which are labeled as bug, complaint, and help request and showing them based on the test subjects of our experiment, as shown in Figure 6.8.e, we found out that six of seven participants in our experiments had made a negative point about this workflow stage. This suggested presence of visible usability problem related to this step. Thanks to the device view in the conceptual model, these comments could be visualized based on the corresponding device features. As it can be seen in Figure 6.8.f and Figure 6.8.g, many of these comments are related to the device power switch. By clicking on any of these items, the property panel opens up in the right side of the screen as shown in Figure 6.8.h. By clicking the provided link in this panel, a video segment, which had been recorded while the user had made the comment was also displayed, Figure 6.8.i. The video is starts from 5 seconds before the comment time and stops after 20 seconds. Interestingly, among the other made comments with respect to this feature, Figure 6.8.j, there is also a suggestion, shown as yellow, which offered a very simple solution for this problem. The user suggested adding a switch power sign, which was truly appreciated by the manufacturer. This power sign has been added in the new version of the product.

6.4. Case Study 2: Real Operating Room

This case study was conducted in winter 2011. Beside the usability testing for the SPECT imaging device, the study was designed to test the functionalities of the OR-Use framework and also to measure the classical usability components for the SPECT imaging device.
This study has been conducted in close collaboration with the manufacturer and surgeons of Klinikum Rechts der Isar.

### 6.4.1. Objectives

The main objective of this study was to evaluate the subjective satisfaction and learnability of the SPECT imaging device. Beside this the manufacturer wanted to measure and compare the efficiency of device second version prototype, with the preliminary version.

- **Subjective satisfaction**: This refers to how pleasant users find it to use a system. This is an important measure since it helps to improve the user experience in order to increase customer acceptance. It is mainly evaluated based on heuristic feedback collected from test subjects. As opposed to typical scenarios such as websites, where there is one user working with the system, in the OR satisfaction should be evaluated separately for each potential human role. Presenting usability information based on different aspects of the OR domain, e.g. workflow stages, it would be possible to prioritize the required improvement based on different surgical steps.

- **Learnability per human role**: Learnability can be defined as a measure of the degree to which interaction with a device can be learned quickly and effectively. It can be measured either with time or comparing number of performed interactions of new users to an optimum set performed by an expert user, accomplishing the very same task. In collaborative environments such as OR, this should be measured for each individual role. Smooth integration and reduced training cost are among the main benefits of a learnable system.

- **Cross configurations efficiency comparison**: In context of iterative evaluations, it is very important to compare the efficiency of the two successive versions. A system is called efficient when a user can use it productively with a minimum amount of resources such as time. One of the most common techniques for evaluating efficiency is measuring the task completion time. This may be achieved using instances running on different locations within multi-center studies.

### 6.4.2. Study Design

This study was performed with experts and surgeons in 12 user studies and 7 surgeries, who were selected with various levels of expertise, in Klinikum Rechts der Isar. The OR-Use framework, introduced in Chapter 4 was used to conduct these tests and collect all the
usability relevant data. An expert documented all the comments that users made using the on-site annotation tool.

### 6.4.3. Analysis and Interpretation

Overall, about 2000 user interactions were recorded from the interactions users made with the the SPECT imaging device. Additionally, 163 user feedbacks, annotated with one of the 8 comment types, have been collected using on-site annotation tool and thinking allowed technique. Here we report on some of the results, addressing the defined objectives.

#### 6.4.3.1. Subjective Satisfaction

Subjective satisfaction was evaluated using direct feedbacks received from the users through thinking aloud process. Positive feedbacks and negative feedbacks, such as complaints and help requests, are typical indicators about users satisfaction of a system. Figure 6.9 shows these feedbacks, presented based on surgical workflow, human roles and device states.

![Figure 6.9.](image)

Figure 6.9.: Distribution of collected positive comments (top row) and negative comments (bottom row) over surgical workflow, human roles and device states.

#### 6.4.3.2. Learnability

Learnability per human role has been evaluated by comparing the number of interactions, required to accomplish a given task, between an expert user and new users. This is a common technique for understanding the additional effort that new users require to spend in order to perform a given task. Required time to finish a task can be also computed and compared in the same manner using the OR-Use framework. Figure 6.10 shows these results per human role, distributed over different workflow stages compared to the minimum
interactions, performed by an expert. Several points can be highlighted, e.g. the close results of an expert and new users in stage 6 shows that this stage is much more learnable for surgeons compared to stage 7 where this difference is larger.

Figure 6.10.: Plots showing number of interactions per workflow stage for OR human roles (comparing expert with test subjects): surgeon, assistant and circulator.

### 6.4.3.3. Efficiency Comparison

Cross configurations efficiency comparison is performed, computing the task completion time using two different versions of the application. Table 6.1 shows these times (in seconds). In the new version the value for a setting related to visualization was computed automatically, removing the need for manual tuning with the user. Since this feature is used in the visualization stage, this difference is higher in corresponding columns of the table (5 and 6).

<table>
<thead>
<tr>
<th>Workflow Stage</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Using Previous Version</td>
<td>85</td>
<td>142</td>
<td>121</td>
<td>97</td>
<td>257</td>
<td>56</td>
<td>137</td>
</tr>
<tr>
<td>Time Using New Version</td>
<td>81</td>
<td>145</td>
<td>122</td>
<td>96</td>
<td>168</td>
<td>31</td>
<td>131</td>
</tr>
<tr>
<td>Change in Time</td>
<td>-4</td>
<td>3</td>
<td>1</td>
<td>-1</td>
<td>-89</td>
<td>-25</td>
<td>-6</td>
</tr>
<tr>
<td>Change Ratio to Original Time</td>
<td>5%</td>
<td>2%</td>
<td>1%</td>
<td>1%</td>
<td>35%</td>
<td>45%</td>
<td>4%</td>
</tr>
</tbody>
</table>

Table 6.1.: Task completion times, measured in seconds, for two versions of the device.

### 6.5. Tools Effectiveness

In this section, the effectiveness of some existing usability support tools which are used in other domains is examined and compared to the OR-Use framework. Table 6.2 demonstrates how well each tool meets the functional requirements, discussed in Chapter 4. The legend used for the table follows: M = Morae[101]; WBT = Web based tool[10]; WBX =
6. Case Studies and Evaluations

WebXACT[131]; HUA = HUIA framework[7]; WUP = Web Usability Probe[4]; SAV = SAVE[65]; ORU = OR-Use.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Criteria</th>
<th>M</th>
<th>WBT</th>
<th>WBX</th>
<th>HUA</th>
<th>WUP</th>
<th>SAV</th>
<th>ORU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>Workflow/Task modeling</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>o</td>
</tr>
<tr>
<td></td>
<td>Multiple roles</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Device model</td>
<td>x</td>
<td>x</td>
<td>o</td>
<td>✓</td>
<td>o</td>
<td>x</td>
<td>o</td>
</tr>
<tr>
<td>Conducting</td>
<td>Performance logging</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Observer’s annotations</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Video &amp; supplementary materials</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>o</td>
</tr>
<tr>
<td></td>
<td>Configuration management</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>✓</td>
</tr>
<tr>
<td>Analysis</td>
<td>Data retrieval</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Video indexing</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Visualization</td>
<td>✓</td>
<td>✓</td>
<td>o</td>
<td>✓</td>
<td>o</td>
<td>o</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 6.2.: Effectiveness of existing tools. Legend: ✓ = Implemented, o = Achieved to some extent, x = Not supported; M = Morae, WBT = Web based tool, WBX = WebXACT, HUA = HUIA, WUP = Web Usability Probe, SAV = SAVE, ORU = OR-Use.

6.6. Usability of On-site Annotation Tool

As mentioned before, the on-site annotation tool should be usable for the evaluators. In order to evaluate its usability, we conducted an additional user study with 12 participants (biomedical students aged 22 to 32). After performing a set of tasks based on real activities that a usability specialist should perform during an operation, users were asked to fill three AttrakDiff [6] questionnaires. One about profile management and workflow follow up functionalities and two about the two alternate methods, one for keyboard-based and one for voice-based methods for documenting the user feedbacks.

The results, shown in Figure 6.11, which place this tool in terms of pragmatic quality (PQ) and hedonic quality (HQ). PQ addresses different aspects of human needs and usability factors related to control, learnability and ease of use. HQ deals with human desires for excitement, including novelty and satisfaction. The profile management and workflow follow-up is categorized as “Task-Oriented”. High PQ value means that these features have high usability factors. The large confidence area in both dimensions highlights the fact that users had diverse ideas about these features. Furthermore, keyboard-based and voice-based feedback documentation methods have been compared, where the latter is rated as more usable and interesting for intra-operative usability studies.
6.7. Performance Evaluations

In this section, we aim at measuring the performance of different parts of the OR-Use framework in practice. This information can be helpful for planning new usability studies using this framework.

6.7.1. Usability Data Growth

In order to evaluate the growth of the data on the server side, we performed a test using the SPECT imaging device, which took 19 minutes. The experiment was conducted by two test persons, whereupon one acted as a main surgeon who interacts with the device, and the other one operated the on-site annotation tool.

6.7.1.1. Over Time

The chart in Figure 6.12 represents an experiment over 19 minutes where the number of user interactions, screenshots and videos gathered by the medical device are counted. Additionally, annotations and associated audio files are recorded by an observer who operates the on-site annotation tool. As it can be seen in Figure 6.12, the user interactions and screenshots have a similar linear course, which refers to the coherency of creating screenshots manually and the resulting user interaction to accomplish this task. One has to bear in mind that the SPECT imaging system stores automatically screenshots during the time it...
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is running, so this is the reason why these utilize the most space during our test scenarios.

Figure 6.12.: 19 minutes test scenario of a surgical intervention using SPECT. The red lines designate the beginning and ending of a specific workflow stage.

In the first stage, the patient and the device get prepared for the surgery (e.g. target positioning, adding patient information to the system, etc.), so there are usually only few usability annotations because this stage does not comprise difficult task. During the visualization of the pre-scan (stage 3), surgeons observe the area of interest before they start the resection in order to have a reference value of the patients condition before and after the intervention. Therefore, this stage usually includes several screenshots, videos and user interactions. The workflow stages 4 and 6 (resection and visualization of post-scan) show the largest changes in the chart, since surgeons most commonly use the device in these particular phases. Ordinary, the resection phase is the most time consuming stage for the defined workflows, however we simulated this period over only two minutes to present significant results. During the visualization of the post scan, surgeons commonly overlay the images before and after the intervention for interpreting the results. Since the last two stages are related to the autonomous data export and dismantling of the device, we expect few usability relevant data in these phases.

6.7.1.2. Over Workflow Stages

Figure 6.13 illustrates the number and size of gathered files during the defined workflow stages for the 19 minutes test scenario. It is obvious that the number of files and the size have the same growth speed over the entire test phase. As it can be seen in Figure 6.13,
phase 3 and 6 (visualization of pre-scan and visualization of post scan) contain the majority of data collected during the entire test scenario. During these two phases, surgeons are frequently using the medical device to make screenshots or videos of the patients condition before and after the resection. The characteristic curves of Figure 6.13 shows that phases 7 and 8 do not entail much data increase.

![Figure 6.13.: Number (left) and size (right) of usability data over the workflow stages.](image)

6.7.2. Upload and Processing Time

With the proposed architecture, multiple clients can simultaneously access and consume resources of the server. In order to evaluate the performance of the proposed client-server architecture, we have measured the uploading and processing time with presence of different number of clients and varying data load. The following sections present various performance test of the OR-Use framework to give an impression of the system performance. It has to be taken in mind that the bandwidth connectivity for uploading the data to the server, plays an important role. During these test sessions all files were uploaded from the same broadband connection.

6.7.2.1. Number of Clients

During this performance test, one package with a fixed size of 67.9 MB was sent to the server from 1, 2, 4 or 6 clients at the same time. The results are four charts, which represent the time that was required to upload the fixed package size from varying amount of participating clients and further more calculate the process time on the server side. In Figure 6.14.a it can be seen that the upload and processing time increase with the number of clients. However, the upload time depends on the speed of available broadband connectivity but this does not affect the processing time, which is regulated by the server.
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Figure 6.14.a shows that the processing has only minor changes for multiple clients, which highlights the importance of connection bandwidth.

![Image](a) ![Image](b)

Figure 6.14.: (a) Number of clients per uploading and processing time, (b) sending file packages with different size in a given time.

6.7.2.2. Files Size

The goal of this examination was to measure the time for sending usability data packages to the server, which vary in the size. As it can be seen in Figure 6.14.b, the test was conducted with a package size of 30, 60 and 90 MB. Again, the upload time depends on the internet connection speed, however this does not effect the processing rate. Despite a doubling and tripling of the file size, the process time increases with a constant factor. This can be very utile for packages with very big size, because the user do not have to wait very long after uploading to the server.

6.7.2.3. Files Count

Figure 6.15 demonstrates the performance of the OR-Use framework when uploading a fixed file package of 10 MB, containing different number of files. Obviously, the upload time is low for a small number of files, however the usability data of the SPECT imaging device usually contains more than 500 files and thus the upload time increases by a considerable factor.

The presented results demonstrate that by increasing the size of data and the number of clients, the processing time does not change as much as the uploading time. This means
that the main bottleneck of the whole process is the uploading phase and it highlights the importance of the bandwidth in a larger setup.

6.8. Summery and Conclusion

The case studies and experiments presented in this chapter demonstrate that the proposed conceptual model for the OR can be successfully applied during the evaluation of intra-operative devices. This model facilitates different steps of usability testing such as conducting and analysis. The integration of this model in the OR-Use framework made it possible to manage usability data in a centralized web service. The usability of the proposed annotation tool also has been approved. Our user studies revealed that voice based annotation is more usable for evaluators. However, usage of such techniques strictly depends on the condition of the OR and requires permission of the surgeons. The analysis and interpretation steps were highly simplified, thanks to the OR domain model. The model views allowed us to investigate the collected comments in the context of each complexity source of the OR domain. This helped us to discover the potential impact of identified problems. In combination with a powerful visualization technique, such as offered by Pivot, our model enabled us to present usability problems and their underlying cause in a convincing manner to the development team of the SPECT imaging device. Furthermore, we were able to perform most of the evaluation steps without assistance of domain or system experts, as a lot of domain knowledge could be retrieved from the model itself.
Part III.

Intra-operative Human Computer Interaction Design
STERILITY requirements and interventional workflow in the Operating Room often make it challenging for surgeons to interact with computerised systems. As a solution, in this chapter, we are aiming at development of gesture-based interaction techniques for the Operating Room. This approaches allow surgeons to define a personalized set of gestures for controlling arbitrary medical computerized systems. We introduce two methods for learning such gestures and explain their usages with two possible input modalities, inertial sensors and Kinect.

### 7.1. Introduction

With the recent advances of computer-based systems, human-machine interaction has become an even more essential and important issue. However, interaction with computer-based medical devices in the Operating Room is often challenging for surgeons due to sterility requirements and the complexity of interventional procedures. Typical solutions, such as delegating the interaction task to an assistant, can be inefficient. In this situation gesture-based interaction can be a replacing solution. Since the introduction of multi-touch technology, 2D gesture-based interaction methods have been successfully utilized in a wide range of commercially available products, such as tablets and smart phones. In these scenarios, information such as the number of touches, their location and the amount of exerted pressure are extracted, while users interact with a touch-aware surface. In addition to these developments, many studies have been conducted on 3D interfaces, utilizing
various data modalities, such as wearable inertial sensors [123] and time of flight (ToF) cameras [49]. Although all these studies further highlight the need for a touch-less 3D interaction method in different domains, such as Operating Rooms [123, 47, 82, 48], robotics [107] and entertainment [29], only very few products have hit the mass market. Different reasons can explain this: the need for a complex and expensive hardware setup to capture human motion; the social acceptance of performing gestures to interact with a computer-based system; or the challenges associated with recognizing and interpreting gestures as well as hard coding their relation to the target functionalities and commands of the system.

In this work, we target the latter problem by proposing two gesture recognition methods which can facilitate the development of 3D gesture-based interfaces using different input modalities such as inertial sensors or Microsoft Kinect. Our gesture recognition methods build upon machine learning techniques that provide simultaneous categorical and spatio-temporal control. In other words, they recognize the gesture type and the relative pose within a gesture at the same time. These methods learn a set of gestures from training data recorded with a modality of choice, such as body-worn inertial sensors or the Kinect. Internally, dimensionality-reduced models of the gestures are learned. After training, the type of gesture is automatically recognized (categorical control), as well as the relative body pose within this gesture (spatio-temporal control). We hypothesize that using these two types of information, users can simultaneously select features to be controlled and fine-tune continuous parameters with their gestures. We compare using Principal Component Analysis (PCA) and a manifold learning technique for dimensionality reduction. These methods allow surgeons to interact with medical systems by means of gestures. Based on the circumstances and the workflow of a particular interventional scenario, a surgeon can define a set of gestures that are most suitable. To avoid the user-specific training, we also propose several types of feature extraction methods for skeletal model.

7.1.1. The User Interface

When producing an interactive computer-based product, designers have to think beyond the functionality the system needs to provide. They have to take into account the interaction that occurs between the user and the system, and therefore must consider the 'user interface' of the product. This term has been defined by Moran as 'those aspects of the system that the user comes in contact with' [102], which means 'an input language for the user, an output language for the machine, and a protocol for interaction' [31]. A user interface includes both hardware and software components of a product. It should be designed in a way that makes it easy, efficient and enjoyable to operate a machine in the way which...
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produces the desired results. This means that the operator needs to provide minimal input to achieve the designated output, and also that the machine minimizes inadvertent outputs to the human. The input of a machine allows the user to manipulate a system, in contrast to the output, which admits the system to indicate the effects of the users’ manipulation.

7.1.2. Customization Requirements

In order to smoothly integrate a gesture-based user interface into a Operating Room, the application may provide some customization possibilities. In case of gesturing interface, this means that the user should be provided with a functionality to change movements, defining gestures. Several authors emphasize the inter-person variability of human gestures and propose methods that adapt to person-specific variations in performing a given set of gestures [93]. This is due to the fact that selecting an appropriate subset of gestures can be dependent on the usage context. Usually this kind of knowledge is highly application-specific and is not available in advance. For instance, in the OR domain, there are situations in which the surgeon requires to access some settings of an intra-operative device with just one of his hands, since the other hand is occupied holding a medical tool.

The following medical application scenario demonstrate the importance of the customization in the Operating Room. During minimally-invasive aortic repair procedures, a stent graft is inserted through an artery into the aorta to exclude an aneurysm from blood circulation. Positioning the stent graft is guided by imaging modalities that combine intra-operative X-ray views and tomographic patient scans [34]. For the complex task of inserting the stent graft, a hypothesized surgeon would like to control the visualization himself, instead of instructing an assistant. Knowing that his right hand is occupied during catheter insertion, the surgeon trains the gesture recognition system on three gestures he performs with his left arm. He uses a circular movement for browsing slices in the tomographic scan, a vertical movement for zooming and a horizontal movement for translating the image. During an actual intervention, the surgeon needs to adjust the visualization while inserting the stent graft. To activate gesture recognition, he pronounces a voice command and starts tracing a circle with his left arm. The system immediately recognizes the intended browsing functionality. Having found the region of interest, the surgeon keeps his arm still and moves it back and forth for fine adjustment. To increase the zoom factor, he then moves his arm horizontally. The image is scaled in proportion to his arm movement. Another voice command stores the current setting and deactivates gesture control. The surgeon can now continue inserting the stent graft without accidentally modifying the visualization with his movements.
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7.2. Related Work

Gesture-based human-computer interaction has been studied intensively and several surveys are available e.g. [75, 100]. Different sensors and modalities are used to acquire gestures, e.g. pens [144], inertial sensors [123] and cameras. Previous research on gesture recognition using wearable inertial sensors includes [83, 58, 150, 132, 41]. In [83], short hand gestures are measured using accelerometers and evaluated for their usefulness in controlling home entertainment devices. In [150] the authors fuse accelerometer and electromyogram signals and recognize hand gestures using Multi-stream Hidden Markov Models. The authors present an HMM-based gesture recognition approach. Hand gestures, such as quick up-down movements or circles, are recognized in [58] based on a Dynamic Time Warping (DTW) mechanism. The authors of [132] and [41] recognize the suitability of orientation sensors for gesture recognition, as opposed to pure accelerometers. After its introduction, the Microsoft Kinect has been used in many studies for different applications. In [66], the authors propose a virtual 3D keyboard where depth information is used to extract a user's hand and their movements. For active cinema also a gesture-based interface has been introduced in [29]. Byung et al. in [149] propose a remote interface for smart displays. Multimodal interfaces utilizing Kinect have been also studied in several works [69]. Different methods such as HMMs [147], PCA and Kalman filtering [140] have been effectively employed in modeling human gestures.

The idea of gesturing in the Operating Room also has been targeted by several authors, e.g. [84, 50, 129, 139]. For instance, a stereo camera setup is used in [50] for tracking the hand of a surgeon and thereby controlling the mouse pointer on a screen. In [84], a medical image viewer can be controlled by hand gestures, tracked with two video cameras. Recent Time-of-Flight cameras, measuring the depth of a scene in realtime, are employed in [129] for a similar purpose. Such vision-based systems face challenges in realistic OR environments, where optimal lighting and line-of-sight between the surgeon and the cameras cannot always be ensured.

The main contributions of our proposed gesture recognition techniques, compared to the aforementioned methods, can be summarized as follows:

- Gestures can be defined freely according to the requirements of a particular interventional scenario. By demonstrating an example per gesture to the system, surgeons do not have to adhere to a pre-defined set of movements that might interfere with their hand usage during surgery.

- Gestures are not only recognized for triggering discrete actions, e.g. "click the
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In this section, we explain the novel concept of categorical and spatio-temporal properties of our gesturing interfaces. In order to do so, we first explain these concepts using examples in two dimensional interfaces. In model view controller (MVC) applications, users need to select or activate a proper controller or tool, in order to modify the data as desired. The selected or activated controller specifies the changes which would be applied on the data, based on the upcoming user interactions with the views. For example, in a drawing application on WIMP (Windows, Icons, Menu, Pointer) environments with a single pointing device, a corresponding tool needs to be activated in order to draw a line or rectangle. This can be achieved either using shortcuts or by clicking on a representative toggle button before the real drawing action. However, in multi-touch screens, this process can be simplified for the users, since based on the number of touch spots the targeted controller can be automatically inferred. As an example, in a map viewer application, the presence of one or two touching spots distinguishes between panning and zooming controllers. In other words, in multi-touch environments, gestures can provide both categorical and spatio-temporal information. Using the categorical property of a gesture, the type of the user action can be determined, e.g. pan or zoom. On the other hand, the spatio-temporal information conveyed by the gesture, such as the location of the touched spot or the distance between two touched spots, provides the controller with the information required to update the targeted view or model accordingly. Inside the application, these two streams of data, the gesture type and the gesture state, can be used accordingly for activating and updating the target controller.

Similar notions apply in many 3D gesture-based interfaces. For instance, in [48] the authors propose different gestures in order to interact with a medical image viewer ap-
plication and several movements have been defined in [21] for interacting with Google Earth. However, in most of the proposed works, recognition of gesture types and other calculations for extracting required spatio-temporal data from the acquired skeletal information needs to be hard-coded during development. Although for 2D gestures, this kind of information may be achieved quite easily, using a 3D skeletal model it is much more complicated. Besides all the challenges associated with such implementations, the proposed methods are lacking extensibility, as they are just applicable in the given scenario. Furthermore, such techniques are not customizable and it is hard to change gestures at run-time. This is due to the fact that they are compiled into the application binary. As opposed to the aforementioned gesture-based user interfaces, our gesture recognition methods learn gestures based on sets of body poses defined by the user in a training phase. At runtime, the recognition method detects the index of the current gesture as well as an activity state specifying position of the user within that gesture. As a result, this information can be used seamlessly to activate the proper controller and change the parameters of interest. Unlike typical gesture-based user interfaces that either give users *categorical* or *spatio-temporal* control [56, 83], our method combines both concepts. Surgeons can select discrete functions of the target system, as their gestures are automatically recognized and classified (*categorical control*). At the same time, their particular arm movements in space are used to precisely adjust continuous parameters related to the selected functions (*spatio-temporal control*). Although a similar concept has been introduced and studied for 2D gestures on touch-based interfaces [54, 112], this notion is new for 3D gestures. We can thus use gestures not only to issue commands, but also for finer-grained control of particular, related parameters. Consider the scenario of intra-operative navigation in a set of fluoroscopy images [81]. The physician can choose a planar arm movement for browsing through the images in temporal sequence and a circular movement for zooming in and out. Besides triggering these functions with the respective gestures, the user can adjust the temporal and scaling parameters with his relative body pose.

7.4. Input Modalities

There are different input sensors to acquire information about the users movement such as Kinect, inertial sensors, depth cameras and finger tracking gloves. As mentioned before, our gesture recognition techniques are not dependent to a specific input modality. Within this work we consider two such input modalities, inertial sensors and Microsoft Kinect. The following sections introduce these modalities.
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Figure 7.1.: Selected body poses for a zooming gesture with indicated inertial sensors (top), highlighted in a stream of orientation sensor data (middle) and the corresponding dimensionality-reduced signal (bottom). The resulting one-dimensional value between 0 and 1 serves to control arbitrary parameter values.

7.4.1. Inertial Orientation Sensors

Inertial sensors can measure their orientation with respect to the earth reference frame. Sensors of this type are internally comprised of an accelerometer, a gyroscope and a compass that are combined by means of sensor fusion [41]. As opposed to pure accelerometers, orientation sensors exhibit relatively low levels of noise and drift. Orientation sensors are particularly suitable for gesture-based human-computer interaction, as different body poses generally result in different sensor measurements (see Figure 7.1). Pure accelerometers depend on body movement for extraction of characteristic signal patterns. In our implementation, we used wireless orientation sensors that are approximately 2cm × 2cm × 3cm of size and allow for 8-10 hours of battery-based, wireless operation. We use the quaternion values provided by each of the sensors, avoiding problems of other representations, such as gimbal lock.

Gestures can be captured using a few wireless inertial sensors on the surgeon’s arms that can easily be integrated into garment, as shown in Figure 7.2. This approach makes the gesturing interface independent of cameras, enabling robust gesture recognition in the
presence of critical OR conditions, including difficult lighting, cluttered backgrounds and occlusions by staff and equipment. Additionally, gestures are recognized regardless of the surgeon’s position and orientation. As each inertial sensor can be identified uniquely, gestures can be also assigned to multiple persons, e.g. a surgeon and an assistant, for distributing the interaction workload. Previously, inertial sensors have mainly been used for activity recognition, e.g. [93, 124], and patient monitoring [3].

7.4.2. Microsoft Kinect

Launched in the end of 2010, the Kinect is a motion capturing device that enables users to interact with games and other applications without the traditional need for having a physical connection to a game controller, mouse and keyboard, etc. This is achieved through tracking the user’s body and by utilizing gestures and speech recognition [98]. The device is composed of a regular color camera, an infrared light (IR) projector and an IR camera, as well as a microphone array, which can reduce the noise. In order to acquire depth information of the scene, the Kinect projects IR light patterns into the scene and computes the per-pixel distance using the deformation of these patterns in the captured scene, with a dedicated IR camera. Due to the usage of IR light, the Kinect works in all indoor lighting...
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We propose two simple and effective methods for gesture recognition and tracking based on dimensionality reduction approaches. These methods can embed high-dimensional data in an arbitrary lower-dimensional space. Our methods consist of an offline training phase, where gesture models are learned from sensor data for all considered gestures, and an online phase, where the models are used to recognize gestures from previously unseen sensor data. The main idea behind dimensionality reduction approaches is initiated based on the observation that high-dimensional data is often much simpler than the dimensionality would indicate. There are several approaches to dimensionality reduction based on a variety of assumptions and used in a variety of contexts. Our methods do not build upon a particular type of dimensionality reduction technique. However, in this work we use two different approaches. A traditional approach, Principal Component Analysis (PCA), and a relatively new approach called Manifold learning. In the following sections, we first provide a short introduction over used dimensionality reduction techniques and then describe our gesture representation and the gesture recognition methods, consisting of a training and a testing phase.

conditions, whether in complete darkness or in a fully lit room. This is an important factor since in some usage contexts like the OR, lighting conditions can vary widely and are not suitable for vision-based capturing techniques [123]. The device can simultaneously track and extract skeletal data for two active users [98]. Figure 7.3 demonstrates the acquired data from Kinect while user is performing a gesture.

Figure 7.3.: Selected body poses for a scrolling gesture and a medical image viewer as exemplary target system (right), highlighted in a stream of Kinect pose features (left, top) and the corresponding dimensionality-reduced signal (left, bottom). The resulting one-dimensional value between 0 and 1 is mapped to the parameter range of the function to be controlled.
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7.5.1. Modeling Gestures

In this work, a gesture is at the same time categorical and spatio-temporal [56]. A user performs a gesture to invoke a particular function of the target system and to control this function in a fine-grained, continuous manner. The gesture recognition method therefore has two goals:

1. To recognize which gesture a user is performing.
2. To identify the relative spatial pose within that particular gesture.

To this end, we define a gesture to be an arbitrary movement including one or both arms that has a temporal extent and encompasses many smoothly-varying poses. We refer to all poses actually intended for controlling the target system as control poses (see Figure 7.3). We assume that control poses are preceded and followed by introduction and termination movements, such as raising and lowering an arm, that are not directly used for control. In the example shown in Figure 7.3, a user chooses a horizontal movement of both arms for zooming a virtual object. As soon as he starts raising his hands, the intended gesture is recognized and the zooming function is activated. When the user reaches the control poses in front of his body, his exact hand movement is used for controlling the zoom parameter of the virtual object.

As we allow gestures to have a temporal extent, we introduce a simple phase model for our gesturing interface, as shown in Figure 7.4. Each gesturing movement is subdivided into three phases \( \{I, E, C\} \). Phase \( I \) indicates the beginning and end of a gesture, phase \( E \) contains introductory movements, such as raising a hand, and phase \( C \) is actually used for controlling a target system. The points \([x_{c_{\text{min}}}, x_{c_{\text{max}}}]\) indicating the boundaries of phase \( C \), mapped to a minimal and maximal parameter setting, can be defined by the user in the training phase, e.g. by holding the respective poses for several seconds. The additional phase \( \emptyset \) represents poses that do not belong to any of the learned gestures. Phase \( T \) is used to terminate parameter adjustment.

![Gesture Phase Model](image)

Figure 7.4.: Gesture phase model as is used in this work.
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7.5.2. Principle Component Analysis

In this section, we present our gesture recognition technique which has been developed based on PCA. First, we shortly introduce the PCA dimensionality reduction technique and in the coming sections explain how this method can be used to learn gestures during training stage and recognize and track them during runtime.

7.5.2.1. Background

PCA is dimensionality reduction technique which can be utilized to find an optimal subspace in the data, where the variance of data is maximized [128]. It can be categorized as a linear technique as it ignores protrusion or concavity in the input data space [63]. The input and output data for PCA can be defined as $\Psi : \mathbb{R}^D \rightarrow \mathbb{R}^d$. Considering $N$ as the number of input points, the PCA can be computed with the following steps:

1. Compute the empirical mean vectors per input dimension $j \in 1 \cdots D$:
   \[ \mu[j] = \frac{1}{N} \sum_{i=1}^{N} X[i,j]. \]

2. Subtract $\mu$ ($D \times 1$) from each column of the $D \times N$ input matrix $X$. The subtracted matrix $B = X - \mu h$, where $h$ is a $1 \times N$ vector of ones.

3. Calculate the $D \times D$ covariance matrix $C = \frac{1}{N-1} B \cdot B^\top$.

4. Find the eigenvectors to form the matrix $V$ of eigenvectors, so that $V^{-1} \cdot C \cdot V = P$ with $P$ being the diagonal matrix in decreasing order of corresponding eigenvalues. $V^\top = V^{-1}$ as all the eigenvectors are orthogonal and they form an orthonormal basis.

5. Project the data into the new $d$-dimensional subspace, using the first $d$ columns of $V$.
   The value of $d$ is chosen according to some measure such as data energy or highest variance: $Y = [v_1, \ldots, v_d]^\top \cdot X$.

Figure 7.5.a shows a Gaussian distribution, where the first two principal components is computed using the aforementioned algorithm. These vectors are eigenvectors of the matrix $C$. The data is linearly color coded based on the values of $a$ and $b$. Figure 7.5.b demonstrates the projection of data points to the eigenvector with the largest eigenvalue. With this technique the variance of data can be preserved.
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Figure 7.5.: An example of PCA. Colors have linear dependency to values of \( a \) and \( b \).
(a) A Gaussian distribution with the two computed principal components, (b) Projections of data on the eigenvector with the largest eigenvalue.

7.5.2.2. Learning Gestures

In a training phase, our method learns prior models of gestures from input sensor data. Let \( S = \{s_1, \ldots, s_n\} \) be a dataset of \( n \) sample vectors for \( N \) gestures of interest. Each vector \( s_i \in \mathbb{R}^d \) represents a particular body pose. The known gesture labels for the training data are denoted by \( C = \{c_1, \ldots, c_n\} \), with \( 1 \leq c_i \leq N \). Using PCA for dimensionality reduction, we construct a one-dimensional intermediate representation \( X = \{x_1, \ldots, x_n\} \) from the training features, such that every \( x_i \in \mathbb{R} \) corresponds to one \( s_i \). For most effectively capturing the movement characteristics of distinct gestures, we separately process the samples \( S^c = \{s_i \in S|c_i = c\} \) for each gesture \( c \). The resulting dimensionality-reduced datasets \( X^c \) are then normalized such that, for each gesture, the control poses map to the range \([0, 1]\) (see Figure 7.1). This can be simply achieved by truncating the datasets \( X^c \) at their beginning and end. Concatenating all gesture-specific sets then gives \( X = \{X^1, \ldots, X^N\} \). Note that, for every index \( 1 \leq i \leq n \), the training dataset contains a triplet \((s_i, c_i, x_i)\) of a sample vector, its gesture label and the corresponding one-dimensional value.

7.5.2.3. Recognizing and Tracking Gestures

The dimensionality-reduced intermediate representation \( X \) allows us to translate movements for the learned gestures into a continuous, one-dimensional signal that can be used for adjusting arbitrary user interface parameters. After training, we are given new, pre-
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Generally unseen feature vectors \( s_t \) at any time \( t \). Our aim is to determine the intermediate representation \( \hat{x}_t \in \mathbb{R} \) corresponding to \( s_t \) and to identify the performed gesture \( \hat{c}_t \), \( 1 \leq \hat{c}_t \leq N \). For this purpose, we define a kernel regression mapping that projects arbitrary feature vectors to the dimensionality-reduced representation \( \mathbf{X} \). We predict the value \( \hat{x}_t \) for a feature vector \( s_t \) as

\[
\hat{x}_t = f(s_t) = \frac{1}{\sum_{j=1}^{n} w_j(s_t)} \cdot \sum_{i=1}^{n} w_i(s_t) \cdot x_i.
\]

(7.1)

In this summation, the estimate \( \hat{x}_t \) is combined from the known projections \( x_i \in \mathbf{X} \) of the feature vectors \( s_i \in \mathbf{S} \) in the training data. Each value \( x_i \) is weighted in proportion to the similarity between its corresponding feature vector \( s_i \) and the new measurement \( s_t \). Dividing by the sum of all weights ensures that the summation is a convex combination and \( \hat{x}_t \) lies within the range of values in \( \mathbf{X} \). The weights are given by a Gaussian kernel \( w_i(s_t) = k(s_t, s_i) = \exp(-\frac{1}{2} \| (s_t - s_i)/\sigma \|^2) \) with a width \( \sigma \) derived from the variance of the training features \( \mathbf{S} \). Using the weights, we determine the current gesture index \( \hat{c}_t \) as

\[
\hat{c}_t = c_{k_t}, \quad \text{where} \quad k_t = \arg \max_i w_i(s_t).
\]

(7.2)

Here, the index \( k_t \) identifies the sampled vector in the training data that is most similar to \( s_t \) and thus has the largest weight. The gesture label corresponding to this training sensor vector is used as an estimate for \( \hat{c}_t \). As Equation 7.1 only depends on the current sensor measurement \( s_t \), it does not take into account previous observations or recognized gestures. However, such temporal information can increase the robustness of the gesture recognition method with respect to noise and outlier sensor measurements. We therefore modify the kernel regression-based weighting scheme and replace the weights \( w_i(s_t) \) with

\[
\tilde{w}_i(s_t) = w_i(s_t) \cdot \exp(-\frac{1}{2} ((i - k_{t-1})/\sigma)^2).
\]

(7.3)

In analogy to \( k_t \) in Equation 7.2, \( k_{t-1} \) identifies the sensor data measurement in the training data with the largest weight in the previous time step \( t - 1 \). Multiplying \( w_i(s_t) \) with the exponential term essentially centers a Gaussian at this sensor measurement. This way, when computing the convex combination in Equation 7.1, sensor vectors around the best-scoring vector at time \( t - 1 \) are favored at time \( t \).

### 7.5.3. Non-linear Manifold Learning

This section explains our second gesture recognition approach which has been developed based on Manifold learning technique. Manifold learning techniques have shown to provide compact, low-dimensional representations of human motion data [37] and have been
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used for human pose tracking from various types of information [74, 124]. In the light of
gesture recognition, we combine multiple, gesture-specific manifold models and subdivide
the embeddings into phases allowing us to assign particular poses to arbitrary parameter
settings. This method also naturally handles the problem of gesture segmentation by means
of a predictive confidence measure.

7.5.3.1. Background

Non-linear methods such as Manifold learning in particular, typically are famous on pre-
serving neighbourhood properties within the data. Non-linear manifold learning methods
are typically graph-based and can be computed using the following basic steps:

1. Create an undirected similarity graph $G = (V, E)$, where the vertices $V$ are defined
   by the data points $x_i$.

2. Predict local properties such as the weight matrix $W$ to define the weighted similar-
   ity graph $G = (V, E, W)$. $w_{ij} \geq 0$ represents the weight for the edge connecting
   vertex $i$ and vertex $j$. Weights can be computed using a kernel. A weight of 0
   demonstrates the fact that the vertices do not have any connection.

3. Define a global embedding $\Psi$ which is optimized and preserves the expected local
   properties.

Three methods are usually used to build the similarity graph $G$. The first method is
known as the $\epsilon$-neighbourhood graph. This technique connects all vertices with a dis-
tance $\|x_i - x_j\|^2$ smaller than a defined $\epsilon$. Graphs created using this method are natu-
rally symmetric [135]. In contrast to this, local connection method uses a similarity func-
tion that incorporates local neighbourhood relations, e.g. the Gaussian function: $w_{ij} =
exp(-\|x_i - x_j\|^2/(2\sigma^2))$. The result graphs using this technique are fully connected
graph. As it implicitly defines the weights, this method directly leads to the third step
[128]. Finally, the $k$-nearest neighbour (kNN) graphs connect each vertex only to its $k$-
nearest neighbours.

In this work, for defining our weight matrix, we use Laplacian Eigenmaps [12]. Lapla-
cian Eigenmaps is based on ideas from graph theory. The key step is to analyse the eigen-
vector of the Laplacian Graph and use the $k$-nearest neighbourhood method. We construct
the mapping based on the eigenvector corresponding to the smallest eigenvalues. Among
the main characteristics of Laplacian Eigenmaps is that they try to preserve distance rela-
tions [12]. Additionally, they can be solved by one sparse eigenvalue problem [128]. As
Figure 7.6.: (a) Shows that the Euclidean distance between two points do not reflect their similarity along the manifold, (b) demonstrates the geodesic path calculated in the first step of the Isomap algorithm, (c) displays the two dimensional embedding defined by Isomap [128].

shown in Figure 7.6 a swiss roll is unfold using this methods and the geodesic distances are also preserved. An embedding \( \Psi \) can be computed using the following three steps:

1. Define an undirected similarity graph such as \( G = (V, E) \).

2. Pick a weighting matrix \( W \) by simply setting \( W_{ij} = 1 \) for all connected vertices. Another approach is to use a heat kernel with parameter \( t : w_{ij} = \exp\left(-\frac{||x_i - x_j||^2}{t}\right) \).
In case of a sparse graphs, not fully connected, continue with third step with each connected sub graph.

3. Compute the eigenvectors \( v_1, ..., v_n \) and their corresponding eigenvalues \( 0 = \lambda_1 \leq ... \leq \lambda_n \), utilizing the generalized eigenvalue problem: \( L v = \lambda D v \), where \( L \) is laplacian matrix and \( D \) is degree matrix (number of edges connected to that node, for every entry \( ij \)). Now, the embedding can be defined as: \( \Psi : x_i \rightarrow (v_2(i), ..., v_d(i)) \).

The Laplacian Eigenmaps, which are a special case of diffusion maps, handle only manifolds which are sampled uniformly. Although such data is not common in many machine learning scenarios, data collected using input sensors from user interactions perfectly matches this requirements. The eigenvectors and eigenvalues of the Laplacian can be used to reveal the information about the graph structure such as its completeness or connectedness.

### 7.5.3.2. Learning Gestures

Similar to the PCA-based technique, in a learning phase, we learn prior models of gestures from sensor data. Let \( N \) be the number of the trained gestures and let \( S^c = [s^c_1, \ldots, s^c_{nc}] \).
1 ≤ c ≤ N, be a dataset of \( n_c \) labeled sensor measurements. Each vector \( s_c^i \in \mathbb{R}^{d_s} \) consists of data collected from input sensor e.g. inertial sensors or Kinect. To obtain a compact parametrization of feasible sensor values, we use Laplacian Eigenmaps [12], as introduced in the previous section. In particular, we map the training data \( S^c \) for each gesture \( c \) to a low-dimensional representation \( X^c = [x^c_1, \ldots, x^c_{n_c}] \), such that \( x^c_i \in \mathbb{R}^{d_x} \) and \( d_x \ll d_s \). Figure 7.7 shows exemplary two-dimensional manifold embeddings for three gestures. The crucial property of the manifold embeddings is that the local spatial distribution of vectors in the original, high-dimensional representation is preserved. In particular, similar sensor measurements will map to close-by embedding points, even if they occur at different times within a gesture. In other words, this makes our gesture recognition method invariant to movement speed.

We relate the space of sensor measurements and the low-dimensional manifold embeddings using kernel regression mappings. The mappings allow projecting new sensor values \( s^* \) to points \( \hat{x} \) in embedding space (out-of-sample mapping) and predicting sensor vectors \( \hat{s} \) from given embedding points \( x^* \) (reconstruction mapping). Following [124, 28], we define the out-of-sample mapping for gesture \( c \) as \( \hat{x} = f_c(s^*) = \frac{1}{\phi_c(s^*)} \sum_{i=1}^{n_c} k_c(s^*, s_i^c)x_i^c \), where \( \phi_c(s^*) = \sum_{j=1}^{n_c} k_c(s^*, s_j^c) \).

We use a Gaussian kernel \( k_c \) with a width determined from the variance of the training sensor data. The mapping is a weighted average of all manifold embedding points \( x_i^c \in X^c \), with the largest weights attributed to points projected from sensor values \( s_i^c \) which are

![Figure 7.7:](image)

The proposed method recognizes multiple user-defined gestures (top) and tracks the relative pose within a gesture by means of learned gesture manifolds (middle). The relative gesture pose, given by a value in the interval [0, 1], is used for smooth parameter adjustment (bottom).
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Figure 7.8.: Top row: Sample images of a test subject performing one of the learned gestures. Bottom row: Manifold embedding for the same gesture with distribution of particles, shown in red, for each of the above images. The point $\hat{x}_t$ is given by a dark circle.

similar to $s^*$. By interchanging the roles of sensor values and manifold embedding points, we obtain the reconstruction mapping $\hat{s} = g_{c}(x^*)$. That allows us to predict a sensor measurement $\hat{s}$ from any location $x^*$ in the manifold embedding of gesture $c$.

### 7.5.3.3. Recognizing and Tracking Gestures

After training, any pose corresponding to one of the learned gestures can be represented as a pair $(c, x)$, where $c$ identifies one of the $N$ manifold embeddings and $x$ is a point in that embedding. Every point in the learned manifold embeddings represents a particular pose within one gesture. Using this notion, we represent the system state at any time $t$ as a pair $(c_t, x_t)$, where $c_t$ identifies one of the $N$ manifold embeddings and $x_t$ is a point in that embedding. This state representation allows us to distinguish between different gestures and to determine the relative pose within a gesture.

In the runtime phase, our aim is to estimate $(\hat{c}_t, \hat{x}_t)$ at each time $t$, given only sensor measurements $s_t$. We employ a particle filter [70] that continuously explores the gesture manifolds to find the manifold index $\hat{c}_t$ and point $\hat{x}_t$ that best explain the sensor measurements $s_t$ at any time $t$. We follow a generative tracking approach where a state space (here: the manifold embeddings) is continuously explored to find the parameters that best fit current observations. The manifold embeddings provide us with a low-dimensional state space representation that we explore using a particle filter [70, 71].

Every particle $p_i^t = (c_i^t, x_i^t), 1 \leq i \leq n$, represents one pose hypothesis of a manifold index and a corresponding embedding point, where $c_i^t$ identifies a manifold embedding and $x_i^t$ is a point within that embedding. Initially, all $n$ particles are randomly distributed across the manifold embeddings. In every iteration of the particle filter, the particles are propa-
gated through the manifold embeddings, ensuring that only positions close to the learned embedding points are sampled (see Figure 7.8), followed by a resampling step where the best particles are favored. The particle filter is an iterative Bayesian state estimation technique that maintains a large number of state hypotheses (i.e. particles) [70, 71]. With a certain probability, particles are allowed to switch between different manifold embeddings. We model this probability to be high in embedding space regions that correspond to an idle pose separating gestures. After switching to another gesture manifold, particles are randomly placed close to the respective learned points, thus ensuring that only meaningful states are considered. To evaluate the fitness of a particle, we define the observation likelihood

\[ p(s_t | c^t, x^t_i) \propto \mathcal{N}(g^t_c(x^t_i); s_t, \text{cov}(S^t)) \mathcal{N}(f^t_c(s_t); x^t_i, \text{cov}(X^t)). \]

The first normal distribution is centered around the observation \( s_t \), giving a high weight to a particle if the sensor value predicted from its position \( x^t_i \) is close to \( s_t \). In the second normal distribution, centered around \( x^t_i \), particles are favored that are close to the projection of \( s_t \) into embedding space. The final estimated gesture index \( \hat{c}^t \) is selected as the most frequent index \( c^t \) among the best-scoring particles. Among these particles, those with \( c^t = \hat{c}^t \) are used to compute the final position \( \hat{x}^t \) in embedding space.

### 7.5.3.4. Temporal Gesture Segmentation

Having estimated \( \hat{c}^t \) and \( \hat{x}^t \), we determine the corresponding phase in our gesture phase model (Figure 7.4). Phase \( \emptyset \), indicating an unknown (or non-gesture) movement, is activated when the prediction confidence

\[ \lambda^\emptyset_{t} = -\log(k^\emptyset_{c^t}(s_t, g^\emptyset_{\hat{c}^t}(\hat{x}^t))) \]

falls below a preset threshold. This measure evaluates how closely the estimated state \( \hat{x}^t \), projected to sensor space, matches the true sensor observation \( s_t \). When in phase \( \emptyset \), the gesture prediction will likely be incorrect and can be disregarded. Note that our phase model permits transitions into phase \( \emptyset \) from any other phase, allowing the user to exit gesture recognition any time. To identify the initial phase \( I \), and thus the beginning of a gesture, we define

\[ \lambda^I_{t} = k^I_{c^t}(s_t, s_0) \]

which evaluates the similarity between the sensor measurements \( s_t \) and the idle pose \( s_0 \) used for separating gestures. While \( \lambda^I_{t} \) is above a preset threshold, we assume the idle pose is taken, implying the onset of a gesture. If neither of the phases \{\emptyset, I\} are active, we assume the current phase is one of \{E, C\} and compute a relative pose value \( \hat{a}_t \in [0, 1] \) from the manifold position \( x_t \) (see Figure 7.7). To this end, we transfer the Cartesian coordinate \( \hat{x}^t \) into a polar representation \((r_t, \theta_t)\), such that the pole is at the centroid of the embedding points \( x^c \), and keep the angular component \( \theta_t \). Since the angular representation \([\theta^c_{\text{min}}, \theta^c_{\text{max}}]\) of the points \([x^c_{\text{min}}, x^c_{\text{max}}]\) labeled in the training phase is
known, we can compute the desired relative pose value as

\[
\hat{a}_t = \begin{cases} 
(\theta_t - \theta_{\min}^i)/(\theta_{\max}^i - \theta_{\min}^i) & \text{if } \theta_{\min}^i \leq \theta_t \leq \theta_{\max}^i, \\
0 & \text{otherwise.}
\end{cases}
\]  

(7.4)

We define phase $C$ to be active when $\hat{a}_t \neq 0$. By changing the pose within the boundaries of phase $C$, the user can fine-tune parameters. When a suitable parameter setting has been found, the user can trigger a transition from phase $C$ to the termination phase $T$. The current parameter value is then stored and movements are ignored for a certain amount of time, allowing the user to return to an idle pose.

### 7.6. Sensor Data and Feature Extraction

In general, the performance of a recognition system primarily depends on defining suitable features to represent the input data. In case of the inertial sensor, the aforementioned approaches can be used directly, where each sample of the data is a vector consisting of all the values extracted from the inertial sensors. However, for Kinect other representations of data should be considered to extend the functional domain of the system. For example, having well-defined representation of the skeletal data makes the gesture-based interface independent from the users location and orientation as well as the placement of the Kinect sensor itself in the scene. Furthermore, defining features can help to ignore unwanted confusion originated from noise or other irrelevant parts of the data. As an example in our user studies, the upper part of the body has been used for gesturing and therefore any additional movements in the legs can be filtered using a proper feature set, capturing only relevant movements. In this section we propose three different feature representation approaches as well as two normalization techniques.

#### 7.6.1. Feature Representations

The original human body model employed by the Kinect consists of a set of limbs connected through joints. Each joint has a unique identifier that characterizes the corresponding body part. This data includes $M = 20$ joints for spine, head, left hand, left wrist, left elbow, left shoulder etc. At each time instant $t$, every joint is represented as a point $p_i^t = [x, y, z]^T \in \mathbb{R}^3$, where $i \in \{1, \ldots, M\}$. The origin of this coordinate system is the Kinect device and the unit is meters. Additionally, each joint contains a confidence value $\lambda^i_t$ which shows the confidence of the tracking system about the joint location. Here, we propose three different ways of extracting feature vectors $s_t$ from the joint location data.
that are particularly suitable for the proposed gesture-based interaction methods. We will compare these features in Chapter 9.

Figure 7.9.: Three different feature representations for Kinect, (a) distance representation, (b) displacement representation, and (c) hierarchical representation.

- **Distances**: In this type of features, we represent each joint by its distance to the center of the human body. We simply assume that the spine joint $p_{\text{spine}}^t$ is an estimation for the center of the skeletal data. Therefore, the distance-based feature vector at time $t$ is $s_t = [d_{t}^1, \ldots, d_{t}^M]^\top \in \mathbb{R}^M$, where $d_{t}^i = \| p_{t}^i - p_{\text{spine}}^t \|$ for all joints including the spine itself. This feature representation is independent of the camera or user location and orientation. Figure 7.9.a demonstrates a visual representation of this feature type.

- **Displacements**: Similar to the distance features, we also consider the spine as the origin of the coordinate system for the displacement features. However, for each joint $p_{t}^i$, a displacement vector $d_{t}^i = p_{t}^i - p_{\text{spine}}^t$ is defined, resulting in a feature vector $s_t = [(d_{t}^1)^\top, \ldots, (d_{t}^M)^\top]^\top \in \mathbb{R}^{3M}$. Compared to the distances, the displacements contain more motion information and consequently the learning method can decide more easily based on this additional data. As a downside, the outcome might be more sensitive to the way gestures are performed by users in space. Figure 7.9.b shows how this features can be defined for a given body pose.

- **Hierarchical**: In order to investigate the possibility of reducing the mentioned
sensitivity, we propose an additional, hierarchical feature representation. Similar to the displacements, in this model each joint $p_i$ is represented with a vector $h_i$. However, unlike previously, this vector is originated at the parent $u(p_i)$ of each joint. We consider the skeletal body model as a tree where joints are nodes and the spine joint is the root. For instance, the shoulder joints are the two children of the spine, which is their parent joint. The feature vector thus becomes $s_t = [(h_1^T, \ldots, h_M^T)]^T \in \mathbb{R}^{3M}$, with $h_i = p_i - u(p_i)$. Besides being independent of the position and orientation of the Kinect and the user, in this approach the possible variation in the movements will be distributed as smaller changes stored in all the joints which are part of the movement. Figure 7.9.c shows this type of features for a given body pose.

### 7.6.2. Feature Normalizations

Additional to the feature representation, we propose two schemes for normalization of these extracted features. Applying such normalization techniques can make the proposed features independent of the body styles and proportions. The aim of having these normalizations is to reduce the sensitivity of the system to the way different individual users perform a given gesture. This can improve the success rate of the recognition approach especially when the trainer user, the one who provides the system with his training data, is not the end-user of the system. In Chapter 9, we evaluate all combinations of representation and normalization methods in order to find the best pair of feature representation and feature normalization techniques for our recognition technique.

- **Relative normalization**: One dissimilarity source between the captured data from different individuals is related to their height. To overcome this, the acquired skeletal data should be scaled properly, simply by dividing all limb lengths by a value that is proportional to a given user’s height. We use the distance between spine and head joints for this purpose.

- **Unit normalization**: Another possible difference can be related to the proportions in the users body. The relations between the length of different body parts e.g. legs, arms, etc., are not necessarily the same among all users. We therefore propose to scale all limb segments connecting two joints to unit length before computing the aforementioned features. This way, the vectors lose their length and keep their directions only. This solves both the differences in height of the users and proportions of their body segments.
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7.7. Summary and Conclusion

In this chapter we explained two gesture recognition methods based on PCA and Manifold learning dimensionality reduction techniques. Two possible input devices, inertial sensors and Kinect, that can be utilized with the proposed techniques are also introduced. While the proposed techniques can be directly applied on the inertial sensors, for Kinect we proposed several feature extraction techniques. These feature extraction methods are composed of a representation and a normalization. Three feature representations and two feature normalization methods also have been proposed. Consequently, the proposed recognition techniques can perform independent of the body size and proportions of individual users. Using this technique, the very same training data can be used for different users. However, if customization is a point of interest in a usage context, the training data can be replaced with the data provided by the user at runtime. This is due to the fact that our gesture recognition methods rely only on the training data and compare the input data at runtime against it. With such a customizable recognition method, users do not have to adhere to a predefined sets of gestures and gestures can be defined by recording new training data. Additionally, while existing methods typically treat gestures as single commands, such as "click the mouse", the proposed gesturing techniques enable us to automatically recognize the performed gesture and track the movements within a gesture for fine-tuning continuous parameters. Next chapter proposes a specialized software framework, Signal.NET, which facilitates the incorporation of these gesturing techniques in the OR. Chapter 9 presents several quantitative and qualitative studies, conducted to evaluate the applicability of the proposed ideas.
CHAPTER 8

Signal.NET Framework

GESTURING interfaces can provide the surgeons with a direct control over the intraoperative devices. However, exploiting them in the OR requires additional care due to domain complexity. In this chapter, we present Signal.NET framework, which is designed to facilitate the integration of gesturing interfaces in the OR. Furthermore, we propose a methodological approach to exploit such a context-aware and customizable HCI designing technique in the real life OR scenarios.

8.1. Introduction

As mentioned in Chapter 2, the OR is a collaborative environment. In other words, the interaction with several devices can be shared among multiple users. Additionally, the interaction requirements vary based on the surgery type in each stage of the surgical workflow. Knowing these requirements are crucial in order to design a usable interface. However, in most cases these requirements can not be identified in advance as they depend on different information such as patient background and surgeon’s decision. One solution to this problem is to provide the OR crew with a mechanism to customize the intra-operative user interfaces based on their specific requirements. This can be achieved using a prototyping approach which does not require programming knowledge. Prototyping is an important step in developing multimodal user interfaces, as it allows users and designers to customize the system behavior at runtime. With this approach, different modalities can be plugged and played in the system. This include various input sensors, different devices
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to be controlled or novel gesturing techniques. Our goal is to develop a software framework for prototyping multimodal gesture-based user interfaces in the OR. We hypothesize that the structure of such framework should be based on the assembly of several components, namely different input modalities, gesture recognition techniques, and also various intra-operative computerized systems to be controlled.

In order to achieve aforementioned goals and to facilitate the development of gesture-base interfaces solutions in the OR context, we developed Signal.NET framework. The Signal.NET can be considered as an extensible software platform for supporting the effective and dynamic prototyping of multimodal gesture-based interfaces for the intra-operative systems. This framework fuses the interfaces of all intra-operative systems in a unified interface. It allows the users to customize the interface behavior based on the requirements of a specific surgery and complexity sources introduced in the OR domain model. It has been designed and implemented as a thin integration platform, able to manage the mentioned aspects, and thus provide the engineers of the OR domain a novel approach for development of user interface for medical solutions. Thanks to its component-based design, different medical devices can be integrated in the Signal.NET framework. This platform is equipped with a visual editors, a set of general and reusable components and techniques to assemble various input modalities, while preserving the performance of the integrated solution.

This chapter first presents existing works for the design and implementation of multimodal applications by focusing on the heterogeneous and extensibility aspects of each tool. Next, several requirements of an intra-operative gesturing platform will be defined. We then provide a short overview of the Signal.NET framework. The dedicated graphical front-end, and the runtime platform is then presented. In order to integrate the proposed 3D gesture recognition techniques, in Chapter 7, we introduce several reusable components. These demonstrate the applicability of the proposed framework for defining and customizing gesture-based interfaces. Finally, before conclusion, a methodology is proposed for utilizing such frameworks in practice in the OR.

8.2. Related Work

Multi-modal interfaces are composed of input streams from different input devices and rely on their underliying software architecture. Several toolkits have been proposed for supporting multi-modal application development. In this section, we explore several well-known platforms designed for this purpose and explain about their shortcomings that Signal.NET
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aims to overcome. In [52, 91, 126], the authors propose a modular framework for combining multiple input devices for developing multi-modal interactive systems. Bogdan et al. [17] extend this idea by proposing a high level modeling approach. This facilitate inexperienced users to manipulate the interaction interface. In [11], authors introduce iStuff, targeting UI prototyping in ubiquitous computing environment. A visual editor allows the end-user to customize the mappings of the Patch-Panel. ICON [35] enables interactive applications to achieve a higher level of input adaptability and is developed in the java platform. Basically, it can support several native input devices. Such input devices can be attached to the toolkit using JNI, Java Native Interface, which allows low-level integration with programs created using C. Another java-based platform is ICARE [20], which is a component-based framework for creating multimodal software solutions. The components are defined based on Java Beans, and should be developed in java programming language. This framework can not be extended easily and the components are not reusable. To integrate new input devices or components, additional programming is required. Cross-Weaver [127] is a UI development tool and facilitates planning multimodal solutions. It enables the designers to define multimodal interfaces in a prototyping fashion. It only supports few input and output components and extending it with new components is not easily possible. IMBuilder [22] is another tool which models the interactions using finite state machines. Transition between nodes are connected to commands and actions. HephaistTK [36] framework uses a central agent from which all the components communicate. It is also equipped with a special scripting language to configure the interactions. Exemplar [59] enables the users to concentrate on design thinking. This means the developers do not have to work in a sensor abstraction level. Their main task is to define the way that user interaction should be performed. The editor is defined within Eclipse and also offers modification of live sensor data.

Although there are several software frameworks for developing new medical applications based on existing components, most of these environments are limited to image based problem solving, appropriate for pre-operative planning. MeVisLab [96] from MeVis Medical Solutions AG and Fraunhofer MEVIS and SCIRun [38] from University of Utah are such problem solving and prototyping tools which are widely used in research labs for 2D and 3D image processing. On the other hand, Slicer3 [111] provide the base platform for implementing medical components. Although it is widely being used during pre-operative planning and patient studies, the underlying architecture is not suited for real-time data streaming and synchronization. Furthermore, prototyping new application based on workflow and patient data model is not possible in this tool. Figure 8.1 shows the graphical user interfaces of these applications. MITK [145], VolView [134] and MIPAV
[95] are other end-user applications for viewing and navigating medical images which let the user do various image processing tasks. However, they do not allow prototyping new applications based on pre-existing components.

Most of the aforementioned solutions are targeting a specific technology or support a limited number of input modalities such as mouse, pen, text, and voice, and are designed for specific interaction scenario. Compared to the these methods, the main contributions of the Signal.NET framework can be summarized as follows:

- Signal.NET focuses on providing an interaction and device independent flexible solution for the fast prototyping of multimodal gesture-based interfaces through the facilitation and reuse of preliminary software and technologies.

- Unlike applications developed in medical UI builders such as MeVisLab, the proposed architecture runs as a standalone system and is not hardcoded into the medical solution itself. This architecture is much more flexible and applicable, considering diverse set of OR devices, workflows and preferences of different schools of surgeries.

- Signal.NET framework is designed specificity for the OR, considering main intra-operative aspects (e.g. surgical workflow, OR human roles and interaction requirements with arbitrary hardware and software solution) as defined in the OR domain model in Chapter 2. The underlying software architecture is capable of hosting gesture-based interfaces and enables dynamically associating learned gestures to features of arbitrary target systems, taking into account different workflow stages. Additionally, interaction tasks can be distributed between multiple users in the collaborative OR environment.

- The visual programming interface of Signal.NET enables design of interaction at runtime and allows composition of components through techniques such as design-by-demonstration or direct manipulation.
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- We propose a methodology to bring such HCI designing concepts in the OR. Currently, surgeons are limited to predefined interfaces. Using this methodology, OR UI can be customized based on surgeons preferences (considering patient state, OR team, etc.), before the surgery. Such concept is novel in the OR and has never been proposed or implemented before.

8.3. Clinical Use-case

The concepts proposed in this chapter can be beneficial in many types of interventions, however, in this work we consider an exemplary surgical scenario of the implantation of a stent. This example is defined in close collaboration with experienced surgeons and contains a complex workflow, where the OR team interacts with multiple devices. The first step is to find an insertion point for the catheter in the artery of the groin or arm. While in most cases this does not involve imaging, for obese patients the use of ultrasound might be required to find an insertion point. Then, the catheter, the guide wire and the stent are inserted and the correct placement is confirmed using angiography. In complex cases also IVUS might be used to assess the location and amount of calcification. After opening the stent, its correct placement and opening is validated using angiography. As an alternative to angiography also CTA might be used. Prior to or after the use of any intra-operative imaging modality, re-adjustment of the lighting conditions in the OR may be required for better perception.

8.4. Requirements Specifications

In this section, we discuss about the practical requirements of a multimodal gesture-based UI designing framework for context of the Operating Rooms. These requirements should be considered in order to smoothly integrate such new interaction techniques in the surgical workflow. An important requirement for this platform is extensibility. This is due to the fact that different kinds of features in a wide range of intra-operative systems might be target of the interaction. For example, in the envisioned scenario outlined before, an intra-operative image viewing application lets the surgeon to select a patient profile, load the relevant preoperative image data, and change the viewing parameters, e.g. current slice number, zoom and pan, to find the region of interest.
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8.4.1. Customization

As an important requirement of an interaction prototyping framework, it should allow the users to customize the interactions based on their requirements. Chapter 7 demonstrated how gestures can be trained with the end user. Additionally, in a gesturing interface, the mapping of trained gestures to the features of a target device should be defined in a customizable manner. Although a wide range of body movements can be defined as gestures, selecting an appropriate subset of gestures is strongly dependent on the usage context. Usually this kind of knowledge is not available in advance. For instance, as highlighted in the exemplary scenario, there are situations during a clinical intervention, in which the surgeon requires to change some settings of an intra-operative system. However, only one of his hands may be free as the other hand is occupied holding a medical tool. In this case the the framework should enables the user to map a trained gesture with the free hand to the required functionality.

8.4.2. Workflow-Awareness

Reducing the number of gestures increases the usability and reduces the duration of the training phase [26]. However, in complex domains there are many features of a system which might be necessary to access. To reduce the number of gestures as much as possible and still provide necessary control over the target system, a proper understanding of the usage workflow is necessary. At each workflow stage, usually only a limited number of settings are required. By defining a separate interaction configuration for each workflow stage, the proposed gesture framework can use the same set of the gestures to apply different settings in each workflow stage. One of the main advantageous of such a context aware design is that these mappings can be later defined based on the specific user requirements at any time. For example at the beginning of the surgery where no data is loaded, a given gesture can be mapped for loading data and afterwards when this data is loaded the same gesture can be used for closing the file. This context awareness also enables the users to interact with a larger set of features even with few number of gestures.

8.4.3. Multiple Users

Moreover, the Operating Room is a collaborative domain in which multiple users interact with shared resources to achieve a common goal [87, 44, 13]. In such scenarios, the interaction with the target system may be distributed between different human roles. Since each orientation sensor can be identified uniquely, the framework should provide functionalities
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to rewire for supporting multiple-user gesture interfaces [87, 44]. For example, the main surgeon may need to browse the medical images, while the anesthetist is checking different live signals on the screen. Each of these users may separately interact with the system, while the same system is processing the sensors, detecting the gestures and propagating commands to the target features (Figure 8.2).

8.4.4. Integration of Gesturing

As outlined before, gesture recognition approaches can be classified either as categorical or spatio-temporal [56, 83]. In contrast, our proposed gesture recognition approaches in Chapter 7 has characteristics of both categorical and spatio-temporal gesture recognition methods. One of the main objectives of this project is to bring such novel gesturing approaches into the OR. Hence, the envisioned framework in this chapter should provide the required functionalities.

8.5. Framework Architecture

This section provides an overview of the design and implementation details of the Signal.NET framework. First we explain the concept of the component model and continue by introducing the data pipeline design pattern. We believe that such an architecture enables rapid development with heterogeneous components and can be used in conjunction with high level visual programming interface, enabling the customization at runtime. Finally, we demonstrate how the configuration of the component pipelines can be stored and managed using a visual editor.

8.5.1. Heterogeneous Components

In order to achieve the desired extensibility and customizability, we propose a framework with a component-based architecture. In this model, components encapsulate elements of an interactive system. Components are unaware of the framework in which they are running. A component is only characterized by its functionalities and is defined as a reusable and independent software unit with a defined interface. Components expose their functionalities via these interfaces to the framework as a set of signals, an abstraction of typical properties, methods and events. Each signal has a specific data type and is labeled with an access attribute. Currently supported data types are boolean, integer and real values and valid access attributes are read-only, write-only and read-write. This design is intentionally wide enough to encapsulate a large number of software components and hardware devices
when implementing an interactive multimodal solution for the OR. The components can then be easily reused in any solution developed using Signal.NET framework in a plug and play fashion by defining the pipelines, presented in the following section. To summarize, components should be defined by the following attributes:

- **Signal Interface:** List of signals that a component provides to communicate with other components and the framework.

- **Documentation:** The component must be well documented to enhance reusability.

- **No dependencies:** A component must not be dependent to the framework or any other component. All the required features should be included within the component itself.

### 8.5.2. Bindings and Data Pipeline

In order to flexibly set up the connections between recognized gestures and features of the target components, we further extend the proposed component-based architecture with the pipeline data flow model, as shown in Figure 8.2. Since the components and their properties are known to the framework, we developed a binding mechanism to create a connection between properties exposed by different components at runtime (late binding). A binding can be either directional or bi-directional. Once such a binding is defined, the framework propagates values of all the changed signals in the defined directions. This guarantees that if a property value changes in one component, all the dependent properties in the other components will be updated accordingly. The framework synchronizes the update process using an internal clock. Moreover, the framework internally handles required data type conversion. Since the data transmission in the system is happening

![Figure 8.2.: An exemplary gesturing pipeline composed of several components.](image-url)
within these connections, it is possible to transmit the data over network, extending the application scope to distributed platforms. With this pattern, end-users can manipulate the user interface response to detected gestures by altering the underlying pipeline graph. A pipeline also supports dynamic reconfiguration of connections at runtime. The pipeline model implemented in the Signal.NET framework provides simple embedded dataflow controls, such as direct function calls and asynchronous calls. The pipeline also enables isolating component in separate processes or distributing the execution of an assembly over a set of computers running an instance of Signal.NET framework.

8.5.3. Configuration Management

The pipeline model, internally is stored as a list of components and their interconnections, as shown in Figure 8.3. This configuration also can be serialized in an XML configuration file, shown in Figure 8.4. Figure 8.5 demonstrates schema of the configuration XML file. Parsing the configuration file at runtime, the framework creates the required set of components, as well as the defined bindings between them.

![Class Diagram](image)

Figure 8.3.: A class diagram demonstrating the framework architecture.

Using this approach, the behavior of the system can be completely customized, as required for the specific usage scenario, without extra programming. For instance, one can specify which gesture changes the current slice number property of the medical image viewer application. This is possible by specifying a proper binding between the gesture recognition component and the medical image viewer component. Having such a persistent pipeline model, the behavior of the system can be defined and retrieved, as required for a specific usage scenario, without extra programming.
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Figure 8.4.: An exemplary pipeline configuration XML file.

Figure 8.5.: The XML schema of the configuration file.

8.5.4. Visual Programming Interface

The interaction pipeline, including all the hosted components and their bindings, defines the behavior of the system in each stage of the surgical workflow. The interaction pipeline can be visually presented to the user as a graph, as shown in Figure 8.2. Components can be presented as the nodes of the graph and bindings as edges. Such a graphical representation can provide the end users with a visual programming interface, allowing them to customize the system behavior at runtime. By utilizing this technique in the proposed architecture, new combination of components and their binding could be formed for each specific intra-operative scenario. Using such notion, during requirement analysis stage of the OR-Use project, we prototyped a visual editor for customization of the interaction pipelines, as shown in Figure 8.6. This prototype is created in a UI prototyping tool.

Facing the need to customize interaction pipelines for specific surgeries, later, we developed a completely functional version of such visual programming interface, as was defined in our requirement analysis stage. Figure 8.7 shows the final user interface of the visual programming interface. Users can add any of the available components, presented in the left panel, to the interaction pipeline and create connections by drag and dropping properties (signals). The top right panel includes a list of workflow stages, in which users can manage the surgical workflow. This list can be customized for any given surgical routine.
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Additionally, the editor can serialize and restore the pipeline from an XML file. This is important since the design and actual usage may happen at different times. Developers can use this graphical interface to dynamically or statically combine components, and generate a running application.

8.6. Gesturing Components

Here, we discuss practical aspects and possibilities about integration of the extracted information about the gestures, the gesture type and state, into the Signal.NET framework. As mentioned in Chapter 7, categorical gestures are typically used for functional features (e.g. loading data, flipping an image). Alternatively, spatio-temporal gestures are more suitable for parametric features where a value is required (e.g. scale factor). However, the interface of a target system usually contains both functional and parametric features. For example, a zoom tool should be activated (functional feature) before modifying the zoom factor in a view (parametric feature). Utilizing the proposed gesture recognition technique, the extracted gesture type and gesture state can be used to set multiple parametric features of a target system without any need for activating a tool or controller in between. As an example, two gestures can be defined as horizontal and vertical movement of the right hand in front of the body. The first gesture can be assigned to control scale while the second gesture is used to change the brightness. In this scenario, a user can fine-tune these parameters simply by moving his hand accordingly and based on the gesture type the application can update the required changes using the gesture state. This is similar to the way that in multi-touch interfaces, users can zoom and pan without explicitly activating the relevant
controller before. The integration of our gesturing techniques, requires at least two stages of training and interaction, as shown in Figure 8.8. Later in this chapter we propose a methodological approach which fulfils this requirement.

The proposed gesture recognition methods in Chapter 7 or in more general the categorical and spatio-temporal gesturing techniques can be integrated into the Signal.NET framework by defining four new types of components. This enables users to utilize visual programming interfaces for customizing the system behavior through binding the gestures to the target features. As shown in Figure 8.9, we have created separate components for the input sensors, the gesture recognition method and a medical image viewer as an exemplary target device. The following sections explain these component types in more detail.

Figure 8.7.: Visual programming interface of the Signal.NET framework.

Figure 8.8.: Exemplary data flow diagram for integration of the proposed gesturing technique in the training and interaction phases.
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Figure 8.9.: A component pipeline containing four main types of gesturing components of the Signal.NET framework.

8.6.1. Sensor Components

These components encapsulate a specific type of input sensors. This can be Kinect or inertial sensors. Each instance of these components contains signals to read data from an input device. All the required code to communicate with the device application programming interface is implemented inside this components.

8.6.2. Target Components

Components of this type wrap the interface required to control a specific intra-operative target application. In order to control a new application with the proposed gesture-based interaction framework, a specific target component needs to be implemented. Applications could be software or hardware systems which provide a proper programming interface. Using the proposed model, the framework can access both, functions and parameters of the target application. Functions (e.g. load, save, close, etc.) can be implemented as a method within the target component and can be triggered with an event. Parameters can be encapsulated as a component property which stores a numeric or logical value and reflects a specific setting of the target system (e.g. visualization mode, zoom level, horizontal scroll, etc.). As an example, an intra-operative imaging device could be wrapped within a component containing properties like zoom, brightness, contrast etc. Such a modular design pattern satisfies extendibility requirement of a generic intra-operative HCI designing framework and therefore a wider range of computer-based equipments could be combined and controlled with the proposed gesture based user interface.
8.6.3. Recognition Components

The gesture recognition component hosts the implementation of the gesture recognition approaches presented in Chapter 7. This component has two sets of properties, input data and the recognized output. The value of the input data properties are updated directly based on recent sensor values. The number of input properties and the used dimensionality reduction technique are specified in a configuration file which can be used to customize the framework. The recognized output properties are gesture type and gesture state. The gesture type is the index of the current detected gesture and introduced in Chapter 8 by $\hat{c}_t$. The gesture state is a relative pose within the current gesture and is defined as $\hat{x}_t \in [0, 1]$.

8.6.4. Demultiplexer Components

These components act as a switch between the gesture recognition components and target components. They forward the recognized gesture value to the relevant property of the target component. As an input, a demultiplexer component receives the recognized gesture index ($\hat{c}_t$) and the current relative pose ($\hat{x}_t$) from a gesture recognition component. For each of the trained gestures, the demultiplexer component has a separate output channel. The current gesture state ($\hat{x}_t \in [0, 1]$) is routed to the relevant output channel, based on the recognized gesture type ($\hat{c}_t$). This removes the dependency on other interaction techniques, such as mouse or voice commands, for switching between different properties to control. Furthermore, using its activity property, the data flow can be enabled or disabled.

8.6.5. Activation Control

Activation of the gesture-based interfaces is a common problem in this field [66]. In order to prevent that movements similar to the trained gestures be considered as commands, an activation switch should be exploited. We solve this problem by using an additional switch which controls the activity of the gesture-based interface. The activation switch can be implemented as an input component and the data flow within the gesture recognition components may be interrupted in the demultiplexer component, as shown in the figure 8.9. This switch can be used to enable and disable the activity of the demultiplexer component. It can be physically implemented using different techniques. External switches, such as pedals or voice commands, are among the most common options. In our studies, we examined two different implementations, one using a voice recognition module and the other using a wireless handheld switch. Note that these activation modes are not the focus of our work and the selected options are thus straightforward. Furthermore, once the user finds
the proper value of a continuous parameter using its corresponding gesture, the gesture-based interface should provide a method to store the selected value. The aforementioned two exemplary implementations were also used for this functionality.

### 8.7. Component Database

Table 8.1 lists a selection of components currently developed in the Signal.NET framework. The components are designed to be highly reusable and originate from different projects and experiments. The database is categorized to input components, target components, gesturing components, and transition components. Many of these components have been already tested and can be utilized in order to define other interaction solutions.

<table>
<thead>
<tr>
<th>Category</th>
<th>Component Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Components</td>
<td>MouseKeyboard</td>
<td>Captures events from the mouse and keyboard.</td>
</tr>
<tr>
<td></td>
<td>Kinect</td>
<td>Retrieves skeletal information from Microsoft Kinect.</td>
</tr>
<tr>
<td></td>
<td>InertialSensor</td>
<td>Receives orientation data from inertial sensors.</td>
</tr>
<tr>
<td></td>
<td>VoiceCommand</td>
<td>Recognizes voice commands from the user.</td>
</tr>
<tr>
<td>Target Components</td>
<td>ORLight</td>
<td>Simulator for an intra-operative light dimmer.</td>
</tr>
<tr>
<td></td>
<td>IVUSViewer</td>
<td>Simulator for viewing intra-vascular ultrasound data.</td>
</tr>
<tr>
<td></td>
<td>Ultrasound</td>
<td>Simulator of intra-operative ultrasound device.</td>
</tr>
<tr>
<td></td>
<td>DICOMViewer</td>
<td>Viewer of medical images with DICOM format.</td>
</tr>
<tr>
<td>Gesturing Components</td>
<td>PCARecognition</td>
<td>Gesture recognition component using PCA.</td>
</tr>
<tr>
<td></td>
<td>ManifoldRecognition</td>
<td>Gesture recognition component using manifold learning.</td>
</tr>
<tr>
<td>Transition Components</td>
<td>Demultiplexer</td>
<td>Switch for forwarding gesture commands.</td>
</tr>
<tr>
<td></td>
<td>RangeMapper</td>
<td>Maps the data from an input range to an output range.</td>
</tr>
<tr>
<td></td>
<td>TypeConvertor</td>
<td>Converts output signal data to the type of input signal.</td>
</tr>
</tbody>
</table>

Table 8.1.: Selection of components available in the Signal.NET framework.

### 8.7.1. Implementation

The Signal.NET framework is developed using Microsoft .NET framework. The official Microsoft Kinect SDK was used to wrap the Kinect in an input component in the framework. The gesture recognition method was developed in Matlab and the compiled binary wrapped as a new component using C. A voice recognition module was developed using Microsoft voice API. In order to develop an interaction method based on inertial sensors, hardware related issues, such as noise and drift, need to be considered. We reduced the noise effect by applying a mean filter with a window of 10 frames (equivalent to 200ms) to the output of the gesture recognition method. This introduces a short delay; however, the
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effect is ignorable. Drift causes an incremental inaccuracy in the sensor measurements. To compensate this effect the boresight direction of the sensors should be reset periodically. In our experiments, we reset the sensors while they are attached to the user’s body and he is standing with released hands on two sides of his body. The DICOM image viewer application was developed using an open source component with functionalities such as zoom, pan, brightness and contrast.

8.8. Context-Awareness

As explained before, OR is a highly complex environment where surgical staff often use various types of assistive computerized medical systems, for instance to visualize patient data. In such situation context awareness is an important attribute of a user interface. Here, we demonstrate how a gesture-based interface, developed using the Signal.NET framework, can be customized in a context-aware manner based on different complexity aspects of the OR, introduced in Chapter 2. An example is given in Figure 8.10.

- **Workflow awareness:** At any given time during the usage workflow, typically only a small subset of features of a target application is practically needed. With proper understanding of the workflow, a separate pipeline configuration can be defined for each workflow stage, hence the same set of gestures can be used for different purposes. Figure 8.10 demonstrates a specific pipeline, defined for the highlighted workflow stage.

- **Multiple targets:** Our modular architecture enables simultaneous control of different target applications. By encapsulating each target application in a corresponding

Figure 8.10.: An exemplary collaborative domain scenario, where two users controlling two different medical application. This pipeline defines the system behavior in the highlighted stage of the surgical workflow.
8.9. Methodological Approach

In order to utilize the Signal.NET framework in practice in the OR, here we propose a methodological approach, which consist of four stages: planing, training, designing and interaction. Figure 8.11 pictures the relation of the training, designing and interaction stages. Up to our knowledge, there is no previous methodology for defining and customizing a unified gesture-based interface for the OR.
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8.9. Planing Stage

In this phase, surgeons are asked to fill a form to define the interaction requirements of their upcoming surgery. The structure of this form consists of the main aspects of the OR domain model, Figure 8.12. Surgical workflow stages are in rows, OR human roles are in columns and the cells contain a list of required features of different target devices. Filling this form, the head surgeon can distribute the task of interaction among his team within each stage of the surgical workflow.

8.9.2. Training Stage

During the training stage, a recorder application is used to collect the training data, consisting of one example per gesture. This step enables users to customize movements which our recognition techniques identify as gestures. Although, this can be done with surgeon if needed, in most cases once the system is trained there is no need for extra refinements.

8.9.3. Designing Stage

After planing, the visual editor, presented in Figure 8.7, is used to define the interaction pipelines and fulfill the expected requirements. This can be done either directly by surgeons or by an OR technician who is more familiar with the underlying concepts. Once such an interaction pipeline is defined, it can be reused for similar surgeries. This can also be done by user interface experts of the manufacturer upon the deployment of a new OR in a hospital, based on the type of operations performed in that hospital.

8.9.4. Interaction Stage

During surgery, the system loads the defined configuration and starts updating the pipeline. Following the current surgical workflow stage, a required subset of features would be available to the users as planned before. The framework continuously reads the sensor

<table>
<thead>
<tr>
<th>Stage</th>
<th>Role</th>
<th>Surgeon</th>
<th>Assistant</th>
<th>Nurse</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Localisation</td>
<td>DICOMSlice,Zoom</td>
<td>US.Frequency,Depth,IVUSSlice</td>
<td>US.Tissue,ORLight,Dim</td>
<td></td>
</tr>
<tr>
<td>2. Confirmation</td>
<td>DICOMSlice,Zoom</td>
<td>US.Frequency</td>
<td>CRLight,Dim</td>
<td></td>
</tr>
<tr>
<td>3. Opening</td>
<td>N/A</td>
<td>N/A</td>
<td>CRLight,Dim</td>
<td></td>
</tr>
<tr>
<td>4. Validation</td>
<td>DICOMSlice,Zoom</td>
<td>N/A</td>
<td>CRLight,Dim</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.12.: Interaction requirements form, used during planing stage.
values, runs the gesture recognition method and updates the target devices based on the recognized gestures and the defined pipeline. The current workflow stages can be provided either manually or using an automated activity recognition technique [16]. The system behaviour can be further customized at runtime, using the visual editor or by changing the current workflow stage.

8.10. Summery and Conclusion

In this chapter, we proposed Signal.NET framework for integration and customization of intra-operative interfaces, within the context of the OR domain. Although, there are several platforms to facilitate the implementation of multimodal gesture-based interfaces in other domains, this concept is novel for the Operating Room. Signal.NET framework enables reuse of existing components to iteratively design and build a multimodal system with minimal programming effort. Moreover, the used architecture allows it to be interfaced with any kind of front-end application which can run Signal.NET framework. We also presented our visual programming interface, built on top of the Signal.NET framework. The proposed categorical and spatio-temporal gesture recognition approaches can be combined into the Signal.NET framework utilizing four types of component. We demonstrated that the proposed software framework enables a dynamic association of learned gestures to arbitrary target systems. This enables the application to customize its behaviour in a context-aware manner. The proposed methodological approach provides the required foundations in order to smoothly exploit such frameworks in real life OR scenarios. We believe that such flexible and customizable UI designing approaches are necessary to bring many solutions proposed within the medical community into final application in the OR. The extensibility of the proposed architecture makes it also applicable to a wide range of similar scenarios.
Case Studies and Evaluations

Several quantitative experiments have been performed to evaluate the performance and applicability of the proposed gesturing techniques. Additionally, we have conducted several user studies, through a real-life scenario with biomedical computing students, surgeons and user interface experts. These user studies are conducted in order to evaluate the usability and applicability of the proposed HCI designing framework. This chapter presents the results of these experiments and user studies.

9.1. Introduction

As mentioned before, the OR is a highly advanced environment where surgical staff often work under high pressure. Many types of computerized medical systems are used in this domain for assistance. Interacting with such devices during surgery is a well-known problem in this domain [81]. This issue inspired us to propose our gesture recognition approaches and the interaction designing framework, aiming at introducing an intuitive user interfaces for this context. In order to evaluate the proposed gesture recognition methods and Signal.NET framework, in this chapter we report from several quantitative experiments. We also report of the conducted user studies with experienced surgeons and experts of the human computer interactions community. The proposed ideas are general and can be applied in many different medical cases. However, in this work an exemplary case of Stent implantation has been the basis of our examinations.
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Figure 9.1.: Sample images of a trainer subject performing one of the considered gestures.

9.2. Quantitative Experiments for Recognition Techniques

This section focuses on quantitative experiments conducted to evaluate the functionality of the proposed gesture recognition techniques. First, we evaluate the performance of the Manifold-based method using inertial sensors, then we evaluate and compare PCA-based method using inertial sensors. Finally, PCA-based method is evaluated with the Kinect data. Our implementations for this section all has been done in Matlab and runs on a 2.5 GHz Intel Core 2 Duo machine with 4 GB of memory.

9.2.1. Inertial Sensors with Manifold

In order to evaluate the gesture recognition method based on Manifold learning technique a systematic experiment was conducted on a dataset of 18 different gestures captured from inertial sensors, each recorded four times with one person. We created labeled sequences of multiple gestures in a row, each between 1000 and 5000 frames. Figure 9.1 demonstrates a user while recording the training dataset.

9.2.1.1. Gesture Recognition Rates

The gesture recognition accuracy of the proposed method was evaluated using the recorded data set. This experiment was performed in a cross-validation manner, each time using one of the sequences for training and one of the others for testing. While measuring the percentage of frames with correctly recognized gestures, we varied the number of simultaneously trained gestures and the number of inertial sensors. As shown in Figure 9.2.a, best gesture recognition rates were achieved with six inertial sensors. In this case, 95% of all frames were correctly recognized with a set of four gestures, and 88% when the method was trained on 18 gestures. Although the recognition rates decrease for less than six sensors, even only two sensors (one on each arm) yield correct recognition rates above 80% for all considered numbers of gestures. Our method thus scales well with respect to the
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Besides correctly recognizing gestures, it is crucial for a gesture-based interaction method to reliably distinguish instances of learned gestures from arbitrary other movements. As explained in Chapter 7, we use the confidence measure $\lambda_t^0$ for this purpose. In a series of experiments, we varied the associated threshold and measured the percentage of frames with gesture movements recognized as such (true positive rate, TPR) and the percentage of non-gesture frames wrongly identified as gestures (false positive rate, FPR). We trained the method on different numbers of gestures and randomly created sequences where only one out of multiple gestures was known to the method. In all cases, six inertial sensors were used. Figure 9.2.b shows the resulting ROC curves. As expected, the best combination of high TPR and low FPR was achieved in the setting with four gestures. In this case, above 90% of gestures were detected with less than 10% of false positives. Obviously, if more gestures are known to the system, distinguishing non-gesture movements becomes more difficult. However, even for the 18 gestures setting, detection results are still reasonable.

9.2.2. Inertial Sensors with PCA

For a quantitative assessment of the gesture recognition method based on PCA and comparing it with the Manifold-based technique, we recorded a larger dataset of 21 arm gestures.
using inertial sensors, performed by one person in 12 repetitions per gesture. Considered gestures included movements of one or both arms, such as dragging an imaginary slider in front of the body, tracing out circles or waving. The experiments were performed on the recorded dataset of $10^6$ frames in a batch mode to allow for systematic cross-validation. For each run, we used three of the 12 repetitions per gesture for training and three other repetitions for testing.

9.2.2.1. Gesture Recognition Rates

In order to quantify how precisely the PCA-based method is able to recognize gestures, we determined the percentage of correctly classified frames for different settings. We varied the total number of gestures the method is trained and tested on and used different variations of the method, as discussed previously. Results are shown in Figure 9.3. For every number $n_g \in \{4, 6, 8, 10, 12, 14, 16, 18\}$ of considered gestures, 10 automatic experiments were performed, each time randomly selecting subsets of $n_g$ gestures for training and testing out of the available 21 gestures. For each choice of $n_g$, the average classification rate over the 10 experiments thus indicates the performance to be expected with a random selection of gestures. The maximum and minimum for each value of $n_g$ can be achieved with an optimal and inappropriate set of gestures, respectively. Optimality in this case refers to a minimal overlap between gestures to be recognized simultaneously. As can be seen in Figure 9.3.a, using Laplacian Eigenmaps (Manifold) for dimensionality reduction results in a similar recognition behavior to using PCA. In both cases, 95% of frames are correctly classified when 4 gestures are considered, with a decrease to 85% for 18 simultaneously learned gestures. For any value of $n_g$, accuracy decreases by 2-3% without the smoothness modification (Equation 7.3).

9.2.2.2. Influence of Training Dataset Size

As a short training phase is desirable for the users [83], we evaluated the behavior of our method with respect to a varying number of repetitions per gesture in the training data. We recorded a dataset of 8 gestures with an increasing number of repetitions, ranging from 1 to 8. The sequence with 8 repetitions was taken for testing, while training on the other sequences, one by one. Apparently, training on a single repetition per gesture cannot sufficiently account for typical variation when performing a gesture multiple times. However, gesture recognition rates matched those displayed in Figure 9.3 for two repetitions per gesture, without additional improvement up to the case of 7 repetitions per gesture. We argue that performing two repetitions per gesture for training is not a significant burden,
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Figure 9.3.: Correct gesture classification rates for various numbers of simultaneously learned gestures \(n_g\) and different method options (PCA: principal component analysis, ML: manifold learning, MREG: regression with smoothness modification, REG: plain kernel regression). (a) Average rates for all experiments and 3 method settings. (b)-(d) Maximal, average and minimal rates. Maxima indicate rates for an optimal, non-overlapping choice of gestures.

considering that the system only rarely needs to be re-trained.

9.2.2.3. Processing Speed

Figure 9.4.a illustrates the computational performance of the gesture recognition method for all settings of \(n_g\). The choice of PCA or Laplacian Eigenmaps for dimensionality reduction does not have an impact on processing speed, as these methods are applied offline. Most computationally intensive is the kernel regression step that, in each frame, passes through all frames of the training dataset. The training dataset grows from 1,000 (for \(n_g = 4\)) to 8,000 frames (for \(n_g = 18\)). On our machine, the method allows for very high frame rates above 1,000 frames per second, even for 18 gestures. Performance is slightly lower when the smoothness modification is enabled. In practice, processing speed is thus only limited by the acquisition rates of the inertial sensors, typically 60-120 Hz. These results highlight the feasibility of deploying our method on portable devices with limited processing capabilities, such as smartphones.

9.2.2.4. Sensitivity to Sensor Placement

In order to evaluate how sensitive our method is to an exact placement of the sensors, we recorded an additional dataset with a subset of 8 gestures, varying the position of the sensors on the person’s arms. Starting with a training sequence of all 8 gestures and the sensors in a reference position, we tested on sequences with incremental rotational and translational deviation of the sensors. Translation was changed to 4, 8 and 12 cm
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Figure 9.4.: (a) Processing speed in frames per second (fps) for different settings of $n_g$ using kernel regression with smoothness modification (MREG) and plain kernel regression (REG). (b) Sensitivity of gesture recognition to incremental deviations in sensor placement.

(along the arms) from the reference position, rotation (around the arm axis) was changed to approximately 30, 60 and 90 degrees. Figure 9.4.b shows that gesture recognition is more sensitive to rotational deviation than to translations. However, rotations up to 30° and translations up to 4 cm almost do not affect recognition rates. We argue that rotational deviations close to 90°, where recognition rates drop below 60%, are not to be expected under typical usage conditions. The results also imply that the sensors can be taken off and on, e.g. to continue work on another day, without a new training.

9.2.3. Kinect with PCA

Based on the above mentioned experiments, we noticed that PCA is capable of recognizing gestures with the same accuracy as Manifold based method for inertial sensors. As developing PCA-based method requires less tuning and several open source implementations are available in different languages, we decided to focus on PCA-based recognition technique for the remaining experiments. For a quantitative assessment of the PCA-based gesture recognition method using Kinect, we recorded two datasets of arm gestures. One dataset consists of 16 different gestures, performed by three persons in 6 repetitions per gesture. We use this dataset to evaluate the scalability of our method with respect to larger
numbers of gestures. The second dataset consists of 6 gestures, performed by 12 persons, also in 6 repetitions per gesture. This dataset was recorded alongside with the user study that will be described in the Section 9.4. The gestures consist of simple hand movements such as moving one hand up and down (as in moving a virtual vertical slider in front of the body), opening and closing both hands in front of the body (similar to opening and closing a window), moving the left hand to the left and right above of the head (like waving), etc. The focus here was to assess the variability of results for different persons. To allow for systematic cross-validation, we performed the quantitative experiments in a batch mode. For each run, we used 3 of the 6 repetitions per gesture for training and the other 3 repetitions for testing. Our experiments focus on the two main outputs generated by the gesture recognition method: the gesture type and the gesture state.

### 9.2.3.1. Gesture Recognition Rates

The gesture type is determined in each time step \( t \) by the value \( \hat{c}_t \in \{1, \ldots, N\} \) generated by the gesture classification component. To evaluate the performance of this classification task providing the Kinect data and PCA-based recognition method, we measured the percentage of correctly classified frames for different settings. Using the dataset with 16 gestures and 3 persons, we varied the total number of trained and tested gestures in four steps from 4 to 16. The gesture classification problem obviously becomes more complex, the more gestures are available in the training dataset. In addition, we evaluated two scenarios regarding the training data: in a first series of experiments, we kept the person identical for training and testing (personalized training), and in a second series, we used different persons for training and testing (common training). All combinations of persons in the 3 person dataset were considered and the outcome was averaged. The results are shown in Figure 9.5.a, including separate values for each of the nine feature and normalization types described in Chapter 7.

A general observation is that using personalized training data results in better gesture recognition rates. This effect increases with the number of considered gestures. However, for reasonable numbers of gestures, such as eight, classification rates only deviate by less than 10%. In the case of four gestures, the common training data (i.e. training data of one particular person, used for all other persons) accounts for as high recognition rates as the personalized training data. Another general observation is that maximum recognition rates decrease with an increasing total number of gestures. While this behavior is expected, the rates only drop slightly from above 90% in the case of 4 gestures to a reasonable 85% for the case of 16 gestures. In terms of feature selection, the distance features clearly perform
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Figure 9.5.: (a) Correct gesture classification rates for different numbers of gestures and different input features, using personalized training data or one common training dataset for all testing persons. (b) Correlation coefficients as a measure of prediction quality for the gesture states.

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Feature Type</th>
<th>Feature Type</th>
<th>Feature Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalized</td>
<td>Common</td>
<td>Personalized</td>
<td>Common</td>
</tr>
<tr>
<td>Distances</td>
<td>Distances</td>
<td>Displacements</td>
<td>Displacements</td>
</tr>
<tr>
<td>Without Normalization</td>
<td>Relative Normalization</td>
<td>Without Normalization</td>
<td>Unit Normalization</td>
</tr>
<tr>
<td>1: Distances</td>
<td>2: Distances</td>
<td>4: Displacements</td>
<td>5: Displacements</td>
</tr>
<tr>
<td>3: Distances</td>
<td>5: Distances</td>
<td>6: Displacements</td>
<td>6: Displacements</td>
</tr>
<tr>
<td>7: Hierarchical</td>
<td>8: Hierarchical</td>
<td>9: Hierarchical</td>
<td>9: Hierarchical</td>
</tr>
<tr>
<td>5: Relative Normalization</td>
<td>6: Unit Normalization</td>
<td>7: Without Normalization</td>
<td>8: Relative Normalization</td>
</tr>
<tr>
<td>9: Unit Normalization</td>
<td>10: Unit Normalization</td>
<td>11: Unit Normalization</td>
<td>12: Unit Normalization</td>
</tr>
</tbody>
</table>

Figure 9.5.: (a) Correct gesture classification rates for different numbers of gestures and different input features, using personalized training data or one common training dataset for all testing persons. (b) Correlation coefficients as a measure of prediction quality for the gesture states.

9.2.3.2. Gesture State Prediction Quality

The second output computed by our gesture recognition component is the gesture state, given by the number $\hat{x}_t \in [0, 1]$. This value allows translating arbitrary spatial movements of the user to parameters of the target system. It is important that this value varies smoothly and that movements within each gesture translate to the full value range between 0 and 1.

In order to evaluate the prediction quality, we measured the correlation between the computed signal of $\hat{x}_t$ over time with an ideal signal obtained from the ground truth data $X^C$.

Figure 9.6.b illustrates the meaning of this correlation measure. A maximum correlation of 1 is achieved if the change in $\hat{x}_t$ is aligned in time with that of the ground truth and if the amplitudes (i.e. the extent of $\hat{x}_t$ between 0 and 1) match exactly. Figure 9.5.b shows the resulting correlation coefficients for the series of experiments as described in the previous
section.

In the case of 4 gestures considered simultaneously, the correlation is close to the maximum of 1, with no difference between the feature types and with an almost equal performance with personalized and with common training data. Overall, the correlation between the reconstructed gesture state signal and the ground truth decreases with an increasing number of gestures. As expected, using personalized training data yields better results than when one training set is used for all testing persons. However, the correlation coefficients for the personalized case never drop below 0.8, even when the system is trained on 16 gestures. In terms of features, the distance features (features 1-3) perform better than in the classification experiments. Best correlation overall is achieved by the displacement

![Figure 9.6.: (a) Correct gesture classification rates (left) and correlation coefficients for the gesture state (right); experiments on 12 testing persons and 6 gestures. Feature types see Figure 9.5. (b) Examples of gesture state sequences with prediction (blue) and ground truth (green). The top example: coefficient of 0.95; bottom example: coefficient of 0.68, as the first three movements are badly predicted.](image-url)
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9.3. Framework Performance Evaluation

In order to evaluate the performance of the Signal.NET framework we also conducted several quantitative evaluations. We set up our framework on a machine with a 2.5 GHz Intel Core 2 Duo processor and 4 GB of memory. In order to evaluate the overall update rate of the system in regard to number of components, we used automatically generated pipelines with different number of components and let the system run for one minute using each configuration. The update rate is computed by averaging the recorded results. In order to simulate the processing time within each component, we used an internal timer for blocking the components for 0.05, 0.1, 0.15 and 0.2 milliseconds on their update call. The results are shown in Figure 9.7.

As shown in Figure 9.7.a the plots are performing as a hyperbolic function which highlights the linear dependency of the update rate to the number of components. Additionally, Figure 9.7.b and Figure 9.7.c show that update time and the update rate of the system in relation to the number of the propagated values over different network connections. Based on these plots, before reaching the upper boundary of the bandwidth, computational limitations are the only affecting parameters. However, the connection speed considerably

Figure 9.7.: (a) The effect of the hosted components count on the update rate. (b) The effect of the change propagation rate on update time, (c) frame rate.

features in combination with relative normalization (feature 5). Combined with the results on gesture classification, we conclude that the displacement features are the best choice among all presented feature types. For this reason, we used displacement features with relative normalization in our user study. Figure 9.6.a shows results for gesture type classification and gesture state correlation for the second dataset with 6 gestures and 12 persons. Classification rates are around 90% for personalized training and slightly below 80% for common training. These results are similar to those on the 3-person dataset, indicating that our method generalizes to multiple persons, even with a shared training dataset.
9.4. Gesturing User Studies with Biomedical Students

To evaluate the proposed gesture-based interaction methods for the Operating Room, we first conducted qualitative experiments with biomedical computing students. The test subjects all were pursuing or hold a degree in biomedical computing field. Thus, the subjects were educated to develop intra-operative systems and had a very good understanding about the OR and medical scenarios. The interaction pipelines were hosted in the Signal.NET framework, where the gesture recognition components was a wrapped version of a Matlab implementation. This solution runs at 30 frames per second. In this section we report about the result of user studies conducted with different gesture recognition techniques.

All the experiments conducted in this section consisted of six phases.

1. Each user was given a short introduction about the purpose of the study, available functionalities of the medical image viewer application, the available gestures and the activation mechanism.

2. The participants were given several minutes of free exploration time, to get a feeling of the system.

3. We then explained our predefined test task. From a medical perspective, the goal of the test task was to locate an aortic stent in a loaded CT dataset and navigate to its bifurcation. This task is based on a real activity within aortic stent implantation surgery, where the surgeon needs to localize the implanted stent for validation. The used dataset has been acquired at our university hospital, Klinikum Rechts der Isar, and was anonymized accordingly. To support the users without any medical background we further provided the expected correct values for each of the 6 parameters (slice number, zoom ratio, view position in x and y, brightness and contrast).

4. Parameters were reset to initial values and each participant was asked to perform the test task using a common training dataset. This step was only performed using Kinect and PCA-based recognition method.
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5. Personalized gestures were recorded and users were asked to perform the test task again with their personalized training data.

6. Finally, for the study with the Kinect, each participant filled a questionnaire designed based on AttrakDiff [61], once for each of the explored methods in their test session. AttrakDiff is a testing support tool to evaluate human-computer interfaces in terms of hedonic and pragmatic qualities. It consists of 28 word pairs selected to qualify the system as well as some demographic questions (age, profession, education level). For experiments with inertial sensors, users were asked to fill a questionnaire, designed to capture different usability aspects of the proposed gesturing techniques.

9.4.1. Inertial Sensors with Manifold

In order to evaluate the manifold-based gesture recognition technique with inertial sensors, we used four wireless inertial orientation sensors attached to the arms of our testing subjects. Gestures were defined for evaluation included movements with one or both arms, such as moving an arm horizontally or vertically, or tracing out a circle.

9.4.1.1. Study Design

We conducted this user study with 10 biomedical students as test subjects to assess the usability of the proposed manifold-based gesture recognition method with using the inertial sensors. We used four Trivisio Colibri Wireless inertial orientation sensors, placing two on each arm of our test subjects, as suggested in [132]. The system was implemented in C++ and tested on a 2.5 GHz Intel Core 2 Duo machine with 4 GB of memory.

9.4.1.2. Qualitative Results

Average user answers in a questionnaire consisting of five questions are given in Figure 9.8.a. The questions were requested to be answered by selecting a number between 1 (worst) and 5 (best). Our evaluation shows promising results of using this method in our experimental setup. Very positive feedback was given to the wearability of the sensors and the responsiveness of the system. The achieved precision of gesture-based control and the overall ease of completing the given task were also acknowledged.

9.4.2. Inertial Sensors with PCA

We conducted another user study to evaluate the usability of the PCA-based gesture recognition technique providing the inertial sensor data. We used a medical image viewer ap-
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<table>
<thead>
<tr>
<th>Question</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of completing task</td>
<td>4.0</td>
</tr>
<tr>
<td>Comparison to classical UI</td>
<td>3.8</td>
</tr>
<tr>
<td>Precision of control</td>
<td>4.0</td>
</tr>
<tr>
<td>Responsiveness of system</td>
<td>4.2</td>
</tr>
<tr>
<td>Wearability of sensors</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Range: 1.0 (worst) - 5.0 (best)

(a) (b)

Figure 9.8.: Average questionnaire results after qualitative user study for inertial sensors. The values indicate subjective consent to the phrases given on the left, on a scale from 1 (disagree) to 5 (agree). (a) With 10 test subjects and Manifold gesture recognition technique. (b) With 10 test subjects and PCA gesture recognition technique. Standard deviations for each item are shown.

Application as the target system. This application lets the user load and browse medical volumetric image data. We used a subset of 8 different gestures, each assigned to one of the main features of the image viewer, including slice number, zoom factor, view position, brightness, contrast, etc. For allowing users to activate and deactivate gesture control, in this study, we implemented two exemplary techniques: a voice recognition module reacting to the commands "start" and "stop", and a hand-held wireless switch. These solutions were designed using the Signal.NET framework.

9.4.2.1. Study Design

Ten biomedical students as test subjects participated in our study with an average age of 28 years, three of them female. Among them, 4 were senior master students, 4 PhD students and 2 post-docs. After providing basic instructions to each participant, we recorded training data for every gesture with three repetitions. To reach the target values, the users had to use the trained gestures. In this user study, the procedure was performed twice per participant, once using voice recognition and once the hand-held switch to activate and deactivate gesture control. We recorded the resulting values that users set using each of the methods and computed the deviation of each of the parameters from the target values. At the end, the users were asked to fill a questionnaire.
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9.4.2.2. Qualitative Results

As illustrated in Figure 9.8.b, our gesture-based interface using PCA method also has received positive feedback. The results show that the sensors are not inhibiting the usual movement of the users and could be worn for extended periods of time. Furthermore, most of the users agree on the responsiveness and precision of the proposed system. The more skeptical response to the speed comparison with respect to using keyboard and mouse (question 2) can be explained with the fact that the participants have a bias towards using familiar classical interfaces in WIMP environments. During our study, we noticed that users liked especially being able to move freely within the room. Regarding the activation, eight of the ten participants preferred the hand-held wireless switch over the voice recognition system. This might be due to the fact that users feel faster response and more direct control over the system, using a switch compared to the voice command. In both approaches, the participants achieved an acceptable accuracy in setting the target parameter values. Using the voice command method, users reached the expected parameter values with a deviation of 2% of the respective parameter range. For the hand-held switch, precision was within 4% of the parameter range. This gave enough freedom to the users to accurately control the target application. Moreover, initial experiments in a real Operating Room environment provided encouraging results and show that the proposed gesture-based interface has good usability factors for an applicability in practice.

9.4.3. Kinect with PCA

In order to evaluate the usability of our PCA-based gesture recognition technique with Kinect, we conducted a user study, explained in this section. Gestures were defined similar to those which were used in studies using inertial sensors, including movements with one or both arms, such as moving an arm horizontally or vertically, or tracing out a circle.

9.4.3.1. Study Design

We conducted a user study with 12 biomedical students as participants (9 males and 3 females with different levels of computer experience) aged from 23 to 35. No additional selection criteria were considered for selecting users. None of the subjects had experience with 3D gesture-based interfaces, except few hours on Xbox using Kinect for three persons. We used a subset of 6 different gestures, each assigned to one of the features of the image viewer. For gesture activation, we used a voice recognition system which activates the system on "control" and stops it on "set".
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9.4.3.2. Qualitative Results

All the test subjects were able to successfully complete the test tasks. We generated three graphs, shown in Figure 9.9, to illustrate the results of the user tests with and without personalized training, and compare the user experience with inertial sensor-based method. These diagrams place the systems in terms of pragmatic quality (PQ) and hedonic quality (HQ). PQ addresses different aspect of human needs related to control, learnability and ease of use [62]. In other words, PQ demonstrates the softwares usefulness, expressed by product characteristics such as "clear", "supporting", and "controllable". Furthermore, HQ deals with human desires for excitement including novelty and satisfaction. This refers to the softwares quality aspects such as "innovative", "exciting", and "exclusive".

The gesture-based interface without any personalized training was categorized as "desired". This means that, on average, the system performs acceptable both in terms of pragmatic and hedonic qualities. The confidence rectangle is larger for the pragmatic dimension, which means that the participants opinion was more diverse about the level of usability. On the other hand, the overall impression is that this system is attractive and inspiring and most of the users agree about this. According to our users, the system is "manageable". The results for our gesture-based interface using personalized training data has been also categorized as "desired". Compared to the common training data approach, the hedonic quality is equal but the pragmatic quality is higher. Based on the overall impressions of the users, the system is attractive. Furthermore the confidence area is larger...
for both PQ and HQ. This means that users have more different ideas about usability when an additional training is required. Positive points about the system are “manageable” and “inviting” and the negative point is “cumbersome”, which based on our observations during the studies is related to the additional required time for training. The users also liked the fact that they could freely move around without any boundaries (in the Kinect field of view). The gesturing method using inertial sensors is categorized as “natural”, meaning that the experience was acceptable for the users. However, both PQ and HQ aspects are rated less than the methods using Kinect as it requires users to wear inertial sensors in advance.

In addition, we asked users to fill a questionnaire including several questions related to different usability components such as learnability, efficiency, satisfaction and rememberability. Two more questions were also added about the used activation control and a comparison of this gesture-based method with classical user interfaces. Users were asked to answer with a value between 1 to 5, corresponding to disagree and agree. Figure 9.10 shows the average and standard deviation of these answers. According to the users, the system is more efficient, learnable and satisfactory when using personalized training data. Moreover, the presence of personalized training data makes it more comparable to classical user interfaces. Overall, large standard deviations highlight the fact that the users have different opinions about these factors. Highlights include the high scores for learnability and rememberability, as well as an overall better rating for the proposed gesturing interfaces utilizing Kinect, as compared to the sensor-based gesturing approach. In general, voice based activation was not desirable for some of our users, due to required additional effort and time.

9.5. HCI Design User Studies with Surgeons and UI Experts

In order to evaluate the applicability of the proposed gesturing method and customization concepts using Signal.NET framework, we have conducted user studies with two groups of potential users, namely surgeons and experts in the field of human computer interactions. The test setup was prepared to simulate an exemplary case of the stent implantation surgery. The required intra-operative devices for this operation were available running on simulators, including an IVUS image viewer, Ultra Sound device, 3D DICOM image viewer and a dim controller for the OR light. All these simulators were connected to the Signal.NET framework, using their target components. The framework was equipped with Kinect and the gesture recognition technique based on PCA. The displacement features
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with relative normalization was used as feature extraction technique. The test task consisted of three parts, representing phases one, three and four of the proposed methodology in Chapter 8. First, surgeons were asked to plan the interaction requirements for an aortic stent implantation surgery, by filling a form similar to Figure 8.12. In the second part, users were asked to design the interaction pipeline as planned. In the third part, users were asked to interact within the simulated OR, evaluating the configured gesturing interface. The second and third steps were performed both with surgeons and UI experts. After completing these steps, users were asked to fill a questionnaire about each part. Figure 9.11, contains some of the main questions included in our questionnaires. For the second and third parts, two additional AttrakDiff [61] questionnaires were also filled by the participants. AttrakDiff is a standard testing support tool to evaluate human computer interfaces in terms of hedonic (HQ) and pragmatic (PQ) qualities. It consists of 28 word pairs, some shown in Figure 9.12.a. The two graphs, shown in Figure 9.12.b, illustrate the results of these surveys.

9.5.1. User Study with UI Experts

The proposed visual editor can be used by OR technician or deployment team of medical device manufacturers. Such users are familiar with the main concepts of HCI. To evaluate the proposed ideas from the perspective of these users we conducted a user study in the
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context of a demonstration in ACM international Conference on Intelligent User Interfaces, took place between 14th and 17th of February 2012 in Lisabon, Portugal. This conference, each year brings together hundreds of UI experts. Within the 3 hours of demonstration, 18 experts participated in our study (age mean: 35.5, \(\sigma\): 8.5) and (mean of HCI experience in years: 9.1, \(\sigma\): 5.3). The generated AttrakDiff reports categorized the visual editor and the gesturing interface as “desired” for UI experts. This means that, on average, both interfaces perform acceptable equally in terms of pragmatic and hedonic qualities. The confidence rectangle is larger for gesturing interfaces, which means that the participants opinion was more diverse about it. As shown in Figure 9.12.a, UI experts have the impression that the customization concept is practical and straightforward. Based on the collected data in questionnaires, Figure 9.11, they further highlight that the system is fun to use. Additionally, the learnability and rememberability of both interfaces are rated more than 80% for experts of the HCI field. The interface for customization of user interactions also mentioned to be applicable in collaborative environments with presence of workflow and multiple target systems as the OR domain. Analyzing the feedbacks collected from these participants, we noticed that such environments to customize the UI are also interesting for other domains.

9.5.2. User Study with Surgeons

This user study was conducted inside a real OR at the department of vascular surgery of Klinikum Pasing in Munich, Germany. Three surgeons with different experience levels participated in our study (one assistant physician with 3 years of experience, one senior

![Figure 9.11.: Selected questions from the questionnaires: (1: Disagree) - (5: Agree).](image-url)
physician with 13 years of experience and one chief physician with 25 years of experience). The aim of this user study was to evaluate the proposed concepts from the perspective of its real end-users. Based on the AttrakDiff reports, the gesturing interface is categorized as “desired” for surgeons. The small confidence area for gesturing interface means all the surgeons agree about the applicability of the gesturing interface in the OR. However, lower pragmatic quality for the visual editing environment shows that the customization interface is hard to learn and use for surgeons. As shown in Figure 9.12.a the gesturing interface is novel and presentable from surgeons opinion. Based on the questionnaires, Figure 9.11, the planning phase was not challenging, however different surgeons may define the requirements differently. This further proves the need for a customizable interface for the OR. Although surgeons mentioned that they prefer to use the visual editor themselves, Figure 9.12.b, learning and remembering the details of the visual editor is harder for them compared to the users familiar with the HCI concepts. This suggests that customization is better to be performed with OR technicians or by the manufacturer, upon deployment of a new OR in a hospital.

9.6. Discussion

Several points can be discussed regarding the aforementioned quantitative evaluations. The experiments shows that using our customizable gesture recognition approaches, the surgeon has the freedom to define gestures as desired. Our experiments show that these approaches are able to robustly recognize learned gestures and can simultaneously recognize several gestures to a high accuracy. While novel depth imaging modalities, such as the Kinect, are a straightforward option for gesture-based interaction, we argue that iner-

Figure 9.12.: AttrakDiff reports: (a) Selected word pairs. (b) Generated HQ-PQ diagrams.
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tial sensors are more suitable for the OR scenario. Surgeons typically alternate interaction among multiple devices distributed in the OR, e.g. patient monitoring systems or imaging devices, such as ultra-sound or X-ray. At each moment, the surgeon looks at a different display based on personal requirements. With a Kinect solution, one device would have to be added per display to capture gestures. The presented concept can be exploited to interact with different devices without any line-of-sight problems. Inertial sensors also do not limit the surgeon in moving within the OR. In addition, each sensor has a unique ID, allowing an easy distribution of sensors over multiple persons. In terms wearing inertial sensors, it is important to note that, during their preparation, surgeons have to undress completely and wear specific sterile OR clothing. Adding ergonomic, small sensors will thus not be an additional burden in general. This might be different in cases such as radiology, where doctors only wear a cover on top of their usual clothing. Regarding the drop of recognition rate while increasing number of trained gestures, we argue that this problem is tolerable in practice. Based on the results, the recognition quality for up to 8 gestures, is proper for interaction purposes. Furthermore, this set of well-recognized gestures can be dynamically bound to different target features based on the usage context. Considering the quantitative evaluations results using Kinect, among the examined features, the displacements perform best. The normalization approaches do not have a significant effect on gesture recognition rates but account for some improvement in terms of gesture state correlation. We therefore used the displacement features with relative normalization in our user study with Kinect. This configuration is invariant with respect to the user’s location in front of the Kinect and invariant with respect to different users’ body proportions.

Regarding the performance, all the proposed recognition methods run in realtime on a standard computer for up to 18 gestures using Signal.NET framework. The computational complexity is constant and since the recognition method performs separately on each frame, it is further independent of the complexity of the movements. The dimensionality reduction step in the gesture recognition methods serves the purpose of creating an internal representation of body poses, captured by the inertial sensors or Microsoft Kinect. An end-user can think of this process as a translation from body poses to a single value in the range [0,1] that is general enough for being mapped to arbitrary parameters of a user interface. Dimensionality reduction simply compresses the full pose information to this one-dimensional representation. Moreover, the recognition algorithm and its implementation can be deployed in the application logic in such a way that users can utilize the gesturing interface, simply after recording an instance of each gesture. This step can be omitted as well, using common training data for Kinect. Overall the implemented method in this section showed that the use of the proposed gesture recognition technique, besides
decreasing the development effort required for creating a flexible 3D gesture-based interface, provided by Signal.NET framework, can produce acceptable results for the end-users.

Such gesture-based interaction in the OR has been explored in several studies, e.g. [81], where the authors point out the clear need for touch-less interaction in the OR based on interviews with surgeons. We found a similar interest from surgeons who participated in our user studies. The results of the user studies highlight that the proposed gesture-based interaction system performed acceptably. Most of the users mentioned that it is an interesting way of interaction with a system and all of them accomplished the given tasks in all tests. Nevertheless, the result for the comparison with a classical UI are still negative. This can be argued with the fact that most of the participants have a bias towards using familiar classical interfaces in WIMP environments. The qualitative experiments also highlight that a higher level of performance and satisfaction is achieved using personalized training data. Although this issue is mainly rooted in the fact that different people perform the same gesture in dissimilar ways, the effect of the noise presented in the Kinect and inertial sensor data should not be underestimated, which makes the movements even more diverse.

A more controlled user training phase can reduce the former issue, while enhancing the quality of the sensors and de-noising the input signals are possible solutions for the latter issue. Although the voice-based activation control gives the users the opportunity to freely use both hands for gesturing, our participants were concerned about the additional time they had to wait while pronouncing the voice commands, e.g. "control" and "set". A more direct control over the activating and deactivating process was desired by some users. This suggests utilizing devices like foot pedal for activation in the OR. Such pedals are commonly used in the OR for sending command to different devices such as X-Ray C-Arm, as their sterility is not critical. In fact, activation is a common problem in the field of touch-less human-machine interaction [66]. Our comparison between Kinect and inertial sensors in terms of end-user satisfaction, shows that the Kinect-based technique is more satisfactory to the user. Several medical professionals observed and experienced our system beside our user studies, including a neurosurgeon and a trauma orthopedist from Klinikum Rechts der Isar, with 1 and 3 year(s) into their residency, as well as a minimally invasive abdominal surgeon and a vascular surgeon, both with more than 20 years of experience from the same hospital. In a qualitative feedback, these surgeons pointed out their interest in this interaction methods and their ability to see this solution as a possible UI for the OR. Additionally, the evaluations show that the customizability of the UI in regard to surgical workflow and OR roles, etc., that is brought in by Signal.NET framework, has been highly appreciated by surgeons, who otherwise are faced to predefined and static UI, offered by providers. This clearly shows the impact of this framework. These user studies
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demonstrate that the proposed framework can be used in practice to define user interfaces in collaborative environments such as OR, where the behavior and the system response can be adapted based on the current workflow stage and individual user requirements. The promising results of our user studies encourage a practical application of these methods in developing of 3D gesture-based user interfaces for the OR.

9.7. Summery and Conclusion

This part of the thesis (last three chapters) proposed a novel gesture-based interaction method for the OR using wireless inertial sensors, Microsoft Kinect and Signal.NET, a specialized software framework to manage and host the interaction pipelines based on main complexity aspects of the OR. The proposed gesture recognition techniques are both categorical and spatio-temporal. During a training phase, gestures are learned for each considered gesture, based on the sensor data. This allows customization for each individual user within different workflow phases. Using a proper feature extraction method, the Kinect training data can be shared among different users. This eliminates the additional training phase per user if it is not desired. Simultaneous recognition of gesture type and gesture state can facilitate the development of flexible 3D gesture-based interfaces. By integrating this techniques into the Signal.NET framework, a high level of customizability can be achieved without any hard-coding. Having such a dynamic mapping between the gestures and the functionalities of a target system raises new possibilities for developing context-aware user interfaces for the OR. Our qualitative and quantitative evaluations, presented in this chapter, show promising results of using these methods in our experimental setups. While the automatic differentiation between learned gestures and other movements achieves true positive rates above 90%, an additional tool, e.g. a pedal or voice command, could be used to activate and deactivate automatic gesture-based control within critical workflow stages. The conducted user studies, further highlight the need for such approaches from surgeons perspective and prove the applicability of the proposed concepts based on the UI experts. In this work, we have considered the OR as the main application scenario. However, we believe that this approach, with minor modifications, can be also applied to other collaborative workspaces, which can be characterized by a workflow model.
Part IV.

Final Conclusions
Conclusions

The present chapter summarizes the main contributions and findings of the research conducted in this work. Finally, it is concluded by discussing the remaining challenges, future directions and ideas worth investigating.

10.1. Summery

The main objective of this work is to improve human computer interactions inside the OR. Our literature study, revealed the fact that this is a well known problem and has a considerable effect on the patient outcome and the overall success of medical interventions. We argued that, this problem is rooted in the lack of usability of intra-operative solutions. As a solution, we closely studied the OR domain in close collaboration of surgeons and domain experts. Our investigations demonstrate that the OR is a complex domain, having several key characteristics of such domains. To best of our knowledge, this is the first work closely studying the OR as a complex domain. Such complexity adversely affects the development of usable intra-operative devices, thus a novel and generic modeling technique for complex domains is introduced. This work shows how such a model can be specifically defined for the OR to capture main complexity aspects within this domain. The proposed model contains detailed information about the target system and its environment. Surgical workflow, collaborative environments with various human roles and compound intra-operative solutions are introduced as the main complexity sources in the OR. As the facets of these different views are tightly bound to each other, the concept of mapping tables is intro-
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duced to capture such correlations. Based on the proposed modeling technique, a surgery specific domain model can be constructed for each type of medical intervention, in close collaboration of domain experts. We hypothesized that such a conceptual OR domain model can provide a common understanding for the development team. As a proof of concept, we demonstrated how the proposed OR domain model can be utilized in the design and development of two supportive frameworks, namely OR-Use and Signal.NET. These frameworks lay the foundation for further studies in the field of multi-center usability studies for intra-operative solutions and unified multi-modal user interface development in the OR. To best of our knowledge these are the first frameworks in their type which have been constructed, specifically for the OR domain. The following sections further summarize the outcomes of these projects.

10.1.1. Usability Evaluations

Usability is seen as a crucial factor for the commercial success of many products and even it is more important for intra-operative solutions as usability deficiencies in such equipments can cause fatal errors. Evaluating the usability in complex domains, such as OR, is more challenging compared to many other domains, e.g. websites and mobile applications. This is due to the fact that the usability specialists require deep domain knowledge, which they usually cannot acquire. Consequently, usability professionals face a variety of challenges during usability test conduction, acquisition and management of usability data, as well as analysis of huge amount of data. Having a tool for supporting different aspects of usability testing can increase testing efficiency and improve the usability of intra-operative devices. In order to define the requirements of a usability testing support tool, we performed a requirement analysis by studying the similar solutions in other domains. This study was performed in close cooperation with domain experts and manufacturers of intra-operative devices. Ideally, usability testing support tools should capture a wide range of inputs, manage and organize the collected data and support analysis of the usability data via a proper set of data retrieval and visualization interfaces.

Based on the introduced requirements, we proposed an architecture, which is used in development of the OR-Use framework. To facilitate the data acquisition stage of the usability testing, the design of a portable annotation tool is introduced, which has been defined based on the real activities that evaluators perform in the OR. Such tool should be highly usable itself, since any interruption of the surgery by the evaluators might be disturbing for the OR team. To achieve the high usability in this tool, the introduced OR domain model is used to dynamically generate the UI elements, specifically for a given
type of surgery. Our user studies revealed the usability of this approach. Furthermore, user studies showed that voice-based annotation is more desired for the evaluators. However, using this feature requires surgeons’ permission to avoid any disturbance for the OR team. In absence of the voice-based documentation, traditional on-screen keyboard is shown to be equally practical. Similar to other medical instruments, patient anonymization and data security are very important in such a tool. Required security is achieved by storing only patient id and encrypting the collected data.

Other usability data such as device specific logs and recorded videos can be also collected using the proposed architecture. The collected data can be transferred and stored in a centralized usability data management service. Our experiments show that the data transmission bandwidth is the main bottle-neck of such a design, as usability data usually contains bulky recorded videos and supplementary files. On the server side, utilizing an extendible design pattern can facilitate addition of new type of usability data, which is necessary while using such framework for evaluating a new device. This is important as often intra-operative devices come with several internal data formats, e.g. reconstructed models, overlayed videos, tracking information, etc. Regarding data management, the proposed OR domain model can be used in order to organize huge amount of data, collected within several test sessions in multi-center studies. With the proposed data binding technique, each part of usability data is tagged with facets within the OR domain model and therefore can be traced from different perspectives captured in the model. Such highly organized data can be intuitively queried and extracted from the server using the proposed query format. As the response is generated in XML format, such queries may be executed from any web browser connected to internet, providing world-wide access to the collected usability data.

The OR domain model can be also a basis for usability data visualization. Such visualization is introduced enabling detailed navigation along with browsing within usability data. With this technique, the analysis task can be performed in fraction of time which is required in traditional heuristic usability data analysis approaches. Recorded videos during the test sessions also can be indexed using the data elements which themselves are bound to the OR domain model. With this technique an analyser can directly play all the video segments, relevant to a specific portion of the data. This concept can be considered as the next generation of the timeline-based video indexing techniques, which are currently considered as the state of art in usability data visualization. Our studies reveal that the concepts introduced in the OR-Use framework are practically applicable and additionally utilize finding of critical usability problems, hidden inside the data collected within multi-center studies. Moreover, OR-Use framework can be used to measure classical usability
components such as learnability, efficiency and subjective satisfaction. As a benefit of utilizing OR domain model, all the usability related aspects of a system can be studied and evaluated from different viewpoints of the model. The proposed framework architecture helps to overcome the challenges of usability testing in the OR domain. Signal.NET has been used within several usability studies, up until May 2012, and it successfully facilitated the evaluation process.

10.1.2. Human Computer Interactions

Usage of traditional touch-based interaction techniques are limited in the OR, due to sterility regulations. As a solution, in this work, we suggest gesture-based interfaces. Initially, we proposed the novel concept of categorical and spatio-temporal characteristics of a gesturing interface. Then, we introduced two methods with these properties which allow surgeons to define a personalized set of gestures in a training phase that best fits their particular requirements. Apart from automatically recognizing performed gestures, these methods simultaneously track the relative pose within each gesture. The conducted quantitative experiments demonstrate that these approaches practically recognize both gesture type and gesture state in real-time with a recognition accuracy up to 90% for 8 user-defined gestures. These gesture recognition techniques are based on dimensionality reduction methods namely, PCA and Manifold learning. Our experiments show that there is no considerable difference in correct recognition rate between PCA-based method and the technique based on Manifold learning. Furthermore, our presented smoothness modification for kernel regression decreases the sensitivity to outlier sensor data and thus improves gesture recognition rates. Different input modalities can be used for tracking users such as inertial sensors and Kinect. We argue that although Kinect is more pleasant to users as they do not have to wear any additional sensors on their body. However, due to uneven lighting condition and line of sight problem, inertial sensors are a better choice for the Operating Rooms. Using a proper feature extraction technique, we demonstrated that the system can perform independent of the sensors placement. Moreover, the very same training data can be shared among several users, to avoid additional training.

In order to utilize these gesture recognition techniques, we also described the design of Signal.NET, a specialized multi-modal HCI designing framework. The Signal.NET framework enables a dynamic association of learned gestures to arbitrary target systems, based on the main aspects introduced in the OR domain model. The used component-based design pattern enables fusion of intra-operative interfaces in a unified gesture-based interface. Thanks to the pipeline model, which enables data transition between different components,
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A separate gesturing interface can be defined for each user within each stage of the surgical workflow. Moreover, a binding can be implemented as a remote data connection over the network, enabling the inclusion of several applications running on different machines. A graph-based representation of the interaction pipeline can provide the end users with a high level visual programming interface for customization purposes without any programming knowledge. This visual editing interface can utilize the defined workflow stages and human roles, as defined in the OR domain model, in order to enable the design of context aware interfaces. The quantitative evaluations performed on the Signal.NET revealed that the proposed architecture performs in real time, without any noticeable latency, using Ethernet or wireless networks.

We additionally proposed a methodological approach to bring such customizable gesturing interfaces into the OR. To best of our knowledge, this methodology is the first of its type for customization of intra-operative user interface, based on the real requirements of a specific surgery and surgeons decision. In order to prove the applicability of the proposed ideas, we performed two user studies based on a real scenario with Surgeons and HCI experts. The collected qualitative results demonstrate that the idea of customized gesturing interface for the Operating Room is interesting for the surgeons and they can imagine it as the future of the HCI in the OR. The user studies also demonstrate that our prototype is feasible and robust enough to be used in practice. Regarding the planning stage in the proposed methodological approach, surgeons mention that it is easy for them to plan the interactions requirements in advance. However, different surgeons may define it differently, mainly due to different levels of experience. Moreover, surgeons prefer to perform the designing stage on their own. However, the results of user studies demonstrated that such visual programming interface is much easier to learn and remember for people with more experience in the field of HCI. The UI experts also point out that this approach is a practical way of defining context-aware gesturing interfaces for a complex domain such as the OR. The promising results of our user studies encourage a practical application of our method in the Operating Room.

10.2. Future Work

The proposed modeling technique can be improved by investigating and considering other aspects influencing the OR domain, such as patient background. In our current setup, a surgery specific domain model should be created manually, providing an XML file with a given schema. This process can be improved by utilizing available semi-automatic tools
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designed for annotating surgical interventions [104] or with fully automatic surgical workflow mining approaches such as [16]. The OR-Use framework should be evaluated in further details, within more usability studies in the OR with different types of devices. Another very important step toward supporting the analysis of usability testing in the Operating Rooms and more generally in complex domains is to study different data mining techniques. Such solutions possibly can prioritize the usability comments in order to provide an automatic or semi-automatic decision support interface for analysts. Theoretically, this is possible as all sections of the acquired usability data within the OR-Use framework are tagged with the relevant aspects of the OR.

In our current implementation of gesture recognition methods, gestures that are too similar cannot be distinguished by the system. Within this work, we asked the users to perform gestures that have a minimal mutual overlap. However, future work will include an automated method which measures the quality of the training dataset and alerts the surgeons in case of gestures that are too similar to be differentiated. Beside the PCA and Manifold learning, other dimensionality reduction techniques should be investigated, in order to improve the correct gesture recognition rates. Improving the activation control and testing the recognition method with other feature representations are also among the future work.

In the Signal.NET framework, the interface of different intra-operative devices can be included, such as C-Arm and SPECT device. This framework should be also evaluated in more detail within the practical usage inside the OR. Additionally, Signal.NET framework can be improved by integrating a usability assessment and input device performance evaluation tools like [121]. One option would be to integrate Signal.NET inside the OR-Use framework. Future work can also focus on embedding interaction design techniques like [59] and also recommender systems for interaction pipelines, based on different aspects of the OR specific domain model including the type of surgery or experience of the OR crew. At the end, making these projects available as open-source, can provide several possibilities for multi-disciplinary researches with participation of other groups.
Glossary and Acronyms

Glossary

**Activation Control.** A mechanism to prevent movements similar to the trained gestures be considered as commands.

**Adverse Event.** Injuries caused to patients as the result of a medical intervention rather than the underlying medical condition.

**Demultiplexer.** Acts as a switch between the recognition components and target components, forwarding the recognized gesture state to the relevant property of the target component.

**Displacement Feature Representation.** Represents each joint by its displacement vector from the center of the human body.

**Distance Feature Representation.** Represents each joint by its distance to the center of the human body.

**Domain Model.** A conceptual model of a family of systems which describes the various entities involved in those systems and their relationships.
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**Efficiency.** One of the usability components which allows a system to be used with high level of productivity.

**Feature Extraction.** A technique to represent the acquired input sensor data inside the proposed gesture recognition approaches.

**Feature Normalization.** Makes the features independent of the body styles and proportions.

**Feature Representation.** Extracts data in a specific way from the original sensor data.

**Gesture.** User body movements in order to interact with a computerized solution.

**Hedonic Quality.** Deals with human desires for excitement including novelty and satisfaction. This refers to the softwares quality aspects such as "innovative", "exciting", and "exclusive".

**Hierarchical Feature Representation.** Represent each joint by its displacement vector from the parent joint.

**Human Role.** Distinct roles that can be assigned to each member of the OR-team.

**Inertial Sensors.** A sensor type that can measure its orientation with respect to the earth reference frame.

**Information Visualization.** A technique that provides insight about the underlying patterns in presented data.

**Interaction Pipeline.** A graph including all the hosted components and their bindings, which defines the behavior of the system in each stage of the surgical workflow.

**Learnability.** One of the usability components which makes a system easy to learn for novice users.

**Mapping Table.** Models the correlations between various views in the constructed domain model in complex domains.
Memorability. One of the usability components which makes it possible for casual users to return to the system after some period of not having used it, without additional training.

Multicenter Study. A clinical trial that is conducted in several clinical centres by different evaluators.

OR Specific Domain Model. A domain model which is based on the surgical workflow, human roles and intra-operative devices of a specific type of medical intervention.

Performance Log. Recorded users interactions with different features of the interface.

Pivot. A data visualization toolkit which enables viewing and browsing large amounts of data, published by Microsoft.

Pragmatic Quality. Demonstrates the software's usefulness, expressed by product characteristics such as "clear", "supporting", and "controllable".

Recognition Component. Hosts the implementation of the gesture recognition approaches proposed in this work.

Relative Normalization. A normalization technique which makes the features independent from the height of the users.

Sensor Component. Encapsulates a specific type of input sensors such as Kinect or inertial sensors.

Sensor Data. In this work, we refer to the data acquired with an input device from users interactions as sensor data.

Service Contract. A collection of operations that a web service exposes in the internet.

Signal. An abstraction of typical properties, methods and events composed by components.
11. Glossary and Acronyms

**Sociotechnical Domain.** A domain which is composed of a technical system, surrounded by the workers interacting with it. Furthermore, these type of domains are influenced by the organizational or management structures, and their environmental context.

**Subjective Satisfaction.** One of the usability components which makes a system pleasant to use.

**Surgical Workflow.** The workflow of an intervention encompasses the common steps of one type of surgery.

**Target Component.** Wraps the interface required to control a specific intra-operative software or hardware.

**Testing Methods.** All usability evaluation methods which involve test users working with the target system within a controlled environment.

**Thinking Aloud.** A testing technique in which test subjects continuously verbalize their thoughts, while interacting with the system.

**Video Indexing.** Provides a mean to retrieve the corresponding video segments for each piece of usability data such as user comments or performance logs.

**View.** The first entity of the proposed domain modeling technique in this work which captures a single source of complexity in the domain.

**Unit Normalization.** A normalization technique which makes the features independent from the height and body proportion of the users.

**Usability.** Acceptability of a system to its end users which can be measured with several factors including learnability, memorability, efficiency and subjective satisfaction.

**Usability Data.** In this work we refer to all the data which has been collected during usability testing as usability data.

**Usability Engineering.** A methodological process to improve the user interface of the system under the test.
Acronyms

2D  Two Dimensional
3D  Three Dimensional
CT  Computed Tomography
CTA  Computed Tomography Angiography
CXML  Pivot Collection eXtensible Mark-up Language
DB  Database
DBMS  Database Management System
DICOM  Digital Imaging and Communications in Medicine
DMS  Data Management Service
DTW  Dynamic Time Warping
FDA  Food and Drug Administration
FK  Foreign Key
FPR  False Positive Rate
fps  Frame per Second
GHz  Gigahertz
HCI  Human Computer Interaction
HQ  Hedonic Quality
HTTP  Hypertext Transfer (or Transport) Protocol
HUA  HUIA
IIS  Internet Information Service
IR  Infra Red light
Isomap  Isometric Feature Mapping
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**IVUS**  Intra-Vascular Ultrasound

**JIT**  Just In Time (Generator)

**JNI**  Java Native Interface

**kNN**  $k$-Nearest Neighbours

**MB**  Megabyte

**MHP**  Model Human Processor

**ML**  Manifold Learning

**MREG**  regression with smoothness modification

**MRI**  Magnet Resonance Imaging

**MVC**  Model View Controller

**OR**  Operating Room

**PCA**  Principle Component Analysis

**PK**  Primary Key

**PQ**  Pragmatic Quality

**RDBMS**  Relational Database Management System

**REG**  plain kernel regression

**ROC**  Rate of Classification

**SAV**  Save Tool

**SLN**  Sentinal Lymph Node

**SLNB**  Sentinel Lymph Node Biopsy

**SPECT**  Single-Photon Emission Computerized Tomography

**SQL**  Structured Query Language

**TCP**  Transmission Control Protocol
**ToF**  Time of Flight

**TPR**  True Positive Rate

**UI**  User Interface

**URI**  Uniform Resource Identifier

**US**  Ultrasound

**WBT**  Web-based Tool

**WBX**  Web Exact

**WCF**  Windows Communication Foundation

**WIMP**  Windows, Icons, Menu, Pointer

**WSDL**  Web Services Description Language

**WUP**  Web Usability Probe

**XML**  eXtensible Mark-up Language

**XSD**  XML Schema Definition
Domain Model of SLNB Using the SPECT Imaging Device

Figure 12.1.: SLNB Workflow using the SPECT device - Preparation
Figure 12.2: Feature tree diagram of the SPECT device.
Figure 12.3.: SLNB Workflow using the SPECT device - Intervention part 1
Figure 12.4.: SLNB Workflow using the SPECT device - Intervention part 2
Figure 12.5.: Excerpt of the mapping table between the device view and the workflow view, created during the SPECT device evaluation.
Figure 12.6.: Excerpt of the mapping table between the device view and the human roles view, created during the SPECT device evaluation.

<table>
<thead>
<tr>
<th>Device state</th>
<th>Human role</th>
<th>Main surgeon</th>
<th>Assistant surgeon</th>
<th>OR Nurse</th>
<th>Circulator</th>
<th>Anesthetist</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Device feature</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screenshot control</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Augmented video image</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracking status</td>
<td></td>
<td>x</td>
<td>o</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counts per second information</td>
<td></td>
<td>x</td>
<td>o</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fullscreen / window mode</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zoom in / out</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video image rotation</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurements control</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reconstruction</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scan instructions</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality map</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td><strong>Visualization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screenshot control</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video Recorder</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Augmented video image</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counts per second information</td>
<td></td>
<td>x</td>
<td>o</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracking status</td>
<td></td>
<td>x</td>
<td>o</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fullscreen / window mode</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zoom in / out</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video image rotation</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probe view</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>o</td>
</tr>
<tr>
<td>Datasets control</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thresholds control</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance information</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>o</td>
<td></td>
</tr>
</tbody>
</table>
Figure 12.7.: Excerpt of the mapping table between the human roles view and the workflow view, created during the SPECT device evaluation.
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