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Zusammenfassung

Wir betrachten zwei Kommunikationssysteme unter dem Blickwinkel informations-

theoretischer Sicherheit. Beide Systeme sind zeitdiskret, gedächtnislos und abhängig

vom Kanalzustand. Der Compound Kanal besteht aus einer endlichen beziehungs-

weise unendlichen Menge von Kanälen, die sowohl dem Sender als auch dem Empfän-

ger bekannt sind. Beiden ist aber nicht bekannt, welcher Kanal zur Übertragung der

aktuellen Nachricht benutzt wird. Im Gegensatz zum Compound Kanal kann sich

der Kanalzustand eines beliebig variierenden Kanals (Arbitrarily Varying Channel

AVC) in einer beliebigen, aber den Teilnehmern unbekannten Weise, von Zeitschritt

zu Zeitschritt innerhalb der Übertragung eines einzelnen Kodewortes ändern. In bei-

den Szenarien fordern wir Sicherheit vor dem Abhören (eavesdropping) durch eine

möglicherweise existierende dritte Partei. Das entsprechende Modell für sichere Da-

tenübertragung wird durch einen sogenannten Wiretap Kanal beschrieben. Für eine

realistischere Untersuchung von praktischen drahtlosen Kommunikationssystemen

betrachten wir den Wiretap Kanal bezüglich Kanalunkenntnis. Die resultierenden

Modelle bezeichnen wir als Compound Wiretap Kanal und als beliebig variierenden

Wiretap Kanal (Arbitrarily Varying Wiretap Channel AVWC). Für beide Syste-

me leiten wir Ergebnisse zur Sicherheitskapazität ab, die hinsichtlich der mittleren

Fehlerwahrscheinlichkeit und des strengen Sicherheitskriteriums definiert ist.

Wir leiten eine untere Grenze an die Sicherheitskapazität des Compound Wiretap

Kanals mit Kenntnis des Kanalzustandes beim Sender ab, welche mit der generel-

len oberen Schranke der Sicherheitskapazität eines beliebigen Compound Wiretap

Kanals übereinstimmt. Somit können wir für diesen Fall einen vollständigen Ko-

dierungssatz angeben und zwar für ein starkes Sicherheitskriterium und für einen

Decoder, der unempfindlich ist gegenüber dem Effekt der Randomisierung in der

Kodierung am Sender. Das enthebt uns der Notwendigkeit, den Randomisierungspa-

rameter ebenfalls zu dekodieren, was innerhalb dieses Modells im allgemeinen nicht

möglich wäre. Weiterhin leiten wir für den Fall, das der Kanalzustand nicht bekannt

ist, eine untere Schranke für die Sichrheitskapazität und ebenso einen “multi-letter”-
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Ausdruck für die Sicherheitskapazität ab.

Für den beliebig variierenden Wiretap Kanal AVWC leiten wir für den Fall eines

“besten” Kanals zum Mithörer (Eavesdropper) eine untere Schranke an die Sicher-

heitskapazität für Randomcodes ab. Wir zeigen, dass die Sicherheitskapazität des

AVWC für deterministische Codes identisch mit der Sicherheitskapazität für Ran-

domcodes ist, einen nicht symmetrisierbaren Kanal zum legitimen Empfänger vor-

ausgesetzt. Somit folgt, dass obige Schranke an die Sicherheitskapazität unter der

entsprechenden Voraussetzung auch für deterministische Codes gültig ist. Die Be-

weismethode beruht auf der “elimination technique” von Ahlswede für “single-user”

AVC’s. Für den allgemeinen AVWC leiten wir weiterhin eine obere Schranke für die

Sicherheitskapazität ab, woraus ein “multi-letter”-Ausdruck für die Sicherheitskapa-

zität für den Fall eines besten Kanals zum Eavesdropper resultiert.



Abstract

We consider two communication systems which are time-discrete and memoryless,

both depend on a state, in terms of information-theoretic secure data transmission.

The compound channel consists of a finite or infinite set of channels which is known

to both the sender and the receiver, but unfortunately it is not known which channel

is in use for any codeword transmission. In contrast the state of an arbitrarily varying

channel may change in an arbitrary but also unknown manner from letter to letter in

the transmission of any single codeword. For both scenarios we require secrecy from

eavesdropping by a possibly existing third party. The associated model of secure data

transmission (or transmission of private messages) is described by a wiretap channel.

For a more realistic investigation of practical wireless communication systems we

consider the wiretap channel under channel uncertainty. We call the resulting models

the compound wiretap channel and the arbitrarily varying wiretap channel. For both

systems we derive results for the secrecy capacity, which is defined in terms of the

average error probability and the strong secrecy criterion.

We derive a lower bound on the secrecy capacity of the compound wiretap chan-

nel with channel state information at the transmitter which matches the general

upper bound on the secrecy capacity of general compound wiretap channels and

thus establishing a full coding theorem in this case. We achieve this for the strong

secrecy criterion and with a decoder that is robust against the effect of randomisa-

tion in the encoding. This relieves us from the need of decoding the randomisation

parameter which is in general not possible within this model. Moreover we prove

a lower bound on the secrecy capacity of the compound wiretap channel without

channel state information and derive a multi-letter expression for the capacity in

this communication scenario.

For the arbitrarily varying wiretap channels AVWC we derive a lower bound on

the random code secrecy capacity in the case of a“best”channel to the eavesdropper.

We show that, provided that the channel to the legitimate receiver is not symmetris-

able, the deterministic code secrecy capacity of the AVWC equals the random code
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secrecy capacity. With the same assumption we can derive, that the above lower

bound is also valid for the deterministic code secrecy capacity. The proof of the

identity is based on the “elimination technique” of Ahlwede for single-user AVC’s.

For the general AVWC we further give an upper bound on the secrecy capacity,

which yields a multi-letter expression for the secrecy capacity in the case of a best

channel to the eavesdropper.
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Chapter 1

Introduction

Apart from ensuring reliable transmission it has become necessary to guarantee se-

cure transmission in wireless communication systems. In general the information

transmission can be affected by passive and active attacks. While the intention of

the former is to eavesdrop on the legitimate participants and to obtain information

about the transmitted messages but without modifying it, the latter is interested

in manipulating the messages or to disrupt the transmission to the legitimate re-

cipients. So the aim of theoretical concepts in communication theory of protecting

information transmission is to guarantee confidentiality or secrecy against possible

unauthorised eavesdropping participants and integrity against attempts of tamper-

ing with the channels by a jammer. Conventional approaches to ensure secrecy, and

therewith to protect against unwanted attempts of eavesdropping the data transmis-

sion, rely on cryptographic methods. Before the transmission of a message, it will

be encrypted in a cyphertext based on a key and conversely the intended receivers

have to decrypt the cyphertext after receiving the transmission. Basically it will be

distinguished between symmetric key encryption, where the legitimate participants

share a common secret key, and asymmetric key encryption, where the transmitter

uses a public key for encryption whereas the legitimate receiver uses a private key,

corresponding to the public key, for decryption of the cyphertext. The first method

requires a high effort in the key management, the latter is based on a high com-

putational complexity and are not provably perfectly secure. In wireless networks

further problems arise due to the easy accessibility and its possibly decentralized

realisation, which additionally complicates the handling of the key.

As a consequence of the growing presence of wireless and mobile networks in prac-

tically all areas of data transmission, in recent years more attention has been paid

to information theoretical concepts. Information theory provides approaches achiev-
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ing secrecy from eavesdropping and integrity from jamming without any assump-

tions about computational complexity and resources. Different to cryptographic

approaches information theoretic models do not rely on the use of secret keys and

instead make use of the noise and the fluctuations of the channel caused by the

physical medium. Then the differences between the channels of legitimate and

unauthorised participants can be used in the coding procedure to keep transmit-

ted information hidden from the illegitimate participant. This basic approach has

already been applied in the pioneering work of Wyner [Wyn75] and [CK78], where

they have introduced the terminology of confidentiality and of the so-called wire-

tap channel in information theory. More precisely, the wiretap channel describes

a communication system, which consists of a pair of channels with common input

alphabet, where a confidential or private message is sent over the first channel to

a legitimate receiver, and an eavesdropper, which observes the output of a second

channel should be kept as ignorant as possible of the message sent.

In this thesis we extend the wiretap channel to a model where the legitimate users

suffer from channel uncertainty, which gives a more realistic description of wireless

systems. First we consider the compound wiretap channels where the channel reali-

sation for the transmission of the whole actual codeword is not known but only that

the channel realisation belongs to a given and known set of channels. If the channel

realisation varies from symbol to symbol of the transmitted codeword unknown to

the legitimate users, the resulting model is the arbitrarily varying wiretap channel

AVWC. This second model has an additional informational theoretic security aspect,

namely that it can be seen as a model, in which a jammer manipulates the trans-

mission by changing the channel state in every time step in a way unknown to the

legitimate parties. So the AVWC is a model which combines both passive attacks by

an eavesdropper and active attacks by a jammer. In both models we use the strong

secrecy criterion as the measure of the information theoretic secrecy to derive lower

and upper bounds on the secrecy capacity as the supremum of achievable rates at

which reliable transmission under perfect secrecy is possible. In special cases we can

give explicit expressions for the secrecy capacity.

In the remaining part of the introduction we give an overview on the basic ideas

of the information theoretic approach to secure data transmission in wireless com-

munication systems and introduce the wiretap channel, the most basic information-

theoretic model for achieving secrecy from eavesdropping. Further we briefly review

two well accepted models for channel uncertainty, the compound channel and the

arbitrarily varying channel, which will be combined in the later chapters with the
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wiretap channel to simulate realistic transmission of confidential messages in wire-

less communication systems. We will give the definitions of both of the models and

recall the existing coding results.

1.1 Information Theoretic Security

In [Sha49] Shannon has introduced the notion of perfect secrecy in information theo-

retic analysis of a cryptosystem. In this system an eavesdropper had the possibility

to intercept the cyphertext in which a source message is encrypted. In this work the

notion of the equivocation was established as a measure of the eavesdropper’s uncer-

tainty about the message conditioned on its observation of the cyphertext. Different

to cryptographic systems, information theoretical approaches for secure transmission

make use of the different probabilistic description of the channels to the legitimate

receiver and the eavesdropper caused by the transmission over a noisy medium. This

together with an additional randomisation by a stochastic encoding procedure guar-

antees reliable transmission to the legitimate users while the eavesdropper is kept

as ignorant as possible of the message sent. This basic approach was first used by

Wyner in [Wyn75] where he introduced the wiretap channel. He adopted the notion

of the equivocation as a measure of secrecy, which rely on the conditional entropy

of a random variable, which is uniformly distributed on the message set, given the

output at the eavesdropper. So he established a model in which it was possible to

consider information transmission under a reliability and a weak secrecy criterion

and to define the secrecy capacity as the largest achievable rate at which reliable

transmission under the secrecy constraint is possible.

Finally, in contrast to cryptographic systems information theoretical approaches

achieve guaranteed secure transmission without the high effort of key management

and computational complexity.

1.1.1 The Wiretap Channel

The so-called wiretap channel consists of an input alphabet A and two discrete mem-

oryless channels. W : A→ P(B) represents the communication link to the legitimate

receiver and V : A→ P(C) is referred to as the channel to the eavesdropper, B and

C are finite sets. To transmit a message j ∈ Jn over the channelWn the sender make

use of a stochastic encoder E : Jn → P(An) and the receiver decodes the received

sequence by a collection of mutually disjoint decoding sets {Dj ⊂ Bn : j ∈ Jn}. If

we define the random variable Zn as the outcome of the channel V n and define a
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random variable J uniformly distributed on the message set the eavesdropper should

obtain no significant information about J by observing its output. Then an (n, Jn)

code Cn for the wiretap channel is a system {(E(·|j), Dj) : j = 1, . . . , Jn}, where
the E(·|j) are probability distributions on An and the Dj are the mutually disjoint

decoding sets. The average error probability is defined by

ē(Cn) =
1

Jn

∑

j∈Jn

∑

xn∈An

E(xn|j)Wn(Dc
j |xn). (1.1)

Definition 1.1. We call a positive number RS an achievable secrecy rate for the

wiretap channel if there exists a sequence Cn of (n, Jn) codes such that

lim inf
n→∞

1

n
log Jn ≥ RS ,

and

lim
n→∞

ē(Cn) = 0 and lim
n→∞

I(J ;Zn) = 0. (1.2)

Here J denotes the random variable uniformly distributed on the message set Jn
and Zn is the resulting random variable at the output of eavesdropper’s channel V n.

Then the secrecy capacity CS is defined as the largest achievable secrecy rate. For

the definition of the achievable secrecy rates we have used the strong secrecy criterion

given in the second term of (1.2). Wyner, who has introduced the wiretap channel in

[Wyn75] as an information theoretic model to transmit confidential messages without

the use of any key, and later Csiszár and Körner in [CK78] used the equivocation as a

measure of secrecy. The equivocation rate as well as the weak secrecy criterion given

by limn→∞
1
n
I(J ;Zn) = 0 rely on the conditional entropy H(J |Zn) which measures

the eavesdropper’s uncertainty about the message J after observing its output Zn.

In Section 2.2 we show that the operational meaning of the strong secrecy criterion

(1.2) is that the average error probability of every decoding strategy the eavesdropper

might select tends to 1 as soon as Jn → ∞.

For a discrete memoryless wiretap channel it was shown in [CK78], [AC93] that

the following holds for the weaker notion of secrecy.

Theorem 1.2. The secrecy capacity CS of a general wiretap channel is given by

CS = max
U→X→(Y Z)

(I(U ;Y )− I(U ;Z)),

where U is an auxiliary random variable and U → X → (Y Z) denotes a Markov

chain.
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In [Csi96] Csiszàr has proved the achievabilty part of the theorem under the strong

secrecy criterion (1.2). Hence, with the proof of the converse in the earlier work of

[AC93], the statement of the theorem is still valid for the strong secrecy criterion.

In [Wyn75] Wyner has shown that under the assumption, that the channel to the

eavesdropper V is a degraded version of the channel to the legitimate user W , the

following statement is valid under the weak secrecy criterion.

Theorem 1.3. Under the Markov chain condition X → Y → Z the secrecy capacity

CS of a wiretap channel is given by

CS = max
p∈P(A)

(I(X;Y )− I(X;Z)).

1.2 State-dependent Transmission under Channel Un-

certainty

The main object of this thesis is to extend the model of the wiretap channel to models

where, in addition, the legitimate users suffer from channel uncertainty, which gives

a more realistic description of wireless communication scenarios. First we consider

the compound wiretap channels where the channel realisation for the transmission of

the whole actual codeword is not known except that the channel realisation belongs

to a given and known set of channels. If the channel realisation varies from symbol to

symbol of the transmitted codeword unknown to the legitimate users, the resulting

model is the arbitrarily varying wiretap channel AVWC. This second model has an

additional informational theoretic security aspect, namely that it can be seen as a

model, in which a jammer manipulates the transmission by changing the channel

state in every time step in a way unknown to the legitimate parties. So the AVWC is

a model which combines both passive attacks by an eavesdropper and active attacks

by a jammer. In both models we use the strong secrecy criterion as the measure

for information theoretic secrecy to derive results for the secrecy capacity as the

supremum of achievable rates at which reliable transmission under perfect secrecy

is possible.

Here we briefly review two well accepted models for channel uncertainty, the com-

pound channel and the arbitrarily varying channel, which will be combined then in

later chapters with the wiretap channel to simulate realistic transmission of confi-

dential messages in wireless communication systems. We will give the definitions of

both of the models and recall the existing coding results.
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1.2.1 The Compound Channel

If the channel realisation, unknown but as an element of a known set of channels,

remains unchanged during the transmission of any codeword we call the result-

ing model of the information transmission a compound channel [BBT59], [Wol60],

[Wol78]. The current channel realisation then will be represented as the channel

state. Formally, let two finite sets A, B be the input respective output alphabet and

{Wt : A → P(B) : t ∈ θ} the set of channels with an arbitrary index set θ. For

xn ∈ An, yn ∈ Bn and an index t ∈ θ the transmission of a single word is described

by the n-extension of the channel Wt : A→ P(B)

Wn
t (y

n|xn) =
n∏

i=1

Wt(yi|xi).

Then the compound channel is described by the family of channels {(Wn
t : An →

Bn) : t ∈ θ}n∈N. Now let the message set be Jn = {1, . . . , Jn}. Then a (n, Jn) code

Cn consists of an encoder defining the codewords {xnj }j∈Jn and mutually disjoint

decoding sets {Dj ⊂ Bn : j ∈ Jn}. The maximal error probability of the code Cn is

defined by

e(Cn) = sup
t∈θ

max
j∈Jn

Wn
t (D

c
j |xnj ).

A positive number R is called an achievable rate if

lim inf
n→∞

1

n
Jn ≥ R and lim

n→∞
e(Cn) = 0,

and the capacity C is defined as the supremum of all achievable rates R. The code

definition can be modified by replacing the maximal error probability criterion by

the average error probability criterion

e(Cn) = sup
t∈θ

1

Jn

Jn∑

j=1

Wn
t (D

c
j |xnj ).

Then the following coding theorem for the compound channel with respect to both

the maximum and average error criterion and with the weak converse was proved in

[BBT59], [Wol60].

Theorem 1.4. The capacity of the compound channel is given by

C(θ) = max
p∈P(A)

inf
t∈θ

I(p,Wt).

6



Actually, Wolfowitz proved in [Wol60], [Wol78] the coding theorem with the

strong converse and with respect to the maximum error probability.

Furthermore, in the special case, where the channel state is known to the trans-

mitter before the transmission of a codeword, the capacity changes to

C(θ) = inf
t∈θ

max
p∈P(A)

I(p,Wt) = inf
t∈θ

C(t),

as the smallest capacity of all involved single channels t ∈ θ.

1.2.2 Arbitrarily Varying Channels

Formally, let two finite sets A, B be the input respective output alphabet and

let the elements s of a not necessary finite set S denote the state of the channel

Ws : A→ P(B). For xn ∈ An, yn ∈ Bn and a state sequence sn = (s1, . . . , sn) ∈ Sn

the transmission of a single word is described by

Wn(yn|xn, sn) :=
n∏

i=1

W (yi|xi, si) :=
n∏

i=1

Wsi(yi|xi).

Then an arbitrarily varying channel AVC is defined as the sequence {Wn}n∈N of

the family of channels Wn := {Wn(·|·, sn) : sn ∈ Sn}. Now for the message set

Jn = {1, . . . , Jn} a (n, Jn) code Cn consists of an encoder defining the codewords

{xnj }j∈Jn and mutually disjoint decoding sets {Dj ⊂ Bn : j ∈ Jn}. The average

error probability of the code Cn is defined by

e(Cn) = sup
sn∈Sn

1

Jn

Jn∑

j=1

Wn(Dc
j |xnj , sn).

A positive number R is called an achievable rate if

lim inf
n→∞

1

n
Jn ≥ R and lim

n→∞
e(Cn) = 0.

For the arbitrarily varying channel AVC we further need the concept of random

codes. A (n, Jn, µ,Γ) random code Cran
n is a collection of |Γ| deterministic (n, Jn)

codes Cγn = {
(
(xnj )

γ , Dγ
j

)
: j ∈ Jn}, where γ ∈ Γ is chosen at random according to

a distribution µ on Γ. Then the mean average error probability of the random code

Cran
n is described by

ē(Cran
n ) = sup

sn∈Sn

1

Jn

Jn∑

j=1

∑

γ∈Γ

Wn((Dγ
j )
c|(xnj )γ , sn)µ(γ),
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and the definitions of the achievable rates and the random code capacity follow

accordingly. In [BBT60] it was shown that for random codes the capacity for the

arbitrarily varying channel {Wn}n∈N is given by

Cran = max
p∈P(A)

min
W∈W

I(p,W ),

where W denotes the convex hull of the set of channels {Ws : s ∈ S}. See also

[AW69], [CK81] for a completely different derivation of the same result. Because

P(A) and W are convex compact sets and I(p,W ) is continuous and convex in W

and concave in p we can apply the Minimax-Theorem (Sion’s version) to obtain

Cran = min
W∈W

C(W ),

Unfortunately, because the code that is used for the transmission of a single codeword

is chosen at random, reliable transmission can be guaranteed only if the outcome of

the random experiment is available to both the transmitter and the receiver. With

his so-called elimination technique Ahlswede showed in [Ahl78] that the deterministic

code capacity C equals the random code capacity Cran or is zero otherwise. Then

a necessary and sufficient condition for the capacity C to be positive was given in

[CN88] in terms of the definition of a symmetrisable AVC.

Definition 1.5 ([Eri85],[CN88]). An AVC is symmetrisable if for some channel

U : A→ S ∑

s∈S

W (y|x, s)U(s|x′) =
∑

s∈S

W (y|x′, s)U(s|x)

for all x, x′ ∈ A, y ∈ B.

Ericson proved in [Eri85] nonsymmetrisability as a necessary condition for the

capacity C to be positive but could not prove this as a sufficient condition. Instead

he was referring to a result of Ahlswede, who showed in [Ahl78] the existence of

a pair of distributions p1, p2 ∈ P(A), such that for any pair of distributions q1,

q2 ∈ P(S) ∑

x,s

p1(x)q1(s)W (y|x, s) 6=
∑

x,s

p2(x)q2(s)W (y|x, s)

for at least one y ∈ B, as a sufficient condition for C > 0. Finally the authors of

[CN88] found that the deterministic code capacity C of the AVC is strictly positive

if and only if the AVC is not symmetrisable. In a previously published book [CK81]

the authors used the elimination technique presented in a more descriptive way to

derive the capacity result for C > 0. In a first step, the random code reduction, a
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new random code is constructed by selecting only a small number of deterministic

codes of the original capacity achieving random code.

Lemma 1.6 ([CK81]). Let W be a finite family of channels W : A → P(B) and

Cran a random code which consists of a set of codes {C(γ)}γ∈Γ and a probability

distribution µ on Γ. Then for any ε and K satisfying

ε > 2 log(1 + ē(Cran), K >
2

ε
(1 + log |W|)

there exist K codes {C(γi)}i∈{1,...,K} ∈ {C(γ)}γ∈Γ, such that

1

K

K∑

i=1

e(C(γi)) < ε

for all W ∈ W.

In a second step called the randomness elimination they reduced this random

code to a deterministic one by prefixing each member of the random code by a

short sequence to inform the receiver which code C(γi), i = 1, . . . ,K is selected for

transmission. Provided that the deterministic code capacity C > 0, and that the

number K of codes C(γi) could be kept small enough that it causes no essential loss

in rate, this approach results in the final theorem.

Theorem 1.7 ([Ahl78],[CN88]). C > 0 if and only if the AVC is not symmetrisable.

If C > 0, then

C = Cran = max
p∈P(A)

min
W∈W

I(p,W ) = min
W∈W

max
p∈P(A)

I(p,W ).

In [CN88] the same capacity result was derived directly for deterministic codes

without extracting it from correlated random codes.

Until now there exist no general capacity results for the arbitrarily varying chan-

nel AVC with respect to the maximum error probability. The capacity was de-

termined for AVC’s with a binary output in [AW70]. Further partial results was

given in [AW80]. In [Ahl70] Ahlswede has shown that the general solution under

the maximum error criterion is connected to Shannon’s zero error capacity problem

[Sha56].

The arbitrarily varying channel AVC usually is used in information theory as a

model of practical systems, which mirrors the impossibility to know the actual state

of a channel, because it changes from one time step to the next in an unknown

manner. Nevertheless it can be seen as well as a model, in which a possible third

9



party, the jammer, manipulates the transmission by changing the channel state

arbitrarily from time step to time step but unknown to the legitimate parties. The

case that he randomises over all states is also included in this model [Ahl78]. Thus

the AVC can be seen as a model of an active attack to disrupt the transmission

between the legitimate users.

1.3 Contributions and Outline of the Thesis

In this thesis we consider a wiretap channel where the legitimate users suffer from

channel uncertainty, which gives a more realistic description of practical wireless

systems. We require reliable transmission to the legitimate receiver and at the same

time secrecy against a potential eavesdropper. This will be realised by the validity

of the strong secrecy criterion. The transmission to the legitimate receiver and the

eavesdropper will be described by families of pairs of channels with common input

alphabet and possibly different output alphabets.

First we consider the compound wiretap channel where the exact channel realisa-

tion (the pair of channels) for the transmission of the codeword is not known but only

that the channel realisation belongs to a given and known set of channels. The chan-

nel realisation remains fixed for the whole transmission of a codeword. Additionally

we assume that the eavesdropper always knows which channel is in use.

If the channel realisation (the pair of channels) varies arbitrarily from time step

to time step during the transmission of a codeword in a way unknown to the legit-

imate users, the resulting model is the arbitrarily varying wiretap channel AVWC.

This second model has an additional informational theoretic security aspect, namely

that it can be seen as a model, in which a jammer manipulates the transmission by

changing the channel state in every time step in a manner unknown to the legiti-

mate parties. So the AVWC is a model which combines both passive attacks by an

eavesdropper and active attacks by a jammer.

In Chapter 2 we define the compound wiretap channel under the strong secrecy

criterion. We consider different communication scenarios. In the first the transmitter

has perfect channel state information (CSI), in the second the legitimate users have

no CSI at all and in a third the transmitter has only knowledge of the channel

state to the legitimate receiver. In the last two scenarios we consider the special

case where the channels to the eavesdropper are degraded versions of those to the

legitimate receiver. According to that we derive lower and upper bounds on the

secrecy capacity. In special cases we can provide the secrecy capacity as an explicit

expression, but we show that in general it is possible to determine the capacity as a
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multi-letter expression. Parts of the results are published in [BBS11a] and [BBS11b].

In Chapter 3 we introduce the arbitrarily varying wiretap channel AVWC as a

model, which combines passive and active attacks on the security of communica-

tion, so that the transmission of messages has to be protected from eavesdropping,

modelled by a wiretapper, and against a possible jammer realised by the unknown

variation of the channel state. We will give a condition under which the random

code secrecy capacity equals the deterministic code capacity. Under the assumption

of a ”best” channel to the eavesdropper we establish a lower bound on the secrecy

capacity and give a multi-letter expression for the secrecy capacity, which holds for

both random and deterministic codes. By adding an additional structure to the

channels to the legitimate user we can determine the secrecy capacity under these

special assumptions. Parts of the results will be published in [BBS12].
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Chapter 2

Compound Wiretap Channels

Compound wiretap channels are among the simplest non-trivial models incorporat-

ing the requirement of security against a potential eavesdropper while at the same

time the legitimate users suffer from channel uncertainty. They may be considered

therefore as a starting point for theoretical investigation tending towards applica-

tions, for example, in wireless systems, a fact explaining an alive research activity

in this area in recent years (cf. [LKPS08], [BL08] and references therein). In this

chapter we give capacity results for different scenarios of channel state information

under a strong secrecy criterion and the maximum error probability criterion. Parts

of the results relying on [BBS11a], [BBS11b]. In Chapter 3 we make use of these

results to derive capacity results for arbitrarily varying wiretap channels, a more

realistic communication model, which, apart from eavesdropping, takes into account

an active adversarial jamming situation.

A compound wiretap channel is described by finite families of pairs of channels

W = {(Wt, Vt) : t = 1, . . . , T} with common input alphabet and possibly different

output alphabets. The legitimate users control Wt and the eavesdropper observes

the output of Vt and both the channels are coupled by the channel state t. The

term compound here refers to the fact, that the legitimate users do not know which

channel pair (Wt, Vt) is in use for the actual codeword transmission, or have imper-

fect knowledge of the actual channel state. Nevertheless they know the whole set

of pairs of channels W. In particular, we will be dealing with two communication

scenarios. In the first one the transmitter is informed about the index t (channel

state information (CSI) at the transmitter) while in the second the transmitter has

no information about that index at all (no CSI). In both scenarios the eavesdropper

knows and the legitimate receiver does not know the channel state. Along the way

we will comment what our results look like when applied to widely used class of

13



models of the form W = {(Wt, Vs) : t = 1, . . . , T, s = 1, . . . , S} with T 6= S which

are special cases of the model we are dealing with in this thesis.

Our contributions are summarised as follows: In [LKPS08] a general upper bound on

the capacity of compound wiretap channel as the minimum secrecy capacity of the in-

volved wiretap channels was given. We prove in Section 2.3.1 that the models whose

secrecy capacity matches this upper bound contain all compound wiretap channels

with CSI at the transmitter. At the same time we achieve this bound with a sub-

stantially stronger security criterion employed already in [Csi96], [MW00], [CWY04],

and [Dev05]. Indeed, our security proof follows closely that developed in [Dev05] for

single wiretap channel with classical input and quantum output. In order to achieve

secrecy we follow the common approach according to which randomised encoding is

a permissible operation. The impact of randomisation at the legitimate decoder’s

site is usually compensated by communicating to her/him the outcome of the ran-

dom experiment performed. However, in the case of compound wiretap channel with

CSI at the transmitter this strategy does not work as is illustrated by an example in

Section 2.4.1. We resolve this difficulty by developing a decoding strategy which is

independent of the particular channel realisation and is insensitive to randomisation

while decoding just at the optimal secrecy rate for all channels {Wt : t = 1, . . . , T}
simultaneously.

Moreover, a slight modification of our proofs allows us to determine the capacity

of the compound wiretap channel without CSI by a (non-computable) multi-letter

expression. This is the content of Section 2.3.2. We should mention, however, that

the traditional proof strategy of sending the pair consisting of message and ran-

domisation parameter to the legitimate receiver works as well in the case where the

transmitter has no CSI. The lower bound on the secrecy capacity, we will proof

under the strong secrecy criterion, we will use for parts of the secrecy results for

arbitrarily varying wiretap channels in Chapter 3. The lower bound on the secrecy

capacity as well the as the multi-letter expression were given earlier in [LKPS08]

respective in [BL08] for weaker secrecy criteria but without detailed proofs.

In Section 2.4.2 we give an example of compound wiretap channel such that both

the set of channels to the legitimate receiver and to the eavesdropper are convex but

whose secrecy capacities with CSI and without CSI at the transmitter are different.

Indeed the former is positive while the latter is equal to 0.

Section 2.3.3 is devoted to the practically important model W = {(Wt, Vs) : t =

1, . . . , T, s = 1, . . . , S} with the assumption that the transmitter has CSI for the

T -part but has no CSI for the S-part of the channel. Here again we provide a multi-
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letter expression for the capacity. Additionally, we give a computable description of

the secrecy capacity in the case where the channels to the eavesdropper are degraded

versions of those to the legitimate receiver.

Our results are easily extended to arbitrary sets (even uncountable) of wiretap chan-

nels via standard approximation techniques [BBT59].

2.1 Definitions

Let A,B,C be finite sets and θ = {1, . . . , T} an index set. We consider two families

of channels Wt : A→ P(B)1, Vt : A→ P(C), t ∈ θ, which we collectively abbreviate

by W and call the compound wiretap channel generated by the given families of

channels. Here the first family represents the communication link to the legitimate

receiver while the output of the latter is under control of the eavesdropper. In the

rest of the chapter expressions like W⊗n
t or V ⊗n

t stand for the n-th memoryless

extension of the stochastic matrices Wt, Vt.

An (n, Jn) code for the compound wiretap channelW consists of a stochastic encoder

E : Jn → P(An) (a stochastic matrix) with a message set Jn := {1, . . . , Jn} and a

collection of mutually disjoint decoding sets {Dj ⊂ Bn : j ∈ Jn}. The maximum

error probability of a (n, Jn) code Cn is given by

e(Cn) := max
t∈θ

max
j∈Jn

∑

xn∈An

E(xn|j)W⊗n
t (Dc

j |xn). (2.1)

I.e. neither the sender nor the receiver have CSI.

If channel state information is available at the transmitter the notion of (n, Jn) code

is modified in that the encoding may depend on the channel index while the decoding

sets remain universal, i.e. independent of the channel index t. The probability of

error in (2.1) changes to

eCSI(Cn) := max
t∈θ

max
j∈Jn

∑

xn∈An

Et(x
n|j)W⊗n

t (Dc
j |xn).

We assume throughout the chapter that the eavesdropper always knows which chan-

nel is in use.

Definition 2.1. A non-negative number R is an achievable secrecy rate for the

compound wiretap channel W with or without CSI respectively if there is a sequence

1
P(B) denotes the set of probability distributions on B.
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(Cn)n∈N of (n, Jn) codes such that

lim
n→∞

e(Cn) = 0 resp. lim
n→∞

eCSI(Cn) = 0,

lim inf
n→∞

1

n
log Jn ≥ R,

and

lim
n→∞

max
t∈θ

I(J ;Znt ) = 0, (2.2)

where J is an uniformly distributed random variable taking values in Jn and Znt are

the resulting random variables at the output of eavesdropper’s channel V ⊗n
t . The

secrecy capacity in either scenario is given by the largest achievable secrecy rate and

is denoted by CS(W) and CS,CSI(W).

2.2 Hints on Operational Meaning of Strong Secrecy

A weaker and widely used security criterion is obtained if we replace (2.2) by

limn→∞maxt∈θ
1
n
I(J ;Znt ) = 0. We prefer to follow [Csi96], [CWY04], and [Dev05]

and require the validity of (2.2). A nice discussion on interrelation of several secrecy

criteria is contained in [BL08]. We confine ourselves to giving some hints on the

operational meaning of the requirement (2.2). To this end we restrict our attention

to the case where the transmitter has no CSI in order to simplify our notation.

The case of compound wiretap channel with CSI at the transmitter can be treated

accordingly. Set

εn := max
t∈θ

I(J ;Znt ) with lim
n→∞

εn = 0.

Then Pinsker’s inequality implies that

||pJZn
t
− pJ ⊗ pZn

t
|| ≤ c

√
εn ∀t ∈ θ, (2.3)

with a positive universal constant c, where || · || is the variational distance. Suppose

that the eavesdropper chooses for each t ∈ θ decoding sets {Kj,t ⊂ Cn : j ∈ Jn}
with Cn =

⋃
j∈Jn

Kj,t. We will lower bound the average error probability (and

consequently the maximum error probability) for every choice of the decoding rule

the eavesdropper might make. Set

eav(t) :=
1

Jn

∑

j∈Jn

∑

xn∈An

E(xn|j)V ⊗n
t (Kc

j,t|xn).
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Then

eav(t) =
∑

j∈Jn

pJZn
t
({j} ×Kc

j,t) = pJZn
t

( ⋃

j∈Jn

{j} ×Kc
j,t

)

≥ pJ ⊗ pZn
t

( ⋃

j∈Jn

{j} ×Kc
j,t

)
− c

√
εn

=
∑

j∈Jn

pJ ⊗ pZn
t

(
{j} ×Kc

j,t

)
− c

√
εn =

1

Jn

∑

j∈Jn

pZn
t
(Kc

j,t)− c
√
εn

=
Jn − 1

Jn
− c

√
εn = 1− 1

Jn
− c

√
εn, (2.4)

where in the first and the third line we have used the fact that the sets {j} ×Kc
j,t,

j ∈ Jn, are mutually disjoint, the second line follows from (2.3), and in the fourth line

we merely observed that for any non-negative numbers a1, . . . , aJ with
∑J

j=1 aj = 1

we have
∑J

j=1(1 − aj) = J − 1. Consequently, the average (and hence maximum)

error probability of every decoding strategy the eavesdropper might select tends to

1 as soon as Jn → ∞. It should be remarked, however, that although for the vast

majority of messages the eavesdropper will be in error there is still a possibility left

that she/he can decode a small fraction of them correctly. As will follow from the

proofs below we will have εn = 2−na, a > 0, and Jn = 2nR, R > 0, if the secrecy

capacity is positive so that the speed of convergence in (2.4) will be exponential.

Notice that (2.3) means that the random variables Znt at the output of the channel

to the eavesdropper are almost independent of the random variable J embodying the

messages to be transmitted to the legitimate receiver. Therefore it is heuristically

convincing that our criterion (2.2) offers secrecy to some extent for communication

tasks going beyond the transmission of messages. To demonstrate this by an example

we introduce, based on [AD89], the notion of identification attack as follows. Suppose

that for each fixed t ∈ θ and any j ∈ Jn there is a subset Kj,t ⊂ Cn on the

eavesdropper’s output alphabet where now the sets Kj,t need not necessarily be

mutually disjoint. With E : Jn → P(An) being the stochastic encoder used to

transmit messages to the legitimate receiver we can write down the identification

errors of first and second kind (cf. [AD89] for further explanation of this code

concept) for the eavesdropper’s channel as

∑

xn∈An

E(xn|j)V ⊗n
t (Kc

j,t|xn), (2.5)

and ∑

xn∈An

E(xn|i)V ⊗n
t (Kj,t|xn) (2.6)
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for j, i ∈ Jn, i 6= j.

One possible interpretation of this attack, again based on [AD89], is that on the

eavesdropper’s side of the channel there are persons F1, . . . , FJn observing the output

of the channel. The sole interest of Fj is whether or not the message j has been sent

to the legitimate receiver. Thus Fj performs the hypothesis test represented by Kj,t

based on his/her knowledge of t ∈ θ and (2.5), (2.6) are just the errors of the first

resp. second kind for that hypothesis test.

Let us define for j ∈ Jn

g(j, t) :=
∑

xn∈An

(
E(xn|j)V ⊗n

t (Kc
j,t|xn) +

1

Jn − 1

Jn∑

i=1
i 6=j

E(xn|i)V ⊗n
t (Kj,t|xn)

)

which is a number in [0, 2].

Notice that if

g(j, t) ≥ 1− η

for some η ∈ (0, 1) then either

∑

xn∈An

E(xn|j)V ⊗n
t (Kc

j,t|xn) ≥
1− η

2
,

or there is at least one i 6= j with

∑

xn∈An

E(xn|i)V ⊗n
t (Kj,t|xn) ≥

1− η

2
,

or both, so that no reliable identification of message j can be guaranteed. We show

now that under assumption of (2.2) we have

1

Jn

Jn∑

j=1

g(j, t) ≥ 1− ηn, ηn = o(n0) (2.7)

so that at most a fraction 2
3(1 + ηn) of j ∈ Jn can satisfy the inequality

g(j, t) <
1

2
.

This last assertion is readily seen from (2.7) by applying Markov’s inequality to the

set

F := {j ∈ Jn : 2− g(j, t) >
3

2
}.
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In order to prove (2.7), note that for any t ∈ θ

1

Jn

Jn∑

j=1

g(j, t) =

Jn∑

j=1

(
pJZn

t
({j} ×Kc

j,t) +
1

Jn − 1
pJZn

t
({j}c ×Kj,t)

)

= pJZn
t
(
⋃

j∈Jn

{j} ×Kc
j,t) +

1

Jn − 1

Jn∑

j=1

pJZn
t
({j}c ×Kj,t)

≥ pJ ⊗ pZn
t
(
⋃

j∈Jn

{j} ×Kc
j,t) +

1

Jn − 1

Jn∑

j=1

pJ ⊗ pZn
t
({j}c ×Kj,t)

−c√εn − c
Jn

Jn − 1

√
εn

where in the third line we have used (2.3). If we now insert pJ({j}c) = Jn−1
Jn

, we

obtain finally

1

Jn

Jn∑

j=1

g(j, t) ≥ 1

Jn

Jn∑

j=1

(
pZn

t
(Kc

j,t) + pZn
t
(Kj,t)

)
− c

√
εn

2Jn − 1

Jn − 1

= 1− c
√
εn

2Jn − 1

Jn − 1
.

Besides the attempts of the eavesdropper to decode or identify messages we can

introduce attacks corresponding to each communication task introduced in [Ahl08].

It would be interesting, not only from the mathematical point of view, to see against

which of them and to what extent secrecy can be guaranteed by the condition (2.2).

2.3 Capacity Results

Now we will give the capacity results for three different scenarios. In the first the

transmitter has perfect channel state information (CSI). In the second no channel

state information are available. In the third case we allow that the state of the

channel to the legitimate user and that of the channel to the eavesdropper can be

chosen independently. In this scenario the transmitter should have knowledge of the

channel state to the legitimate receiver but the channel state to the eavesdropper is

unknown. In all cases the legitimate receiver has no CSI, whereas the eavesdropper

always knows which channel is in use. For all proofs concerning the capacity results

we will use some properties of typical and conditionally typical sequences as they

were treated in [CK81] by Csiszár and Körner (cf. Appendix A).
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2.3.1 CSI at the Transmitter

First we will give the capacity result in the case in which the transmitter has full

knowledge of the channel state (CSI) while the legitimate receiver has no information

about the channel state. So the transmitter can adapt the stochastic encoder to the

specific channel realisations, whereas the decoding sets must be chosen independent

of the possible channel realisations. The main result in this section is the following

theorem.

Theorem 2.2. The secrecy capacity of the compound wiretap channel W with CSI

at the transmitter is given by

CS,CSI(W) = min
t∈θ

max
U→X→(Y Z)t

(I(U, Yt)− I(U,Zt)).

Here X is a random variable with probability distribution in P(A) and U is

an auxiliary random variable with range equals A, such that U,X, (Y Z)t form a

Markov chain U → X → (Y Z)t in this order. Then the maximum refers to all

random variables satisfying the Markov chain condition such that X is connected

with Yt respective Zt by the channels Wt respective Vt for every t ∈ θ.

Notice first that the inequality

CS,CSI(W) ≤ min
t∈θ

max
U→X→(Y Z)t

(I(U, Yt)− I(U,Zt))

is trivially true since we cannot exceed the secrecy capacity of the worst wiretap

channel in the family W. This has been already pointed out in [LKPS08].

The rest of this section is devoted to the proof of the achievability. For this we need

the following lemma which is a standard result from large deviation theory.

Lemma 2.3. (Chernoff bounds) Let Z1, . . . , ZL be i.i.d. random variables with

values in [0, 1] and expectation EZi = µ, and 0 < ǫ < 1
2 . Then it follows that

Pr

{
1

L

L∑

i=1

Zi /∈ [(1± ǫ)µ]

}
≤ 2 exp

(
−L · ǫ

2µ

3

)
,

where [(1± ǫ)µ] denotes the interval [(1− ǫ)µ, (1 + ǫ)µ].

Proof. The proof is given in [DP09] (cf. Theorem 1.1) and in [AW02].

Proof. (of the Theorem) For p ∈ P(A), V : A→ P(C), xn ∈ An, and δ > 0 let T n
pt,δ

the set of pt-typical sequences on A
n, and T n

Vt,δ
(xn) the set of conditionally typical
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sequences given xn on Cn. For the properties of typical and conditional typical

sequences see A.2.

It suffices to prove that mint∈Θ(I(Xt, Yt) − I(Xt, Zt)) for (XY Z)t as above is

an achievable secrecy rate. Then we will have shown that R = mint∈Θ(I(Ut, Yt) −
I(Ut, Zt)), with Ut → Xt → (Y Z)t form a Markov chain, is an achievable secrecy

rate (cf. [CK81] page 409). We choose p1, . . . , pT ∈ P(A) and define new probability

distributions on An by

p′t(x
n) :=





p⊗n
t (xn)

p⊗n
t (T n

pt,δ
)

if xn ∈ T n
pt,δ

,

0 otherwise
. (2.8)

Define then for zn ∈ Cn, xn ∈ An

Q̃t,xn(z
n) = V n

t (z
n|xn) · 1T n

Vt,δ
(xn)(z

n)

on Cn. Additionally, we set for zn ∈ Cn

Θ′
t(z

n) =
∑

xn∈T n
pt,δ

p′t(x
n)Q̃t,xn(z

n). (2.9)

Now let S := {zn ∈ Cn : Θ′
t(z

n) ≥ ǫαt} where ǫ := 2−nc
′δ2 (cf. Lemma A.8) and

αt := 2−n(H(ptVt)+f1(δ)) (cf. (A.28) in Lemma A.9, computed with respect to pt and

Vt). By Lemma A.9 the support of Θ′
t has cardinality ≤ α−1

t since for each xn ∈ T n
pt,δ

it holds that T n
Vt,δ

(xn) ⊂ T n
ptVt,2|A|δ

, which implies that
∑

zn∈S Θt(z
n) ≥ 1− 2ǫ, if

Θt(z
n) = Θ′

t(z
n) · 1S(zn)

and

Qt,xn(z
n) = Q̃t,xn(z

n) · 1S(zn). (2.10)

Now for each t ∈ θ define Jn · Ln,t i.i.d. random variables X
(t)
jl with j ∈ [Jn] :=

{1, . . . , Jn} and l ∈ [Ln,t] := {1, . . . , Ln,t} each of them distributed according to p′t

with

Jn =
⌊
2n[mint∈θ(I(pt,Wt)−I(pt,Vt))−τ ]

⌋
(2.11)

Ln,t =
⌊
2n[I(pt,Vt)+

τ
4
]
⌋

(2.12)

for τ > 0. Moreover we suppose that the random matrices {X(t)
j,l }j∈[Jn],l∈[Ln,l] and

{X(t′)
j,l }j∈[Jn],l∈[Ln,l] are independent for t 6= t′. Now it is obvious from (2.9) and
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the definition of the set S that for any zn ∈ S, Θt(z
n) = EQ

t,X
(t)
jl

(zn) ≥ ǫαt

if E is the expectation value with respect to the distribution p′t. Define further

βt := 2−n(H(Vt|pt)−f2(δ)) (cf. (A.29) in Lemma A.9). For the random variables

β−1
t Q

t,X
(t)
jl

(zn) define the event

⋂

zn∈Cn





1

Ln,t

Ln,t∑

l=1

β−1
t Q

t,X
(t)
jl

(zn) ∈ [(1± ǫ)β−1
t Θt(z

n)]



 , (2.13)

which equals in probability the following event

ιj(t) :=
⋂

zn∈Cn





1

Ln,t

Ln,t∑

l=1

Q
t,X

(t)
jl

(zn) ∈ [(1± ǫ)Θt(z
n)]



 . (2.14)

Then keeping in mind that Θt(z
n) ≥ ǫαt for all zn ∈ S, it follows with (2.13) that

for all j ∈ [Jn] and for all t ∈ θ

Pr{(ιj(t))c} ≤ 2|C|n exp
(
− Ln,t

2−n[I(pt,Vt)+g(δ)]

3

)
(2.15)

by Lemma 2.3, Lemma A.9, and our choice ǫ = 2−nc
′δ2 with g(δ) := f1(δ) + f2(δ) +

3c′δ2. Making δ > 0 sufficiently small we have for all sufficiently large n ∈ N

Ln,t2
−n[I(pt,Vt)+g(δ)] ≥ 2n

τ
8 .

Thus, for this choice of δ the RHS of (2.15) is double exponential in n uniformly in

t ∈ θ and can be made smaller than ǫJ−1
n for all j ∈ [Jn] and all sufficiently large

n ∈ N. I.e.

Pr{(ιj(t))c} ≤ ǫJ−1
n ∀t ∈ θ. (2.16)

Let us turn now to the coding part of the problem. Let p′t ∈ P(An) be given as

in (2.8). We abbreviate X := {X(t)}t∈θ for the family of random matrices X(t) =

{X(t)
jl }j∈[Jn],l∈[Ln,t] whose components are i.i.d. according to p′t. Further, as we

have supposed, let X(t) and X(t′) independent for t 6= t′.We will show now how the

reliable transmission of the message j ∈ [Jn] can be achieved when randomising over

the index l ∈ Ln,t without any attempt to decode the randomisation parameter at

the legitimate receiver (see section 2.4.1). To this end let us define for each j ∈ [Jn]

a random set

D′
j(X ) :=

⋃

s∈θ

⋃

k∈[Ln,s]

T n
Ws,δ

(X
(s)
jk ),
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and the subordinate random decoder {Dj(X )}j∈[Jn] ⊆ Bn is given by

Dj(X ) := D′
j(X ) ∩

( ⋃

j′∈[Jn]
j′ 6=j

D′
j′(X )

)c
. (2.17)

Thus the decoding set for a message j ∈ Jn is defined by the output sequences which

are Ws-typical conditioned on the input X
(s)
jk for all channels s ∈ θ, and the union

over all k ∈ [Ln,s] makes the decoder robust to the effect of randomisation. The

second part in (2.17) excludes the output sequences that are Ws-typical conditioned

on inputs that are different in the message index, such that the decoding sets are

mutually disjoint. Consequently we can define the random average probabilities of

error for a specific channel t ∈ θ by

λ(t)n (X ) :=
1

Jn

∑

j∈[Jn]

1

Ln,t

∑

l∈[Ln,t]

W⊗n
t ((Dj(X ))c|X(t)

jl ). (2.18)

Now (2.17) implies for each t ∈ θ and l ∈ [Ln,t]

W⊗n
t ((Dj(X ))c|X(t)

jl ) ≤W⊗n
t ((D′

j(X ))c|X(t)
jl ) +W⊗n

t (
⋃

j′∈[Jn]
j′ 6=j

D′
j′(X )|X(t)

jl )

≤W⊗n
t (

⋂

s∈θ

⋂

k∈[Ln,s]

(T n
Ws,δ

(X
(s)
jk ))

c|X(t)
jl ) +

∑

j′∈[Jn]
j′ 6=j

∑

s∈θ

∑

k∈[Ln,s]

W⊗n
t (T n

Ws,δ
(X

(s)
j′k)|X

(t)
jl )

≤W⊗n
t ((T ⊗n

Wt,δ
(X

(t)
jl ))

c|X(t)
jl ) +

∑

j′∈[Jn]
j′ 6=j

∑

s∈θ

∑

k∈[Ln,s]

W⊗n
t (T n

Ws,δ
(X

(s)
j′k)|X

(t)
jl ),

(2.19)

where the first and second inequality follow by the union bound and the third one

follows by the monotonicity of the probability. Next, if we average over all random

codebooks, we obtain by Lemma A.8 and the independence of all involved random

variables

EX (W
⊗n
t ((Dj(X ))c|X(t)

jl ))

≤ (n+ 1)|A||B| · 2−ncδ2 +
∑

j′∈[Jn]
j′ 6=j

∑

s∈θ

∑

k∈[Ln,s]

E
X

(s)

j′k

E
X

(t)
jl

W⊗n
t (T n

Ws,δ
(X

(s)
j′k)|X

(t)
jl ).

(2.20)

We shall find now for j′ 6= j an upper bound on the inner expectation of the second
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term

E
X

(t)
jl

W⊗n
t (T n

Ws,δ
(X

(s)
j′k)|X

(t)
jl ) =

∑

xn∈An

p′t(x
n)W⊗n

t (T n
Ws,δ

(X
(s)
j′k)|xn)

≤
∑

xn∈An

p⊗nt (xn)

p⊗nt (T n
pt,δ

)
W⊗n
t (T n

Ws,δ
(X

(s)
j′k)|xn)

=
q⊗nt (T n

Ws,δ
(X

(s)
j′k))

p⊗nt (T n
pt,δ

)
.

(2.21)

The first inequality follows by the definition of p′t in (2.8), and in the third line

qt ∈ P(B) denotes the output distribution which is generated by pt and Wt. By

Lemma A.8 and by Lemma A.10 for any t, s ∈ θ we have

p⊗nt (T n
pt,δ

) ≥ 1− (n+ 1)|A| · 2−ncδ2

q⊗nt (T n
Ws,δ

(X
(s)
j′k)) ≤ (n+ 1)|A||B| · 2−n(I(ps,Ws)−f(δ)),

(2.22)

with a universal f(δ) > 0 satisfying limδ→0 f(δ) = 0, since X
(s)
j′k ∈ T n

ps,δ
with proba-

bility 1. Thus inserting this into (2.21) we obtain

E
X

(t)
jl

W⊗n
t (T n

Ws,δ
(X

(s)
j′k)|X

(t)
jl ) ≤

(n+ 1)|A||B|

1− (n+ 1)|A| · 2−ncδ2 · 2−n(I(ps,Ws)−f(δ)),

and consequently for the outer expectation in (2.20)

E
X

(s)

j′k

E
X

(t)
jl

W⊗n
t (T n

Ws,δ
(X

(s)
j′k)|X

(t)
jl ) ≤

(n+ 1)|A||B|

1− (n+ 1)|A| · 2−ncδ2 · 2−n(I(ps,Ws)−f(δ))

(2.23)

for all s, t ∈ θ, all j′ 6= j, and all l ∈ [Ln,t], k ∈ [Ln,s]. Now by defining νn(δ) :=

(n+1)|A||B| ·2−ncδ2 and µn(δ) := 1− (n+1)|A| ·2−ncδ2 , thus for each t ∈ θ, l ∈ [Ln,t],

and j ∈ [Jn] (2.20) and (2.23) lead to

EX (W
⊗n
t ((Dj(X ))c|X(t)

jl ))

≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
Jn
∑

s∈θ

Ln,s2
−n(I(ps,Ws)−f(δ))

≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
Jn
∑

s∈θ

2−n(I(ps,Ws)−I(ps,Vs)−f(δ)−
τ
4
)

≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
T · Jn · 2−n(mins∈θ(I(ps,Ws)−I(ps,Vs))−f(δ)−

τ
4
)

≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
T · 2−n(τ−f(δ)− τ

4
)
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and hence

EX (W
⊗n
t ((Dj(X ))c|X(t)

jl )) ≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
T · 2−n τ

2 , (2.24)

where we have used the definition of Jn and Ln,s in (2.11), (2.12), and we have chosen

δ > 0 small enough to ensure that τ−f(δ)− τ
4 ≥ τ

2 . Defining a = a(δ, τ) :=
min{cδ2, τ

4
}

2

we can find n(δ, τ, |A|, |B|) ∈ N such that for all n ≥ n(δ, τ, |A|, |B|)

EX (W
⊗n
t ((Dj(X ))c|X(t)

jl )) ≤ T · 2−na

holds for all t ∈ θ, l ∈ [Ln,t], and j ∈ [Jn]. Consequently, for any t ∈ θ we obtain by

the definition of the error probability in (2.18) the mean average error probability,

where the expectation is with respect to the distribution of the random codebook,

EX (λ
(t)
n (X )) ≤ T · 2−na.

Additionally we define for any t ∈ θ an event

ι0(t) = {λ(t)n (X ) ≤
√
T2−n

a
2 }. (2.25)

Then using the Markov inequality applied to λ
(t)
n (X ) along with (2.25), we obtain

that

Pr{(ι0(t))c} ≤
√
T2−n

a
2 . (2.26)

Set

ι :=
⋂

t∈θ

Jn⋂

k=0

ιk(t). (2.27)

Then with (2.16), (2.26), and applying the union bound we obtain

Pr{ιc} ≤
∑

t∈θ

Jn∑

k=0

Pr{(ιk(t))c} ≤ T · ǫ+ T
3
2 · 2−na

2

≤ T 2 · 2−nc′′

for a suitable positive constant c′′ > 0 and all sufficiently large n ∈ N.

Hence, we have shown that for each t ∈ θ there exist realisations {(x(t)jl )j∈[Jn],l∈[Ln,t] :

t ∈ θ} ∈ ι of X . Now, denoting by ‖ · ‖ the variational distance

||p− q|| :=
∑

x∈A

|p(x)− q(x)|
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for p, q ∈ A, we show that the secrecy level is fulfilled uniformly in t ∈ θ for any

particular {(x(t)jl )j∈[Jn],l∈[Ln,t] : t ∈ θ} ∈ ι .

∥∥∥∥∥∥
1

Ln,t

Ln,t∑

l=1

V n
t (·|x

(t)
jl )−Θt(·)

∥∥∥∥∥∥

≤ 1

Ln,t

Ln,t∑

l=1

∥∥∥∥V
n
t (·|x

(t)
jl )− Q̃

t,x
(t)
jl

(·)
∥∥∥∥+

∥∥∥∥∥∥
1

Ln,t

Ln,t∑

l=1

(
Q̃
t,x

(t)
jl

(·)−Q
t,x

(t)
jl

(·)
)
∥∥∥∥∥∥
+

+

∥∥∥∥∥∥
1

Ln,t

Ln,t∑

l=1

Q
t,x

(t)
jl

(·)−Θt(·)

∥∥∥∥∥∥
≤ 5ǫ.

(2.28)

In the first term the functions V n
t (·|x

(t)
jl ) and Q̃t,x(t)

jl

(·) differ if zn /∈ T n
ptVt,2|A|δ

, so it

makes a contribution of ǫ to the bound. In the second term Q̃t and Qt are different

for zn /∈ S and because ιj(t) and
∑

zn∈S Θt(z
n) ≥ 1− 2ǫ imply that

1

Ln,t

Ln,t∑

l=1

∑

zn∈S

Q
t,x

(t)
jl

(zn) ≥ 1− 3ǫ,

the second term is bounded by 3ǫ. The third term is bounded by ǫ which follows

directly from (2.14).

For any {(x(t)jl )j∈[Jn],l∈[Ln,t] : t ∈ θ} ∈ ι with the corresponding decoding sets {Dj :

j ∈ [Jn]} it follows by construction that

1

Jn

∑

j∈[Jn]

1

Ln,t

∑

l∈[Ln,t]

W⊗n
t (Dc

j |x
(t)
jl ) ≤

√
T · 2−na′ (2.29)

is fulfilled for all t ∈ θ with a′ > 0, which means that we have found a (n, Jn) code

with average error probability tending to zero for n ∈ N sufficiently large for any

channel realisation. Now by a standard expurgation scheme we show that this still

holds for the maximum error probability. We define the set

Gt := {j ∈ Jn :
1

Ln,t

∑

l∈[Ln,t]

W⊗n
t (Dc

j |x
(t)
jl ) ≤

√
η} (2.30)

with η :=
√
T · 2−na′ and denote its complement as Bt := Gct and the union of all

complements as

B =
⋃

t∈θ

Bt =
⋃

t∈θ

Gct .
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Then (2.29) and (2.30) imply that

η ≥ 1

Jn

∑

j∈[Jn]

1

Ln,t

∑

l∈[Ln,t]

W⊗n
t (Dc

j |x
(t)
jl ) ≥

|Bt|
Jn

√
η

for all t ∈ θ and by the union bound it follows that

|B| ≤
∑

t∈θ

|Bt| ≤ T · √η · Jn.

After removing all j ∈ B (which are at most a fraction of T
5
4 2−n

a′

2 of Jn) and

relabeling we obtain a new (n, J̃n) code (Ej , Dj)j∈[J̃n] without changing the rate.

The maximum error probability of the new code fulfills for sufficiently large n ∈ N

max
t∈θ

max
j∈[J̃n]

1

Ln,t

∑

l∈[Ln,t]

W⊗n
t (Dc

j |x
(t)
jl ) ≤ T

1
4 · 2−na′

2 .

On the other hand, if we set

V̂ n
t (z

n|(j, l)) := V n
t (z

n|x(t)jl ) (2.31)

and further define

V̂ n
t,j(z

n) =
1

Ln,t

Ln,t∑

l=1

V̂ n
t (z

n|(j, l)) , (2.32)

V̄ n
t (z

n) =
1

J̃n

J̃n∑

j=1

V̂ n
t,j(z

n), (2.33)

we obtain for all j ∈ [J̃n], t ∈ θ and with ǫ = 2−nc
′δ2

‖V̂ n
t,j − V̄ n

t ‖ ≤ ‖V̂ n
t,j −Θt‖+ ‖Θt − V̄ n

t ‖ ≤ 10ǫ,

where we have used the convexity of the variational distance and (2.28) which still

applies by our expurgation procedure. For a uniformly distributed random variable

J taking values in the set {1, . . . , J̃n} we obtain with Lemma 2.7 of [CK81] (uniform

continuity of the entropy function)

I(J ;Znt ) =

Jn∑

j=1

1

J̃n
(H(V̄ n

t )−H(V̂ n
t,j)) = H(Znt )−H(Znt |J)

≤ −10ǫ log(10ǫ) + 10nǫ log |C|
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uniformly in t ∈ θ (for 10ǫ ≤ e−1). Hence the strong secrecy level of the definition

2.1 holds uniformly in t ∈ θ. Using standard arguments (cf. [CK81] page 409) we

then have shown the achievability of the secrecy rate

RS = min
t∈θ

max
U→X→(Y Z)t

(I(U, Yt)− I(U,Zt)). (2.34)

Remark. Note that in the case that W := {Wt, Vs : t = 1, . . . T, s = 1, . . . S} with

S 6= T and the pair (s, t) known to the transmitter prior to transmission nothing

new happens. A slight modification of the arguments presented above shows that

CS,CSI(W) = min
(t,s)

max
U→X→(YtZs)

(I(U, Yt)− I(U,Zs)).

2.3.2 No CSI

In the previous section we have assumed that the channel state is known to the

transmitter. We now consider the case where neither the transmitter nor the receiver

has knowledge of the channel state. Thus both the encoder and the decoding sets

must be chosen independent of the channel realisation. We will prove that

Theorem 2.4. For the secrecy capacity CS(W) of the compound wiretap channel

W without CSI it holds that

CS(W) ≥ max
p∈P(A)

(min
t∈θ

I(p,Wt)−max
t∈θ

I(p, Vt)).

Proof. Caused by the lack of channel knowledge we use a stochastic encoder indepen-

dent of the channel realisation. For any p ∈ P(A) let p′ ∈ P(An) be the distribution

given by

p′(xn) :=





p⊗n(xn)
p⊗n(T n

p,δ
)

if xn ∈ T n
p,δ,

0 otherwise.

Then analogously to the case with CSI we define Q̃t,xn(z
n), Qt,xn(z

n), and Θ′
t(z

n),Θt(z
n)

for zn ∈ Cn but now with respect to the distribution p′ (cf. (2.9) and (2.10)). Con-

sequently, Θ′(·) has support only on T n
pVt,2|A|δ

, and Qt,xn(·) and Θ(·) only on the set

S := {zn ∈ Cn : Θ′
t(z

n) ≥ ǫαt}, where now αt := 2−n(H(pVt)+f1(δ)). Furthermore

Θ(zn) ≥ ǫαt for all z
n ∈ S. Now define Jn · Ln i.i.d random variables Xjl according
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to the distribution p′ independent of t ∈ θ with j ∈ [Jn] and l ∈ [Ln] with

Jn = ⌊2n[mint I(p,Wt)−maxt I(p,Vt)−τ ]⌋ (2.35)

Ln = ⌊2n[maxt I(p,Vt)+
τ
4
]⌋ (2.36)

for τ > 0. Now because Θt(z
n) = EQt,Xjl

≥ ǫαt for all zn ∈ S we define the event

ιj(t) as in (2.14) for the random variables β−1
t Qt,Xjl

with βt := 2−n(H(Vt|)−f2(δ))

ιj(t) =
⋂

zn∈Cn

{
1

Ln

Ln∑

l=1

Qt,Xjl
(zn) ∈ [(1± ǫ)Θt(z

n)]

}
,

but considering the difference that the random variables Xjl are independent of the

channel state. Then analogously to (2.15) we obtain that

Pr{(ιj(t))c} ≤ 2|C|n exp
(
− Ln

2−n(I(p,Vt)+g(δ))

3

)

by Lemma 2.3 and Lemma A.9. Notice that, because the sender does not know

which channel is used, we need the maximum in the definition of Ln. Thus the

right-hand side is a double exponential in n and can be made smaller than ǫJ−1
n for

all j and for all t ∈ θ and sufficiently large n.

Now let Jn and Ln be defined as stated above, and let Xn = {Xjl}j∈[Jn],l∈[Ln] be the

set of i.i.d. random variables each of them distributed according to p′ independent

of t ∈ θ. As in the case of CSI we can show that reliable transmission of the

message j ∈ [Jn] can be achieved. To this end define now the random decoder

{Dj(X
n)}j∈[Jn] ⊆ Bn as in (2.17) but with

D′
j(X

n) :=
⋃

s∈θ

⋃

k∈[Ln]

T n
Ws,δ

(Xjk),

and thus

Dj(X
n) := D′

j(X
n) ∩

( ⋃

j′∈[Jn]
j′ 6=j

D′
j′(X

n)

)c
. (2.37)

changes only in the indepency of the random codewords from the channel realisation.

Then we can define the random average probability of error for a specific channel

λ
(t)
n (Xn) analogously to (2.18) as

λ(t)n (Xn) :=
1

Jn

∑

j∈[Jn]

1

Ln

∑

l∈[Ln]

W⊗n
t ((Dj(X

n))c|Xjl). (2.38)
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Notice that now both Xn and Ln do not depend on t ∈ θ and this holds throughout

the entire proof. Then we can give the bound in (2.19) now by

W⊗n
t ((Dj(X

n))c|Xjl)

≤W⊗n
t ((T ⊗n

Wt,δ
(Xjl))

c|Xjl) +
∑

j′∈[Jn]
j′ 6=j

∑

s∈θ

∑

k∈[Ln]

W⊗n
t (T n

Ws,δ
(Xj′k)|Xjl).

We can bound the first term in the inequality by νn(δ) := (n+ 1)|A||B| · 2−ncδ2 (see

(2.20)). If we average over all codebooks we get

EXn(W⊗n
t ((Dj(X

n))c|Xjl))

≤ νn(δ) +
∑

j′∈[Jn]
j′ 6=j

∑

s∈θ

∑

k∈[Ln]

EXj′k
EXjl

W⊗n
t (θnWs,δ

(Xj′k)|Xjl). (2.39)

Because Xj′k ∈ T n
p,δ with probability 1 by its definition for all j′ ∈ [Jn], k ∈ [Ln], by

the same reasoning as in (2.21) and (2.22) we can give an upper bound on

EXjl
W⊗n
t (T n

Ws,δ
(Xj′k)|Xjl) ≤

q⊗nt (T n
Ws,δ

(Xj′k))

p⊗n(T n
p,δ)

≤ (n+ 1)|A||B|

1− (n+ 1)|A| · 2−ncδ2 · 2−n(I(p,Ws)−f(δ)),

in which q⊗nt denotes the output distribution generated by the conditional distribu-

tionW⊗n
t and the input distribution p⊗n. Thus we can upper bound the expectation

in the second term of the RHS of (2.39)

EXj′k
EXjl

W⊗n
t (T n

Ws,δ
(Xj′k)|Xjl) ≤

(n+ 1)|A||B|

1− (n+ 1)|A| · 2−ncδ2 · 2−n(I(p,Ws)−f(δ))

for all t ∈ θ, all j′ 6= j and all k, l ∈ [Ln] with a universal f(δ) > 0 satisfying

limδ→0 f(δ) = 0. Additionally we define µn(δ) := 1− (n+1)|A| · 2−ncδ2 . Then (2.39)

changes to

EXn(W⊗n
t ((Dj(X

n))c|Xjl)) ≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
Jn
∑

s∈θ

Ln · 2−n(I(p,Ws)−f(δ))

≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
T · JnLn · 2−n(mins I(p,Ws)−f(δ))

≤ νn(δ) + T · 2−n τ
2

by the definition of Jn and Ln in (2.35), (2.36) and by choosing δ > 0 small enough

30



that τ− τ
4 −f(δ) ≥ τ

2 . Now by defining a = a(δ, τ) :=
min{cδ2, τ

2
}

2 and the definition of

the error probability there exist a n(δ, τ, |A|, |B|) ∈ N, such that the last inequality

results in the upper bound

EXn(λ(t)n (Xn)) ≤ T · 2−na

for any t ∈ θ and n > n(δ, τ, |A|, |B|) ∈ N.

Now we define the event ι0(t) for any t ∈ θ and the event ι as in (2.25) and (2.27)

but with the difference that the input is independent of the channel realisation. So

by the same reasoning we end in

Pr{ιc} ≤ T 2 · 2−nc′′ (2.40)

for a constant c′′ > 0 and all sufficiently large n ∈ N, which implies that there exist

realisations {xjl} of {Xjl} such that xjl ∈ ι for all j ∈ [Jn] and l ∈ [Ln]. Then

analogously to (2.28) we get for any channel t ∈ θ

∥∥∥∥∥
1

Ln

Ln∑

l=1

V n
t (·|xjl)−Θt(·)

∥∥∥∥∥ ≤ 5ǫ

differs from the former only by Ln in place of Ln,t. Hence, following the same

arguments subsequent to (2.29), we have shown that there is a sequence of (n, J̃n)

codes for which

max
t∈θ

max
j∈[J̃n]

1

Ln

∑

l∈[Ln]

W⊗n
t (Dc

j |xjl) ≤ T
1
4 · 2−na′

2

holds for sufficiently large n ∈ N, and the strong secrecy level is fulfilled for every

channel t ∈ θ by

‖V̂ n
t,j − V̄ n

t ‖ ≤ 10ǫ

(V̂ n
t,j , V̄

n
t defined as in (2.32), (2.33)) and thus by

I(J ;Znt ) ≤ −10ǫ log(10ǫ) + 10nǫ log |C|

which tends to zero for n→ ∞ uniformly in t ∈ θ.

We turn now to the converse of Theorem 2.4. Actually, we give only a multiletter

formula of the upper bound of the secrecy rates. First we need the following lemma.

Lemma 2.5. Let W = {(Wt, Vt) : t ∈ θ} be an arbitrary compound wiretap channel
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without CSI. Then

lim
n→∞

1

n
max

U→Xn→Y n
t Z

n
t

(inf
t∈θ

I(U ;Y n
t )− sup

t∈θ
I(U ;Znt ))

exists and we have

lim
n→∞

1

n
max

U→Xn→Y n
t Z

n
t

(inf
t∈θ

I(U ;Y n
t )− sup

t∈θ
I(U ;Znt ))

= sup
n∈N

1

n
max

U→Xn→Y n
t Z

n
t

(inf
t∈θ

I(U ;Y n
t )− sup

t∈θ
I(U ;Znt )).

Proof. The proof is based on Fekete’s lemma [Fek23]. Consequently, if we apply the

lemma to the sequence (an)n∈N defined by

an := max
U→Xn→Y n

t Z
n
t

(inf
t∈θ

I(U ;Y n
t )− sup

t∈θ
I(U ;Znt ))

it suffices to show that the inequality

an+m ≥ an + am

holds for all n,m ∈ N. This will be done by considering two independent Markov

chains U1 → Xn → (Y n
t , Z

n
t ) and U2 → X̂m → (Ŷ m

t , Ẑmt ) and setting U := (U1, U2),

Xn+m := (Xn, X̂m) and (Y n+m
t , Zn+mt ) := ((Y n

t , Ŷ
m
t ), (Znt , Ẑ

m
t )). By definition

an+m ≥ inf
t∈θ

I(U ;Y n+m
t )− sup

t∈θ
I(U ;Zn+mt )

≥ inf
t∈θ

I(U1;Y
n
t ) + inf

t∈θ
I(U2; Ŷ

m
t )− sup

t∈θ
I(U1;Z

n
t )− sup

t∈θ
I(U2; Ẑ

m
t ).

By the independence of the two Markov chains mentioned above and because apart

from that these Markov chains were arbitrary we can conclude that

an+m ≥ an + am

holds for all n,m ∈ N.

Then we can formulate the following

Proposition 2.6. The secrecy capacity of the compound wiretap channel in the case

of no CSI CS(W) is upper bounded by

CS(W) ≤ lim
n→∞

1

n
max

U→Xn→Y n
t Z

n
t

(inf
t∈θ

I(U ;Y n
t )− sup

t∈θ
I(U ;Znt )).
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Proof. Let (Cn)n∈N be any sequence of (n, Jn) codes such that with

sup
t∈θ

1

Jn

Jn∑

j=1

∑

xn∈An

E(xn|j)W⊗n
t (Dc

j |xn) =: ε1,n, (2.41)

and

sup
t∈θ

I(J ;Znt ) =: ε2,n

it holds that limn→∞ ε1,n = 0 and limn→∞ ε2,n = 0, where J denotes the random

variable which is uniformly distributed on the message set {1, . . . , Jn}. Let us denote
by Ĵ the random variable with values in {1, . . . , Jn} determined by the Markov chain

J → Xn → Y n
t → Ĵ where the first transition is governed by E, the second byW⊗n

t ,

and the last by the decoding rule. Then we have for any t ∈ θ

log Jn = H(J) = I(J ; Ĵ) +H(J |Ĵ)
≤ I(J ;Y n

t ) +H(J |Ĵ), (2.42)

where the inequality follows from the data processing inequality. Then using Fano’s

inequality we find that

H(J |Ĵ) ≤ 1 + ε1,n log Jn

with (2.41). Thus we can rewrite inequality (2.42) as

(1− ε1,n) log Jn ≤ I(J ;Y n
t ) + 1

for all t ∈ θ. On the other hand we have for every t ∈ θ

I(J ;Y n
t ) = I(J ;Y n

t )− sup
t∈θ

I(J ;Znt ) + ε2,n

where we have used the validity of the secrecy criterion stated above. Then the last

two inequalities imply that for any t ∈ θ

(1− ε1,n) log Jn ≤ I(J ;Y n
t )− sup

t∈θ
I(J ;Znt ) + ε2,n. (2.43)

Since the LHS of (2.43) does not depend on t we arrive at

(1− ε1,n) log Jn ≤ max
U→Xn→Y n

t Z
n
t

(inf
t∈θ

I(U ;Y n
t )− sup

t∈θ
I(U ;Znt )) + ε2,n,

which concludes the proof after dividing by n ∈ N, taking lim sup and taking into
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account the assertion of Lemma 2.5.

Remark. Following the same arguments subsequent to (2.34) concerning the use

of the channels defined by PYt|T = Wt · PX|T and PZt|T = Vt · PX|T instead of Wt

and Vt and applying the assertion of Theorem 2.4 to the n-fold product of channels

Wt and Vt, we can give the coding theorem for the multiletter case. The capacity of

the compound wiretap channel in the case of no CSI is

CS(W) = lim
n→∞

1

n
max

U→Xn→Y n
t Z

n
t

(inf
t∈θ

I(U ;Y n
t )− sup

t∈θ
I(U ;Znt )).

Let us consider now the case W := {Wt, Vs : t = 1, . . . T, s = 1, . . . S} with S 6= T

and the pair (s, t) unknown to both the transmitter and the legitimate receiver.

Additionally we assume that each Vs is a degraded version of every Wt, which is

characterised by

Vs(z|x) =
∑

y∈B

Wt(y|x)D(t,s)(z|y), (2.44)

for all x ∈ A, z ∈ C, if D is defined as the stochastic matrix D : B → P(C). Then

we have the following

Lemma 2.7. Let p ∈ P(A), W : A → P(B), V : A → P(C), and assume that V

is a degraded version of W . Then I(X;Y |Z) is a concave with respect to the input

distribution pX = p.

Proof. Let X,Y, Z be random variables with values in A,B,C respectively dis-

tributed according to

Pr(X = x, Y = y, Z = z) := pXY Z(x, y, z) = p(x)W (y|x)D(z|y) (2.45)

for all x ∈ A, y ∈ B, z ∈ Z. Because

I(X;Y |Z) = H(Y |Z)−H(Y |X,Z)

the proof is based on the two assertions

1. H(Y |Z) depends concavely on pX , and

2. H(Y |X,Z) is an affine function of pX .

First, H(Y |Z) is a concave function with respect to pY Z by the log-sum inequality

(cf. [CK81] Lemma 3.1). Then because pXY Z depends affinely on pX by (2.45), so
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does pY Z , and the first assertion follows. For the second consider that (2.44) and

(2.45) imply that

pY |X,Z(y|x, z) =
W (y|x)D(z|y)

V (z|x)
for every input distribution pX , any y ∈ B and all x ∈ A, z ∈ C with pXZ(x, z) > 0.

Then we have

H(Y |X,Z) =
∑

x∈A,z∈C

pXZ(x, z)H

(
W (·|x)D(z|·)

V (z|x)

)

showing that H(Y |X,Z) is an affine function of pXZ which in turn depends affinely

on pX .

Now because the random variables X,Yt, Zs (Yt, Zs the channel outputs of Wt

and Vs resp.) form a Markov chain for all t ∈ θ and s ∈ S, we obtain that

I(X;Yt|Zs) = I(X,Yt)− I(X,Zs). (2.46)

By virtue of Theorem 2 of [AC93] we can show that for the secrecy rate it holds that

RS ≤ 1

n

n∑

i=1

I(Xi;Yi,t|Zi,s) + ǫ′

for any channel (t, s) ∈ θ × S and ǫ′ > 0. The concavity of I(X;Yt|Zs) with respect

to the input distributions p ∈ P(A) together with (2.46) then imply the converse

part of Theorem 2.4, that

RS ≤ max
p∈P(A)

min
(t,s)

(I(p,Wt)− I(p, Vs)).

Now we can state the following

Proposition 2.8. If Vs is a degraded version of Wt for all s ∈ S and t ∈ θ the

capacity of the compound wiretap channel is given by

CS(W) = max
p∈P(A)

min
(t,s)

(I(p,Wt)− I(p, Vs))

= max
p∈P(A)

(min
t
I(p,Wt)−max

s
I(p, Vs)).

Remark. This result was obtained in [LKPS08] with a weaker notion of secrecy.
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2.3.3 Channel State to the Legitimate Receiver Is Known at the

Transmitter

We now consider the case, in which the transmitter has knowledge of the channel

state to the legitimate receiver t ∈ θ, but the channel state to the eavesdropper

s ∈ S is unknown. We will denote this kind of channel state information by CSIt.

Consequently we get for each t ∈ θ possible channel realisations Wt := {(Wt, Vs) :

s = 1, . . . S}. Then we can describe the compound channel as W = ∪t∈θWt.

Theorem 2.9. For the secrecy capacity CS,CSIt(W) of the compound wiretap chan-

nel with CSIt it holds that

CS,CSIt(W) ≥ min
t∈θ

max
p∈P(A)

(I(p,Wt)−max
s∈S

I(p, Vs)).

Proof. Adapted to the channel realisation Wt define

p′t(x
n) :=





p⊗n
t (xn)

p⊗n
t (T n

pt,δ
)

if xn ∈ T n
pt,δ

,

0 otherwise.
(2.47)

for arbitrary input distributions p1, . . . , pT ∈ P(A). Now define for zn ∈ Cn and

s ∈ S
Q̃s,xn(z

n) = V n
s (z

n|xn) · 1T n
Vs,δ

(xn)(z
n)

on Cn. Additionally, we set for zn ∈ Cn

Θ′
s(z

n) =
∑

xn∈T n
pt,δ

p′t(x
n)Q̃s,xn(z

n).

Now let S := {zn ∈ Cn : Θ′
s(z

n) ≥ ǫαt,s} where ǫ = 2−nc
′δ2 and αt,s is from (A.28)

similar to the former cases but computed with respect to pt and Vs. Then the

support of Θ′
s has cardinality ≤ α−1

t,s , which implies that
∑

zn∈S Θs(z
n) ≥ 1 − 2ǫ.

Analogously to (2.10) define Θs(z
n) and Qs,xn(z

n) with support on S and further

Jn = ⌊2n[mint(I(pt,Wt)−maxs I(pt,Vs))−τ ]⌋ (2.48)

Ln,t = ⌊2n[maxs I(pt,Vs)+
τ
4
]⌋. (2.49)

As in the case of CSI define random matrices {X(t)
jl }j∈[Jn],l∈[Ln,t] such that the ran-

dom variables X
(t)
jl where i.i.d. according to p′t. We suppose additionally that

{X(t)
jl }j,l and {X(t′)

jl }j,l are independent for t 6= t′. For any zn ∈ S it follows that
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Θs(z
n) = EQ

s,X
(t)
jl

(zn) ≥ ǫαt,s, if E is the expectation value with respect to the

distribution p′t. For the random variables β−1
t,sQs,X(t)

jl

(zn) define the event

ιj(s, t) =
⋂

zn∈Cn





1

Ln,t

Ln,t∑

l=1

Q
s,X

(t)
jl

(zn) ∈ [(1± ǫ)Θs(z
n)]



 .

Then it follows that for all j ∈ [Jn] and for all s ∈ S it holds for each t ∈ θ

Pr{(ιj(s, t))c} ≤ 2|C|n exp
(
− Ln,t

2−n[I(pt,Vs)+g(δ)]

3

)

by Lemma 2.3, Lemma A.9, Thus the RHS is double exponential in n uniformly

in s ∈ S, t ∈ θ (guaranteed by the maximum in s in the definition of Ln,t) and

can be made smaller than ǫJ−1
n for all j ∈ [Jn] and all sufficiently large n. Now

the coding part of the problem is similar to the case with CSI. Let p′t ∈ P(An) be

given as in (2.47). We abbreviate X := {X(t)}t∈θ for the family of random matrices

X(t) = {X(t)
jl }j∈[Jn],l∈[Ln,t] whose components are i.i.d. according to p′t. We will show

how reliable transmission of the message j ∈ [Jn] can be achieved. To this end define

now the random decoder {Dj(X )}j∈[Jn] ⊆ Bn as in (2.17) and with

D′
j(X ) :=

⋃

r∈θ

⋃

k∈[Ln,r ]

T n
Wr,δ

(X
(r)
jk ),

and the random average probabilities of error for a specific channel λ
(t)
n (X ) as in

(2.18) by

λ(t)n (X ) :=
1

Jn

∑

j∈[Jn]

1

Ln,t

∑

l∈[Ln,t]

W⊗n
t ((Dj(X ))c|X(t)

jl ).

As in (2.19) we get for each t ∈ θ and l ∈ [Ln,t]

W⊗n
t ((Dj(X ))c|X(t)

jl )

≤W⊗n
t ((T ⊗n

Wt,δ
(X

(t)
jl ))

c|X(t)
jl ) +

∑

j′∈[Jn]
j′ 6=j

∑

r∈θ

∑

k∈[Ln,r ]

W⊗n
t (T n

Wr ,δ
(X

(r)
j′k)|X

(t)
jl ),

Then by Lemma A.8 we can bound the first term of the right hand side, such that

together with the independence of all involved random variables we end up with

EX (W
⊗n
t ((Dj(X ))c|X(t)

jl ))

≤ (n+ 1)|A||B| · 2−ncδ2 +
∑

j′∈[Jn]
j′ 6=j

∑

r∈θ

∑

k∈[Ln,r ]

E
X

(r)

j′k

E
X

(t)
jl

W⊗n
t (T n

Wr,δ
(X

(r)
j′k)|X

(t)
jl ).
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We shall find now for j′ 6= j by the same reasoning as in (2.21) and (2.22) an upper

bound on

E
X

(t)
jl

W⊗n
t (T n

Wr,δ
(X

(r)
j′k)|X

(t)
jl ) ≤

q⊗nt (T n
Wr ,δ

(X
(r)
j′k))

p⊗nt (T n
pt,δ

)

≤ (n+ 1)|A||B|

1− (n+ 1)|A| · 2−ncδ2 · 2−n(I(pr,Wr)−f(δ))

for all r, t ∈ θ, all j′ 6= j, and all l ∈ [Ln,t], k ∈ [Ln,r]. Now by defining νn(δ) :=

(n+1)|A||B| · 2−ncδ2 and µn(δ) := 1− (n+1)|A| · 2−ncδ2 thus for each t ∈ θ, l ∈ [Ln,t],

and j ∈ [Jn] the last inequality leads to

EX (W
⊗n
t ((Dj(X ))c|X(t)

jl ))

≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
Jn
∑

r∈θ

Ln,r2
−n(I(pr,Wr)−f(δ))

≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
TJn · 2−n(minr∈θ(I(pr,Wr)−maxs I(pr,Vs))−f(δ)−

τ
4
)

≤ νn(δ) +
(n+ 1)|A||B|

µn(δ)
T · 2−n τ

2

where we have used the definitions of Jn and Ln,r in (2.48), (2.49) and we have chosen

δ > 0 small enough to ensure that τ−f(δ)− τ
4 ≥ τ

2 . Defining a = a(δ, τ) :=
min{cδ2, τ

2
}

2

we can find n(δ, τ, |A|, |B|) ∈ N such that for all n ≥ n(δ, τ, |A|, |B|) we end in

EX (λ
(t)
n (X )) ≤ T · 2−na.

for any t ∈ θ. To give a bound on the average probability of error we define the

event ι0(t) for any t ∈ θ as in (2.25) and the event

ι :=
⋂

t∈θ

⋂

s∈S

Jn⋂

k=0

ιk(t, s)

differs from (2.27) only by the intersection of the unknown channel states s ∈ S.
Thus we can conclude that

Pr{ιc} ≤ S · T · ǫ+ S · T 3
2 · 2−na

2

≤ S · T 2 · 2−nc′′

holds for a suitable positive constant c′′ > 0 and all sufficiently large n ∈ N, and we

have shown that for each t ∈ θ there exist realisations {(x(t)jl )j∈[Jn],l∈[Ln,t] : t ∈ θ} ∈ ι
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of X . By the same reasoning as in (2.28) we get for any channel realisation t ∈ θ to

the legitimate receiver

∥∥∥∥∥∥
1

Ln,t

Ln,t∑

l=1

V n
s (·|x

(t)
jl )−Θs(·)

∥∥∥∥∥∥
≤ 5ǫ

for each of the unknown channels s ∈ S to the eavesdropper. Now, because for any

t ∈ θ we have a different codeword set {x(t)jl }, we slightly change the definition in

(2.31) to

V̂ n
(s,t)(z

n|(j, l)) := V n
s (z

n|x(t)jl )

and accordingly to V̂ n
(s,t),j and V̄ n

(s,t) in (2.32), (2.33) in that way, that these distri-

butions are defined separately for each codeword set t ∈ θ. Thus we get, that

‖V̂ n
(s,t),j − V̄ n

(s,t)‖ ≤ 10ǫ

is fulfilled for all s ∈ S for each individual channel t ∈ θ to the legitimate receiver.

Hence, using the same expurgation scheme as in the previous sections we have shown

that there is a sequence of (n, J̃n) codes for which

max
t∈θ

max
j∈[J̃n]

1

Ln,t

∑

l∈[Ln,t]

W⊗n
t (Dc

j |x
(t)
jl ) ≤ T

1
4 · 2−na′

2

holds for sufficiently large n ∈ N, and the strong secrecy level is fulfilled for every

channel t ∈ θ by

I(J ;Zns ) ≤ −10ǫ log(10ǫ) + 10nǫ log |C|

which tends to zero for n→ ∞ for all channels s ∈ S to the eavesdropper. Thus

RS = min
t∈θ

max
p∈P(A)

(I(p,Wt)− max
s:(s,t)∈S×θ

I(p, Vs))

is an achievable secrecy rate for the compound wiretap channel ∪t∈θWt in the case

where the channel state to the legitimate receiver is known at the transmitter.

Remark. By considering the converse of Theorem 2.9, we get for each t ∈ θ

possible channel realisations Wt := {(Wt, Vs) : s = 1, . . . S}. Then we can describe

the compound channel as W = ∪t∈θWt. In accordance to the case of no CSI for

each t ∈ θ we obtain that

CS(Wt) = lim
n→∞

1

n
max

U→Xn→Y n
t Z

n
s

(I(U ;Y n
t )− sup

s∈S
I(U ;Zns )).
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Proposition 2.10. The secrecy capacity of the compound wiretap channel in the case

where only the channel state to the legitimate receiver is known at the transmitter

CS,CSIt(W) is given by

CS,CSIt(W) = inf
t∈θ

CS(Wt).

Now, additionally let us assume that each Vs is a degraded version of every Wt

for s ∈ S and t ∈ θ. Then as shown in Lemma 2.7 I(X;Yt|Zs) is a concave function

with respect to the input distribution pX = p. In particular this still holds for

mins∈S I(X;Yt|Zs). Now because the random variables X,Yt, Zs form a Markov

chain for all t ∈ θ and s ∈ S and

min
s∈S

I(X;Yt|Zs) = I(X,Yt)−max
s∈S

I(X,Zs),

for any t ∈ θ we get the upper bound on the secrecy rate as the secrecy capacity of

a single channel Wt with S channels to the eavesdropper. Then we can conclude

Proposition 2.11. The secrecy capacity of the channel where only the channel

states to the legitimate receiver are known and the channels to the eavesdropper are

degraded versions of those to the legitimate receiver is given by

CS,CSIt(W) = min
t∈θ

max
p∈P(A)

(I(p,Wt)−max
s∈S

I(p, Vs)).

2.3.4 Compound Wiretap Channel with CS = CS,CSI

Let W := {Wt, Vs : t = 1, . . . T, s = 1, . . . S} with S 6= T and the pair (t, s) unknown

to both the transmitter and the legitimate receiver. In addition let us assume that

∃ t̂ ∈ θ ∀ t ∈ θ ∃Ut : Wt̂ = UtWt, (2.50)

which means that Wt̂ is a degraded version of all channel Wt with t 6= t̂. We further

assume that

∃ ŝ ∈ S ∀ s ∈ S ∃ Ûs : Vs = ÛsVŝ, (2.51)

which means that all Vs with s 6= ŝ are degraded versions of Vŝ. Then we can show

that the capacity of this channel equals the capacity of the same channel with CSI

at the transmitter, e.g.

CS(W) = CS,CSI(W).
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First, by Theorem 2.4 it holds that

CS(W) ≥ max
M→X→(YtZs)

min
(t,s)

(I(M,Yt)− I(M,Zs)), (2.52)

where M is an auxiliary random variable, such that M,X, (Yt, Zs) form a Markov

chain M → X → (YtZs) in this order. Now let

p∗MX = arg max
M→X→(Yt̂Zŝ)

(I(M,Yt̂)− I(M,Zŝ))

the joint distribution of M and X that achieves capacity for the single wiretap

channel (Wt̂, Vŝ). Because the capacity of the compound wiretap channel W is less

than or equal the capacity of each single channel we obtain

CS,CSI(W) ≤ I(p∗M ,Wt̂ · P ∗
X|M )− I(p∗M , Vŝ · P ∗

X|M ) = CS(Wt̂, Vŝ)

≤ I(p∗M , Ut(Wt · P ∗
X|M ))− I(p∗M , Ûs(Vŝ · P ∗

X|M ))

≤ I(p∗M ,Wt · P ∗
X|M )− I(p∗M , Vs · P ∗

X|M ) (2.53)

for all (s, t) ∈ S × θ because of (2.50), (2.51). Then by the last inequality it follows

that

I(p∗M ,Wt̂ · P ∗
X|M )− I(p∗M , Vŝ · P ∗

X|M ) = min
(s,t)

(I(p∗M ,Wt · P ∗
X|M )− I(p∗M , Vs · P ∗

X|M ))

≤ max
M→X→(YtZs)

min
(t,s)

(I(M,Yt)− I(M,Zs))

Now taking into account (2.52) and (2.53) we end in

CS,CSI(W) ≤ CS(W)

and therewith for this channel the lower bound of the capacity without CSI matches

the capacity of the compound wiretap channel with CSI.

2.4 Examples

In this section we provide some examples which display some striking features of

compound wiretap channels as opposed to the usual compound channels. Our first

example shows clearly that for compound wiretap channels with CSI at the trans-

mitter the strategy of sending both the message and the randomisation parameter

does not work. The second one demonstrates that even in the case where the sets
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of channels to the legitimate receiver and the eavesdropper both are convex, we can

have

CS,CSI(W) > 0 and CS(W) = 0,

as opposed to the case of the usual compound channel where the Minimax-Theorem

applies.

In the following we use some simple facts which we state here without proof.

Fact 1. The binary entropy function

h(x) := −x log x− (1− x) log(1− x), x ∈ [0, 1],

is strictly increasing on [0, 12 ].

Fact 2. Let η ∈ [0, 1] and set

Dη :=

(
1− η η

η 1− η

)
.

Then for every τ, τ ′ ∈ [0, 1] it follows that

DτDτ ′ = Dτ+τ ′−2ττ ′ .

Moreover, if τ, τ ′ ∈ (0, 12) then

τ + τ ′ − 2ττ ′ ∈ (0,
1

2
)

and

τ + τ ′ − 2ττ ′ > τ, τ ′.

Fact 3. For τ, t ∈ [0, 1]

(1− t)D0 + tDτ = Dtτ .

2.4.1 Example 1

Consider a compound wiretap channel W = {(Wt, Vt) : t = 0, 1} in the case of CSI

at the transmitter. First we define the channels to the legitimate receiver and to the

eavesdropper for t = 0 by

W0 = Dη, η ∈ [0,
1

2
), η ≈ 0, V0 := DτW0, τ ∈ [0,

1

2
), τ ≈ 0,
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and for t = 1, τ̂ ∈ (0, 1/2]

W1 := Dτ̂V0 = Dτ̂DτW0, V1 :=

(
1
2

1
2

1
2

1
2

)
.

Hence V0 and W1 are degraded versions of W0 and

I(p, V1) = 0, ∀p ∈ P(A)

by definition of V1. Now for every p ∈ P(A) we can choose τ small enough, that

I(p,W0)− I(p, V0) < I(p,W1).

Now with p0 = (12 ,
1
2), ν > 0 and because we have CSI at the transmitter we have

by the defining equations (2.11) and (2.12)

Jn = 2n[I(p0,W0)−I(p0,V0))−ν]

Ln,0 = 2n[I(p0,V0)+
ν
4
]

such that we obtain

JnLn,0 = 2n[I(p0,W0)−
3ν
4
].

But for τ̂ close to 1/2 it holds then that

I(p0,W0)−
3ν

4
> I(p0,W1) = max

p∈P(A)
I(p,W1) = CCSI{W0,W1},

where CCSI{W0,W1} is the capacity of a compound channel with CSI at the trans-

mitter. Hence we have shown, that we can achieve reliable transmission of the

message j ∈ [Jn], but identifying both the message and the randomizing indices is

not possible for all pairs j ∈ [Jn] and l ∈ [Ln,t]. This is in contrast to the case where

we have only one channel to both the legitimate receiver and the eavesdropper (cf.

[Dev05], [Csi96]).

2.4.2 Example 2

Now, for η, τ ∈ (0, 12) we set

W0 = Dη, V0 := DτW0 = Dη+τ−2ητ ,

W1 := DτV0 = D2τ−2τ2W0, V1 := DτW1.
(2.54)
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W0 Dτ
V0

Wt Vt

W1
Dτ V1

Dτ̂

Figure 2.1: Compound wiretap channel W := {(Wt, Vt) : t ∈ [0, 1]} of Ex. 2

Notice that V0 is a degraded version of W0, W1 of V0, and V1 of W1. Next we define

for t ∈ [0, 1]

Wt := (1− t)W0 + tW1

=
[
(1− t)D0 + tD2τ−τ2 ]W0, (2.55)

and

Vt := (1− t)V0 + tV1

= Dτ

[
(1− t)D0 + tD2τ−2τ2

]
W0

= DτWt (2.56)

By the definition, the set of channels to the legitimate receiver {Wt} and the set of

channels to the eavesdropper {Vt} both are convex. Nevertheless we will show now,

that for the compound wiretap channel W := {(Wt, Vt) : t ∈ [0, 1]} we have

CS,CSI(W) > 0, CS(W) = 0.

To this end, note that by (2.55), fact 3, and fact 2 we have

Wt = Dt(2τ−τ2)Dη = Df(t,η,τ)

with

f(t, η, τ) := η + t(2τ − 2τ2)− 2ηt(2τ − 2τ2) ∈ (0,
1

2
). (2.57)
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Similarly from (2.56) and fact 2 we obtain

Vt = DτDf(t,η,τ) = Dτ+f(t,η,τ)−2τf(t,η,τ)

Additionally from (2.57) and fact 2 we get

τ + f(t, η, τ)− 2τf(t, η, τ) ∈ (0,
1

2
) and

τ + f(t, η, τ)− 2τf(t, η, τ) > f(t, η, τ). (2.58)

Taking p = (1/2, 1/2) we obtain for every t ∈ [0, 1]

I(p,Wt)− I(p, Vt) = h(τ + f(t, η, τ)− 2τf(t, η, τ))− h(f(t, η, τ)) > 0

where the last inequality follows from fact 1 and (2.58). Thus we have shown that

CS,CSI(W) > 0

holds by Theorem 2.2. In order to show that CS(W) = 0, we have to employ our

multiletter converse in the case of no CSI, Proposition 2.6. First, a simple algebra

shows that for any t ∈ [0, 1]

Vt = ((1− t)D0 + tD2τ−2τ2)V0

by (2.56) and thus each Vt is a degraded version of V0. Let us now consider the

Markov chain U → Xn → (Y n
t , Z

n
t ) where the transition from the random variable

U to Y n
t is governed by PY n

t |U = V ⊗n
t · PXn|U for all t ∈ [0, 1]. Then we obtain that

each PY n
t |U is a degraded version of PY n

0 |U = V ⊗n
0 · PXn|U , and the data processing

inequality implies that for each n ∈ N

max
t∈[0,1]

I(U, Y n
t ) = I(U, Y n

0 ) (2.59)

for all distributions PUXn that satisfy the Markov chain condition U → Xn →
(Y n
t , Z

n
t ).

On the other hand, sinceW1 = DτV0 we obtain for the matrix PZn
1 |U

=W⊗n
1 ·PXn|U

by the data processing inequality and (2.59) for all n ∈ N

I(U,Zn1 )− max
t∈[0,1]

I(U, Y n
t ) = I(U,Zn1 )− I(U, Y n

0 ) ≤ 0,
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for all PUXn . Then Proposition 2.6 implies that

CS(W) = 0

as desired.
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Chapter 3

Arbitrarily Varying Wiretap

Channels

Models of communication systems connecting the requirement of security against a

potential eavesdropper and reliable information transmission to legitimate receivers

which suffer from channel uncertainty, have been received much interest in current

research. One of the simplest models of channel uncertainty are compound channels,

where the channel realisations remains fixed during the whole transmission of a

codeword, were subject of the previous chapter. In contrast, in the model of an

arbitrarily varying wiretap channel AVWC the channel state to both the legitimate

receiver and the eavesdropper varies from symbol to symbol in an unknown and

arbitrary manner. Thus apart from eavesdropping the model can simulate an active

adversarial jamming situation in which the jammer chooses the states. Then, in

addition, reliable transmission to the legitimate receiver must be guaranteed in the

presence of the jammer.

The arbitrarily varying wiretap channels AVWC will be described by families

of pairs of channels W = {(Wsn , Vsn) : sn ∈ Sn} with common input alphabets

and possibly different output alphabets, where sn ∈ Sn denotes the state sequence

during the transmission of a codeword. The legitimate users are connected via Wsn

and the transmitter observes the output of Vsn . In our communication scenario the

legitimate users have no channel state information at all. We derive capacity results

for the AVWC W under the average error probability criterion and a strong secrecy

criterion. As it was emphasized in Section 1.2.2 there is no full capacity result for an

ordinary AVC for the maximum error criterion apart from partial results for specific

alphabets given in [AW70], [AW80]. Because our proof techniques are partially based

on methods that are used for the ordinary AVC, we must leave the investigation of
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the corresponding problem for the AVWC for future work.

Two fundamental techniques, discovered by Ahlswede, will play a crucial role

in this chapter. In [Ahl78] he developed the elimination technique to derive the

deterministic code capacity for ordinary AVCs under the average error probability

criterion. He showed that it is either zero or equals its random code capacity, which

is called Ahlswede’s dichotomy for single user AVCs. Actually, it seems to be the

more practicable way to derive first explicit capacity results for random codes. With

the so-called robustification technique [Ahl86] in turn he could link random codes

for the AVC to deterministic codes for compound channels. Because the AVWC

combines both the wiretap channel and the AVC it is not surprising that we can

use the aforementioned techniques to derive capacity results capacity for the AVWC.

The challenge then is to integrate the strong secrecy criterion in both the elimination

and the robustification technique, approaches both were developed to guarantee a

reliability criterion. As it was shown in Section 2.2 the secrecy criterion ensures that

the average error probability of every decoding strategy of the eavesdropper in the

limit tends to one.

In Section 3.2.2 we show that provided that the channel to the legitimate receiver

is non-symmetrisable, the deterministic code secrecy capacity equals the random

code secrecy capacity, even if the random code secrecy capacity is unknown, and

to give a condition when it is greater than zero. Thus we establish a result for the

AVWC that is similar to that of the dichotomy result for ordinary AVCs. The proof

uses the elimination technique of [Ahl78] for single user AVC’s, which is composed

of the random code reduction and the elimination of randomness [CK81], which we

will adapt both to the scenario of an arbitrarily varying wiretap channel with the

strong secrecy criterion.

In Section 3.2.3 we give a lower bound on the random code secrecy capacity in

the special case of a ”best” channel to the eavesdropper.The proof is based on the

robustification technique by Ahlswede [Ahl86] and the approach we used in the proof

of Theorem 2.4 for the compound wiretap channel. As a consequence of the result

of the previous section the lower bound on the random code secrecy capacity can

be achieved by a deterministic code, if we assume that the channel to the legitimate

receiver is not symmetrisable.

In section 3.2.4 we give a single-letter upper bound on the deterministic code

secrecy capacity, which corresponds to the upper bound of the secrecy capacity of

a compound wiretap channel. Therewith it is possible to give a capacity result

for the arbitrarily varying wiretap channel in the case of a ”worst” channel to the
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legitimate receiver and a best channel to the eavesdropper. Moreover, by establishing

a multiletter upper bound on the secrecy capacity we can conclude to a multiletter

expression of the secrecy capacity of the AVWC in the special case of a best channel

to the eavesdropper.

The lower bound on the secrecy capacity as well as other results were given earlier

in [Mol09] for a weaker secrecy criterion, but the proof techniques for the stronger

secrecy criterion differ significantly, especially in the achievability part for random

codes.

3.1 Definitions

Let A,B,C be finite sets and consider a not necessarily finite family of channels

Ws : A → P(B)1, where s ∈ S denotes the state of the channel. Now, given

sn = (s1, s2, . . . , sn) ∈ Sn we define the stochastic matrix

Wn(yn|xn, sn) =
n∏

i=1

W (yi|xi, si) :=
n∏

i=1

Wsi(yi|xi) (3.1)

for all yn = (y1, . . . , yn) ∈ Bn and xn = (x1, . . . , xn) ∈ An. An arbitrarily vary-

ing channel is then defined as the sequence {Wn}∞n=1 of the family of channels

Wn = {Wn(·|·, sn) : sn ∈ Sn}. Now let Wn represent the communication link to a

legitimate receiver to which the transmitter wants to send a private message, such

that a possible second receiver should be kept as ignorant as possible of the mes-

sage sent. We call this receiver the eavesdropper, which observes the output of a

second family of channels Vn = {V n(·|·, sn) : sn ∈ Sn} with an analogue definition

of V n(·|·, sn) as in (3.1) for Vs : A → P(C), s ∈ S. Then we denote the families

of pairs of channels with common input by W = {(Wsn , Vsn) : sn ∈ Sn} and call

it the arbitrarily varying wiretap channel. In addition, we assume that the state

sequence sn is unknown to the legitimate participants, whereas the eavesdropper

always knows which channel is in use.

A (n, Jn) code Cn for the arbitrarily varying wiretap channel W consists of a

stochastic encoder E : Jn → P(An) (a stochastic matrix) with a message set Jn :=

{1, . . . , Jn} and a collection of mutually disjoint decoding sets {Dj ⊂ Bn : j ∈ Jn}.
Then the average error probability of a code Cn is defined by

e(Cn) := max
sn∈Sn

1

Jn

Jn∑

j=1

∑

xn∈An

E(xn|j)W⊗n
sn (Dc

j |xn) . (3.2)

1
P(B) denotes the set of probability distributions on B.
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A correlated (n, Jn,Γ, µ) random code Cran
n for the arbitrarily varying wiretap channel

is given by a family of wiretap codes {Cn(γ)}γ∈Γ together with a random experiment

choosing γ according to a distribution µ on Γ. The mean average error probability

of the random code Cran
n is defined analogously to the ordinary one but with respect

to the random experiment choosing γ by

ē(Cran
n ) := max

sn∈Sn

1

Jn

Jn∑

j=1

∑

γ∈Γ

∑

xn∈An

Eγ(xn|j)W⊗n
sn ((Dγ

j )
c|xn)µ(γ) .

Definition 3.1. A non-negative number R is an achievable secrecy rate for the

AVWC W, if there is a sequence (Cn)n∈N of (n, Jn) codes such that

lim
n→∞

e(Cn) = 0 ,

lim inf
n→∞

1

n
log Jn ≥ R ,

and

lim
n→∞

max
sn∈Sn

I(pJ ;V
n
sn) = 0 , (3.3)

where J is a uniformly distributed random variable taking values in Jn and I(pJ ;V
n
sn)

is the mutual information of J and the output variable Zn of the eavesdropper’s

channel V n
sn. The secrecy capacity then is given as the supremum of all achievable

secrecy rates RS and is denoted by CS(W).

Analogously we define the secrecy rates and the secrecy capacity CS,ran(W) for

random codes, if we replace Cn by Cran
n in the above definition.

Definition 3.2. A non-negative number RS is an achievable secrecy rate for corre-

lated random codes for the AVWC W, if there is a sequence (Cran
n )n∈N of (n, Jn,Γ, µ)

codes such that

lim
n→∞

ē(Cran
n ) = 0 ,

lim inf
n→∞

1

n
log Jn ≥ RS ,

and

lim
n→∞

max
sn∈Sn

∑

γ∈Γ

I(pJ , V
n
sn ; C(γ))µ(γ) = 0 ,

where I(pJ , V
n
sn ; C(γ)) is the mutual information according to the code C(γ), γ ∈ Γ

chosen according to the distribution µ. The secrecy capacity then is given as the

supremum of all achievable secrecy rates RS and is denoted by CS,ran(W).
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3.2 Capacity Results

3.2.1 Preliminaries

In what follows we use the notation as well as some properties of types of sequences,

and of typical and conditionally typical sequences, which are summarised in the

appendix sections A.1 and A.2. The set of sequences sn ∈ Sn of type q ∈ P(S) is

denoted by T n
q , the set of all types by P0(n, S). For p ∈ P(A), W : A → P(B),

xn ∈ An, and δ > 0 we denote by T n
p,δ the set of p-typical sequences and by T n

W,δ(x
n)

the set of W - (conditionally) typical sequences given xn in the sense of [CK81].

For the optimal random coding strategy of the AVWC with the strong secrecy

criterion we need the robustification technique by Ahlswede [Ahl86] which is formu-

lated as a further lemma. Therefor let Σn be the group of permutations acting on

(1, 2, . . . , n). Then every permutation σ ∈ Σn induces a bijection π ∈ Πn defined by

π : Sn → Sn with π(sn) = (sσ(1), . . . , sσ(n)) for all sn = (s1, . . . , sn) ∈ Sn and Πn

denotes the group of these bijections.

Lemma 3.3. (Robustification technique) If a function f : Sn → [0, 1] satisfies

∑

sn∈Sn

f(sn)q(s1) · . . . · q(sn) ≥ 1− γ (3.4)

for all q ∈ P0(n,S) and some γ ∈ [0, 1], then

1

n!

∑

π∈Πn

f(π(sn)) ≥ 1− 3 · (n+ 1)|S| · γ ∀sn ∈ Sn . (3.5)

Proof. The proof is given in [Ahl86].

To reduce the random code for the AVWC W to a deterministic code we need

the concept of symmetrisability, which was established for ordinary AVC’s in the

following representation by [Eri85], [CN88].

Definition 3.4. [CN88] An AVC is symmetrisable if for some channel U : A→ S

∑

s∈S

W (y|x, s)U(s|x′) =
∑

s∈S

W (y|x′, s)U(s|x) (3.6)

for all x, x′ ∈ A, y ∈ B.

A new channel defined by (3.6) then would be symmetric with respect to all x, x′ ∈
A. The authors of [CN88] proved the following statement which is an concretion of
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Ahlswede’s dichotomy result for single-user AVC, which states that the deterministic

code capacity C is either C = 0 or equals the random code capacity.

Theorem 3.5. [CN88] C > 0 if and only if the AVC is not symmetrisable. If C > 0,

then

C = max
p∈P(A)

min
W∈W̄

I(p,W ) (3.7)

Here the RHS gives the random code capacity and W̄ denotes the convex closure

of all channelsWs with s ∈ S, S finite or countable. A more detailed treatment about

AVC’s is given in Section 1.2.2. Anyway, we will show that there exist an analogous

result for the secrecy capacity of the arbitrarily varying wiretap channels AVWC.

But here only the symmetrisability of the channel to the eavesdropper will decide

weather the deterministic code secrecy equals the random code capacity. In addition,

only in some special cases the random code capacity can determined explicitly.

3.2.2 Deterministic Code Secrecy Capacity

To derive the deterministic code secrecy capacity from the random code secrecy

capacity, in this subsection we give a counterpart of Theorem 3.5 for arbitrarily

varying wiretap channels AVWC . Because in a random coding strategy the code C(γ)
that is used for the transmission of a single message is subjected to a random selection

from a family {C(γ)}γ∈Γ of codes, reliable transmission can only be guaranteed if the

outcome of the random experiment can be shared by both the transmitter and the

receiver. In the absence of common randomness between the legitimate participants

one way to inform the receiver about the code that is chosen is to add a short

prefix to the actual codeword. Provided that the number of codes is small enough,

the transmission of these additional prefixes causes no essential loss in rate. In the

following we use the elimination technique by Ahlswede [Ahl78] which has introduced

the above approach to derive deterministic codes from random codes for determining

capacity of arbitrarily varying channels.

Theorem 3.6. 1. Assume that for the random code secrecy capacity of the AVWC

W it holds that CS,ran(W) > 0. Then the deterministic code secrecy capacity

CS(W) of the AVWC W equals its random code capacity CS,ran(W)

CS(W) = CS,ran(W), (3.8)

if and only if the channel to the legitimate receiver is non-symmetrisable.

2. If CS,ran(W) = 0 it always holds that CS(W) = 0.
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First, if the channel to the legitimate receiver is symmetrisable then the determin-

istic code capacity of the channel to the legitimate receiver equals zero by Theorem

3.5 and no reliable transmission of messages is possible. Hence the deterministic

code secrecy capacity of the arbitrarily varying wiretap channel also equals zero al-

though the random code secrecy capacity could be greater than zero. So we can

restrict to the case in which the channel to the legitimate receiver is not symmetris-

able. If CS(W) = CS,ran(W) > 0, then the channel to the legitimate receiver must

be nonsymmetrisable. For the other direction, because the secrecy capacity of the

AVWC W cannot be greater than the random code secrecy capacity it suffices to

show that C({Wsn}) > 0 implies that CS(W) ≥ CS,ran(W). Here C({Wsn}) denotes
the capacity of the arbitrarily varying channels to the legitimate receiver without

secrecy. The proof is given in the following two paragraphs Random code reduction

and Elimination of randomness, where we have used two lemmas and their proofs

of [CK81] for single user AVC’s and adapted it to arbitrarily varying channels under

the strong secrecy criterion. Note that in contrast to Theorem 3.5 no actual value

of the random code secrecy capacity is given, and for the proof we need only the

assumption of a random code with CS,ran(W) > 0. Actually, as we will see later,

we can not give a computational description of the random code secrecy capacity

except for special cases.

3.2.2.1 Random Code Reduction

We first reduce the random code Cran to a new random code selecting only a small

number of deterministic codes from the former by random selection according to a

distribution µ from the family of codes {C(γ)}γ∈Γ, and averaging over this codes

gives a new random code with a constant small mean average error probability,

which additionally fulfills the secrecy criterion.

Lemma 3.7. (Random Code Reduction) Let C(Z) be a random code for the AVWC

W consisting of a family {C(γ)}γ∈Γ of wiretap codes where γ is chosen according to

the distribution µ of Z. Then let

ē(Cran
n ) = max

sn
Eµe(C(Z)) ≤ λn and, max

sn
EµI(pJ , Vsn ; C(Z)) ≤ ǫ′n . (3.9)

Then for any ǫ and K satisfying

ǫ > 4max{λn, ǫ′n} and K >
2n log |A|

ǫ
(1 + n log |S|) (3.10)

there exist K deterministic codes Ci, i = 1, . . . ,K, chosen from the random code by
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random selection, such that

1

K

K∑

i=1

e(sn|Ci) ≤ ǫ and
1

K

K∑

i=1

I(pJ , Vsn ; Ci) ≤ ǫ (3.11)

for all sn ∈ Sn.

Proof. The proof is analogue to that of Lemma 6.8 [CK81], where a similar assertion

in terms of the maximal probability of error for the single user AVC without secrecy

criterion is established. Cf. also [Ahl78]. Let Z be the random variable distributed

according to µ on Γ for the (n, Jn,Γ, µ) random code. Now consider K independent

repetitions of the random experiment of code selections according to µ and call the

according random variables Zi, i ∈ {1, . . . ,K}. Then for any sn ∈ Sn it holds that

Pr
{ 1

K

K∑

i=1

e(sn|C(Zi)) ≥ ǫ or
1

K

K∑

i=1

I(pJ , Vsn ; C(Zi)) ≥ ǫ
}

≤ Pr
{
exp

K∑

i=1

e(sn|C(Zi))
n log |A| ≥ exp

Kǫ

n log |A|
}

+Pr
{
exp

K∑

i=1

I(pJ , Vsn ; C(Zi))
n log |A| ≥ exp

Kǫ

n log |A|
}
,

and further by Markov’s inequality it holds that

Pr
{ 1

K

K∑

i=1

e(sn|C(Zi)) ≥ ǫ or
1

K

K∑

i=1

I(pJ , Vsn ; C(Zi)) ≥ ǫ
}

≤ exp
(
− Kǫ

n log |A|
)
E exp

K∑

i=1

e(sn|C(Zi))
n log |A|

+exp
(
− Kǫ

n log |A|
)
E exp

K∑

i=1

I(pJ , Vsn ; C(Zi))
n log |A| .

Now because of the independency of the random variables Zi and because all Zi are
distributed as Z and we have exp t ≤ 1 + t, for 0 ≤ t ≤ 1 (exp to the base 2), we

can give the following upper bounds

(
E exp

e(sn|C(Z))

n log |A|
)K

≤
(
1 + E

e(sn|C(Z))

n log |A|
)K

≤
(
1 +

λn
n log |A|

)K

and

(
E exp

I(pJ , Vsn ; C(Z))

n log |A|
)K

≤
(
1 + E

I(pJ , Vsn ; C(Z))

n log |A|
)K

≤
(
1 +

ǫ′n
n log |A|

)K
.
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Hence we obtain for any sn ∈ Sn

Pr
{ 1

K

K∑

i=1

e(sn|C(Zi)) ≥ ǫ or
1

K

K∑

i=1

I(pJ , Vsn ; C(Zi)) ≥ ǫ}

≤ exp
[
−K

( ǫ

n log |A|− log(1 +
λn

n log |A|)
)]

+ exp
[(

−K(
ǫ

n log |A| − log(1 +
ǫ′n

n log |A|)
)]

≤ 2 exp
[
−K

( ǫ

n log |A| − log(1 + max{ λn
n log |A| ,

ǫ′n
n log |A|})

)]
.

Then

Pr
{ 1

K

K∑

i=1

e(sn|C(Zi)) ≤ ǫ and
1

K

K∑

i=1

I(pJ , Vsn ; C(Zi)) ≤ ǫ, ∀sn ∈ Sn
}

≥ 1− 2|S|n exp
[
−K

( ǫ

n log |A| − log(1 + max{ λn
n log |A| ,

ǫ′n
n log |A|})

)]
,

(3.12)

which is strictly positive, if we choose

ǫ ≥ 2n log |A| log(1 + max{ λn
n log |A| ,

ǫ′n
n log |A|})

and K ≥ 2 log |A|
ǫ

(n+ n2 log |S|) .
(3.13)

Now because for 0 ≤ t ≤ 1 and log to the base 2 it holds that t ≤ log(1 + t) ≤ 2t,

we increase the lower bound for choosing ǫ if

ǫ ≥ 4max{λn, ǫ′n} .

and with (3.13) the assertion of (3.12) still holds. Thus we have shown that there

exist K realisations Ci := C(Zi = γi), γi ∈ Γ, i ∈ {1, . . . ,K} of the random code,

which build a new random code with uniform distribution on these codes Ci with
mean average error probability and mean secrecy criterion fulfilled by (3.11).

Now, if we assume that the channel to the legitimate receiver is non-symmetrisable,

which means that C({Wsn}) > 0, and that there exist a random code Cran
n that

achieves the random code capacity CS,ran(W) > 0, then there exist a sequence of

random (n, Jn,Γ, µ) codes with average error probability

lim
n→∞

max
sn∈Sn

1

Jn

Jn∑

j=1

∑

γ∈Γ

∑

xn∈An

Eγ(xn|j) ·W⊗n
sn ((Dγ

j )
c|xn)µ(γ) = 0 ,
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lim inf
n→∞

1

n
log Jn → CS,ran(W) > 0,

and

lim
n→∞

max
sn∈Sn

∑

γ∈Γ

I(pJ ;V
n
sn ; C(γ))µ(γ) = 0. (3.14)

Then on account of the random code reduction lemma there exist a sequence of

random (n, Jn) codes consisting of n3 deterministic codes (cf. (3.10)) chosen from

the former random code, and it holds for any ǫ > 0 and sufficiently large n that

max
sn∈Sn

1

Jn

Jn∑

j=1

1

n3

n3∑

i=1

∑

xn∈An

Ei(xn|j)W⊗n
sn ((Di

j)
c|xn) ≤ ǫ

and

max
sn∈Sn

1

n3

n3∑

i=1

I(pJ ;V
n
sn ; Ci) ≤ ǫ, (3.15)

where Ci = {(Eij , Di
j), j ∈ Jn}, i = 1, . . . , n3, and Ei is the stochastic encoder

of the deterministic wiretap code. Then the reduced random code consists of the

family of codes {Ci}i∈{1,...,n3} together with the uniform distribution µ′(i) = 1
n3 for

all i ∈ {1, . . . , n3}.

3.2.2.2 Elimination of randomness

Now, to construct a deterministic code we make use of Theorem 6.11 in [CK81]).

If there exist a deterministic code and C({Wsn}) > 0 then there exist a code

{xkni , Fi ⊂ Bkn : i = 1, . . . n3} (3.16)

where xkni is chosen according to an encoding function fi : {1, . . . , n3} → Akn with
kn
n

→ 0 as n→ ∞ with error probability

1

n3

n3∑

i=1

W⊗kn(F ci |xkni , skn) ≤ ǫ for all skn ∈ Skn . (3.17)

If we now compose a new deterministic code for the AVWC W by prefixing the

codewords of each Ci

{fiEij , Fi ×Di
j : i = 1, . . . , n3, j ∈ [Jn]} =: C , (3.18)

the decoder is informed of which encoder Ei is in use for the actual message j if he

identifies the prefix correctly. Note that for the transmission of the prefix only the
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reliability is of interest, because it contains no information about the message j ∈ Jn
to be sent. Now the new codewords has a length of kn+n, transmit a message from

{1, . . . , n3} × Jn, whereat the channel which is determined by the state sequence

skn+n ∈ Skn+n yields an average error probability of

λ̄n(C,W⊗(kn+n)

skn+n ) ≤ 1

n3Jn

n3∑

i=1

∑

j∈[Jn]

(λi + λj(i))

≤ 1

n3

n3∑

i=1

λi +
1

n3

n3∑

i=1

en(s
n, Ci) ≤ 2ǫ.

(3.19)

Here, for each skn ∈ Skn λi means the error probability for transmitting i from

{1, . . . , n3} encoded in xkni by W kn
skn

followed by the transmission of j, where the

codeword is chosen according to the stochastic encoder Eij , over the last n channel

realisations determined by sn with error probability λj(i). This construction is

possible due to the memorylessness of the channel.

Now if we turn to the security part of the transmission problem it is easily seen

that for the code C defined in (3.18)

pC
JZ

kn+n

skn+n

(j, zkn+n) =
1

Jn

1

n3

n3∑

i=1

V ⊗kn
skn

(ẑkn |xkni )
∑

xn

Ei(xn|j)V n
sn(z

n|xn)

=
1

n3

n3∑

i=1

V ⊗kn
skn

(ẑkn |xkni ) · pCiJZn
sn

,

(3.20)

where ẑkn are the first kn components of zkn+n. With (3.20) and the representation

of the mutual information by the information divergence we obtain that

D(pC
JZ

kn+n

skn+n

||pJ ⊗ pC
Z

kn+n

skn+n

)

= D
( 1

n3

n3∑

i=1

V ⊗kn
skn

(ẑkn |xkni )pCiJZn
sn

∥∥∥ 1

n3

n3∑

i=1

V ⊗kn
skn

(ẑkn |xkni )pJ ⊗ pCiZn
sn

)

≤ 1

n3

n3∑

i=1

D
(
V ⊗kn
skn

(ẑkn |xkni )pCiJZn
sn

∥∥V ⊗kn
skn

(ẑkn |xkni )pJ ⊗ pCiZn
sn

)

=
1

n3

n3∑

i=1

D
(
pCiJZn

sn

∥∥pJ ⊗ pCiZn
sn

)
=

1

n3

n3∑

i=1

I(pJ , V
n
sn ; Ci) ≤ ǫ

(3.21)

for all sn ∈ Sn and n ∈ N sufficiently large, where the first inequality follows because

for two probability distributions p, q the relative entropy D(p‖q) is a convex function

in the pair (p, q) and the last inequality follows by the random code reduction lemma.
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Because kn
n

→ 0 as n→ ∞

lim
n→∞

1

kn + n
log(n3Jn) = lim

n→∞
(
1

n
log Jn +

1

n
log(n3)) = lim

n→∞

1

n
log Jn , (3.22)

Cn is a deterministic (n, Jn) code which achieves the same rates as the random code

Cran
n and so the random code capacity CS,ran as given in (3.14), provided that the

channel to the legitimate receiver is not symmetrisable.

Thus, with {1, . . . , Jn} as the message set, Cn is a deterministic (n+ o(n), n3 ·Jn)
code with average error probability bounded for all skn+n ∈ Skn+n as in (3.19) and

which fulfills the strong secrecy criterion as in (3.21), and which achieves the random

code secrecy capacity CS,ran of the arbitrarily varying wiretap channels AVWC W
which implies that CS = CS,ran. This concludes the proof.

Note that in the case in which the channel to the legitimate receiver is not sym-

metrisable and we know that the deterministic code secrecy capacity CS(W) equals

zero we can conclude that the random code secrecy capacity CS,ran(W) equals zero.

3.2.3 Random Code Construction

In this section we will derive a lower bound on the random code secrecy capacity in

the case of a best channel to the eavesdropper. We use the robustification technique

by Ahlswede [Ahl86] in combination with the the approach we used in the proof of

Theorem 2.4 for the compound wiretap channel without any channel state informa-

tion at the legitimate participants. With the result of the previous subsection we

can show that this lower bound can also be applied to the deterministic code secrecy

capacity.

First let us define the convex hull of the set of channels {Ws : s ∈ S} by the set

of channels {Wq : q ∈ P(S)}, where Wq is defined by

Wq(y|x) =
∑

s∈S

W (y|x, s)q(s), (3.23)

for all possible distributions q ∈ P(S). Accordingly we define Vq and its convex hull

{Vq : q ∈ P(S)}. Then denote the convex closure of the set of channels {(Ws, Vs) :

s ∈ S} by W := {(Wq, Vq) : q ∈ P(S̃), S̃ ⊆ S, S̃ is finite}. Occasionally we restrict q

to be from the set of all types P0(n, S) of state sequences sn ∈ Sn.

Lemma 3.8. The secrecy capacity CS(W) of the arbitrarily varying wiretap channel

AVWC W equals the secrecy capacity of the arbitrarily varying wiretap channel W.

Proof. The proof was given for an ordinary arbitrarily varying channel AVC without
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secrecy criterion in [CK81], and for an AVWC with the weak secrecy criterion in

[Mol09]. Let W̃1, . . . , W̃n be averaged channels as defined in (3.23) and a channel

Wn
q̃ : An → P(Bn) with q̃ =

∏n
i=1 qi, q̃ ∈ P(Sn), qi ∈ P(S) defined by

Wn
q̃ (y

n|xn) =
n∏

i=1

W̃i(yi|xi) =
n∏

i=1

Wqi(yi|xi) =
∑

sn∈Sn

W⊗n(yn|xn, sn)q̃(sn)

If we now use the same (n, Jn) code Cn defined by the same pair of encoder and

decoding sets as for the AVWC W the error probability for transmission of a single

codeword by the channel Wn
q̃ is given by

∑

xn∈An

E(xn|j)Wn
q̃ (D

c
j |xn) =

∑

sn∈Sn

q̃(sn)
∑

xn∈An

E(xn|j)W⊗n
sn (Dc

j |xn),

and we can bound the average error probability by

1

Jn

Jn∑

j=1

∑

xn∈An

E(xn|j)Wn
q̃ (D

c
j |xn)

≤ max
sn∈Sn

1

Jn

Jn∑

j=1

∑

xn∈An

E(xn|j)W⊗n
sn (Dc

j |xn) = e(Cn) .

Otherwise, because W is a subset of W
n
, which is the closure of the set of channels

(Wn
q̃ , V

n
q̃ ), the opposite inequality holds for the channelWn

q̃ that maximizes the error

probability. Because V n
q̃ is defined analogously to Wn

q̃ , we can define for the (n, Jn)

code

V̂ (zn|j) :=
∑

xn∈An

E(xn|j)V n
q̃ (z

n|xn) (3.24)

for all zn ∈ Cn, j ∈ Jn. Then

V̂ (zn|j) =
∑

sn∈Sn

q̃(sn)
∑

xn∈An

E(xn|j)V n
sn(z

n|xn) =
∑

sn∈Sn

q̃(sn)V̂ n
sn(z

n|j) (3.25)

and because of the convexity of the mutual information in the channel V̂ and (3.25)

it holds that

I(J, Znq̃ ) ≤
∑

sn∈Sn

q̃(sn)I(J ;Znsn) ≤ sup
sn

I(J, Znsn). (3.26)

Now because {V̂ n
sn(z

n|j) : sn ∈ Sn} is a subset of {V̂ (zn|j) : q̃ ∈ P(Sn)} we end in

sup
q̃∈P(Sn)

I(J, Znq̃ ) = sup
sn

I(J, Znsn) ,
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which concludes the proof.

Now we can proceed in the construction of the random code of the AVWC W.

Definition 3.9. We call a channel to the eavesdropper a best channel if there exist

a channel Vq∗ ∈ {Vq : q ∈ P(S)} such that all other channels from {Vq : q ∈ P(S)}
are degraded versions of Vq∗. If we denote the output of any channel Vq, q ∈ P(S)

by Zq it holds that

X → Zq∗ → Zq, ∀q ∈ P(S). (3.27)

Proposition 3.10. Provided that there exist a best channel to the eavesdropper, for

the random code secrecy capacity CS,ran(W) of the AVWC W it holds that

CS,ran(W) ≥ max
p∈P(A)

( min
q∈P(S)

I(p,Wq)− max
q∈P(S)

I(p, Vq)). (3.28)

Proof. The proof is based on Ahlswedes robustification technique [Ahl86] and is

divided in two parts:

step 1 ): The set

W := {(W⊗n
q , V ⊗n

q ) : q ∈ P(S)}

corresponds to a compound wiretap channel indexed by the set of all possible dis-

tributions q ∈ P(S) on the set of states S. First we show, that there exist a deter-

ministic code for the compound wiretap channel W that achieves the lower bound

on the random code secrecy capacity of the AVWC W given in (3.28).

In Section 2.3.2 Theorem 2.4 and in [BBS11b] it was shown that for a compound

wiretap channel {(Wt, Vt) : t ∈ θ} without channel state information at the legiti-

mate receivers the secrecy capacity is bounded from below by

CS,comp ≥ max
p∈P(A)

(min
t∈θ

I(p,Wt)−max
t∈θ

I(p, Vt)). (3.29)

In accordance with the proof of (3.29) in Section 2.3.2 we define a set of i.i.d. random

variables {Xjl}j∈[Jn],l∈[Ln] each according to the distribution p′ ∈ P(An) with

p′(xn) :=





p⊗n(xn)
p⊗n(T n

p,δ
)

if xn ∈ T n
p,δ,

0 otherwise,
(3.30)

for any p ∈ P(A), and where Jn and Ln are defined as

Jn := ⌊2n[infq∈P(S) I(p,Wq)−supq∈P(S) I(p,Vq)−τ ]⌋ (3.31)

Ln := ⌊2n[supq∈P(S) I(p,Vq)+
τ
4
]⌋ (3.32)
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with τ > 0. Now we assume that there exist a best channel to the eavesdropper Vq∗

in contrast to the proof of Theorem 2.4. Hence by the definition of Vq∗ in (3.27)

and because the mutual Information I(p, V ) is convex in V and every member of

{Vq}q∈P(S) is a convex combination of the set {Vs}s∈S , it holds that

I(p, Vq∗) = sup
q∈P(S)

I(p, Vq) = sup
s
I(p, Vs) (3.33)

for all p ∈ P(A). Note that because of (3.33) for |S| ≤ ∞ Vq∗ ∈ {Vs : s ∈ S}, which
means that q∗ is a one-point distribution.

By the definition of the compound channel W the channels to the eavesdropper

are of the form

V ⊗n
q (zn|xn) :=

n∏

i=1

Vq(zi|xi) (3.34)

for all q ∈ P(S). Then following the same approach as in the proof of Theorem 2.4

we define

Q̃q,xn(z
n) = V ⊗n

q (zn|xn) · 1T n
Vq,δ

(xn)(z
n),

and

Θ′
q(z

n) =
∑

xn∈T n
p,δ

p′(xn)Q̃q,xn(z
n). (3.35)

for all zn ∈ Cn. Now let B := {zn ∈ Cn : Θ′
q(z

n) ≥ ǫαq} where ǫ = 2−nc
′δ2 (cf.

Lemma A.8) and αq is defined according to the channel Vq by αq := 2−n(H(pVq)+f1(δ)).

By Lemma A.9 the support of Θ′
q has cardinality ≤ α−1

q since for each xn ∈ T n
p,δ it

holds that T n
Vq ,δ

(xn) ⊂ T n
pVq ,2|A|δ

, which implies that
∑

zn∈B Θq(z
n) ≥ 1− 2ǫ, if

Θq(z
n) = Θ′

q(z
n) · 1B(zn) and

Qq,xn(z
n) = Q̃q,xn(z

n) · 1B(zn). (3.36)

Now it is obvious from (3.35) and the definition of the set B that for any zn ∈
B Θq(z

n) = EQq,Xjl
(zn) ≥ ǫαq if E is the expectation value with respect to the

distribution p′. For the random variables β−1
q Qq,Xjl

(zn) define the event

ιj(q) =
⋂

zn∈Cn

{
1

Ln

Ln∑

l=1

Qq,Xjl
(zn) ∈ [(1± ǫ)Θq(z

n)]

}
, (3.37)

and keeping in mind that Θq(z
n) ≥ ǫαq for all z

n ∈ B it follows that for all j ∈ [Jn]
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and for all s ∈ S

Pr{(ιj(q))c} ≤ 2|C|n exp
(
− Ln

2−n[I(p,Vq)+g(δ)]

3

)
(3.38)

by Lemma 2.3, Lemma A.9, and our choice ǫ = 2−nc
′δ2 with g(δ) := f1(δ) + f2(δ) +

3c′δ2. Making δ > 0 sufficiently small we have for all sufficiently large n ∈ N

Ln2
−n[I(p,Vq)+g(δ)] ≥ 2n

τ
8 .

Thus, for this choice of δ the RHS of (3.38) is double exponential in n uniformly

in q ∈ P(S) and can be made smaller than ǫJ−1
n for all j ∈ [Jn] and all sufficiently

large n ∈ N. I.e.

Pr{(ιj(q))c} ≤ ǫJ−1
n , ∀q ∈ P(S). (3.39)

Now we will show that we can achieve reliable transmission to the legitimate receiver

governed by {(W⊗n
q : q ∈ P(S)} for all messages j ∈ [Jn] when randomising over

the index l ∈ Ln but without the need of decoding l ∈ [Ln]. To this end define X =

{Xjl}j∈[Jn],l∈[Ln] to be the set of random variables with Xjl are i.i.d. according to p′

defined in (3.30). Define now the random decoder {Dj(X )}j∈[Jn] ⊆ Bn analogously

as in (2.37). Then it was shown in the proof of Theorem 2.4 that there exist a

sequence of (n, Jn) codes for the compound wiretap channel in the particular case

without CSI with arbitrarily small mean average error

EX (λ
(q)
n (X )) ≤ 2−na

for all q ∈ P(S) and sufficiently large n ∈ N. Additionally we define for each

q ∈ P(S)

ι0(q) = {λ(q)n (X )) ≤ 2−n
a
2 } (3.40)

and set

ι :=
⋂

q∈P0(n,S)

Jn⋂

j=0

ιj(q). (3.41)

Then with (3.39), (3.40) and applying the union bound we obtain

Pr{ιc} ≤ 2−nc

for a suitable positive constant c > 0 and all sufficiently large n ∈ N (Cf. (2.40)).

Hence, we have shown that there exist realisations {xjl} of {Xn
jl}j∈[Jn],l∈[Ln] such

that xjl ∈ ι for all j ∈ [Jn] and l ∈ [Ln]. Now following the same argumentation
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as in Section 2.3.2 we obtain that there is a sequence of (n, Jn) codes that for all

codewords {xjl} it follows by construction that

1

Jn

∑

j∈[Jn]

1

Ln

∑

l∈[Ln]

W⊗n
q (Dc

j |xjl) ≤ 2−na
′

(3.42)

is fulfilled for n ∈ N sufficiently large and for all q ∈ P(S) with a′ > 0. So we

have found a (n, Jn) code with average error probability upper bounded by (3.42).

Further, for the given code and a random variable J uniformly distributed on the

message set {1, . . . , Jn} it holds that

I(pJ ;V
⊗n
q ) ≤ ǫ′ (3.43)

uniformly in q ∈ P(S). Both (3.42) and (3.43) ensure that in the scenario of the

compound wiretap channel W the legitimate receiver can identify each message j

from the message set {1, . . . , Jn} with high probability, while at the same time the

eavesdropper receives almost no information about it. That is, that all numbers RS

with

RS ≤ inf
q∈P(S)

I(p,Wq)− sup
q∈P(S)

I(p, Vq) (3.44)

are achievable secrecy rates of the compound wiretap channel W.

step 2 ): Robustification : In the second step we derive from the deterministic (n, Jn)

code for the above mentioned compound wiretap channel W a (n, Jn) ranodm code

Cran
n for the AVWC W, which achieves the same secrecy rates. We note first that by

(3.33) and (3.43)

max
sn∈Sn

I(pJ , Vsn) = I(pJ , V
⊗n
q∗ ) ≤ ǫ′, (3.45)

which means, that, due to the assumption of a best channel to the eavesdropper,

the code achieving the secrecy rate for the best channel to the eavesdropper fulfills

the secrecy criterion for a channel with any state sequence sn ∈ Sn. Now, as already

mentioned we use the robustification technique (cf. Lemma 3.3) to derive from the

deterministic code CW = {xjl, Dj : j ∈ [Jn], l ∈ [Ln]} of the compound wiretap

channel W the random code for the AVWC W. With (3.42) it holds that

1

Jn

∑

j∈[Jn]

1

Ln

∑

l∈[Ln]

∑

sn∈Sn

W⊗n(Dj |xjl, sn)q⊗n(sn) ≥ 1− 2−na
′

(3.46)

for all q⊗n =
∏n
i=1 q and in particular for all q ∈ P0(n, S). Now let π ∈ Πn be the
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bijection on Sn induced by the permutation σ ∈ Σn. Since (3.4) is fulfilled with

f(sn) =
1

Jn

∑

j∈[Jn]

1

Ln

∑

l∈[Ln]

W⊗n(Dj |xjl, sn) (3.47)

it follows from (3.5) that

1

n!

∑

π∈Πn

1

Jn

∑

j∈[Jn]

1

Ln

∑

l∈[Ln]

W⊗n(Dj |xjl, π(sn)) ≥ 1− (n+ 1)|S|2−na
′

(3.48)

for all sn ∈ Sn. Hence by defining Cπ := {π−1(xnjl), π
−1(Dj)} as a member of a

family of codes {Cπ}π∈Πn together with a random variable K distributed according

to µ as the uniform distribution on Πn, (3.48) is equivalent to

Eµ(λ̄n(CK ,Wn
sn)) ≤ (n+ 1)|S|2−na

′

=: λn (3.49)

with λ̄n(Cπ,Wn
sn) as the respective average error probability for K = π and it holds

for all sn ∈ Sn. Thus we have shown that

Cran
n := {(π−1(xjl), π

−1(Dj)) : j ∈ [Jn], l ∈ [Ln], π ∈ Πn, µ} (3.50)

is a (n, Jn,Πn, µ) random code for the AVC channel Wn = {Wsn : sn ∈ Sn} with the

mean average error probability Eµ(λ̄n(CK ,Wn
sn)) upper bounded by λn as in (3.49).

Now it is easily seen that

pC
π

JZn
q∗
(j, zn) =

1

Jn

1

Ln

Ln∑

l=1

V ⊗n
q∗ (π−1(zn)|π−1(xjl)) = pJZn

q∗
. (3.51)

Actually, it still holds that

pC
r

JZn
q∗
(j, zn) =

1

n!

∑

π∈Πn

pC
π

JZn
q∗
(j, zn) = pJZn

q∗
. (3.52)

With (3.51) and the representation of the mutual information by the information

divergence we obtain from (3.45)

Eµ(D(pC
K

JZn
q∗
||pJ ⊗ pC

K

Zn
q∗
)) =

1

n!

∑

π∈Πn

D(pC
π

JZn
q∗
||pJ ⊗ pC

π

Zn
q∗
)

=
1

n!

∑

π∈Πn

D(pJZn
q∗
||pJ ⊗ pZn

q∗
) = I(pJ , V

⊗n
q∗ ) ≤ ǫ′ .

Thus we have constructed a random (n, Jn,Πn, µ) code Cran
n with mean average error
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probability bounded for all sn ∈ Sn as in (3.49) and which fulfills the strong secrecy

criterion almost surely, provided that there exist a best channel to the eavesdropper.

By the construction of the random code it follows that the secrecy rates given by

(3.44) for the compound wiretap channel W achieved by the deterministic code CW
are achievable secrecy rates for the AVWC W with random code Cran

n . That is, we

have shown that all rates RS with

RS ≤ max
p∈P(A)

( min
q∈P(S)

I(p,Wq)− max
q∈P(S)

I(p, Vq)) . (3.53)

are achievable secrecy rates of the arbitrarily varying wiretap channel AVWC with

a best channel to the eavesdropper with random code Cran
n .

As a consequence of the proposition we can give the following result for the

deterministic code secrecy capacity.

Corollary 3.11. The deterministic code secrecy capacity of the arbitrarily vary-

ing wiretap channel W, provided that there exists a best channel to the eavesdrop-

per and under the assumption that the channel to the legitimate receiver is non-

symmetrisable, is lower bounded by

CS(W) ≥ max
p∈P(A)

( min
q∈P(S)

I(p,Wq)− max
q∈P(S)

I(p, Vq)) .

Proof. Combine the assertions of Proposition 3.10 and Theorem 3.6.

3.2.4 Upper Bounds on the Capacity of the AVWC W and a Mul-

tiletter Coding Theorem

In this section we give an upper bound on the secrecy capacity of the AVWC W

which corresponds to the bound for the compound wiretap channel built by the same

family of channels. In addition we give the proof of the multiletter converse of the

AVWC W.

Theorem 3.12. The secrecy capacity of the arbitrarily varying wiretap channel

AVWC W is upper bounded,

CS(W) ≤ min
q∈P(S)

max
U→X→(Y Z)q

(I(U, Yq)− I(U,Zq)) . (3.54)

Proof. By Lemma 3.8 the capacity of the AVWCW equals the capacity of the AVWC

W. Obviously, the set W = {(W⊗n
q , V ⊗n

q ) : q ∈ P(S)} which describes a compound

wiretap channel is a subset of W
n
= {(Wn

q̃ , V
n
q̃ ) : q̃ ∈ P(Sn), q̃ =

∏n
i=1 qi}. Now,
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because we can upper bound the secrecy capacity of the AVWC W by the secrecy

capacity of the worst wiretap channel in the family W
n
, together with the foregoing

we can upper bound it by the capacity of the worst channel of the compound channel

W. Hence,

CS(W) = CS(W) ≤ inf
q̃
CS((W

n
q̃ , V

n
q̃ ))

≤ inf
q
CS((W

n
q , V

n
q )) = inf

q
CS(Wq, Vq) ,

The minimum is attained because of the continuity of CS(Wq, Vq) on the compact

set W.

Remark 3.13. Consider the special case of an AVWC W = {(Wsn , Vrn) : sn ∈
Sn1 , r

n ∈ Sn2 }, where both the state of the main channel s ∈ S1 and the state of

the eavesdropper’s channel r ∈ S2 in every time step can be chosen independently.

In addition let us assume that there exist a channel Wq∗1
∈ {Wq1 : q1 ∈ P(S1)},

which is a degraded version of all other channels from {Wq1 : q1 ∈ P(S1)}, and a

best channel to the eavesdropper Vq∗2 from the set {Vq2 : q2 ∈ P(S2)} (cf. Definition

3.9). Then in accordance with Section 2.3.4 the lower bound on the secrecy capacity

given in Corollary 3.11 matches the upper bound from Theorem 3.12. Thus we can

conclude that under the assumption, that the channel to legitimate receiver is not

symmetrisable, the capacity of the AVWC W is given by

CS(W) = max
U→X→(Yq∗1

Zq∗2
)
(I(U, Yq∗1 )− I(U,Zq∗2 )) .

Now in addition to Theorem 3.12 we give a multiletter formula of the upper

bound of the secrecy rates. Therefore we need the following lemma used in analogy

to Lemma 2.5.

Lemma 3.14. For the arbitrarily varying wiretap channel AVWC W
n the limit

lim
n→∞

1

n
max

U→Xn→(Y nZn)q̃
( inf
q̃∈P(Sn)

I(U, Y n
q̃ )− sup

q̃∈P(Sn)
I(U,Znq̃ ))

exists.

The proof is carried out in analogy to Lemma 2.5 and therefore omitted.

Theorem 3.15. The secrecy capacity of the arbitrarily varying wiretap channel
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AVWC W is upper bounded by

CS(W) ≤ lim
n→∞

1

n
max

U→Xn→(Y nZn)q̃
( inf
q̃∈P(Sn)

I(U, Y n
q̃ )− sup

q̃∈P(Sn)
I(U,Znq̃ )) , (3.55)

where q̃ =
∏n
i=1 qi, qi ∈ P(S) and Y n

q̃ , Z
n
q̃ are the outputs of the channels Wn

q̃ and

V n
q̃ respective.

Proof. Let (Cn)n∈N be any sequence of (n, Jn) codes such that with

sup
sn∈Sn

1

Jn

Jn∑

j=1

∑

xn∈An

E(xn|j)W⊗n
sn (Dc

j |xn) =: ε1,n and, sup
sn∈Sn

I(J, Znsn) =: ε2,n

it holds that limn→∞ ε1,n0 = and limn→∞ ε2,n, where J denotes the random variable

which is uniformly distributed on the message set Jn. Because of Lemma 3.8 we

obtain that for the same sequences of (n, Jn) codes

lim
n→∞

sup
q̃∈P(Sn)

1

Jn

Jn∑

j=1

∑

xn∈An

E(xn|j)Wn
q̃ (D

c
j |xn) = lim

n→∞
ε1,n = 0 (3.56)

and

lim
n→∞

sup
q̃∈P(Sn)

I(J, Znq̃ ) = lim
n→∞

ε2,n = 0 . (3.57)

Now let us denote another random variable by Ĵ with values in Jn determined by

the Markov chain J → Xn → Y n
q̃ → Ĵ , where the first transition is governed by E,

the second by Wn
q̃ , and the last by the decoding rule. Now the proof is analogue to

the proof of Proposition 2.6 in Section 2.3.2. For any q̃ ∈ P(Sn) we have from data

processing and Fano’s inequality

(1− ε1,n) log Jn ≤ I(J, Y n
q̃ ) + 1.

We then use the validity of the secrecy criterion (3.57) to derive

(1− ε1,n) log Jn ≤ I(J, Y n
q̃ )− sup

q̃

I(J, Znq̃ ) + ε2,n + 1

for any q̃ ∈ P(Sn). Since the LHS does not depend on q̃ we end in

(1− ε1,n) log Jn ≤ max
U→Xn→Y n

q̃ Z
n
q̃

(inf
q̃
I(U, Y n

q̃ )− sup
q̃

I(U,Znq̃ )) + ε2,n + 1 .

Dividing by n ∈ N and taking lim sup concludes the proof.
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Now if we consider the set W = {(W⊗n
q , V ⊗n

q ) : q ∈ P(S)} as a subset of W
n
=

{(Wn
q̃ , V

n
q̃ ) : q̃ ∈ P(Sn), q̃ =

∏n
i=1 qi} and the same sequence (Cn)n∈N of (n, Jn) codes

for the AVWC W for which (3.56) and (3.57) holds, we can conclude that

lim
n→∞

sup
q∈P(S)

1

Jn

Jn∑

j=1

∑

xn∈An

E(xn|j)W⊗n
q (Dc

j |xn) ≤ lim
n→∞

ε1,n (3.58)

and

lim
n→∞

sup
q∈P(S)

I(J, Znq ) ≤ lim
n→∞

ε2,n , (3.59)

with ε1,n and ε2,n as above. Then we can conclude with the same argumentation as

in the previous proof,

Corollary 3.16. The secrecy capacity of the arbitrarily varying wiretap channel

AVWC W is upper bounded by

CS(W) ≤ lim
n→∞

1

n
max

U→Xn→(Y nZn)q
( inf
q∈P(S)

I(U, Y n
q )− sup

q∈P(S)
I(U,Znq )) ,

where q ∈ P(S) and Y n
q , Z

n
q are the outputs of the channelsW⊗n

q and V ⊗n
q respective.

Now, using standard arguments concerning the use of the channels defined by

PYq |U = Wq · PX|U and PZq |U = Vq · PX|U instead of Wq and Vq and applying the

assertion of Corollary 3.11 to the n-fold product of channels Wq and Vq, we are able

to give the coding theorem for the multiletter case of the AVWC with a best channel

to the eavesdropper.

Theorem 3.17. Provided that there exist a best channel to the eavesdropper, the

multiletter secrecy capacity CS(W) of the AVWC W is given by

CS(W) = lim
n→∞

1

n
max

U→Xn→(Y nZn)q
( inf
q∈P(S)

I(U, Y n
q )− sup

q∈P(S)
I(U,Znq )) ,

if the channel to the legitimate receiver is not symmetrisable, and is zero otherwise.
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Chapter 4

Conclusion

In this thesis we have considered two models of a discrete memoryless wiretap chan-

nel under channel uncertainty. If the exact channel realisation is unknown to the

legitimate participants, but fixed during the transmission of a codeword, we call

the resulting model the compound wiretap channel. In this model the users only

know that the channel realisation belongs to a set of channels, which is known to

them. If the channel state varies from time step to time step in the transmission

of a codeword in an arbitrary and unknown manner the resulting model is called

the arbitrarily varying wiretap channel. For both models we could derive secrecy

capacity results under a strong secrecy criterion.

For the compound wiretap channel we could show that the secrecy capacity of

compound wiretap channels with CSI at the transmitter matches the general upper

bound on the capacity of compound wiretap channels given in an obvious way as

the minimum secrecy capacity of all involved wiretap channels. We achieved this by

using a coding technique developed by [Dev05], modified to the compound channel,

and by developing a decoding strategy, which relieved us from the need of decoding

the randomisation parameter used in the encoding procedure. With a slightly mod-

ified proof we could derive a lower bound for the secrecy capacity and determine a

multi-letter expression for the secrecy capacity in the case of no CSI. If there exist

a channel to the legitimate receiver such that all other channels to the legitimate

receiver are more capable than that, together with a channel to the eavesdropper

that is more capable than all other channels to the eavesdropper we could show that

the lower bound on the secrecy capacity equals the general upper bound, actually

in the case of no CSI. In the case of no CSI as well as in the case where the trans-

mitter only knows the channel state to the legitimate receiver we gave a computable

description of the secrecy capacity, if the channels to the eavesdropper are degraded
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versions of those to the legitimate receiver.

With the model of the arbitrarily varying wiretap channel AVWC it was possible

to connect two problems of secure communication. In addition to the passive attack

of eavesdropping the transmission, modelled by a wiretapper, the AVWC can be

seen as a model, in which a jammer manipulates the transmission by an active

attack, which is realised by the arbitrary change of the channel state in every time

step. We could show that, under the assumption of a not symmetrisable channel

to the legitimate user, the deterministic code secrecy capacity equals the random

code secrecy capacity, if the channel is symmetrisable, then the deterministic code

secrecy capacity is definitely zero. This result can be seen as a counterpart of

the dichotomy result for single user AVC’s, which was established by Ahlswede in

[Ahl78]. Nevertheless, due to the large complexity of the model of the AVWC it

was not possible to derive a computable expression for the secrecy capacity in the

general case. In the proof we adapted the elimination technique for AVC’s from

[Ahl78] to random codes for the arbitrarily varying wiretap channels AVWC, which

fulfill both the average error criterion and the strong secrecy criterion, which was

carried out earlier by the authors of [Mol09] for a weaker secrecy criterion. Further,

in the case of a ”best” channel to the eavesdropper we could derive a lower bound

on the deterministic code secrecy capacity, where in the proof we have used the

robustification technique by Ahlswede [Ahl86] combined with our secrecy results for

a compound wiretap channel. By establishing upper bounds on the secrecy capacity,

we could give a multi-letter letter coding theorem in the case of a best channel to

the eavesdropper. Finally, in the special case of the AVWC, where both the state

of the main channel and the state of the eavesdropper’s channel can be chosen

independently combined with the assumption of the existence of a worst channel to

the legitimate receiver and a best channel to the eavesdropper, we could give a full

coding theorem.
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Appendix A

Types and Typical Sequences

In the majority of the proofs of our coding results we make use of methods based on

the concept of types and typical sequences. In this chapter we summarise some sim-

ple combinatorial lemmas and their proofs to give a short overview of the properties

of types and typical sequences.

A.1 Types

Definition A.1. The type of a sequence xn = (x1, . . . , xn) ∈ An (or its empirical

distribution) is the probability distribution pxn ∈ P(A) defined by

pxn(a) :=
N(a|xn)

n
(A.1)

for all a ∈ A, where

N(a|xn) := |{i ∈ {1, . . . , n} : xi = a}| (A.2)

denotes the number of the occurrences of a in xn.

The set of all sequence xn ∈ An of type p is denoted by T n
p . A distribution p ∈ P(A)

is called a type of sequences in An if T n
p 6= ∅. Further we define

P0(n,A) = {p ∈ P : p is type of sequences in An}. (A.3)

Lemma A.2. The number of different types of sequences in An is bounded by

|P0(n,A)| < (n+ 1)|A|. (A.4)

Joint types of pairs of sequences are defined analogously to types.
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Definition A.3. The joint type of two sequences xn ∈ An and yn ∈ Bn is the

distribution pxn,yn ∈ P(A×B) defined by

pxn,yn :=
N(a, b|xn, yn)

n
(A.5)

for all a ∈ A, b ∈ B, where

N(a, b|xn, yn) := |{i ∈ {1, . . . , n} : (xi, yi) = (a, b)}| (A.6)

Joint types of sequences xn, yn can be described by types of xn ∈ An and a

stochastic matrix V : A → P(B) in the following way. Therefor let V : A → P(B)

some stochastic matrix with

pxn,yn = pxn(a)V (b|a), (a ∈ A, b ∈ B). (A.7)

It can be shown that V (·|a) exist for all a with pxn(a) > 0 and that it is uniquely

determined by pxn,yn and Pxn(a). Then with the stochastic matrices we can define

the conditional types.

Definition A.4. A sequence yn ∈ Bn has conditional type V : A → P(B) given

xn ∈ An if

N(a, b|xn, yn) = N(a|xn)V (b|a) (a ∈ A, b ∈ B). (A.8)

For a given xn ∈ An and V : A→ P(B) the set

TV (xn) := {yn ∈ Bn : yn has conditional type V given xn} (A.9)

is called the V -shell of xn.

In the following we need the quantity D(V ‖W |p) which is called the conditional

informational divergence. More precisely, let V,W : A → P(B) stochastic matrices

and p ∈ P(A) a probability distribution. Then we define

D(V ‖W |p) :=
∑

a∈A

p(a)D(V (·|a)‖W (·|a)), (A.10)

and for every a ∈ A, D(V (·|a)‖W (·|a)) is the informational divergence of the two

probability distributions V (·|a),W (·|a) ∈ P(B). The next lemma, that is mentioned

here without proof, is part of Lemma 2.6 in [CK81].

Lemma A.5. For a given xn and stochastic matrices V,W : A → P(B), such that
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TV (xn) 6= ∅, it holds that

Wn(TV (xn)|xn) ≤ 2−nD(V ‖W |pxn ). (A.11)

A.2 Typical Sequences

In what follows we use only strong typical sequences, whose definition relies on the

empirical distribution of the sequences (cf. [CK81]) in contrast to the entropy-typical

sequences.

Definition A.6. Let p ∈ P(A) and δ > 0. A sequence xn ∈ An is called typical

(p-typical) with constant δ if

|pxn(a)− p(a)| ≤ δ (a ∈ A), (A.12)

and if p(a) = 0 then pxn(a) = 0 (pxn ≪ p). Then T n
p,δ denotes the set of p-typical

sequences xn ∈ An.

From the definition it is obviously that

T n
p,δ =

⋃

p̂∈P0(n,A)

{T n
p̂ : |p̂(a)− p(a)| ≤ δ, ∀a ∈ A, p̂≪ p} (A.13)

Definition A.7. Let W : A → P(B) a stochastic matrix and δ > 0. A sequence

yn ∈ Bn is called W -typical under the condition xn ∈ An with constant δ, if

∣∣∣∣
1

n
N(a, b|xn, yn)− 1

n
N(a, xn)W (b|a)

∣∣∣∣ ≤ δ (a ∈ A, b ∈ B) (A.14)

and in addition, W (b|a) = 0 implies N(a, b|xn, yn) = 0 for all a ∈ A, b ∈ B. Then

TW,δ(xn) denotes the set of all W -typical sequences yn ∈ Bn under the condition

xn ∈ An with constant δ.

The basic properties of these sets, that are needed in the most coding theorems,

are summarised in the following lemmas.

Lemma A.8. Fixing δ > 0, for every p ∈ P(A) and W : A→ P(B) we have

p⊗n(T n
p,δ) ≥ 1− (n+ 1)|A|2−ncδ

2

W⊗n(T n
W,δ(x

n)|xn) ≥ 1− (n+ 1)|A||B|2−ncδ
2
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for all xn ∈ An with c = 1/(2 ln 2). In particular, there is n0 ∈ N such that for each

δ > 0 and p ∈ P(A), W : A→ P(B)

p⊗n(T n
p,δ) ≥ 1− 2−nc

′δ2 (A.15)

W⊗n(T n
W,δ(x

n)|xn) ≥ 1− 2−nc
′δ2 (A.16)

holds with c′ = c
2 .

Proof. (A.15) and (A.16) follow directly from the two foregoing inequalities in the

lemma. We prove (A.16), then the proof of (A.15) follows, if we choose A as a set

consisting only of one element. Now let xn ∈ An, W : A → P(B) and δ > 0 be

given. Let TW,δ(xn) be the set of all W -typical sequences yn ∈ Bn under condition

xn defined by (A.14). By analogy with (A.13) it can be shown that there exist

V -shells TV1(xn), . . . , TVM 6= ∅ with

TW,δ(xn) =
M⋃

i=1

TVi(xn) and

M ≤ (n+ 1)|A||B|,

(A.17)

where the distributions Vi(b|a) are determined by

N(a, b|xn, yn) = N(a, xn)Vi(b|a) (A.18)

for all specific yn ∈ TW,δ(xn).
Now we consider the set (TW,δ(xn))c, which is given by

(TW,δ(xn))c = {yn ∈ Bn :(∃a ∈ A, b ∈ B : |N(a, b|xn, yn)
n

− N(a|xn)
n

W (b|a)| > δ)

or (∃a ∈ A, b ∈ B : N(a, b|xn, yn) > 0 and W (b|a) = 0)}
(A.19)

First assume that for an yn ∈ Bn there exist ā ∈ A, b̄ ∈ B

N(ā, b̄|xn, yn) > 0 and W (b̄|ā) = 0. (A.20)

Then we obtain that

Wn(yn|xn) =
n∏

i=1

W (yi|xi) =
∏

a∈A
b∈B

W (b|a)N(a,b|xn,yn),
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and hence

Wn(yn|xn) =W (b̄|ā)N(ā,b̄|xn,yn) ·
∏

a∈A\{ā}
b∈B\{b̄}

W (b|a)N(a,b|xn,yn) = 0, (A.21)

which means that yn ∈ Bn under the assumptions that stated above does not exist.

Thus the complement of TW,δ(xn) is determined by the set

{yn ∈ Bn : (∃a ∈ A, b ∈ B : |N(a, b|xn, yn)
n

− N(a|xn)
n

W (b|a)| > δ)},

which is a subset of

Bn,δ(x
n) := {yn ∈ Bn :

∑

a∈A
b∈B

|N(a, b|xn, yn)
n

− N(a|xn)
n

W (b|a)| > δ)}.

As in (A.17) we can find V -shells TVi 6= ∅, i = 1, . . . ,M with M ≤ (n+ 1)|A||B|, and

Bn,δ(x
n) =

M⋃

i=1

TVi(xn), (A.22)

and thus to every yn ∈ Bn,δ(x
n) there exist a Vi, i = 1, . . . ,M with

∑

a∈A
b∈B

|N(a|xn)
n

Vi(b|a)−
N(a|xn)

n
W (b|a)| > δ. (A.23)

Now with pxn := N(a|xn)
n

we define the following probability distributions on A×B

by

(pxn ◦ Vi)(a, b) := pxn(a)Vi(b|a) (i ∈ {1, . . . ,M}),
(pxn ◦W )(a, b) := pxn(a)W (b|a)

(A.24)

for all a ∈ A, b ∈ B, and make use of the following equality, that is

D(Vi||W |pxn) =
∑

(a,b)∈A×B

pxn(a)Vi(b|a) log
Vi(b|a)
W (b|a)

=
∑

(a,b)∈A×B

pxn(a)Vi(b|a) log
pxn(a)Vi(b|a)
pxn(a)W (b|a)

= D(pxn ◦ Vi||pxn ◦W ),

(A.25)
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for all i ∈ {1, . . . ,M}. Then we can summarise

Wn((TW,δ(xn))c|xn) ≤
M∑

i=1

Wn(Bn,δ|xn) ≤
M∑

i=1

Wn(TVi(xn)|xn)

≤
M∑

i=1

2−nD(Vi||W |pxn ),

(A.26)

where the second inequality follows by (A.22) and the last inequality from Lemma

A.5. Now

Wn((TW,δ(xn))c|xn) ≤
M∑

i=1

2−nD(pxn◦Vi||pxn◦W )

≤
M∑

i=1

2−n
1

2 ln 2
δ2

≤ (n+ 1)|A||B|2−ncδ
2
,

(A.27)

wherein the second inequality follows from (A.23) and Pinsker’s inequality and the

last by the upper bound of M and with c := 1
2 ln 2 , which concludes the proof.

Recall that for p ∈ P(A) and W : A → P(B), pW ∈ P(B) denotes the output

distribution generated by p and W and that xn ∈ T n
p,δ and y

n ∈ T n
W,δ(x

n) imply that

yn ∈ T n
pW,2|A|δ.

Lemma A.9. Let xn ∈ T n
p,δ, then for V : A→ P(C)

|T n
pV,2|A|δ| ≤ α−1

V n(zn|xn) ≤ β for all zn ∈ T n
V,δ(x

n)

hold where

α = 2−n(H(pV )+f1(δ)) (A.28)

β = 2−n(H(V |p)−f2(δ)) (A.29)

with universal f1(δ), f2(δ) > 0 satisfying limδ→∞ f1(δ) = 0 = limδ→∞ f2(δ).

Proof. Cf. Lemma 2.13 and Lemma 2.6 from [CK81].

In addition we need a further lemma which will be used to determine the rates

at which reliable transmission to the legitimate receiver is possible.
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Lemma A.10. Let p, p̃ ∈ P(A) and two stochastic matrices W, W̃ : A → P(B) be

given. Further let q, q̃ ∈ P(B) be the output distributions, the former generated by p

and W and the latter by p̃ and W̃ . Fix δ ∈ (0, 1
4|A||B|). Then for every n ∈ N

q⊗n(T n

W̃ ,δ
(x̃n)) ≤ (n+ 1)|A||B|2−n(I(p̃,W̃ )−f(δ))

for all x̃n ∈ T n
p̃,δ and

q⊗n(T n
W,δ(x

n)) ≤ (n+ 1)|A||B|2−n(I(p,W )−f(δ))

for all xn ∈ T n
p,δ holds for a universal f(δ) > 0 and limδ→0 f(δ) = 0.

Proof. The proof can be found in [WBOB10] but is given here for the sake of com-

pleteness. Let x̃n ∈ T n
p̃,δ and yn ∈ T n

W̃ ,δ
(x̃n). Then with the empirical distribution

pyn(b) =
N(b|yn)

n
, b ∈ B it follows by Lemma 2.6 in [CK81] that

qn(yn) = 2−n(D(pyn ||q)+H(pyn )) ≤ 2−nH(pyn ), (A.30)

where the inequality holds, since D(pyn ||q) ≥ 0. By Lemma 2.10 in [CK81], because

x̃n ∈ T n
p̃,δ and y

n ∈ T n

W̃ ,δ
(x̃n), it follows that yn ∈ T n

q̃,2|X|δ and thus

∑

b∈B

|pyn(b)− q̃(b)| ≤ 2|A||B|δ (A.31)

By the continuity of the entropy function it follows by 2.7 in [CK81] that

|H(pyn)−H(q̃)| ≤ −2|A||B|δ log 2|A||B|δ
|B| =: ϕ(δ) (A.32)

with limδ→0 ϕ(δ) = 0. By the last two inequalities we obtain that

qn(T n

W̃ ,δ
(x̃n)) ≤ |T n

W̃ ,δ
(x̃n)|2−n(H(q̃)−ϕ(δ). (A.33)

By the proof of Lemma 2.13 it follows that

|T n

W̃ ,δ
(x̃n)| ≤ (n+ 1)|A||B|2n(H(W̃ |p̃)+ψ(δ)) (A.34)

with ψ(δ) > 0 and limδ→0 ψ(δ) = 0. Then from (A.33) by defining f(δ) := ϕ(δ) +

ψ(δ) we end up with

qn(T n

W̃ ,δ
(x̃n)) ≤ (n+ 1)|A||B|2−n(I(p̃,W̃ )−f(δ)) (A.35)
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The second assertion follows if we replace W̃ by W and p̃ by p throughout the

proof.
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Optimal coding strategies for bidirectional broadcast channels under

channel uncertainty, IEEE Transactions on Communications 58 (2010),

no. 10, 2984–2994.

81



[Wol60] J. Wolfowitz, Simultaneous channels, Arch. Rational Mech. Anal. 4

(1960), no. 4, 371–386.

[Wol78] , Coding theorems of information theory, 3rd ed., Springer-

Verlag, 1978.

[Wyn75] A.D. Wyner, The wire-tap channel, The Bell System Tech. J. 54 (1975),

no. 8, 1355–1387.

82


	Introduction
	Information Theoretic Security
	The Wiretap Channel

	State-dependent Transmission under Channel Uncertainty
	The Compound Channel
	Arbitrarily Varying Channels

	Contributions and Outline of the Thesis

	Compound Wiretap Channels
	Definitions
	Hints on Operational Meaning of Strong Secrecy
	Capacity Results
	CSI at the Transmitter
	No CSI
	CSIt
	Compound Wiretap Channel with CS=CS,CSI

	Examples
	Example 1
	Example 2


	Arbitrarily Varying Wiretap Channels
	Definitions
	Capacity Results
	Preliminaries
	Deterministic Code Secrecy Capacity
	Random Code Construction
	Upper Bounds and Coding Theorems


	Conclusion
	Types and Typical Sequences
	Types
	Typical Sequences


