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Abstract

The standard mobile C-arm fluoroscope, found in nearly every hospital worldwide, is the
primary technology used in guiding orthopedic and trauma surgeries. It produces a real-
time X-ray image that provides surgeons with live visual information of the anatomy to
be treated. However, there are several distinct limitations to X-ray guidance: radiation
exposure, limited field of view of the anatomy and the difficulties in maneuvering to
achieve a desired X-ray viewpoint. The aim of this thesis is to propose novel image guided
solutions enabling optimal X-ray guidance by taking into account these limitations.

Surgical workflow analysis has become a new paradigm for developing novel inter-
ventional imaging solutions. The first major contribution to this thesis is investigating
the surgical workflow in several orthopedic and trauma surgeries which would allow for
the effective use of the Camera Augmented Mobile C-arm (CamC) at specific points in
the procedure. The CamC augments a standard mobile C-arm with a video camera
and mirror construction thereby providing a co-registered overlay between the X-ray and
the video images. The workflow based analysis demonstrates that several surgical tasks
benefit from the overlay, namely: skin incision, entry point localization, instrument axis
alignment, K-wire guidance and X-ray positioning.

The second contribution is the development and evaluation of parallax-free panoramic
X-ray imaging. Existing methods in literature cannot avoid parallax effects in the creation
of panoramic X-ray images when imaging non-planar bone structures. We resolve this
limitation with our solution that stitches multiple X-ray images together by rotating a
C-arm around its X-ray source. However, rotating the mobile C-arm around its source
center is impractical and sometimes impossible due to the mechanical design of mobile
C-arms. Thus, to ensure that the C-arm motion is a relative pure rotation we propose to
reposition the patient table to compensate for the translational part of the motion.

Finally, we propose a solution to optimally acquire X-ray images by modeling the C-
arm and table setup as an integrated 6 degrees of freedom (DOF) kinematics chain. The
closed-form solutions for the inverse kinematics problem are derived in order to obtain
the required values for all C-arm joint and table movements to position the X-ray source
at a desired pose. The modeling method and the closed-form solutions can be applied to
general isocentric or non-isocentric mobile C-arms.

The proposed novel image guided solutions are validated through pre-clinical experi-
ments, including animal cadaver and dry bone phantoms, as well as clinical trials involving
43 patients.

Keywords:
Image Guided Surgery, Camera Augmented Mobile C-arm, Parallax-Free Panoramic
X-ray image, C-arm Kinematics






Zusammenfassung

Mobile C-Bogen Rontgengeréte sind in fast jedem Krankenhaus weltweit vorhanden und
sind die primére bildgebende Technologie in der Orthopéddie und Unfallchirurgie. Sie er-
zeugen Rontgenbilder welche den Chirurgen wahrend des Eingriffs visuelle Informationen
iiber die zu behandelnde Anatomie liefern. Allerdings haben Réntgenbilder einige schwer-
wiegende Nachteile: Strahlenbelastung, ein eingeschrianktes Blickfeld auf die Anatomie
und Probleme das mobile Rontgengerdt an die korrekte Stelle zu mandvrieren. Das Ziel
dieser Arbeit ist es, unter Berticksichtigung dieser Probleme, neue bildgestiitzte Verfahren
zu entwickeln, welche die optimale Nutzung von Rontgenbildern erlauben.

Bei der Entwicklung neuer bildgestiitzter Methoden ist die Analyse chirurgischer Ar-
beitsablaufe von wachsender Bedeutung. Der erste wissenschaftliche Beitrag dieser Arbeit
ist eine Analyse chirurgischer Arbeitsabldufe verschiedener orthopéadischer und unfall-
chirurgischer Eingriffe, welche von einem Einsatz des Camera Augmented Mobile C-arm
(CamC) profitieren kénnen. Das CamC System erweitert ein mobiles C-Bogen Rontgen-
gerat um eine Videokamera und eine Spiegelkonstruktion, welche eine korrekte Uberla-
gerung zwischen Rontgen- und Videobild erlaubt. Die Analyse der Arbeitsabliufe zeigt,
dass mehrere chirurgische Eingriffe und Arbeitsschritte von der Uberlagerung profitieren
konnen. Dies sind: Hautschnitt, Lokalisieren des Eingriffspunktes, axiales Ausrichten eines
Instrumentes, Platzierung eines Kirschner-Drahts und Positionierung des Rontgengerats.

Der zweite wissenschaftliche Beitrag ist die Entwicklung und Evaluierung einer Metho-
de zur Erzeugung parallaxefreier Rontgen-Panoramabilder. Bisherige Methoden erzeugen
einen Parallaxeeffekt bei Rontgen-Panoramabildern von nicht-planaren Knochenstruktu-
ren. Wir 16sen dieses Problem indem wir den C-Bogen bei der Aufnahme der Bilder um
die Strahlenquelle rotieren. Ein Problem hierbei ist, dass eine Rotation um die Strah-
lenquelle in der Praxis schwierig und aufgrund der mechanischen Konstruktion mobiler
C-Boégen manchmal unmoglich ist. Um sicherzustellen, dass die Bewegung des C-Bogen
eine relative reine Rotation ist, fithren wir eine Bewegung des Lagerungstischs durch um
Translationsbewegungen des Rontgengeréts auszugleichen.

Ausserdem stellen wir eine Methode zur optimalen Aufnahme von Roéntgenbildern
vor, bei der C-Bogen und Lagerungstisch als integrierte kinematische Kette mit sechs
Freiheitsgraden modelliert werden. Um es zu ermoglichen die Rontgenquelle an eine be-
stimmte Position zu bewegen wurde eine geschlossene analytische Losung der inversen
Kinematik abgeleitet, welche Werte fiir alle Gelenke des C-Bogens und des Tischs liefern
kann. Die Modellierung und die geschlossene Losung kann fiir alle isozentrischen oder
nicht isozentrischen C-Bégen verwendet werden.

Die vorgestellten bildgestiitzten Methoden wurden durch praklinische Studien vali-
diert, darunter Studien mit Tierkadavern und Knochenmodellen, sowie durch eine klini-
sche Studie an 43 Patienten.

Schlagworter:
Bildgestiitze Chirurgie, Camera Augmented Mobile C-arm, Parallaxenfreie
Rontgen-Panoramabilder, C-Bogen Kinematik
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CHAPTER
ONE

IMAGE GUIDED ORTHOPEDIC SURGERY (IGOS)

1.1 Introduction

The word "orthopédie" introduced by 18th-centry french physician Nicholas Andry is
derived from two Greek words "orthos" meaning straight and free from deformity, and
'paidios" meaning a child. Later, it was translated into English as "orthopedia". Modern
orthopedic surgery (also spelled orthopaedic surgery in British English) mainly treats
trauma, injuries, diseases and congenital disorders of the musculoskeletal system [1].
Approximately one in six Americans is affected with orthopedic disorders, whereas in
Germany alone, roughly 12 million patients undergo some type of orthopedic procedure
[2]. Furthermore, two new studies show that the number of patients requiring orthopedic
surgery is expected to outpace the number of surgeons to perform such procedures [3].
Technology for intra-operative imaging and visualization of patient’s anatomy has
evolved over the past decades in the field of orthopedics. Medical imaging technologies
play a vital role for a successful treatment, especially in minimally invasive procedures.
As internal structures of the patient’s body are invisible to the human naked eye, natu-
ral openings and incisions on the patient are often needed to enable surgeons to have a
direct visual feedback on the anatomical structure under operation. However, this could
result in the risk of infection and damaging the sensitive tissue or anatomy and thus
could cause pain and a long recovery time for patients. The technology of X-ray imag-
ing was invented by Konrad Rontgen in Wiirzburg, Germany in 1895 [4]. The famous
X-ray photograph he took with his wife’s hand, which revealed her wedding ring and
her bones, has transcended time and continues to electrify the general public and arouse
great scientific interest. The first clinical operation performed under the help of X-ray
was removing a needle from the hand of a woman in early 1896 [5]. It can be regarded
as the advent of modern intra-operative imaging and image guided surgery. X-ray images
today are still the most frequently used form of medical imaging in trauma and orthope-
dic surgery, where bone structures are the major concerns. Additionally, other advanced
imaging devices are developed based on the principle of X-ray imaging. Computed to-
mography (CT) can provide 3D X-ray image data of patient’s body, which is mainly used
for diagnostics and a traditional source of information for image guided surgery. Due to
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the bulky system, cost, and relative high radiation dose, CT scanner is not often used
during surgery. Mobile X-ray C-arms, however, are ubiquitous in today’s operating rooms
and play a vital role intra-operatively for the success of different orthopedic and trauma
surgeries. They are compact and versatile, and can provide real-time 2D projection X-ray
images. Some advanced mobile C-arms are capable of intra-operative 3D X-ray cone-beam
reconstruction, but increases the radiation exposure to both patients and surgical team.
Other medical imaging like magnetic resonance, ultrasound, and molecular techniques are
available. However, none of them can replace the role of X-ray imaging for trauma and
orthopedic surgery because of the image quality of bone structures.

Image guided surgery (IGS) has been introduced to offer surgeons improved visual per-
ception and guidance. IGS augments and complements the physician’s ability to quickly
and clearly perceive the structure or function of anatomies and the spatial relation be-
tween the anatomies, implants and surgical instruments. It is achieved by fusing relevant
surgical information in real time, e.g. medical images, patient and the location of the
instruments, in a common coordinate system thanks to computer based registration and
tracking techniques. Image guided surgery is also called computer assisted (or aided)
surgery (CAS) as various computer technologies are employed.

Image guided surgery was initially employed in neurosurgery in the 1980s for support-
ing intracranial needle biopsies, isotope implantation and tumor resection [6, 7, 8, 9, 10].
Neurosurgery has played a leading role in the early development of IGS, most probably
since accurate positioning of medical instruments and minimizing the damage of the sen-
sitive intracranial anatomy is critical for a successful surgery. However, the continuous
change of anatomy during surgery caused by manipulation of the surgeon or patient’s
breathing introduces challenge to IGS. Through the years, IGS rapidly evolved for ortho-
pedic and trauma surgery, since bones are typically non-deformable during surgery. The
first clinical application of image guided orthopedic surgery (IGOS) was for placement of
lumbar pedicle screws as reported by Nolte LP et al. in 1995 [11]. These IGS technologies
are reviewed in [12, 13, 14, 15, 16]. Various approaches and clinical applications of IGOS
are outlined in [17, 18, 19, 20, 21, 22, 23, 24, 25]. Image guided orthopedic surgery is also
knwon as computer assisted (or aided) orthopedic surgery (CAOS) in many literatures.

IGOS solutions can be generally divided into four based categories: preop-CT, 2D
C-arm fluoroscopy, 3D C-arm fluoroscopy and image-free. IGOS solutions have been
employed in many different clinical applications in orthopedics, e.g. spinal surgery,
pelvic surgery, total hip arthroplasty, total knee arthroplasty, anterior-cruciate lig-
ament reconstruction, reconstruction and trauma surgery. Potential clinical bene-
fits and challenges of using IGS solutions have been discussed in the review articles
(12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25]. Employing IGS solutions for
orthopedic surgery could reduce the invasiveness of procedures, decrease the variability of
surgical outcomes, increase the reproducibility of surgeons’ performance, narrow the gap
between exceptional and standard clinical cases, and reduce radiation exposures to both
surgical team and patients. IGS could enable new minimally invasive solutions, allowing
surgeons to perform operations that were previously considered too dangerous. It also al-
lows quantification of surgical procedure and thus a quantitative comparison between plan
and execution. Potential problems of employing IGS solutions include complex system
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setup, e.g. calibration procedure before each surgery and additional equipment within
the crowded operating room. For many IGS solutions, surgeons and even surgical teams
need to be trained to understand the underlying concept in order to make use of the IGS
solutions and be aware of potential pitfalls. More detail on the challenges of using IGS
solutions for orthopedics will be discussed in section 1.4.

1.2 Building Components of IGOS

The essential component of IGOS is the visual data of treated anatomy inside the patient’s
body. Established medical imaging is the main and direct way to obtain information of
the treated anatomy without serious invasive procedures. The treated anatomy, med-
ical images, and surgical instruments locate separately in different coordinate systems.
Fusion of relevant surgical information that provide surgeons enhanced visual feedbacks
and guidance becomes an indispensable component of IGOS. For this, computer based
registration and tracking methods are applied to build mathematical spatial relationship
between different information modalities. User-system interaction is another necessary
component, since an intuitive way of presenting information on a friendly user interface
play an important role for users to take full advantage of IGOS.

1.2.1 Imaging Techniques

Image guided interventional procedures are in some way assisted by the interactive use of
medical images, which are acquired before or during surgery. Since the advent of X-ray
imaging, various medical image technologies have greatly evolved in the past centuries.
Surgeons could now see inside the patient’s body and be guided to perform operation by
what they observe in the image. The employment of medical images enables the minimally
invasive procedure by offering indirect image based feedback instead of direct eye based
feedback. It reduces the risk of infection and damaging the sensitive tissue or anatomy and
thus could eventually improve the quality and lower the overall cost of surgery. Modern
image guided surgical solutions further improve the surgeons visual perception and offer
guidance by tracking the movements of the anatomy and instruments, and by fusing
different images.

The physical principles of various medical imaging are well explained in [5]. Wolbarst
and Hendee [26] have reviewed the medical imaging technologies including some of recently
inventions, such as molecular imaging. Other review articles [17, 18, 19, 20, 21, 22,
23, 24] discuss different medical image modalities and imaging devices for image guided
orthopedic and trauma surgery. In the following section we briefly discuss the common
modalities used during orthopedic and trauma surgery.

1.2.1.1 X-ray Imaging

The physical principle of X-ray imaging is measuring attenuation of X-ray photons passed
through the human body on the detector. X-ray imaging is best suited for imaging bony
structures among all modern medical image modalities, since bones have a high X-ray
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attenuation compared to the surrounding tissue. Thus, it is the most used image modality
for IGOS. X-ray imaging can be classified into two categories: 1) projection approaches,
such as standard radiography and fluoroscopy, and 2) computed tomography approaches,
such as CT. One common and major drawback of X-ray imaging techniques is inevitable
ionizing radiation. Radiation exposure has been reported to increase the risk of fatal
cancer [27, 28] and genetic defects [29]. Necessary protection against radiation should be
adopted.

C-arms are interventional devices capturing projection X-ray images. One C-arm
consists of a tube that emits X-ray photons and a photon detector mounted on two ends
of a C-shape arm (see figure 1.1). C-arms are commonly categorized into stationary and
mobile solutions. Stationary C-arms are mainly used for angiography, while mobile C-arms
are commonly used during orthopedic and trauma surgeries, because they are compact,
versatile, portable and providing real time imaging. For image guided surgery, standard
mobile C-arm X-ray imaging suffers from two problems. The first is geometrical distortion
mainly due to the curved surface of the detector as well as mechanical C-arm sagging from
gravity. C-arm X-ray distortion correction is presented in section 2.2.1.2. The second is
that it provides two dimensional projections of the three dimensional anatomy; thus the
information along the X-ray beam is lost. However, some modern mobile C-arms are
capable of reconstructing 3D volume from a set of 2D projection images intra-operatively,
which is named cone-beam CT. Stuebig et al. [30] have performed a study to compare
the performance of C-arm 3D imaging of Siemens I[so-C 3D and Ziehm Vario 3D. Kendoff
et al. [31] have evaluated the utility of 3D imaging in articular fracture reconstruction.
Kendoff et al.[32] compared the accuracy of 3D C-arm imaging with 2D C-arm imaging
and CT imaging in evaluating acetabular fracture displacement and implant placement.

(a) (b)

Figure 1.1: (a) A typical mobile C-arm fluoroscope used during orthopedic surgery; (b)
Acquired projection X-ray images displayed on monitors. The images are taken from a
surgery performed by Dr.med. Peter-Helmut Thaller at Klinikum Innenstadat, LMU,
Miinchen

X-ray computed tomography (CT) imaging provides three dimensional data by stack-
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ing a series of 2D slices that are created by tomography method using computer processing.
A typical CT scanner has X-ray source and detector (array) rotating around the interested
anatomy in order to acquire the X-ray attenuation profiles, from which the slices of the
anatomy can be computed. CT images are almost the ideal image modality for orthopedic
surgery. It is regarded to be geometrically accurate [33], but suffers from intensity arti-
facts when metallic objects are presented in the imaging field due to strong attenuation
of the metal. Many works have been done to reduce such artifacts in CT, e.g. higher
energy X-ray beams [34], interpolating the missing projection data [35, 36, 37, 38, 39],
and in cone-beam CT e.g. tracking the position of the metal [40]. Due to their size,
a larger amount of radiation when compared to X-ray C-arms, and significant cost, CT
scanners are rarely deployed in operating rooms. Thus, CT images are mainly acquired
pre-operatively for diagnosis and surgery planning, and also for representing the bony
strutures in computer aided surgery. Figure 1.2 shows a CT scanner and a generated CT
image.

(a) (b)

Figure 1.2: (a) A CT scanner (Siemens SOMATOM Sensation 64-slice configuration) used
for taking the CT image of a human corpus leg; (b) A CT image slice of the human corpus
leg on the frontal plane .

1.2.1.2 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a powerful imaging technique for visualizing soft
tissues. It is especially useful in imaging the brain, muscles, the heart, and cancers com-
pared to X-ray imaging. Therefore, MRIs are mainly used for diagnosis in neurological,
musculoskeletal, cardiovascular, and oncological diseases, but not widely used for ortho-
pedic surgery. 3D MRI images (see figure 1.3(a)) can be generated by MRI scanners.
Compared to CT using ionizing radiation to generate images, MRI use non-ionizing radio
frequency (RF) signals to acquire its images, which is based on the excitement of nu-
cleis within a strong magnetic field. MRI images could suffer from both geometric and
intensity distortions. Geometric distortions, which are mainly caused by inhomogeneity
of the magnetic field and non-linearity of the magnetic field gradients, have been studied
in [33, 41]. Some modern MRI scanners integrated the geometric distortion correction.

5



Image Guided Orthopedic Surgery (IGOS)

Phantom based distortion correction schemes can be applied to further improve the correc-
tion [42, 43, 44]. Recent developments in intensity inhomogeneity correction are reviewed
in [45, 46]. Intra-operative MRI is not widely available, mostly because it requires the
specialized interventional suites as well as its image quality being low.

() (b)

Figure 1.3: (a) A MRI image slice of human brain on the axial plane; (b) A 2D Ultrasound
slice of human leg on the axial plane.

1.2.1.3 Ultrasound Imaging

Ultrasound (US) imaging (also referred to as ultrasonography) is mainly used to capture
the shape, structure and pathological lesions of muscle, tendons, and many internal organs.
The physical theory of US imaging is using a US probe to generate sound waves passing
through the body and measure the echo. A physical gas contact between the probe and
the anatomy is required because the nature of ultrasound waves in gas. The US probe is
generally connected to a computer that processes the measured echo and visualizes the
data as an image. Ultrasound images (see figure 1.3(b)) are hard to interpret due to the
images suffering from variable contrast, speckle, and shadowing artifacts. It increases
the difficulties for an operator to interpret the 2D slices because they do not know the
exact direction where the slices are taken. Therefore, a comprehensive interpretation of
the 2D slice images depends on the experience of the operator. 3D ultrasound images
can be generated by either tracking a 1D US probe to construct 3D from a stack of 2D
images with known acquisition positions, or using a 2D US probe to directly acquire a
3D volume. The US imaging machines are relative cheaper and portable compared to CT
scanners, MRI scanners or C-arm machines. US imaging has primarily been used as real
time examination to evaluate soft tissue structures, fracture union and reunion, infection,
ligamentous injury, and nerve compression for trauma and orthopedic treatments. For
IGOS, US imaging has been used as a non-invasive method to generate a 3D surface of
a patient bone by tracking the US probe and a dynamic reference object (DRO) which
is rigidly attached to the bone in one coordinate system [47, 48]. The registration of
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the generated bone surface and the CT volume of the bone will allow tracked surgical
instruments to be aligned with the CT image or a pre-operative plan.

1.2.1.4 Optical Video Imaging (Visible Light)

Optical video imaging (visible light) is well employed in endoscopic surgery, e.g. bron-
choscopy, laparoscopy and arthroscopy. They aim to obtain a normal vision within the
patient’s body without serious trauma of the patient by inserting an optical instrument
with video cameras at the proximal end through small incision (port) or natural open-
ing (e.g. bronchoscope introduced trough nose and trachea into the airways). Optical
video images alone are not commonly used in orthopedic surgery to obtain the anatomi-
cal information, since it cannot penetrate the skin surface to image the underlying bone
structures. Navab et al. [49, 50] propose a novel intra-operative video augmented X-ray
imaging system by attaching a standard mobile C-arm with a video camera and mirror
construction near to the X-ray source (see figure 2.2). The combination of the X-ray and
optical images that visualize the bone and live video in a common image frame opens a
new direction for medical imaging in orthopedic surgery.

1.2.1.5 Other Imaging Techniques

Positron emission tomography (PET) and SPECT (Single Photon Emission Computed
Tomography) are nuclear medicine imaging techniques using gamma rays. Both provide
3D information of functions or metabolism of the body compared to 2D X-ray images, CTs
and MRIs. PET is mainly used in the medical fields of cardiology, neurology, and oncology.
SPECT is capable of providing information about blood flowing to tissue therefore can be
used as a diagnostic tool to detect stress fracture, spondylosis, infection, and tumor. The
fusion of SPECT or PET images with CT or MRI images [51, 52| allows visual physiologic
information to be registered with detailed anatomic map so that tissue function can be
correlated directly with tissue structure. The fusion can be achieved by using a composited
machine, e.g. CT/PET scanner [51], or by employing image registration methods to align
obtained images [52].

In addition, some other recently developed medical image modalities, e.g. near-infrared
imaging, terahertz imaging, and microwave imaging, have been reviewed in [26].

1.2.2 Fusion of Relevant Surgical Information

It is definitely necessary for a successful surgery to register the medical images to the cor-
responding anatomy and to locate surgical instruments, and it is a challenge for surgeons
to mentally establish the spatial relation between them. Therefore, a key component in
modern image guided surgery is to fuse these informations by aligning them into one
common spatial coordinate system.
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1.2.2.1 Segmentation

Image segmentation is primordial in delineating the anatomy under surgery for usual as-
sessment or for subsequent registration between imaging modalities. There are various
segmentation algorithms being developed, such as simple threshold and region growing
methods and more complex algorithms like graph cuts [53]. Some recent works on segem-
ntation are based on active contour models [54], level sets [55, 56], or atlas registration
[57]. However, there does not exist a fully automatic segmentation solution that can be
applied across different imaging modalities and anatomical structures. To obtain accurate
results, segmentation procedures often involve some form of interaction from users, e.g.
specifying suitable parameters or roughly selecting an initial segmentation region.

1.2.2.2 Registration

Aligning multiple data sets into a common coordinate system such that the locations of
corresponding points coincide is defined as registration, which has been studied extensively
both for medical and non medical applications [58, 59, 60, 61, 62, 63]. One major challenge
in medical registration is accounting for deformable anatomical structure, which is still
a very active area of research. For image guided orthopedic surgery, rigid registration
methods are commonly employed, as bones are assumed to be non-deformable. The
main purpose of registration for IGOS is aligning pre-/intra-operative medical images
and patient’s bones.

The most robust and mature registration used in IGOS is 3D /3D paired point based
methods. In order to obtain the point correspondences, the most obvious way is to
identifying corresponding anatomical landmarks in two different modalities, which could
be error-prone due to poor localization of the landmarks. Fiducial based solutions have
been proposed to improve the accuracy of point localization. The fiducial markers can be
implantable, i.e. fixed to the treated anatomy. This requires additional surgical procedure
and usually yield more accurate registration. Skin adhesive fiducials can be attached on
skin surface without additional invasive surgical procedures, but skin movement between
data acquisitions could compromise the accuracy of registration. Thus, procedures that
can tolerate larger registration errors may be best suited for these markers. Intra-operative
identification of the location of fiducial markers attached to patients is generally performed
by using a tracked calibrated probe to touch the fiducial markers.

The limited points and their spatial arrangement could alter the registration accuracy.
Surfaces represented by a points cloud can be used for robust and stable registration. In
this case, the point correspondences are generally not available. The iterative closest
point (ICP) method is used to find the transformation between two point sets without
known correspondences. Several ICP methods have been developed [64, 65, 66, 67, 68].
ICP requires an initial guess, which can be computed form paired point registration using
the anatomical landmarks. For pre-operative images, the points cloud of the surface
can be obtained as the result of segmentation. Intra-operative acquisition of the point
cloud of the surface is mainly achieved by touching the anatomical structures using a
tracked probe. Alternatively, surface can be generated non-invasively by using ultrasound
imaging. Surface based registration has been employed and evaluated in different image
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guided orthopedic surgical procedures, e.g. CT-based image-guided spine surgery [69, 70],
tumor resection in pelvis [71], hip surgery [72], and total knee arthroplasty [73]. Talib et
al. [48] compare the use of a tracked pointer and ultrasound for obtaining surface points
of two cast proximal femurs.

Maurer et al. [52] proposed to combine the surface and implanted fiducial markers
to register C'T images of the head to physical space. They demonstrated that using few
bone implanted markers can improve the accuracy of the surface based registration.

2D /3D registration is employed to register the pre-operative images into C-arm X-ray
projection geometry. Algorithms can be roughly classified into geometric feature-based
[74], intensity-based [75, 76], and hybrid approaches [77, 78]. All 2D/3D registration
algorithms are iterative and need an initial coarse registration, which can be obtained
from the clinical setup according to the patient’s position and the intra-operative imaging
view, or using paired point registration based on skin adhesive markers (or anatomical
landmarks).

If the imaging devices, e.g. C-arms, is tracked during image acquisition, the position
of the acquired image is known relative to the tracking coordinate system. Thus the
acquired intra-operative 2D or 3D images can be inherently aligned into the common
tracking coordinate system.

1.2.2.3 Tracking

In order to locate the surgical instruments with respect to the treated anatomy or im-
plants in real time, computer aided tracking technology is employed to determine the
positions and orientations of the instruments, anatomy, and implants in a common track-
ing coordinate system. Several tracking solutions are proposed for image guided surgery,
such as encoded mechanical arms, optical ego-motion (self-motion) tracking, fiber op-
tic based devices (ShapeTapeTM), optical tracking, electromagnetic tracking, ultrasonic
based tracking. A brief comparison between these tracking solutions is presented in [12].
As discussed in [12, 79], an ideal tracking system for image guided surgery should have
the following properties: small in physical size; complete (estimates all six degrees of
freedom); accurate (error less than 1lmm and 0.1°); fast (refresh rate of 1,000Hz with a
latency of less than 1ms, regardless of the number of deployed sensors); concurrent (tracks
multiple objects concurrently); line of sight (does not require line of sight); robust (not
affected by the environment, e.g. light, sound, magnetic fields); large working volume;
wireless (sensors are wireless and can function for several hours; inexpensive.

For modern image guided orthopedic surgery, the optical tracking method is mostly
used. It employs at least two optical cameras to track at least three fiducial markers
in a rigid arrangement construction that is fixed onto the tracked object. Compared
to other solutions, optical tracking is robust to the operation environment, has enough
working volumes for most orthopedic surgeries, provides a sufficient real time update rate,
and can track multiple targets concurrently. The major drawback is the requirement
of line of sight, i.e. requiring no occlusion between the tracking camera and tracked
fiducial markers. The fiducial markers attached to the instrument or anatomy can be
categorized into active markers, i.e. light-emitting diodes (LED), and passive marker, i.e.
light-reflecting spheres. The active markers need to be powered using cables or wireless
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with battery. The passive markers do not need power supply. The wireless solutions
require a unique configuration of fiducial markers for each tracked target in order to
distinguish among the tracked targets. Many works have been conducted to evaluate the

positional accuracy of the optical tracking systems employed for image guided surgery
[80, 81, 82, 83, 84].

1.2.3 User-System Interface

Modern image guided surgery systems provide rich surgical information but require in-
teraction from the surgeons to adjust system settings for an optimal performance. It is
necessary for an IGOS system to present to surgeons the visual information in an intuitive
and understandable way and to enable the surgeons to manage the system efficiently. The
user-system interface can be divided into two categories, information presentation that
includes visualization methods and display solutions, and user interaction that is the way
the user interacts with the system.

1.2.3.1 Information Presentation

Visualization Image guided surgery systems present surgeons with visual data about
the surgical procedure, which is generally shown in display devices. Modern display
devices are two dimensional screens, which introduces challenges to display 3D data. 3D
visualization solutions have been developed to concisely and intuitively convey the relevant
information of 3D volumetric data as 2D images. The most common way of visualizing
3D data is volume re-slicing that displays an image created by placing a 2D plane through
the 3D volume. In most cases, the images are generated from the standard axial, sagittal
and coronal planes, with which surgeons are familiar.

Surface rendering is an indirect way of visualizing the anatomical structure of 3D
data, which is mainly used in computer graphics. For visualizing medical 3D images
of anatomies, this method requires a pre-segmentation of the surface, and visualization
accuracy depends on the segmentation accuracy. Direct volume rendering (DVR) methods
do not require explicit segmentation of anatomical structures from 3D data. However,
a suitable transfer function, a mapping from volume data to color and opacity values,
must be defined to render a desired 2D image. Kutter [85] discusses the basic theory of
DVR, reviews DVR using GPU ray casting, and proposes an efficient GPU-accelerated
volume rendering method. Maximum intensity projection (MIP) is a traditional volume
rendering method. It projects the voxels with maximum intensity along the parallel rays
traced from the viewpoint to the plane of projection. However, the resulted 2D images do
not provide an accurate depth perception of the visualized volume data. Surface rendering
and volume rendering techniques for 3D CT images have been evaluated in [86, 87, 88].

Visual data stems from different modalities, e.g. CT images, X-ray fluoroscopy images,
optical images, or virtual model images. Merging and fusing different modalities enhances
intra-operative visual feedback for many image guided interventions. Navab et al. [49, 50]
introduce a system to overlay C-arm X-ray images onto co-registered optical video images.
They have used a simple alpha blending (or alpha compositing) method to merge the X-
ray images over the optical video images. Gao et al. [89] propose a registration method to
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align (3D) transesophageal echocardiography (TEE) and fluoroscopy for the guidance of
cardiac interventions. For image visualization, they also use the alpha blending method.

Intensities in 2D X-ray images are computed by accumulating absorption from the
complete ray traversal through the body and do not correspond to a specific depth along
the ray. For fusion of visual data with 2D X-ray images, the alpha blending method could
result in misleading depth cues from the fused view. Wieczorek et al. [90] develop a novel
interactive X-ray perceptual visualization (IXPV) method to improve the depth percep-
tion of a single 2D X-ray image by retrieving a priori knowledge which has absorptive
properties from pre-operative CT. Figure 1.4 shows the fusion of an X-ray image and
ultrasound slice for animal cadaver cow leg using alpha blending and IXPV respectively.
Visual composition of real and virtual anatomy of the patient is an important factor for
medical augmented reality (AR) applications. Kutter [85] develops a GPU-accelerated
medical AR visualization solution for head mounted display devices to optimize percep-
tion, performance and quality of medical AR visualization. Bichlmeier [91] proposes a
contextual in-situ visualization method to generate artificial depth cues for support a cor-
rect and intuitive perception of depth, pose, and shape of all involved objects in an AR
scene (see figure 1.5(b)).

(a) (b) (c)

Figure 1.4: Animal cadaver cow leg visual assessment. (a) Fusion using 2D blending of
ultrasound and X-ray; (b) The depth of field technique. (¢) When applying the IXPV
technique the tibia is now displayed correctly in front of the ultrasound plane. Image
courtesy of Matthias Wieczorek [90]

Information Display Currently, the majority of image guided orthopedic surgical sys-
tems use standard 2D monitors for displaying images. The screen is commonly divided
into four sections that display axial, sagittal, coronal views, and 3D rendering of the
anatomy. The main drawbacks of 2D monitors are 1) they are usually placed away from
the operation site, which leads surgeons to switch their focus between the patient and
display; 2) one dimensional information of 3D volumetric data could be lost.

Head mounted display (HMD) devices have been proposed for medical in-situ to avoid
complex mental mapping from 2D monitor images onto the 3D patient. Bajura et al.
first proposed the usage of augmented reality technology based on a HMD device that
visualizes the acquired ultrasound image of a pregnant woman’s abdomen [92]. Fuchs
et al. [93] present an optical-see-through HMD system to assist understanding of 3D
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(a) (b)

Figure 1.5: Augmenting video images of a human head by the virtual anatomy of brain
using video-see-through head mounted display (HMD). (a) HMD system setup; (b) Con-
textual in-situ visualization of the video image and related virtual anatomy, which is
displayed on the HMD. Image courtesy of Christoph Bichlmeier [91].

anatomical structures during laparoscopic surgical procedures. Sauer at al. [94] report
a video-see-through HMD solution to display a stereo video view of patient augmented
by a graphical representation of anatomical structures that are segmented from image
images. They have performed pre-clinical evaluation for neurosurgery. Traub et al. [95]
introduce a hybrid intra-operative visualization solution based on combing HMD display
and 2D slice rendering for orthopedic and trauma surgery, and the solution has been
evaluated based on phantom study of drilling. Bichlmeier demonstrates several intra-
operative visualization techniques based on HMD devices for supporting orthopedic and
trauma surgery, e.g. virtual mirror [96, 97, 98] and contextual anatomic mimesis (see
figure 1.5) [99].

Alternative to 2D monitor and HMD solutions, a display solution of combining a mon-
itor and a semi-transparent mirror has been proposed for image guided surgery. Several
systems have been developed to enable surgeons to view patients directly through the
mirror with the reflection of images from the monitor [100, 101, 102].

However, HMD and semi-transparent mirror based display solutions are still the sub-
ject of research. The major challenges for their clinical translation is: (i)complex system
setup that needs additional cables, (ii)system calibration, (iii)poor comfortability due to
wearing the HMD or placing the mirror between the surgeons and the treated patients,
and (iv)unacceptable overlay accuracy of virtual and real objects caused by a poor regis-
tration or tracking performance.

1.2.3.2 User Interaction

Modern image guided surgical systems (or solutions) often require user interactivity. The
general challenges for user interaction are optimized space organization, intuitive and
user friendly to use during stressed operation, and the sterilization within the space of
the surgical field.
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It is impractical to employ the traditional keyboard-mouse solution, since they cannot
be sterilized and are too cumbersome for use in the crowded environment close to the
patient. Several strategies have been proposed for the user interaction including touch
screens, foot switches, tracked virtual keypads, speech recognition, visual marker detec-
tion, and gesture recognition. Tracked virtual keypads and voice recognition solutions
have been evaluated over 40 image guided spine surgical procedures [103]. Bichlmeier [91]
develops and evaluates three user interaction solutions for HMD based medical augmented
reality applications, which are voice recognition, computer vision based gesture recogni-
tion, and foot pedal. Graetzel et al. [104] present a computer vision based hand gesture
recognition for user interaction. Samset et al. [105] propose to detect the event of the
occlusion of a visual marker using a video camera and use this event as an user input for
computer assisted surgery. Schwarz et al. [106] introduce a gesture-based interaction so-
lution that surgeons can customize to personal gestures by training the required gestures
based on low-dimensional manifold learning. Wireless body-worn inertial sensors are used
in their solution in order to avoid issues of camera-based systems, such as sensitivity to
illumination and occlusions.

1.3 Verification, Validation and Evaluation

Many IGS systems have been introduced in the last decades, e.g. systems using external
camera tracking for navigation or augmented reality visualization. All of them provide
various promising solutions to simplify surgery and/or improve patient treatment. How-
ever, very few IGS systems have succeeded to become clinically accepted and even a small
number of them were integrated into daily clinical routine. Development of novel 1GS
solutions involves a long and complicated process from the initial idea until their accep-
tance and use for clinical applications. This process includes the phases of clinical problem
investigation and analysis, problem modeling, system and algorithm design, implemen-
tation, system verification and validation, and finally evaluating the system in terms of
its clinical outcome. The practicability, efficiency and clinical suitability of a system are
mostly confirmed within the clinical evaluation phase.

The terms verification, validation, and evaluation describe different parts of the as-
sessment in an image guided surgery system. Verification refers to the process of ensuring
that the system was built according to the specified requirements. Validation refers to
the activity of ensuring that the system fulfills the purpose it was designed for [107].
Evaluation refers to the action of analyzing merit, worth, and significance of a system in
various dimensions.

1.3.1 Multi-Stage based Evaluation Strategy

Evaluation of the image guided surgery solutions definitely involves different aspects rang-
ing from technical system properties, towards the clinical impact on surgical performance
and patient outcome, and further towards social and legal impacts. The focused evalua-
tion aspect depends on the system development phase.
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Different methodologies of multi-phase based evaluation have been proposed for health
care technology. A six-level strategy was proposed for evaluating the efficacy of diagnostic
imaging [108]. These six levels are 1) technical quality; 2) diagnostic accuracy and sensi-
tivity; 3) impact on physician’s diagnostic thinking; 4) efficacy on the patient management
plan; 5) efficacy on patient outcomes; 6) societal costs and benefits of a diagnostic imaging
technology. Verbeeck et al. [109] present a two-phase protocol, which are the functional
specification phase and the clinical acceptability phase, for the technical and clinical eval-
uation of a system for the planning of stereotactic neurosurgical interventions. Goodman
[110] proposes a ten-steps for health care technology assessment: 1) identify assessment
topics; 2) clearly specify assessment problem or question (i.e. assessment objective); 3) de-
termine locus of assessment (e.g., who will perform the assessment?); 4) retrieve available
evidence; 5) collect new primary data; 6) interpret evidence; 7) synthesize evidence; 8)
formulate findings and recommendations; 9) disseminate findings and recommendations;
and 10) monitor impact. The assessment of IGS systems has been discussed in detail by
Jannin and Korb [111]. They propose an assessment framework with six levels classified
according to the progress of the clinical acceptance, 1) technical system properties; 2)
diagnostic reliability (indirect) and therapeutic reliability (direct); 3) surgical strategy
(indirect) and surgical performance (direct); 4) patient outcome; 5) economic aspects; 6)
social, legal, and ethical aspects.

1.3.2 Validation of Technical Accuracy

Image guided orthopedic surgery systems are generally built based on several different
components, e.g. medical imaging, image registration, and tracking, to provide intra-
operative visualization or guidance for surgical tasks. Technical and functional aspects of
an IGOS system must be validated for the employed individual components separately,
as well as the overall system. Simon et al. [112] present a study to validate the accuracy
of a CT based navigation solution for total hip replacement. They have first indentified
and evaluated potential error sources from different system components, e.g. registration,
tracking, etc. For validation of the overall system, they have evaluated how well a cavity
cut in a femur match the planned cavity location. It is recommended to first conduct a
clinical bench test using highly accurate phantom in a well controlled laboratory environ-
ment followed by a clinical outcome study in a simulated operating room setting utilizing
cadavers [113]. Medical image processing is one of the most critical components for an
IGOS system. Jannin et al. [114] discuss criteria for the validation of medical image
processing, which are accuracy, precise and reproducibility (or reliability), robustness,
consistency or close loop, fault detection, functional complexity, and computation time.
They also present the principal technical requirements for validation, including standard-
ization of validation methodology, design of validation data sets, and validation metrics.
Complete validation data sets for the validation as suggested in [114] should include nu-
merical simulations; realistic simulations from clinical data sets; physical phantoms; and
clinical data sets distinguished from absolute ground truth to lack of ground truth.
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1.3.3 Evaluation of Clinical Relevance and Impacts

It becomes a critical point to evaluate the practicability, efficiency and clinical suitability
of an IGOS system. Compared to the validation of technical accuracy, it requires a more
tight collaboration between scientists, medical experts, and engineers to define evaluation
protocols and to conduct evaluation experiments. Moreover, evaluation criteria could
vary depending on clinical applications and IGOS systems, and involved factors could
be various, e.g. human factors and system user interface. It is difficult to define an
absolute ground truth. Questionnaires are often employed as an efficient tool to measure
quality factors such as clinical relevance or the confidence of the surgeon. Questionnaire
based evaluation was employed to assess the surgical impression and clinical functionality
of IGS systems for neurosurgery [109, 115]. Image guided surgical procedures involve
various sophisticated technologies, delicate instruments, complex setups, and modified
surgical workflow. These can offer space for human errors. Jiang et al. [116] introduce
"Failure modes & effects analysis" to systematically study human factors and human
errors in image guided surgery. As it is difficult to build the absolute ground truth,
clinical impact of a newly developed IGS solution is often evaluated by comparing it with
a conventional solution. Traub et al. [117] propose a surgical workflow based evaluation
to investigate the clinical performance of vertebroplasty using the Camera Augmented
Mobile C-arm(CamC) system compared to using intra-CT based solution. This interesting
initial study involved only one surgeon and a very small number of samples, and could
therefore not show significant results. In this work, the concept of surgical workflow based
evaluation is extended and applied to assess the clinical impact of the CamC system, which
will be presented in sections 2.4 and 2.5.

1.3.4 Cost Evaluation

Image guided solutions provide several advantages compared to traditional surgical tech-
niques. However, the expense of employing new 1GOS solutions is a hurdle for their
clinical acceptance, and thus it should be analyzed in order to justify the clinical benefits.

The cost can be divided into direct costs and indirect costs. The direct costs include
the investment of purchasing or leasing of hardware and software and service associated
with use the systems, e.g. tracking devices, instrument tray, navigation computer with the
software modules, and tracking camera. The indirect costs include the loss of productivity
associated with learning the technique as well as the extra time in the operating room
utilizing the technique, e.g. hourly cost for an operating room and anesthesia professional
fees [113].

Jolesz et al. [118] discuss the expenses of deploying an open-architecture intra-
operative MR imaging system. Lavernia et al. [113] analyze the cost for total knee
and hip arthroplasty using commercial IGOS systems. They define cost effectiveness as
a percentage number, one hundred percent as the point at which the volume of yearly
cases performed yields the reduction in revision and dislocation rates that compensates
for the expenses. They show that IGOS in total hip arthroplasty is cost effective (cost
effectiveness > 100%) after low surgical volumes while in total knee arthroplasty does not
become cost effective (cost effectiveness < 100%). Watkins IV et al. [119] study the cost
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effectiveness of thoracolumbar pedicle screw instrumentation using a commercial image
guidance system consisting of NaviVision (Vector Vision-BrainLAB) and Arcadis Orbic
C-arm (Siemens Healthcare SP). They show that employing the image guided solution
may be cost effective compared to traditional techniques without image guidance in spine
practices with heavy volume, that perform surgery in difficult cases, and that require long
surgical times for the placement of pedicle screws. The cost saving of using IGS solutions
compared to traditional solutions could potentially come from the reduced rate of revision
surgery, reduced operation time, and the reduced hospital stay [119, 118].

1.4 Problem and Challenge

Image guided surgery solutions have been widely employed for a variety of clinical sit-
uations of orthopedics. Their clinical benefits have been proven, which include increase
of accuracy, reduction of variability of surgical interventions, less invasive operations, re-
duction of radiation exposure to both surgeons and patients, and potential decrease of
operation time. Although initial experiences appear promising, there are considerable
potential pitfalls for using IGOS systems, which could lead to prolonged operation time,
unacceptable clinical outcomes, and eventually overhead costs. Some of the major pitfalls
that may occur during navigated orthopedic surgery have been summarized in [120, 121].

For IGOS, medical images are always required to be registered to the patients. Systems
must provide false information if the registration is not fulfilled or the registration result
is not valid. Unfortunately, failure is not always obvious, because the transition between
exact matching and inexact matching is smooth. Potential error sources for a failed
and inaccurate registration using pre-operative images could come from surgeons failing
to exactly identify the predefined anatomical landmarks, or an inaccurate measurement
of the position of the skin attached markers due to the movement of the skin relative
to the bone. Bone implanted markers provide a high and reproducible accuracy, but
require an additional intervention. Furthermore, the correct segmentation of the CT
scan is a prerequisite for reliable registration, and the bone configuration between the
acquisition of pre-operative images and intra-operative registration should be consist for
a valid matching process. For C-arm based solutions, registration is achieved inherently
by the calibration of the C-arm. However, the surgical operation may considerably change
the bone structure. The registration is only valid when the current situation in situ still
corresponds to the previously acquired images. In the case of an invalid registration,
surgeons must be informed to update the image.

Tracking is an indispensable component for many IGOS systems to locate the surgi-
cal instruments and anatomical structures. The most used solution is optical tracking
based on active infra-red light emitting diodes (LEDs) or passive infra-red light reflecting
spheres. A direct line of sight is needed between the tracking camera and the tracked
markers. The arrangement of the tracking camera should be carefully considered and
evaluated depending on available space within the OR, the position of the staff around
the operating table, the position of the treated anatomy, preferences of the surgeon, the
cable length of the tracking system, and the working volume of the tracking camera. Light
sources such as operating lights may interfere with the optical tracking. Letting the cam-
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era face these intensive light sources directly should be avoided. Current well established
registration and tracking methods for image guided orthopedic surgery rely on the rigid
body principle. However, some slim tools, like drill bits or K-wires, can bend easily, which
should be taken care.

Surgeons must understand the underling concept of the IGOS solutions, the complex-
ity of usage of the IGOS systems, and their weaknesses. For this, the surgeons and even
the whole surgical team should be intensively trained in order to maximize the benefits
resulting from optimal operating of the system and minimize the negative effects result-
ing from wrong handling of the system or the technical insufficiency. Only the optimal
performance of a navigation system will probably justify its significant investment costs.

1.5 C-arm X-ray Imaging for IGOS

The mobile C-arm is the primary X-ray imaging device in today’s operating rooms and
plays a vital role intra-operatively for guiding orthopedic and trauma surgeries, because
it is compact, versatile, portable and providing real time imaging, as discussed in the
previous sections. However, there are several distinct limitations to C-arm X-ray guidance:
radiation exposure to patients and surgical teams, limited field of view of the anatomy
and the difficulties in maneuvering to achieve a desired X-ray viewpoint. The aim of this
dissertation is to propose novel image guided solutions enabling optimal X-ray guidance
by taking into account the limitations of the C-arm.

In order to reduce radiation exposure, decrease the invasiveness of surgical procedures,
and increase the reproducibility of surgeons’ performance, navigation systems are often
employed together with the C-arm in order to facilitate various surgical procedures. The
basic concept of surgical navigation is the coupling of medical images and surgical actions
such that surgeons could see instruments displayed in the same coordinate system as
treated anatomy in real time. For achieving this, as shown in section 1.2.2, optical tracking
systems are developed to detect and track the fiducial markers attached to the treated
anatomy, the C-arm and surgical instruments, by using external optical cameras. Zheng
et al. [122] employ an optoelectronic tracking system for their proposed augmented virtual
fluoroscopy technique. This technique has a potential to reduce radiation for repositioning
of bone fragments during close fracture reduction and osteosynthesis. Leloup et al. [123]
use an optical tracking system to localize a C-arm, implants, and drilling devices in order
to support distal locking of intramedullary nail. Particularly, many commercial IGOS
solutions are implemented based on using the mobile C-arm and optical navigation system,
such as FluoroNav (Medtronic Surgical Navigation Technologies, Broomfield, CO, USA)
employed in [124], SurgiGATE system (Medivision, Oberdorf, Switzerland) used in [125]
and NaviVision (BrainLAB AG, Feldkirchen, Germany) employed in [119]. One significant
advantage of using such navigation is to reduce radiation exposure to the patient and
surgical team by eliminating the need to obtain multiple images to update instrument for
example. However, the common problems of the navigation solutions include considerable
investment, calibration during surgery, cable spaghetti, and the requirement of line of
sight.

The previously introduced CamC system [49, 50] that is built by attaching a video
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camera and mirror construction to the C-arm provides a video augmented X-ray. Due to
the mirror construction and an offline calibration, the video camera has the same geo-
metrical view on the patient as the X-ray device. Therefore, the video augmented X-ray
shows bone anatomy or implants co-registered with the live video displaying skin, sur-
geon’s hands, and instruments. This has a potential to minimize radiation exposure for
orthopedic and trauma surgery. Compared to the optical navigation solutions, the CamC
technology is attractive from both clinical and economical points of view, as no addi-
tional separated devices and calibration are required during surgery. This dissertation
investigates the surgical workflow in orthopedic surgery which would allow the effective
use of the CamC system in terms of minimizing radiation exposure. X-ray images ac-
quired by mobile C-arms have a narrow field of view and cannot visualize the entire bone
structure of a lower leg within one single X-ray image. Acquiring several individual X-
ray images to visualize the entire bone structure only gives a vague impression of the
relative position and orientation of bone segments. This often compromises the correct
alignment of fragments and placement of the implants in long bone reduction surgery.
X-ray image stitching methods were proposed to enable the standard mobile C-arm to
have exceptionally wide fields of view. Yaniv and Joskowicz [126] employ a radiolucent
X-ray ruler and stitch X-ray images based on the segmented ruler features. This method
requires sufficient overlapping areas between two consecutive X-ray images to estimate
the planar transformation and thus introduces additional radiation exposure. Another
method [127] employs a radio-opaque absolute reference panel and registers X-ray images
into one common image coordinate system based on the known geometry of this panel.
In our own previous work [128], we propose an X-ray image stitching method based on
the CamC system. It uses the video images of the CamC system in combination with a
visual marker pattern to estimate the planar transformation for creating panoramic X-
ray images. However, all of the previously proposed methods suffer from parallax errors,
which could introduce misalignment or ghosting to the generated panoramic X-ray im-
ages. In this dissertation, a method of parallax-free X-ray image stitching using minimum
radiation exposure is proposed.

For trauma and orthopedic surgery, moving the mobile C-arm into the best viewing
projection in regard to the anatomy is a routine surgical task, which requires time, skill
and a lot of X-ray shots. This is because that, the complex kinematic chain of the
mobile C-arms could lead to the acquisition of X-ray images from additional "gantry
positions" that have no bearing on the treatment until the desired projection image is
achieved. Many solutions and systems have been developed to facilitate C-arm positioning
for acquiring a correct projection X-ray image. Matthews et al. [129] develop a solution for
repositioning the C-arm by using an optical tracking based navigation system. Matthaeus
et al. [130] present a complete robotized mobile C-arm developed by equipping all the C-
arm joints with motors and encoders and closed-form solutions for the inverse kinematics
have been found for automated C-arm positioning. Grezda et al. [131] use tilt sensing
accelerometers for C-arm rotation encoding in order to track the C-arm angular and
orbital rotations during the surgery. Lastly, several medical groups [132, 133, 134] have
investigated the C-arm system equipped with laser aiming device for C-arm positioning
and also for instrument placement. However, these previously developed methods are
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based on standard mobile C-arms that only have five joints (five DOF), three of which
are rotational joints and two are translation joints. This restricts the X-ray source in
terms of reaching an arbitrary position and orientation, which in turns creates difficulties
for a precise positioning of the C-arm. To address this issue, this dissertation introduces
a solution for optimally and precisely positioning the C-arm to a desired view point
by modeling the C-arm and table setup as an integrated 6 degrees of freedom (DOF)
kinematic chain.

1.6 Contribution

This dissertation includes three major contributions to the field of interventional medical
imaging for orthopedic and trauma surgery.

The first contribution is a surgical workflow based methodology for evaluating the
clinical relevance and impact of novel IGS systems. Analyzing single workflow steps not
only reveals individual strengths and weaknesses related to each step, but also allows
surgeons and developers to be involved intuitively to evaluate and have an insight into
the clinical impact of the IGS systems. Using a workflow based assessment is easier to
generalize results for single workflow steps that are common to several procedures. The
proposed surgical workflow based evaluation methodology is applied to assess the clinical
performance of the Camera Augmented Mobile C-arm (CamC) system on 42 cow cadavers
and 43 real patients in a close collaboration with medical doctors at Klinikum Innenstadt,
Miinchen, Germany (see section 2.4 and 2.5).

The second contribution is an intra-operative parallax-free X-ray image stitching
method based on enabling the mobile C-arm to rotate around its X-ray source center,
relative to the patient’s table (see chapter 3). Rotating the mobile C-arm around its X-
ray source center is impractical and sometimes impossible due to the mechanical design
of mobile C-arm systems. In order to ensure that the C-arm motion is a relative pure
rotation around its X-ray source center, we propose to move the table to compensate for
the translational part of the motion based on C-arm pose estimation. For this we employ
a visual marker pattern and the CamC system. Unlike existing methods that cannot avoid
parallax effects in the creation of panoramic X-ray images when imaging non-planar bone
structures, we are able to produce a parallax-free panoramic X-ray image independent
of the geometric configuration of imaged anatomical structures. Our method does not
require a fronto-parallel setup or any overlap between the acquired X-ray images. The
generated parallax-free panoramic X-ray image preserves the linear perspective projec-
tion property. This true panoramic X-ray image now can be treated as a single image
obtained by a C-arm having an exceptional wide imaging field of view and also can be
further processed by various computer vision or image processing algorithms that assume
linear perspective projection, e.g. 2D-3D rigid registration of X-ray fluoroscopy and CT
images. Taking into account that the economical issues in healthcare are of high im-
portance for computer aided intervention solutions, the proposed approach of using a
CamC system and a visual planar marker pattern for intra-operative parallax-free X-ray
image stitching is also attractive from an economical point of view, since no additional
calibration and no external tracking systems are required during surgery.
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The third contribution is a method to model both the mobile C-arm and patient’s table
as an integrated kinematic chain having six DOF without constraining table position (see
chapter 4). The closed-form solutions for the inverse kinematics problem are derived in
order to obtain the required values for all C-arm joint and table movements to position the
fluoroscope at a desired pose. The modeling method and the closed-form solutions can be
applied to general isocentric or non-isocentric mobile C-arms. Having the 6-DOF C-arm
model with the closed-form inverse kinematics solutions enables novel solutions for many
advanced applications in the fields of surgical navigation and advanced X-ray imaging that
require C-arms to be precisely positioned or repositioned relative to the patient’s table,
and also in other clinical fields such as cardiology or prostate brachytherapy imaging to
name a few. Particularly, we present a novel approach for parallax-free panoramic X-
ray imaging based on the inverse kinematics of the 6-DOF C-arm model. This allows
surgeons to intuitively specify the position of an X-ray image in the panorama, and be
automatically guided by the system on how much to move the C-arm joints and the table
for a desired result.

Additionally, publications I authored or co-authored during this dissertation are listed
in appendix B.
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CHAPTER
TWO

CAMERA AUGMENTED MOBILE C-ARM (CAMC): VIDEO
AUGMENTED X-RAY IMAGING

Orthopedic and trauma surgeries rely heavily on intra-operative X-ray images to visualize
bone configuration and guide treatments, especially in minimally invasive surgery. Within
the last two decades, mobile X-ray C-arms have become an everyday tool to acquire X-
ray images during surgeries. However, the X-ray images of bone structures and implants
are not directly aligned the real scene seen by surgeons. It is essential for surgeons to
understand spatial relations between anatomy, implants, and surgical tools for a successful
treatment. This often requires considerable mental effort, time, and radiation exposure,
and thus introduces additional difficulties and potential human mistakes that can impair
the quality of surgeries.

Figure 2.1: The Camera Augmented Mobile C-arm system setup. The mobile C-arm is
extended by an optical camera. Image courtesy of Nassir Navab [50].

The Camera Augmented Mobile C-arm (CamC) system that extends a standard mobile
C-arm by a video camera and mirror construction was introduced by Navab et al. [49, 50]
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(see figure 2.1). By placing the video camera and mirror in such a way that the camera
optical center and the X-ray source virtually coincide, the camera can have the same
view of the patient as the C-arm X-ray. This allows the CamC system to provide an
intuitive real-time intra-operative visualization of X-ray images co-registered with a live
video (see figure 2.2). This technology is coined as video augmented X-ray imaging (VAX),
meaning the overlay of X-ray and video images. As the spatial relations between bone
strcutures, implants, tools and skin surface can be quickly and intuitively perceived in the
overlay of X-ray and video images, surgeons could perform operations more confidently
with less radiation exposure, reduced rate of potential surgical mistakes, and increased
reproducibility. The CamC technology is attractive from both clinical and economical
points of view, as no additional separated devices and calibration are required during
surgery. Over forty patients were treated successfully with CamC support between July
2009 and March 2010. This is the first time that a medical Augmented Reality (AR)
technology is used consistently in real orthopedic surgeries worldwide.

Figure 2.2: Thanks to a joint construction and calibration, the CamC system implicitly
registers X-ray (upper-left) and video images (lower-left) to provide video augmented X-
ray imaging (right). The pictures are from an elbow fracture reduction surgery under
CamC support.

This chapter first presents the previous work related to the CamC technology in section
2.1. A practical and robust method for an accurate intra-operative video augmented X-
ray imaging is explained in section 2.2. The construction of the first clinically used CamC
system is described in section 2.3. A surgical workflow based evaluation methodology and
a pre-clinical study of the CamC system based on 42 animal cadavers are discussed in
section 2.4. Furthermore, a clinical study of the CamC system on 43 patients is presented
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in section 2.5.

2.1 CamgC: state of the art

2.1.1 Augmenting Intra-operative Medical Images

Augmented Reality (AR) supplements the real scene with a virtual scene. It has been
widely used in areas such as manufacturing and repair, annotation and visualization, robot
path planning, entertainment, and military aircraft guidance [135]. Lately, the operating
rooms have welcomed AR technology for specific workflow tasks, and the technology has
aided surgeons with surgical planning. Further, medical AR technology that enhances the
surgeon’s view of the patient with computer generated images of anatomy and tools in real
time has been successfully applied in various disciplines of surgery, such as neurosurgery,
orthopedic surgery, and maxillofacial surgery [136, 137]. It was shown that AR is a
promising solution to improve the accuracy of surgical procedures, decrease the variability
of surgical outcomes, reduce trauma to the critical structures, increase the reproducibility
of surgeons’ performance, and reduce radiation exposure [136, 137].

Most in-situ AR visualization systems augment the view of a surgeon or an optical
video camera with pre-operative data based on various image registration techniques.
Pre-operative data however cannot always represent the latest anatomical information.
For this, intra-operative imageing has been employed for surgical AR, since the images
can be updated during surgery. Stetten et al. [138] present a Real Time Tomographic
Reflection (RTTR) system to augment one slice of 3D ultrasound images of the anatomy
with its surface based on a half silvered mirror and a flat panel miniature monitor mounted
in a specific arrangement. Fichtinger et al. [101] propose an intra-operative CT based
medical AR system for visualizing one CT slice onto the patient in-situ thanks to a specific
arrangement of a half transparent mirror and a monitor rigidly attached to a CT scanner.
A similar technique was proposed for the in-situ visualization of a single MRI slice [102].
Feuerstein et al. [139] augment laparoscope video images with intra-operative 3D cone-
beam CT by tracking C-arm and laparoscope using the same external optical tracking
system. Wendler et al. [140] fuse the real time ultrasound image with synchronized real
time functional nuclear information from a gamma probe based on optical tracking the
ultrasound and nuclear probes in a common coordinate system. Wendler et al. [140] also
propose freechand SPECT to augment the 3D reconstruction of radioactive distributions by
a live video by using a calibrated optical tracking and video camera system [141]. A clinical
study of the freehand SPECT system for sentinel lymph node biopsy over 50 patients is
reported in [142]. Zheng et al. [122] introduce an augmented fluoroscopy by tracked bones
and implants for minimally invasive diaphyseal long bone fracture reduction. All these
systems require either tracking techniques or a specific arrangement of the imaging devices
in order to align the different images or viewing geometries. However, AR has not been
widely accepted, mainly because of its cumbersome system setup which includes a line of
sight for tracking and on-site calibration and registration procedures. Furthermore, non-
rigid registration, intra-operative image updates, display techniques, and user interface
must be addressed for both reliability and ease of use required by the medical community.
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2.1.2 Construction Concept

The CamC technology first emerged in 1999. It was developed by Navab et al. for online
estimation of C-arm X-ray projection geometry for 3D cone-beam reconstruction [143].
In its infancy, the technology involved attaching a video camera near the C-arm X-ray
source such that they have almost the same viewing direction, i.e. both optical axes are
almost parallel. This system has further been employed for augmenting the live video
images with the pre-reconstructed cone-beam CT image [49].

Later, Navab et al. [49, 50] introduced a mirror reflection concept to enable the
attached video camera and the C-arm X-ray to have the exact same virtual view point
(see figure 2.3). Thanks to an offline calibration, the acquired X-ray images are co-
registered with the video images without any further calibration or registration during
the intervention. Providing a correct overlay of the X-ray and video images is known as
the CamC technology, and it is valid for the entire X-ray cone-beam projection geometry.

Figure 2.3: Video camera and mirror construction concept of the CamC system.
The calibration concept for the CamC system proposed in [49, 50] includes three steps:

1. Distortion correction: Both the optical video camera and the X-ray images have
distortions. They must first be corrected for their distortion such that they pre-
serve the linear projection property. Furthermore, the X-ray geometric distortion
depends on the orientation of the mobile C-arm with regard to the earth’s magnetic
field. For precise distortion correction, the C-arm has to be calibrated for every
orientation. Look up tables provided by the vendor can correct for the geometrical
X-ray distortion for most common poses of the C-arm. For C-arms with flat panel
detectors instead of X-ray image intensifiers, distortion is a minor problem and is
often taken into account by system providers.

2. Alignment of X-ray source and camera optical center: Having a geometrical
correct overlay of the video and X-ray image requires both images be acquired from
the exact same view point. The second step of the calibration is to position the
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camera and the mirrors such that the camera optical center coincides with the X-
ray source center. This is the most critical step. The projection center is determined
by the intersection of at least two distinct linear rays, each of which is defined by
two distinct points. The alignment of two projection centers is thus guaranteed by
the alignment of at least two pairs of the linear rays (see figure 2.4).

Figure 2.4: The camera optical center virtually coincides with the X-ray source center
when at least two rays from both projection centers pass through two pairs of markers.
Image courtesy of Joerg Traub [144].

3. Homography estimation for image overlay: Even after successful alignment
of X-ray source and camera optical center, X-ray and optical camera have different
intrinsic parameters and they differ in orientation. A homograph H € R3*3 must
be estimated to compensate for the difference in intrinsic parameters and imaging
orientation in order to warp the X-ray image onto video images correctly. Direct
linear transformation (DLT) can be employed to compute H with at least four
corresponding points in the X-ray and video images.

2.1.3 Potential Clinical Applications

Mitschke et al. [145] present a protocol for needle placement procedures under guidance
of the X-ray and video image overlay. They require minimum two X-ray images acquired
from different unknown C-arm pose and the exact placement of the needle can be achieved
under the video guidance assisted by a special designed placement device having two
orthogonal rotation planes. Heining et al. present the interlocking of intramedullary
nails [146] and pedicle screw placement [147] under the guidance of video augmented
X-ray images. Traub et al. [117] propose to use the CamC system for vertebroplasty
procedures, and compare the surgical performance of these procedures using the CamC
system and fluoro-CT guidance. In this work, more clinical applications are identified,
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which include X-ray positioning, incision, entry point location, instrument axis alignment,
K-wire guidance, and surgery documentation (see section 2.5).

2.1.4 Extensions to CamC platform

Having aligned projection geometries of the C-arm X-ray and the attached video camera
enables various computer aided surgery solutions. Navab et al. [148] develop a visual
servoing solution for intra-operative positioning and repositioning of mobile C-arms. Ad-
ditional visual markers on patients’ skin allow the optical camera to compute the C-arm’s
pose and its required displacement for positioning. In the absence of electronically con-
trolled mobile C-arms, the visual servoing solution provides step-by-step guidance on how
much to move each of C-arm joints until a desired position is achieved.

The CamC system provides visualization and guidance in a two dimensional space.
However, no depth control was possible. Thus, the system was limited to applications
where depth did not matter, such as interlocking. As an extension to the CamC system,
Traub et al. [149] develop a multi-view opto-xray imaging system (see figure 2.5(a)) that is
capable of depth control during surgery by attaching a second video camera to the C-arm.
Furthermore, they apply cross ratio to estimate the tip of a linear surgical instrument in
2D images. After one time calibration of the newly attached second video camera, they
are able to show the instrument tip in the orthogonal view to the C-arm X-ray (see figure
2.5(b)). The feasibility of the system has been validated trough cadaver studies.

(a) (b)

Figure 2.5: (a) The C-arm with two attached optical cameras. The first camera is attached
to the gantry with a double mirror construction. The second camera is attached in an
orthogonal direction with a single mirror construction. (b) The second camera is used for
depth control. Image courtesy of Joerg Traub [149].

Dressel et al. [150] propose to guide intra-operative C-arm positioning using artificial
fluoroscopy. This is achieved by computing digitally reconstructed radiographs (DRRs)
from pre- or intra-operative CT data. An initial pose between the patient (the CT image)
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and the C-arm is computed by rigid 2D /3D registration. After the initial pose estimation,
a spatial transformation between the patient and the C-arm is obtained from C-arm
motion estimation, for which the CamC system is employed (see figure 2.6). Using this
information, it is able to generate DRRs and simulate fluoroscopic images (see figure 2.7).
For positioning tasks, this system appears to match conventional fluoroscopy; however
simulating the images from the CT data in real time as the C-arm is moved without the
application of ionizing radiation.

X-ray image Virtual fluoroscopy

X-ray source
Touchscreen Optical camera
user interface

Pattern

Spine Phantom

X-ray detector

Figure 2.6: The system setup for artificial fluoroscopy generation using the CamC system.
Image courtesy of Philipp Dressel [150].

An X-ray image stitching method was implemented based on the CamC platform [128].
The CamC system acquires registered X-ray and optical images by construction, which
facilitates the generation of panoramic X-ray images. This is achieved by first stitching,
then embedding the X-ray images (see figure 2.8). Visual marker tracking is employed to
automatically stitch the sequence of the optical video images and to rectify images. The
proposed method is suitable for intra-operative usage, generating panoramic X-ray images
with less exposure and without the requirement of fronto-parallel setup and overlapping
X-ray images.

The CamC technology paves the way for developing various novel computer aided
surgery solutions. In this dissertation, I propose two computer aided intra-operative X-ray
imaging solutions: parallax-free panoramic X-ray imaging (see chapter 3) and closed-form
inverse kinematics for C-arm X-ray imaging with six degrees of freedom (DOF) (see chap-
ter 4). These two novel imaging solutions are implemented using the CamC system that
allows for real-time, radiation-free C-arm motion estimation using visual markers and the
attached video camera, thereby improving the surgical workflow integration and reducing
radiation exposure in the majority of today’s orthopedic and trauma interventions.
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Figure 2.7: The upper row shows generated DRRs, the lower row shows corresponding
X-ray images; The first column shows the starting position after registration, followed by
an intermediate shot during positioning. The right column shows the final position. Note
that the righmost X-ray was taken after the actual drilling, with a metal pin inserted into
the drill hole for better contrast. Image courtesy of Philipp Dressel [150].

Figure 2.8: The concept of X-ray image stitching using the camera augmented mobile
C-arm system and a square marker pattern.
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2.2 System Calibration

The accurate overlay between the images is crucial to high quality surgical outcomes.
This cahpter presents a practical and robust solution that improves the overlay accuracy
for any C-arm orientation by: (i) improving the existing CamC calibration, (ii) reducing
X-ray distortion effects, and (iii) accounting for the mechanical sagging of the C-arm
gantry due to gravity. Zhang’s method used for optical cameras and a traditional C-arm
method based on equidistant grid model are implemented for X-ray distortion correction
(see section 2.2.1). The concept of Virtual Detector Plane (VDP) is adapted to reduce
errors due to the mechanical sagging of the C-arm gantry. A planar phantom is placed
at different distances to the image intensifier in order to obtain an optimal homography
that co-registers X-ray and video images with a minimum overall error for all image
points. Section 2.2.2 shows that applying the optimal homography and the traditional
distortion correction of a calibrated C-arm pose together with VDP dramatically improves
the overlay accuracy for all C-arm poses when using the CamC technology.

2.2.1 Calibration of C-arm X-ray

Accurate C-arm X-ray projection geometry is critical for optimizing subsequent recon-
struction of anatomy and tool tracking. In the previous work [50], the CamC system is
calibrated in such a way that the X-ray images are warped onto distortion free optical
images in order to enable the C-arm X-ray to have the same projection geometry as the
calibrated camera. This calibration method is hypothesized not optimal for estimating the
X-ray projection geometry of the CamC system. Three methods: (i) the existing CamC
method of [50] (ii) Zhang’s method used for optical cameras [151], and (iii) a traditional
C-arm method, are investigated and compared for distortion correction and calibration
accuracy of the X-ray projection geometry. In this study, the mobile C-arm is a Siremobile
Iso-C 3D with the X-ray image resolution of 640 x 480 pixels, from Siemens Healthcare.
The optical video camera attached to the C-arm is a Flea with the image resolution of
800 x 600 pixels, from Point Grey Research Inc.

Zhang’s Optical Camera Calibration: The intrinsic parameters and distortion
coefficients of the optical camera are commonly calculated using the classical Zhang’s
method [151]. The technique only requires the camera to observe a planar pattern shown
at least two different orientations. The proposed procedure consists of a closed-form
solution, followed by a nonlinear refinement based on the maximum likelihood criterion.
For employing Zhang’s method to calibrate the C-arm X-ray, 15 images are acquired and
the calibration procedure is performed according to [151].

Traditional C-arm Calibration: Only a few works, such as [152], use the Zhang’s
method to calibrate the X-ray fluoroscope. Traditionally the intrinsic parameters of the
X-ray fluoroscope are calculated based on multi-plane phantoms after distortion correc-
tion. In [153] a phantom with points on three planes is designed to do off-line calibration.
The projection matrix can be computed using the corresponding 3D coordinates of the
phantom and the 2D coordinates of X-ray images. Then the projection matrix is decom-
posed by the methods such as Tsai’'s method [154]. Another phantom [155], which can
provide more points on two parallel planes to do the on-line calibration, was developed by
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Livyatan. In contrast with the numerical method described above, intrinsic parameters
are calculated directly from the geometric relationship of the pinhole camera model in
the geometric calibration method [156]. The design and imlpemetation of a traditional
C-arm calibration procedure is described in section 2.2.1.1.

2.2.1.1 Implementation of C-arm X-ray Calibration

A traditional C-arm calibration procedure that first corrects the image distortion and
then computes the intrinsic parameters is designed and implemented.

Distortion Correction Procedure: A calibration board with X-ray opaque beads
(3mm diameter) arranged in a grid pattern with 10mm spacing is constructed and used to
calculate the distortion correction coefficients of the traditional method (see figure 2.9(a)).
Three larger X-ray opaque markers (4mm diameter) are attached on the calibration board
to define the local coordinate of the board. The calibration board is closely attached to
the face of the intensifier while images are taken. The 3D coordinates of the points on the
board are then correlated to its coordinates in the 2D image. The predicted distortion free
points are calculated by building an equidistant grid according to [157]. The predicted
distortion free points can then be related to the distorted points detected in the image.
Lastly, distortion coefficients of each image are calculated based on the model of high-order
polynomial [158].

Intrinsic parameters computation: The intrinsic parameters of the C-arm X-ray
are calculated using Forsyth’s method [159]. The calibration board with three markers
is again used to acquire sets of images. As it is shown in figure 2.9(c), four screws with
wooden bases are affixed onto the board and the distance between the nuts under the
board and the top of the screw is set to 50mm. Then, the four wooden bases are fixed
to the intensifier of the C-arm. Parallel constraint is ensured between the five planes
by fixing the nuts above and below the board, making the screws perpendicular to the
board. Then five C-arm images are acquired at different depths to the image intensifier
in the increments of 10mm [10-50 mm]|. Any two planes are chosen and six points from
the markers are used to provide 2D /3D correspondence using Direct Linear Transform
(DLT) estimation. Non-linear optimization method using all the other points is performed
to optimize the projection matrix calculated by DLT. As the normalization of the data
can affect the final solution [160], the data is normalized beforehand. Then the points
of the other three planes are projected onto the corresponding images respectively to
calculate the RMS re-projection errors. Since five images are acquired, this process is
repeated ten times to examine all the possible combinations. The combination with the
minimum average RMS error is recognized to be the best pair and the projection matrix
is calculated using the points on these two planes. The above methodology is used for
intrinsic parameter estimation using the traditional method.

2.2.1.2 Error Analysis Study

Accuracy of the distortion correction for each of the three methods is compared by ana-
lyzing the error based on a synthetic model and the linearity and cross-ratio properties.
Also, the accuracy of calibrated X-ray projection geometry is evaluated by performing
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(a) (b) (c)

Figure 2.9: Setup of the traditional C-arm calibration procedure. (a)The setup for distor-
tion correction; (b) Calibration board with the three large X-ray opaque markers (marked
within red squares); (c¢) Phantom used in intrinsic parameters computation. Image cour-
tesy of Xin Chen [161].

C-arm pose estimation using a planar pattern with known geometry. Table 2.1 shows the
errors of the three C-arm X-ray calibration methods.

Distortion correction accuracy is compared using the existing CamC method, Zhang’s
method, and the traditional C-arm calibration method described above. After the dis-
tortion correction using the three methods, the 2D /3D correspondence is again detected.
The 2D redetected points and the predicted distortion free points are used to evaluate the
residual mean square (RMS) error, which is labeled as the predict/redetect error. Since
an undistorted projection image should preserve linearity and the cross ratio of imaged
objects, these two properties are evaluated in the study as well. In the linearity compar-
ison, the points on the two ends of each line in the corrected image are used to define a
line and the average distance between this line and other points that should be on this
line is calculated. In the cross-ratio comparison, the ground truth of the cross-ratio of
each four points on a line can be known from the 3D points, and the difference between
the cross-ratio of the four corresponding points on the same line in the image and the
ground truth is divided by the ground truth to show how severe the difference truly is
(i.e. the ratio error is in %). Suppose a line has N points, a number of (ZZ ) combinations
of each line are used to evaluate the error in terms of the cross-ratio.

Calibration of X-ray projection geometry using the traditional method is again com-
pared to Zhang and the existing CamC methods. Here, 15 images of the calibration
board with different pose relative to X-ray fluoroscope are taken. In the reprojection er-
ror comparison, half of the points were randomly chosen from the board and used for pose
estimation using different intrinsic parameters. The remaining unused points are repro-
jected onto the image to evaluate the error. In the relative pose estimation comparison,
the five planes used to perform calibration are used again and the relative pose between
each of the two planes are known (i.e the RMS reprojection error of unused three planes
used to calculate the projection matrix is very small (i.e. 0.59 pixel)).

The calibration accuracy of X-ray projection geometry for the CamC technology is
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’ \ Traditional method \ Zhang’s method \ CamC method

Evaluation of Distortion Correction
Predict/Redetect RMS error (pixels) 0.39 + 0.069 0.68 + 0.095 1.07 £ 0.114
Linearity (pixels) 0.20 + 0.014 0.35 + 0.015 0.66 + 0.031
Cross-ratio (%) 0.93 £ 0.05 0.93 £+ 0.04 1.48 + 0.04
Evaluation of X-ray Projection Calibration
Reprojection error (pixels) 0.33 + 0.038 0.48 + 0.037 1.02 £+ 0.083
Translational error (mm) 0.25 0.41 1.13

Table 2.1: Results of error analysis of the three C-arm X-ray calibration methods.

studied by comparing the existing method [50] to classical Zhang’s and X-ray traditional
methods. The results show that when the distortion coefficients and intrinsic parameters
obtained from the implemented traditional method are used to do distortion correction
and pose estimation, the error is relatively smaller than the other two techniques.

2.2.2 A Practical and Robust Method for an Accurate Intra-
operative Video Augmented X-ray

The CamC system can be operated like a standard C-arm that is familiar to medical
staff, which enables it to be smoothly integrated into clinical routine. Recent pre-clinical
studies and clinical trials show that using the overlay of X-ray and video remarkably avoids
unnecessary radiation for several clinical applications [147, 146, 50, 162]. Furthermore, the
co-registration of X-ray and video images enables many CAOS solutions such as parallax-
free X-ray image stitching [163, 164] and visual servoing based C-arm down-the-beam
positioning [165]. An accurate overlay becomes not only crucial for the precise guidance
of interventional procedures, but also important for any advanced CAOS techniques based
on the CamC technology. The overlay errors after co-registration of X-ray and video are
mainly introduced from CamC calibration, X-ray distortion and the mechanical sagging
of the C-arm gantry due to gravity [50, 164]. In this section, we bridge an important gap
in literature and analyze the influence of these error sources on the overlay accuracy and
propose a clinically practical solution that increases CamC precision. Figure 2.10 shows
the experimental setup for this study. The employed mobile C-arm is a Powermobile with
the X-ray image resolution of 768 x 576 pixels, from Siemens Healthcare. The optical
video camera attached to the C-arm is a Flea2 with the image resolution of 1024 x 768
pixels, from Point Grey Research Inc.

The proposed CamC calibration method first aligns the camera optical center with
X-ray source and then estimates a homography for image overlay [50]. The alignment
of the two centers can be guaranteed by at least two rays from both projection centers
passing through two pairs of markers, one pair including one marker on one plane and
another marker on the different plane. Then, a homograph must be estimated in order
to warp the X-ray image onto video images correctly. The C-arm pose, at which the
calibration is performed, is called calibrated pose. In the previous work [50], the overlay
error of the X-ray and video image is evaluated based on the images of a planar grid
board attached on the image intensifier at the calibrated pose. Hence, the estimated
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Figure 2.10: The experimental setup for analyzing the overlay accuracy of the CamC
technology: The left image shows the CamC system. The top middle image shows the
camera and mirror construction. The top right shows the four X-ray markers attached on
the back of mirror for the virtual detector plane method. The left bottom image shows
the employed calibration board with grid.

error is only valid for the plane of the image intensifier. However, patients are located
in any area between the X-ray source and image intensifier. Furthermore, authors in [50]
conducted experiments using the same evaluation, for overlay error, with different C-arm
angular and orbital rotations around the calibrated pose. Results showed an increase
in alignment error between X-ray and video when the C-arm was rotated at increasing
rotational angles. This was observed when the homography estimated at the calibrated
pose is applied for different C-arm positions. In the event where a re-estimation of the
homography is performed at a specific C-arm position, the error is roughly constant
during orbital and angular rotation of the C-arm. In this work, the overlay accuracy is
assessed for the entire volume, or C-arm cone angle, between the image intensifier and
X-ray gantry. Moreover, we take the inaccurate alignment between the optical center of
camera and X-ray source into consideration when calculating the optimal homography
that minimizes errors for all image points thereby guaranteeing an optimal overlay.

2.2.2.1 Methods

X-ray Distortion Correction Zhang’s method and the traditional C-arm method are
implemented for X-ray distortion correction according to section 2.2.1.1. The analysis
in section 2.2.1.2 shows that the traditional C-arm distortion correction method is supe-
rior to Zhang’s method in terms of the linearity and cross-ratio properties. Here, their
contributions to the overlay accuracy are analyzed and compared.

CamC Calibration Unlike most medical AR systems that require on-site calibration
and registration procedures to align computer generated images with the surgeon’s view
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of the real world [136, 137], the CamC system relies solely on a one-time offline calibration
enabling a geometrically correct overlay of the X-ray and video images [50]. In our study,
the CamC calibration is performed when all five C-arm joints are set to zero. Hereafter,
we refer to this scenario as the calibrated pose or reference pose. In our experiments, the
focus of the attached video camera has been adjusted such that the object located around
40 cm away from the intensifier results in a sharpest video image (i.e. the approximate
distance of the patient-table location). For calibration, we built a calibration phantom
with two parallel visual transparent planes, where five markers that are visible in both
X-ray and optical images are arranged on each plane. The phantom is then placed on the
image intensifier of the C-arm. It is necessary to first position the five pairs of markers
such that the positions of the two markers from one pair coincide in the X-ray image frame.
Following this, the positions of all the markers on both planes are fixed. The camera and
the mirror should be mounted to the C-arm such that the two markers for each pair are
aligned in the video image. After successful alignment of X-ray source and camera optical
center, X-ray and video have different intrinsic parameters and differ in orientation. A
homograph H must be estimated to compensate for the difference in intrinsic parameters
and imaging orientation in order to warp the X-ray onto video images accurately.

The homography H between X-ray and video images can be expressed according to
[126] as,

H=K,RK;'+ ;KvtnTKx‘l (2.1)
where K, and K, are the intrinsic parameters of the video camera and X-ray respectively.
R and t are the rotation and translation from the X-ray to the camera. In the case
that the camera center and X-ray source are correctly aligned, ¢ is equal to zero. Then
the homography is valid for all image points. For the co-registration of X-ray and video
images during the CamC calibration, the calibration board visible in both X-ray and
video is used to calculate the homography based on point correspondences between the
video and X-ray image. However, in practice the inaccurate alignment of both projection
centers leads to a non-zero t. Therefore, the homography is valid only for all image points
for which corresponding space points are on the same plane defined by the normal vector
n and distance d in the X-ray coordinate system. Any anatomical structure that is not
on this plane in 3D space will result in misaligned image points. Thus, the estimated
homography for the CamC overlay is only valid for the plane where the calibration board
is placed. The position of the plane where the homography is estimated could influence
the overlay accuracy. We design a study to look for an optimal homography that results
in a minimum overlay error for all image points no matter where their corresponding
space points are located. Within this experiment, we also evaluate the contribution of
the two X-ray distortion strategies, i.e. Zhang’s method and the traditional method, to
the overlay accuracy.

Experiments: The distance between the image intensifier and the mirrors is 70
cm. The calibration grid board is placed on seven different planes parallel to the image
intensifier from 0 cm to 60 cm with incremental 10 cm steps. On each plane, two pairs of
X-ray and video images are acquired; one pair is used to estimate the homography and one
is used to compute the overlay accuracy for that plane (i.e. hereafter overlay-plane-errors).
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The points in one X-ray and video pair are correlated. These point correspondences are
used to estimate the homography or to compute the overlay error. The overlay-plane-
errors are calculated as RMS deviation between the corresponding points in the X-ray
and video image in mm. From this, we first obtain the seven homographies, Hy, Hy, H>,
Hs, Hy, H5, and Hg, estimated at the seven planes 0 cm, 10 cm, 20 ¢cm, 30 c¢m, 40 cm, 50
cm, and 60 cm away from the intensifier respectively. For one estimated homography, we
apply it to align the X-ray and video image for each of the seven evaluation pairs and then
evaluate the overlay-plane-errors. The overlay-overall-error resulted by one homography
is computed as the mean of the overlay-plane-errors of the seven planes. We define the
optimal homography as the one having the least overall-overlay-error among all of the
estimated homographies. We perform the evaluation three times using the same X-ray
images with no distortion correction, and distortion correction using Zhang’s method and
by the traditional method.

Model of C-arm X-ray Imaging with Fixed Projection Parameters The X-ray
source and the detector plane are loosely coupled and mounted on opposite sides of the
C-arm. Due to gravity, it is difficult to suppose a fixed relation between the X-ray source
and the detector plane, i.e. intrinsic parameters change in different C-arm orientations.
Therefore in theory, C-arm X-ray distortion correction is required at each orientation. In
[153], a phantom with points on three planes attached to the intensifier is designed to
perform X-ray calibration for different C-arm poses. The previous evaluation of the CamC
overlay accuracy [50] shows that the overlay error increases as the rotation of the C-arm
device increases. In order to compensate for the overlay error caused by the changes of the
C-arm orientation, we adapted the idea of the Virtual Detector Plane (VDP) proposed
in [166, 143]. In our implementation, four spherical X-ray markers (1.5 mm diameter)
attached on the back of the mirror, are considered fixed references to the X-ray source in
all C-arm orientations (see figure 2.10). Warping image points of the X-ray markers to
the fixed positions defined by a reference image acquired in the calibrated pose guarantees
fixed intrinsic parameters. In order to investigate the influence of the VDP method on
the overlay accuracy, we conduct another experiment to evaluate the overlay error with
and without applying the VDP method and distortion correction at different angular and
orbital rotations.

Experiments: In this experiment, we employ an optimal homography obtained at the
calibrated pose for the co-registration of the X-ray and video images. The calibration grid
board is placed 30 cm away from the intensifier to simulate one of most common source-
to-object distances of the C-arm (i.e. the patient-table position). Then, the C-arm is
rotated in angular and orbital directions respectively. The employed angular rotations
are 0°, £5°, £10°, £15°, £20°, £25°, £30°, £60°, £90°, and 180°, and orbital rotations
are 0°, £5°, £10°, £15°, £20°, £25°, £30°, £60°, and £90°. For all angular and orbital
poses, we analyzed the overlay-plane-errors with and without applying the VDP method.
The traditional method is employed to compute distortion coefficients for all of the angular
and orbital poses. In order to determine whether the online distortion correction for all C-
arm poses is necessary in obtaining the most accurate overlay, we perform the experiments
three times using the same X-ray images: with no distortion correction, using distortion
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coefficients of each pose (i.e. online distortion correction), and finally, using the distortion
coefficients of the calibrated pose.

2.2.2.2 Results

Overlay Error at the Calibrated Pose Figure 2.11 (a-g) shows the overlay-plane-
errors for the X-ray and video images aligned by Hy, Hy, ... Hg respectively. When ap-
plying each of the estimated homographies, the overlay-plane-errors can have variations.
Our experimental results suggest that it is crucial to look for an optimal homography that
will ultimately lead to a more accurate co-registration between X-ray and video images for
all image points, regardless of where their corresponding space points are located. Figure
2.11 (h) shows the overall-overlay-errors when applying the seven different homographies
in our experiments. The results of the overall-overlay-errors demonstrate that the tradi-
tional X-ray distortion correction method always outperforms the other two techniques.
The analysis in section 2.2.1.1 shows a similar comparison result that the traditional dis-
tortion correction method is superior to Zhang’s method in terms of the linearity and
cross-ratio properties. For each group of the three distortion correction strategies, all
minimum overall-overlay-errors are achieved by employing homography Hjz. The mini-
mum overall-overlay-errors are 0.375 £ 0.061 mm, 0.272 £ 0.064 mm and 0.269 £ 0.056
mm when using no distortion correction, Zhang’s method, and traditional method respec-
tively. Here, we choose the homography calculated by traditional distortion correction
method Hj as the optimal homography and its overall-overlay-error is in fact the mini-
mum among all of the estimated homographies. This homography is also used to correct
images during subsequent C-arm rotations.

VDP Evaluation Figure 2.12 shows that without the VDP, the overlay error is con-
siderably increased if the C-arm is rotated. By applying the VDP, the overlay accuracy
is remarkably improved and the errors are almost constant for all rotations of the C-arm
gantry. Furthermore, with the VDP method, applying the distortion coefficients of the
calibrated pose could result in comparable overlay accuracy as applying online distor-
tion corrections. Consequently, without X-ray distortion corrections, the overlay is less
reliable. Thus, using the VDP method combined with the distortion coefficients of the
calibrated pose is sufficient to reduce the overlay error introduced by the mechanical sag-
ging of the C-arm due to gravity. In this experiment, a total of 34 different C-arm poses
are employed for the evaluation. For all of the tested C-arm rotations, with and without
using the VDP method, the mean overlay-plane-errors are 0.53 £0.24 mm and 1.6741.25
mm when applying the distortion coefficients of the calibrated pose and are 0.52 + 0.24
mm and 2.09 £ 1.30 mm when applying online distortion correction.

The Overlay Images of a Dry Bone Experiments on a dry femur bone placed in
the middle area between the X-ray source and intensifier are performed to demonstrate
the improved overlay accuracy when applying the VDP method. Qualitative inspection
of the image overlay at 60° angular orientation shows a clear misalignment of video and
X-ray images without applying the VDP and a significant improvement of the alignment
when applying the VDP (see Figure 2.13).
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Figure 2.11: (a-g) shows the overlay-plane-errors for the X-ray and video images aligned
by Hy, Hy, Hy, Hs, Hy, Hs, and Hg respectively. The horizontal axis of (a-g) demon-
strates the distance between the intensifier and the plane where the overlay errors have
been estimated. (h) shows the overall-overlay-errors when applying the seven different
homographies in our experiments. The horizontal axis in (h) represents the seven homo-
graphies. The vertical axis in all of the sub-figures shows the error in millimeter. The
errors resulted by no distortion correction, traditional and Zhang’s method are drawn by
diamond, square and triangle separately in each image.
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Figure 2.12: (a) and (c) are the overlay error of images that are aligned without VDP
during angular (a) and orbital (c) rotations. (b) and (d) are the corresponding error
compared with (a) and (c) if the VDP is used to compensate for the mechanical sagging
during the rotation. The errors resulted by using distorted images, online distortion
correction, and distortion coefficients of calibrated pose are drawn by diamond, square
and triangle separately in each image. The horizontal axis is the angle rotated and the
vertical axis is the error measured in millimeter.

Figure 2.13: The left image shows the X-ray and video image overlay of the dry femur bone
without applying the VDP method in the C-arm orientation of angular 60°. The right
image shows the same bone with the VDP method used in the same C-arm orientation.
The arrows indicate clear misalignments between X-ray and video images in the left image.
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2.3 Clinical System Setup: CamC in Operating
Room

This section describes various critical aspects of building the first clinical CamC system,
including estimation of radiation dose generated by the CamC system to air (see section
2.3.1), online detection of overlay misalignment (see section 2.3.2), and hardware and
software components of the clinical system (see section 2.3.3).

2.3.1 Applied Dose of CamC System
2.3.1.1 Dose-Area Product (DAP)

Effective dose is a common used quantity to estimate the stochastic risk of radiation
applied to patients in interventional procedures. It is the sum of the weighted radiation
absorbed in the tissues and organs depending on tissue weighting factors [167, 168, 169].

Every clinically used mobile C-arm has a dose-area product (DAP) meter permanently
built into the X-ray tube housing to measure the radiation dose. The overall measured
DAP values must be recorded for each patient, and these DAP values allow to determine
the patient exposition and eventually the effective dose which is related to the cancer risk
of the procedure [168, 169, 170, 171]. Perisinakis et al. [171] present a way to compute
normalized data for the estimation of patient effective dose and associated radiogenic risks
from measured DAP values for fluoroscopically guided surgical reconstruction of femoral
fractures. A similar study of computing effective dose for fluoroscopically guided pedicle
screw insertion has been performed [170]. In the literatures [168, 169], dose conversion
coefficients that convert DAP to effective dose can be found for different interventional
procedures and different organs and tissues. Schultz and Zoetelief [169] report that the
dose conversion coefficients mainly depend on surgical protocol and imaging equipment
parameters, e.g. X-ray tube voltage, the position of the X-ray unit with respect to the
patient, patient age, and exposed organ.

One mirror of the CamC system is however placed between the DAP meter and the
patient (see figure 2.14). Thus, it is partially absorbing and scattering radiation, and the
patient will receive less dose than the reading from the built-in DAP meter. The correct
applied dose to the patient by using the CamC system is one of clinically important
parameters. Therefore, the percentage of absorbed and scattered radiation of the mirror
must be evaluated for the clinical study. This value can then be used to estimate the
correct applied dose to the patient. For this, a protocol for estimating the correct applied
dose by using an independent dose measurement device is developed [172].

2.3.1.2 Estimation of Applied Dose

The mobile C-arm is Siremobile Iso-C 3D from Siemens Healthcare. One standard mirror
of the CamC system is placed between the built-in DAP meter and the image intensifier.
For evaluation of the applied radiation dose for the patient, an independent dose measure-
ment device (see figure 2.14)is employed, which consists of the Unfors Xi R/F Detector
and the Unfors Xi Base Unit, from Unfors Instruments GmbH, Germany. The Unfors
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Figure 2.14: The left shows the CamC system, the right top is the built-in DAP meter,
and the right bottom shows our dose measurement device (Unfors Xi).

Xi R/F Detector can measure the X-ray radiation dose in the range from 10 nGy - 9999
Gy with the uncertainty of 5%. This detector is connected to the Unfors Xi Base Unit
which displays and records the measured results. It is used to evaluate the percentage of
absorbed and scattered radiation by the mirror.

Figure 2.15: The positions of the Unfors Xi R/F Detector in our experiments. From the
left to the right, they are position A, position B and position C.

Since the Unfors Xi R/F Detector cannot intercept the entire area of the X-ray beam
on any plane perpendicular to the beam central axis between the X-ray housing and the
image intensifier, it is not possible to directly measure the total dose. Thus, the property
of the dose distribution on the plane has to be known to derive the total dose in our case.
Generally, the dose distribution of the C-arm Cone-Beam on the plane perpendicular to
the beam central axis is equivalent. For this, an experiment was conducted to check the
dose distribution in both cases of with mirror and without mirror. The dosimeter, Unfors
Xi R/F Detector, is placed on the image intensifier in three different positions. For each of
the three positions (see figure 2.15), we took 3 shots with the mirror and another 3 shots
without the mirror. Throughout the whole experiment, we used the single shot mode (DR~
mode) with fixed radiation time and tube voltage (64kv) in order to produce constant
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radiation doses for each shot on the level of the x-ray tube. The dose values measured
by the unfors dosimeter are shown in table 2.2. For each case, the standard deviation is
relatively small. This means dose distribution on the detector level is equivalent with and
without the mirror. Therefore, the percentage of the absorbed and scattered radiation
estimated for the partial area of the X-ray beam corresponds to the entire X-ray beam. In
order to investigate the influence of the tube voltage on the percentage of absorbed and
scattered radiation, we performed another experiment. In this experiment, we used the
DR-mode of the C-arm and a fixed dosimeter position (Position B) for all shots. In each
of the three different tube voltage settings, 64 kv, 70 kv and 77 kv, we took 5 shots with
mirror and another 5 shots without mirror. Table 2.3 shows the average dose values for
each case. The percentage of absorbed and scattered radiation by the mirror was found
to be almost constant for the different tube voltage settings. Knowing the total applied
dose (DAP) from the C-arm’s built-in DAP meter, we can apply 39% as the percentage of
the absorbed and scattered radiation by the mirror to estimate the correct applied dose
for the patient according to our experiments.

position A position B position C Mean=+std

Without Mir- | 27.04 25.82 25.85 26.00 26.00 26.25 26.54 26.05 26.17 26.1911 + 0.3862
ror

With Mirror 15.36 14.41 15.71 14.93 16.06 16.00 15.46 15.62 15.08 15.4033 £+ 0.5302

Table 2.2: The measured dose(uGy) of each shot by the Unfors Xi R/F Detector with the
fixed tube voltage(64 kv).

64kv (Meantstd) | 70kv (Meantstd) | 77kv (Meanztstd)

‘Without Mirror 26.0833 £ 0.1443 33.6200 £ 0.1572 96.6167 £ 0.5369
With Mirror 15.6633 &+ 0.6358 20.5467 £ 0.3656 60.1967 £+ 1.7923
Percentage of absorbed and scattered | 39.95% 38.89% 37.70%

radiation

Table 2.3: The average measured dose (uGy) for three different tube voltage settings, 64
kv, 70 kv and 77 kv.

2.3.2 Visual Marker Based Online Detection of Overlay Mis-
alignment

If a treated anatomical structure moves away from the position where the X-ray image was

acquired, the static X-ray image and the live video image are misaligned, which may lead

to misinterpretation. For this reason, a tracking method [173] is adopted to track visual
square markers that are rigidly attached to the skin of the treated anatomical structure.

2.3.2.1 Design of Visual Square Markers

A square marker is divided into 6 x 6 square tiles of equal size. The inner 4 x 4 tiles that
are colored by white or black can provide a 16-bit binary code for marker recognition.
The markers that can have four different codes by incremental 90° rotation are used (see
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LILICIC

33792 4608
(a) (b)

Figure 2.16: (a) A marker with four times incremental 90° rotation, their respective code
written in decimal numbers below. The smallest number, 33, is the code of this marker;
(b) A marker that has the same code after incremental 90° rotation.

figure 2.16(a)), since it makes the orientation detection possible. The smallest code of
these four codes is defined as the code of the marker. The corners of the square marker
that can be extracted as the intersection of the two adjacent edges of the marker in the
image is used as feature points.

2.3.2.2 Online Information of Overlay Misalignment

To visually inform surgeons about misalignments, the initial positions of markers that are
recorded when the acquisition of the X-ray image are drawn as green quadrilaterals and
their positions in the current video image are drawn as red quadrilaterals. Moreover, a
gradient color bar is shown on the right side of the video images, whose length indicates
the pixel-difference between the marker’s initial and current positions (see figure 2.17).
Square markers that are sterilizable and used in animal cadaver and real patient studies
are produced by Adolf BAUSCH GmbH 1.

Figure 2.17: Visual square marker tracking for informing surgeons about a misalignment
of X-ray and video image.

Lwww.adolfbausch.de
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2.3.3 The First Clinical CamC System

The first clinical CamC system (see figure 2.19) was built by attaching a video camera
(Flea2, from Point Grey Research Inc., Vancouver, BC, Canada) and mirror construction,
integrated into an X-ray source housing, to a mobile C-arm (Powermobile, isocentric C-
arm, from Siemens Healthcare, Erlangen, Germany). The proposed one time calibration
[50] was used to construct the system. The system comprises three monitors: the common
C-arm monitor showing the conventional fluoroscopic image, the CamC monitor displaying
the video image augmented by fluoroscopy and a touch screen display providing the user
interface. A simple alpha blending method is used to visualize the co-registered X-ray and
video images. The surgical crew can operate the CamC system like any standard mobile
C-arm. This enables smooth integration of this novel AR modality into clinical practice.
Until now over 40 orthopedic and trauma procedures have been performed under CamC’s
AR imaging by different surgeons within the operating rooms (OR) of the Trauma Surgery
Department of LMU university hospital in Miinchen, Germany.

A visualization and navigation software (CamC software) running in the CamC PC is
developed in C++ based on our medical augmented reality framework (CAMPAR) [174]
that is capable of temporal calibration and synchronization of various input signals (e.g.
image and tracking data). The CamC PC connects two displays, an LCD monitor and
a touch screen. The LCD monitor mounted on the top of the C-arm cart displays the
live video overlaid by the X-ray image (see figure 2.18(a)), and the touch screen monitor
mounted on the side of the C-arm cart provides a user interface (see figure 2.18(a)).

(a) (b)

Figure 2.18: (a) The live video overlaid by the X-ray image shown on the LCD monitor;
(b) The control interface of the CamC software shown on the touch screen .

Radiation warning LEDs located on the C-arm cart will flash when X-ray acquisition
is activated. A light sensor is attached on one warning LED in order to obtain the signal
of X-ray acquisition. There are three components for detecting X-ray acquisition.

1. A light sensor with a little hardware board to detect and process the light changes.
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The light sensor converts the amplified resistance change of the light resistor to an
analog sigmoid signal. This hardware was built by Ahmad Ahmadi 2 .

2. A USB box, to which the light sensor is connected, communicates with a PC directly.
It reads the processed analogue electrical signal and converts it to a digital signal,
sending it over USB to the PC. This one is a National Instrument NI USB-6009 3.

3. In the CamC PC, LabView (v3.6 with a student license) reads the digitized sigmoid
function (detecting changes at a rate of 1kHz), thresholds it and writes it to a TXT
file. CamC software consistently checks the TXT file to obtain the signal of X-ray
acquisition.

For documentation and postoperative analysis of the surgeries, the CamC video stream
is transferred via a VGA splitter to a dedicated recoding PC equipped with an UFG-05
frame grabber card *.

Figure 2.19: The hardware components of the CamC system used within the operating
room of Chirurgische Klinik und Poliklinik Innenstadt, LMU, Miinchen.

2.4 A Surgical Workflow Based Evaluation on Ani-
mal Cadaver

The CamC system provides an overlay visualization of X-ray and video images, i.e. video
augmented X-ray (VAX). In order to evaluate and predict the clinical impact of VAX, an
animal cadaver study was performed to compare surgical performance using VAX from
the CamC system versus conventional fluoroscopy (CF) from a standard C-arm [162].

2mangotee@gmail.com

3http://sine.ni.com/nips/cds/view/p/lang/en/nid /201987
4http://www.unigraf.fi/?page=170
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Interlocking of intramedullary nails in cow metacarpals was chosen for evaluating applied
radiation exposure, operation time and quality of drilling. Analyzing single workflow steps
reveals individual strengths and weaknesses related to each step. The study involves three
surgeons with different skill levels, each performing seven pairs of experiments. Each pair
of experiments consists of one interlocking procedure using VAX, and the other using CF.

2.4.1 Study Motivation

The CamC technology is expected to reduce radiation exposure during surgery without
introducing major changes to the standard surgical workflow. Whereas many experiments
were conducted to evaluate the technical characteristics of the CamC system, its clinical
performance has not been investigated in detail. Traub et al. [117] performed a reference
based assessment, comparing the workflow of the standard CT to the CamC system for a
simulated procedure of vertebroplasty using five spine phantoms. This interesting initial
study involved only one surgeon and a very small number of samples, and could therefore
not show significant results. It did, however, show that one way of estimating clinical
impacts of the CamC system on trauma and orthopedic surgery is to evaluate it in a
simulated clinical scenario. A workflow based method is proposed and applied to predict
the clinical impact of the CamC system by comparing its performance to a conventional
system, i.e. standard mobile C-arm.

2.4.2 Surgical Workflow Based Evaluation for Image Guided
Surgery Systems

In order to evaluate the clinical performance of a new IGS system and easily identify
its advantages and disadvantages, we propose a workflow based comparison of the new
system to a conventional method which will be used as a reference. Assessment criteria,
like patient outcome and radiation dose, are defined to compare the new method to the
reference method. Instead of using only criteria for the whole procedure, our workflow
based method differentiates between single workflow steps. This has several advantages.
Novel systems may introduce changes to the overall workflow or change the strategy within
a single workflow step. While a system might show advantageous results for one step of a
procedure, it may indicate disadvantages in another. Therefore, sometimes we may need
to combine the functions of the novel solution and the traditional solution for the best
result. A workflow based evaluation allows analyzing these aspects in more detail. Also
the advantages and problems can be identified more clearly when estimating the impact on
single steps instead of only investigating the impact on the whole procedure. For systems
that can be used in different procedures it is usually not possible to deduce the possible
impact on other procedures from the results of one procedure. Using a workflow based
assessment it is easier to generalize results for single workflow steps that are common to
several procedures. Moreover, workflow analysis allows technical researchers and surgeons
to work together in order to evaluate and make improvements on the system.

The workflow based assessment evaluation consists of the following steps:

a. Initial formulation of assessment objective. It includes a description of the
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motivation, the system, surgical context, assessment level and a hypothesis of the
anticipated result [111].

b. Modeling the workflows of the reference and the IGS based procedure.
First the workflow of the conventional method is modeled. Depending on the assess-
ment objective and level a suitable workflow model has to be chosen. This can range
from simple models, consisting only of few workflow steps, to more detailed methods
[175]. Based on the reference workflow and the anticipated use of the IGS, the new
workflow is designed. This is done jointly by surgeons and technical researchers
which facilitates a common understanding of technical and medical advantages and
challenges. In this step, the hypothesis might be refined for each workflow step.

c. Definition of evaluation criteria for each workflow step. Based on the assess-
ment objective, evaluation criteria for comparing the new system to the conventional
one are first defined for each workflow step. In order to quantify the comparison,
measurement parameters must be chosen, such that they represent the evaluation
criteria. Then, measures of statistics are defined, e.g. mean value or standard
deviation, and hypotheses for these measures are made.

d. Experiments and acquisition of measurement parameters. A protocol for
recording the measurement parameters must be established. This can be data ob-
tained from video or live observations [176] or it can be data that is captured from
medical devices. Upon the introduction of any novel medical system, it is often
not possible to use human patients immediately. Rather, the system must be first
employed in a simulated setup. In order to avoid a bias analysis, a comparison of a
conventional method in the same simulated setup must be used.

e. Comparison of values from reference and IGS based procedure. A statis-
tical comparison of the measured parameters is performed for each workflow step in
order to obtain quantitative results.

2.4.3 Animal Cadaver Study of Interlocking of Intramedullary
Nails: CamC vs. C-arm

Intramedullary nailing is a common surgical procedure, mostly used in diaphysal fracture
stabilization of long bones. After successful insertion of the nail into the medullary canal,
the nail has to be fixed in its position by inserting screws perpendicular to the nail
through the provided proximal and distal holes inside the nail’s shaft. This is done to
prevent rotation or dislocation of the nail within the canal. This procedure is called
interlocking of intramedullary nails and is usually performed in a minimally invasive way.
The insertion of the screws near the entrance point of the nail is done using the aiming bow
attached to the nail. In the distal part of the nail, interlocking is commonly performed
free-hand with an AO radiolucent drill attachment or similar aiming device. Various
techniques and devices developed for supporting interlocking procedures are reviewed in
[177]. This is a challenging surgical procedure, which requires much skill and involves
significant levels of radiation to patients and surgical staff in particular [178, 179]. Much
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experimental work was done to evaluate the amount of radiation exposure to surgeons
during interlocking procedures [178, 179, 180, 181]. Miiller et al. [181] showed that the
average fluoroscopy time per procedure, mainly spent with interlocking, was 4.63 min.
and the primary surgeon received a 2.02 mSv mean radiation exposure to his hand. Levin
et al. even showed a total fluoroscopy time of 8 min. while the exposition of the surgeons
hand was 0.12 mSV.

Several ingenious methods and devices were developed to facilitate interlocking proce-
dures, e.g. miniature robot based guide positioning [182] and optical tracking with using
two non-constrained X-ray images [123]. Suhm et al. [125] employed a commercial nav-
igation system (SurgiGATE system, Medivision, Oberdorf, Switzerland) for interlocking.
They showed that the navigation system reduces radiation exposure, but requires signif-
icantly longer operation time when compared to the standard C-arm system because of
the complexity of the navigation system. These developed solutions have not yet gained
worldwide acceptance in clinical practice due to the complex system setup, considerable
investment or additional cumbersome hardware involved in the operating room. In con-
trast, the CamC technology is attractive from both clinical and economical points of view,
as no additional separated devices and calibration are required during surgery. In this
work, our objective is not to compare the robotics or external tracking based interlocking
solution to that of using the CamC system for guidance. Here we focus on the evaluation
of the CamC system versus conventional C-arm solutions.

2.4.3.1 Assessment Objective

Our objective was to evaluate VAX versus CF. Interlocking was chosen because it contains
various surgical workflow steps that require fluoroscopy guidance using a fair amount of
radiation exposure. Also, these workflow steps are structured sequentially, which facili-
tates the analysis of the procedure. Furthermore, several workflow tasks involved with
Interlocking are also necessary in other surgical procedures. Thus, the results of the
workflow-based evaluation for each single step can be used to predict the clinical impact
of VAX beyond this particular study. By comparing operation time, radiation exposure
and outcome quality, we can evaluate VAX and predict its clinical impact.

2.4.3.2 Surgical Workflow for Free Hand Interlocking

The experiments were carried out with bovine forelimb cadavers after approval of the
study design by the veterinary public health office. In this study, a single interlocking
procedure began with successful implanting of the long nail into the medullary canal of
the bovine metacarpal, and ended after successfully inserting one locking screw. The
interlocking workflow was divided into seven steps:

i. X-ray positioning. Moving the C-arm from outside of the operation field over the
cow specimen. It ends after the fluoroscopy image shows the site of interest (in this
experiment the distal part of the nail inside the bone).

ii. Adjustment of hole. Turning the nail until the hole is perfectly round in order
to allow for orthogonal drilling. Due to the setup, it is not possible to turn the
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specimen as would be the patients’ leg in reality.

iii. Skin incision. Finding the incision position and cutting the skin. The correct
incision position is confirmed by images showing the scalpel tip located inside the
locking hole on the fluoroscopy image when using the standard mobile C-arm, or on
VAX when using the CamC system.

iv. Center punch. Alignment of a Steinmann pin with the target hole. Then, with
the help of a hammer, a small dimple is formed on the bone surface in which the
tip of the drill will fit. This step is required only to prevent slipping of the drill bit
within the next step, as the cow bone is harder than human bone.

v. Alignment of the tip of the drill. Alignment of the drill bit with the target
hole. It ends when fluoroscopy shows that the projection of the tip is located inside
the circle of the target hole.

vi. Drilling. Drilling the bone until the drill bit passes through the locking hole of the
nail and the bone cortex on the other side. It ends after confirmation by fluoroscopy.

vii. Locking screw insertion. Inserting a locking screw into the hole. Fluoroscopy
is required to confirm the success of the insertion, which indicates the end of the
procedure.

2.4.3.3 Evaluation Criteria

The first evaluation criterion is to measure the amount of applied radiation exposure
using the CamC system compared to the standard mobile C-arm. Through the whole
comparison study, we used the pulsed fluoroscopic mode by fixing the tube voltage and
radiation time to a setting that was empirically found to be ideal for imaging the bovine
bone structures. This produced constant radiation doses for each shot on the level of the
x-ray tube. The number of X-ray shots can therefore be used to compare the radiation
exposure. It has been claimed that employing the CamC system for interventional proce-
dures does not complicate the surgical procedure compared to using the standard mobile
C-arm [50]. This will be further evaluated by comparing operation time and quality of
drilling in our study.

The author makes the null hypothesis that it takes a similar number of X-ray shots and
a similar operation time when using VAX compared to CF for the whole procedure and
for each single step. For both systems, we expect similar results with regard to drilling
quality.

2.4.3.4 Materials and Experiments

In this pre-clinical study, we used bovine cadaver forelimbs having similar shape and size,
and common surgical instruments, including an AO radiolucent drill attachment, and
a 10 mm solid Titanium Femoral Nail (Synthes, Oberdorf, Switzerland). This kind of
cadaver was chosen because it has similar dimensions as a human long bone. The cow
legs were placed on a carbon table for minimal X-ray absorption. In order to simulate the
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rigidity of a normal leg, they were roughly fixed to a wooden board by a strap. So, minor
movements of the cadaver were inevitable, providing near-real conditions. Each bone was
drilled open from the proximal joint and the nail was inserted in the medullary cavity of
the metacarpal bone prior to the beginning of the experiment.

The clinical CamC system described in section 2.3.3 was employed in the study (see
figure 2.20). For the interlocking procedure using CF, we used the same C-arm but turned
off the monitor showing the overlay images. This reduces variability of using several C-arm
systems with differing handling and image quality.

In order to remove skill level of the surgeon as a possible variable for the antici-
pated results using the CamC system, three surgeons each with varying experience were
employed in the study: a young surgeon (below 5 nailing procedures), one experienced
surgeon (80 to 120 recorded nailing procedures) and one expert surgeon (more than 200
recorded nailing procedures). The study covered 21 pair experiments (i.e. 42 procedures),
7 pairs performed by each surgeon. Each pair consists of one interlocking using VAX and
one using CF. The sequence of two procedures within one pair was randomized by coin
flipping and the two procedures were performed consecutively. The inserted nail has two
distal locking holes, both of which were used for one pair experiment.

The number of X-ray shots and operation time were recorded by medical and technical
staff observing the experiments and then verified by video recording. The quality of
drilling through the holes of the nail was assessed by the surgeon as "successful without
interference with the nail" giving 1 point, "successful with slight interference with the nail"
giving 2 points, "successful with severe interference with the nail" (in this case the drill
gets jammed and a correction of drilling angle has to be performed) giving 3 points and
"failure" giving 5 points. The drilling quality level was determined as a consensus reached
by participating surgeons directly after each drilling. In [15], the authors have employed
a similar criterion to assess the quality of drilling in interlocking of intramedullary nails.

2.4.3.5 Results and Comparison

All 21 pair experiments were carried out and their results were statistically evaluated,
providing mean values and standard deviation regarding the number of X-ray shots, pro-
cedure time and drilling quality. In addition, we applied a paired t-test to determine the
statistical significance on all three evaluation parameters between VAX and CF. Table
2.4 shows the mean, standard deviation (SD), and p-value of the number of X-ray shots
and the operation time for the whole interlocking procedure as well as for each surgical
step in both groups. The results of drilling quality were 1.80 + (.70 for the VAX group
and 2.20 £ 0.77 for the CF group.

For the whole interlocking procedure, significantly less X-ray shots were needed in
the VAX group compared to the CF group (P < 0.05). The two groups showed similar
overall operation time (P = 0.958). Although the VAX group demonstrates better drilling
quality (P = 0.12) in our study, this difference was not statistically significant.

In the step of X-ray positioning, the VAX group performed better with significantly less
X-ray shots (P < 0.05) due to the exact aiming of the X-ray area shown as overlay to the
live video. The VAX group took significantly less X-ray shots (P < 0.05) and significantly
less operation time (P < 0.05) than the CF group in the step of skin incision, since
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Figure 2.20: The experimental setup for interlocking of intramedullary nails on a cow
bone is shown in the left image. The right image demonstrates the system configuration
for the procedure using the CamC system. In the system configuration for the procedure
using the standard mobile C-arm, the CamC monitor is turned off.

surgeons can quickly find the target place for skin incision using the guidance of the video
with the aligned fluoroscopy image (see figure 2.21(a)). Aligning the tip of the Steinmann
pin for center punching, the number of required X-ray shots is significantly smaller in
the VAX group than in the CF group (P < 0.05) (see figure 2.21(b)). Consequently,
aligning the tip of the drill bit also requires less X-ray shots; however, the comparison is
not statistically significant (P = 0.14). In the step of drilling, the VAX can support the
control of the drilling axis (see figure 2.21(c)), and thus the VAX group needs significantly
less X-ray shots (P < 0.05) than the CF group. Overall operation time did not show
significant differences (P = 0.96). The steps of hole adjustment and screw insertion do
not provide any signs of significant differences between the two groups.

We also evaluate the relationship of the surgical performance (in terms of the employed
number of X-ray shots and operation time) between the three participating surgeons, and
further compare such relationships between the VAX and CF groups. For this, we per-
formed multiple regression analyses with straightforward ordinary least square estimation
by defining the number of X-ray shots and operation time as dependent variables and the
surgeons’ experience level as an independent variable for each workflow step as well as the
overall procedure. The experience levels of the three surgeons are modeled as linear incre-
ments thereby assuming equidistant experience differences between the surgeons. Table
2.5 shows the results for the number of X-ray shots and operation time. The row experi-
ence describes the difference of performance between a specific experience level and next
higher level when using CF. The row imaging system shows the difference of performance
between using VAX in comparison to CF. The row interaction expresses the change in
experience-related difference in performance when using VAX. Note that the coefficient
of this interaction variable appears to be insignificant if the experience of the surgeon or
using VAX are independent sources of better performance. Conversely, if the coefficient
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(¢)

Figure 2.21: Skin incision (a), center punch (b) and drilling (c) tasks using video aug-
mented X-ray images. The left images show the working scenario and the right images

shows video augmented X-ray images seen in the monitor .
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X-ray po- | Adjustment| Skin in- | Center Alignment | Drilling Locking Overall
sitioning of hole cision punch of the tip screw
of the drill insertion
The number of X-ray shots (mean+S7D)

VAX Group 1.05 2.81 0.00 2.67 1.38 1.10 1.00 10.00

+0.22 +1.157 +0.00 +2.56 +0.97 +0.30 +0.00 +3.36
CF Group 1.57 3.10 2.67 4.67 1.81 3.29 1.05 18.14

+0.75 +1.58 +0.86 +2.99 +1.3% +2.80 +0.22 +5.48
p-value <0.05* 0.34 <0.05* <0.05* 0.14 <0.05%* 0.33 <0.05*

Operation time (mean+S7D)

VAX Group 23.81 25.57 20.00 65.95 26.43 161.71 56.91 380.38
(seconds) +9.24 +21.87 +7.56 +55.18 +16.86 +110.13 +52.11 +165.11
CF Group 27.05 24.10 29.48 64.00 28.00 163.67 42.48 378.76
(seconds) +10.77 +16.34 +9.69 +36.34 +26.79 +91.08 +22.61 +101.10
p-value 0.16 0.75 <0.05%* 0.86 0.80 0.94 0.13 0.96

Table 2.4: The mean, standard deviation (STD), and p-value of the number of X-ray
shots and operation time (seconds) for the whole interlocking procedure, as well as for
each surgical step, in VAX group and CF group. Note: * p <= 0.05

is significant, there is a combined effect of the experience of the surgeon and using VAX.

As the results from the multiple regression analysis shows, whether using VAX or CF,
less experienced surgeons require significantly more X-ray shots in the steps of 3, 4, 5,
and 6, and for the overall procedure. They also need significantly more operation time
in the steps of 3 and 5. It is noteworthy that with drilling, less experienced surgeons
show a significantly higher reduction of the number of X-ray shots when using VAX than
experienced ones.
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X-ray po- | Adjustment| Skin in- | Center Alignment | Drilling Locking Overall
sitioning of hole cision punch of the tip screw
of the drill insertion
The number of X-ray shots (p-value)
Imaging -0.38 0.29 -3.02 -2.36 -0.79 -3.76 -0.12 -10.14
system (0.16) (0.71) (<0.05*%) | (0.08) (0.15) (<0.05%) | (0.12) (<0.05%)
Experience 0.21 -0.07 -0.36 -1.43 -0.71 -1.64 -0.07 -4.07
(0.15) (0.87) (<0.05%) | (<0.05%) | (<0.05%) | (<0.05%) | (0.09) (<0.05%)
Interact -0.14 -0.57 0.36 0.36 0.36 1.57 0.07 2.00
(0.49) (0.34) (0.11) (0.72) (0.39) (<0.05%) | (0.22) (0.17)
Constant 1.36 3.17 3.02 6.10 2.52 4.93 1.12 22.21
<0.05%) (<0.05%) (<0.05%) | (<0.05%) | (<0.05%) (<0.05%) | (<0.05%) | (<0.05%)
F 4.0 0.9 75.2 4.1 3.0 9.3 1.4 23.4
R? 0.240 0.067 0.856 0.247 0.193 0.423 0.098 0.649
Operation time (p-value)
Imaging -0.31 10.48 -11.69 3.38 -2.29 3.33 12.57 15.48
system (0.95) (0.24) (<0.05%) | (0.88) (0.82) (0.95) (0.54) (0.82)
Experience 0.64 -4.14 -4.93 -15.93 -13.79 3.50 -2.86 -37.50
(0.82) (0.39) (<0.05*%) | (0.20) (<0.05%) (0.90) (0.80) (0.31)
Interact -2.93 -9.00 2.21 -1.43 0.71 -5.29 1.86 -13.86
(0.45) (0.19) (0.48) (0.94) (0.93) (0.89) (0.91) (0.79)
Constant 26.40 28.24 34.40 79.93 41.79 160.17 45.33 416.26
<0.05%) (<0.05%) (<0.05%) | (<0.05%) | (<0.05%) (<0.05%) | (<0.05%) | (<0.05%)
F 0.6 2.8 6.8 1.2 4.3 0.0 0.5 1.0
R? 0.046 0.180 0.349 0.089 0.253 0.001 0.035 0.076

Table 2.5: The results for regression analyses with straightforward ordinary least square
estimation by defining the number of X-ray shots and operation time (seconds) as de-
pendent variables and the surgeons’ experience level as an independent variable for each
workflow step as well as the overall procedure. Note: p-values in parentheses and *
p <= 0.05.
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2.5 Patient Study: First Clinical Cases of CamC

The first patient was successfully treated for bunion under CamC navigation (see figure
2.22) in the OR of Chirurgische Klinik und Poliklinik Innenstadt, LMU Miichen on July
02, 2009. A clinical study of the CamC system had been conducted between July 2009
and March 2010 at Chirurgische Klinik und Poliklinik Innenstadt, LMU. The study was
approved by the hospital’s ethics committee and all patients enrolled into the study have
given their consents. This study aims at discovering potential clinical applications of the
CamC technology and evaluating its clinical performance.

Figure 2.22: The images of the first surgery performed using the CamC system on July
02, 2009. The left image shows the CamC system setup in the OR. The last two images
demonstrate that the primary surgeon uses the overlay image as a guidance to position
the C-arm to acquire a desired X-ray image showing exactly the bone deformity of the
toe.

2.5.1 Study Overview

During the clinical study, 43 orthopedic and trauma surgeries were successfully performed
using the clinical CamC system developed at our lab(see section 2.3.3). Eight surgeons
participated as primary surgeons, performing 32 plate osteosyntheses, 3 intramedullary
nails, 8 metal removals, 1 wire cerclage, 1 tension wiring and 1 ventral stabilization
of the lumbar spine (one surgery may contain more than one procedure). One of the
participating surgeons has performed phantom and cadaver experiments using the CamC
technology prior to the clinical study. All the participating surgeons have received a
one-hour presentation of the CamC technology and a practical introduction before the
study.

The CamC system is operated like a standard C-arm, not requiring additional devices
or calibration during surgery. However, before each surgery, the overlay accuracy of
the CamC system has to be verified. For this, the CamC system is positioned in the
calibration orientation (i.e. orbital and wigwag rotations are zero, and angular rotation is
7) and a radio-opaque planar marker pattern (see figure 2.23) is placed on the detector.
The corners of the square markers in the pattern are extracted in both X-ray and video
images with subpixel accuracy and used to compute the overlay error, which is defined
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as the pixel distance between corresponding corner points (see figure 2.23). If the mean
of the pixel distances between the extracted corner points is larger than 2 pixels, the
CamC system must be re-calibrated. Throughout our study however, no re-calibration
was required.

Figure 2.23: The corners of each square marker in the pattern are extracted in both X-ray
and video image of the overlay. Red and Green crosses indicate the detected corners in
the X-ray and video image respectively.

2.5.2 Discovered Clinical Applications

Augmenting X-ray images by co-registered live video images allows surgeons to quickly
and intuitively perceive the spatial relations between patients and medical images. Once
an X-ray image is acquired, the surgical procedure may be continued under visualization
of the live video co-registered with the X-ray image. This allows surgeons to place a
surgical tool or to locate an internal target under video imaging in regard to patient’s
anatomy. The clinical study on 43 patients allowed us to identify the following surgical
tasks which directly benefit from the medical AR imaging of CamC:

2.5.2.1 X-ray Positioning

During the intervention, the C-arm machine is often moved over the patient to visualize
the anatomical site of interest in X-ray images. This is called X-ray positioning and
the task is completed once the X-ray C-arm is correctly positioned to show a particular
anatomical structure or implant. The overlay of the X-ray and live video shows an exact
X-ray imaging area as a semi-transparent grey circle within the video image frame. This
augmentation allows medical staff to intuitively and efficiently position the C-arm instead
of the usual acquisition of multiple X-ray images for achieving an optimal view for the
X-ray imaging system. Figure 2.24 demonstrates X-ray positioning for visualizing distal
radius in one orthopedic and trauma surgery. The left image shows that the projection
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area of the X-ray image in the overlay can play the role of an aiming circle. The right
image shows the acquired X-ray images overlaid onto the video image.

Figure 2.24: Position the C-arm to visualize the structure of distal radius in an X-ray
image. The left image shows that the projection area of the X-ray image in the overlay
can play the role of an aiming circle for C-arm positioning; The right image shows the
acquired X-ray images overlaid onto the video images after the C-arm is positioned.

2.5.2.2 Incision

After acquiring an X-ray image showing internal bone structures or implants, it is often
required to open the skin in order to access bone anatomies or implants. The X-ray
augmented by the co-registered live video can be used to plan the correct incision, placing
it exactly above the fracture or implant with what the surgeon considers as the optimal
length, minimizing the wound. Figure 2.25(a) demonstrates that the incision line is being
marked in its optimal length and position relative to the underlying distal radius fracture
line, and figure 2.25(b) shows skin cut above an elbow fracture under the guidance of
the X-ray and live video image overlay. Internal fixation by a plate is often employed
for stabilization of a fracture. For this, a plate can be inserted percutaneously along the
bone and across the fracture zone. It then needs to be fixed to the bone by screws that
go through the holes of the plate, which can be done by small incisions, avoiding a long
wound and soft tissue trauma. Figure 2.25(c) shows the skin incision which is needed to
fit the screws to the plate using the overlay of the X-ray and video image.

The same procedure can be used to fulfill an even more precise task which is the
incision placement for interlocking of a medullary nail. As the distal locking holes can
only be located in X-ray, the Video augmented X-ray view can help. Using a classic C-arm
and using the common down-the-beam technique, several X-rays are needed to find the
exact incision point, i.e. entry point. This is needed to safely hit the hole inside the nail
with the drill in the adjacent step. We call this task as entry point localization. Routinely,
a scalpel is placed on the skin and X-rays are taken until the tip of the scalpel is aligned
with the hole. With the help of the X-ray Video Overlay, once the nail is visualized in
the desired position, only one X-ray is needed, as the incision can be made by watching
the video monitor and cutting the skin exactly where the X-ray and video overlay shows
the hole.
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(a) (b) (c)

Figure 2.25: Incision path planning at a distal radius fracture (a), skin cut above a elbow
fracture (b), and skin incision above the locking hole of the plate for its internal fixation
(¢), under the overlay of the X-ray and video images.

Figure 2.26 demonstrates entry point localization in interlockig procedure. After down-
the-beam positioning, the locking hole on the nail appears as a round circle in the X-ray
image. The entry point, which is defined by the round circle, can be quickly identified on
the skin using the live video co-registered by the X-ray image.

Figure 2.26: The entry point on the skin for the locking hole is identified using the live
video co-registered by the X-ray image.

2.5.2.3 Instrument Axis Alignment

Insertion of a linear surgical instrument through internal bone along a preferred axis is
a common surgical task in many orthopedic and trauma procedures, e.g. interlocking of
intramedullary nails and percutaneous spinal interventions. It requires the positioning of
the C-arm in the so called down-the-beam position. More specifically, the axis of insertion
coincides with the direction of the radiation beam and is projected as a single point (entry
point) onto the acquired X-ray image. The precise alignment of the instrument with
the correct axis is usually achieved by first aligning the tip of the instrument with the
entry point and then orienting the instrument to be aligned with the axis. Many X-ray
images are always required to guide the instrument placement. As the video camera and
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radiation beam share the same projection geometry for CamC, the process of instrument
axis alignment and insertion can be guided under the live video co-registered with one
X-ray image taken at the C-arm down-beam position.

Figure 2.27 and 2.28 demonstrate the instrument axis alignment using the overlay
of X-ray and video image in interlocking of intramedullary nails, where a hole has to
be drilled through the bone, passing through the preformed hole in the intramedullary
nail. In order to achieve the drilling perfectly, the position of the drilling and the axis
of the drill itself have to be exact. Figure 2.27 shows aligning the tip of the drill within
the locking hole using VAX. The instrument is generally inserted through a small skin
incision to reach the internal bone surface (see paragraph above). Thus, the tip of the
instrument that is under the skin becomes invisible to the video camera and X-ray images
are taken to confirm the alignment. Since the live video can offer visual information
about the orientation of the drill, orienting the drilling axis such that it is aligned with
the down-the-beam axis can also be accomplished using VAX (see figure 2.28(a)). The
employed drill machine is designed for using X-ray images, thus the correct drilling axis
is confirmed by the X-ray image showing embedded radiolucent cylinder structures inside
the drill machine imaged as two co-centric round circles (see figure 2.28(b)).

() (b)

Figure 2.27: (a) Aligning the tip of the drill within the locking hole using the X-ray and
video image overlay; (b) Alignment is confirmed by the X-ray image showing that the tip
is within the hole.

2.5.2.4 K-wire Guidance

K-wires are often used for temporary fixation of bone fragments or for temporary immo-
bilization of a joint during surgeries. They can also be used for definitive fixation if the
fracture fragments are small, e.g. for wrist or hand fracture reduction. Great care must
be taken not to injure the sensory branch of the radial nerve during insertion of K-wires
for wrist fracture reductions. The insertion direction of the K-wire relative to the bone
is commonly viewed using C-arm X-ray images. With the CamC system, the direction
of a linear K-wire relative to the bone can be intuitively anticipated from the overlay
image showing the projected direction of the K-wire and bone in a common image frame.
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2.5 Patient Study: First Clinical Cases of CamC

(a) (b)

Figure 2.28: (a) Orienting the drilling axis to be aligned with the down-the-beam axis
using the X-ray and video image overlay; (b) Alignment is confirmed by the X-ray image
showing embedded radiolucent cylinder structures inside the drill machine imaged as two
co-centric round circles.

Figure 2.29(a) shows the placement of a linear K-wire for fractures of the distal radius
using the X-ray and video image overlay. Figure 2.29(b) shows that the final placement
of the K-wire is confirmed by one X-ray image.

(a) (b)

Figure 2.29: (a) Placing a K-wire relative to fractures of the distal radius using the X-ray
and video image overlay; (b) Confirmation of the K-wire placement.

2.5.2.5 Others

The overlay of X-ray and video image has the potential to help surgeons choose a suitable
implant size, since the bone structure and the implant will be visible in a common image
frame. In distal radius fracture reduction surgery, surgeons have used the overlay image
to check if the length of a bridge plate is suitable before inserting the plate under the
skin (see figure 2.30(a)). However, the bone structure and implant are not often at the

29



Camera Augmented Mobile C-arm (CamC): Video Augmented X-ray Imaging

same depth, which introduces magnification error and leads to difficulties for choosing the
correct size of implant. Projection geometry was not a problem in this case because the
distance between the internal bone and the plate is short.

With the CamC system, the surgeons can easily see in the overlay if their hands are
directly inside the X-ray image area (see figure 2.30(b)). By moving their hands out of
the X-ray image area, they can drastically reduce the direct radiation exposure, especially
in situations when the surgeon is holding the patient’s extremity in a special position in
order to acquire a fluoroscopy image of a certain perspective.

Moreover, the video images with co-registered X-ray images from the CamC system
can be used for automatic documentation of an operation, to allow to retrospectively
analyze surgical procedures or to create educational videos from real surgeries.

(a) (b)

Figure 2.30: (a) The X-ray and video image overlay is used to check if the length of a
bridge plate is suitable; (b) The hand of a surgeon is within the X-ray beam, as it is
visualized within the X-ray image area of the overlay.

2.5.3 Clinical Performance: CamC VS. C-arm

Clinical performance of the CamC system is quantified by the number of X-ray shots
required to perform a surgical procedure. We compare the required number of X-ray
shots using the CamC system and using standard C-arm systems. The quantification
study includes 29 surgical procedures using the CamC system and 44 surgical procedures
using the C-arm systems. The number of X-ray shots are recorded by the same medical
staff within the OR for both CamC and C-arm groups. The recording of the C-arm
group is conducted after the CamC clinical study. The CamC and C-arm groups include
the same types of procedures, but may have different number of cases for the same type
procedure. 27.284+23.16 X-ray shots are required for each surgery in CamC group. C-arm
group needs 37.70 £ 44.24 for one surgery.
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2.6 Discussion and Conclusion

The CamC system that extends a standard mobile C-arm by a video camera and mirror
construction was introduced by Navab et al. [49, 50]. One key feature of the CamC system
is that it can be operated as a conventional C-arm system, with the additional feature of
offering X-ray images co-registered with a live video anytime without online calibtation
or registration and additional devices during intervention. Augmenting X-ray images by
a live video can benefit many surgical procedures: needle placement [145], interlocking
of intramedullary nails [146], pedicle screw placement [147], and vertebroplasty [117] to
name a few. Furthermore, having aligned projection geometries of the C-arm X-ray and
the attached video camera enables new computer aided surgery solutions, such as visual
servoing based C-arm positioning [148], artificial fluoroscopy [150], and parallax-free X-
ray image stitching [164]. The solutions based on CamC platform are attractive from
both clinical and economical points of view, as no additional separate tracking devices
and calibration are required during surgery.

The accurate overlay between the images is crucial for the guidance of high quality
surgical outcomes. We evaluated the influence of CamC calibration, X-ray distortion,
and the mechanical sagging of the C-arm gantry on the overlay accuracy. The inaccurate
alignment of the camera optical center and X-ray source causes the estimated homography
for the co-registration only to be valid for image points for which corresponding space
points are on the same plane defined by the homography. For this, we developed an
experimental protocol that searches for an optimal homography resulting in a minimum
overlay error for all image points no matter where their corresponding space points are
located. When applying any of the estimated homographies, the minimum overlay-plane-
error should happen for the plane where the homography is estimated in theory according
to equation 2.1. IIn all our experiments we had one exception. This occurred at the image
intensifier for which the overlay-plane-error is not minimum on that plane among all the
planes. This exception could be caused by a poor focus of the video camera for the plane
of the intensifier. The poor focus will introduce errors to the blob point detections and
thus influences the accuracy of the homography estimation. The influence of the camera’s
focus on the overlay accuracy will be investigated in the future.

In current literature, online X-ray distortion correction strategies require a longer
execution time and a more complex system setup, i.e. the calibration board must be
attached to the intensifier for all C-arm orientations. The VDP method that relies on much
less image points than the traditional X-ray distortion correction strategies is adapted in
order to compensate for perspective distortion correction caused by the changes of the C-
arm orientation. In section 2.2.2.2, we have shown that using the VDP method combined
with the distortion coefficients at the calibrated pose can dramatically improve the overlay
accuracy for any C-arm rotation. Future work will involve attaching additional markers
behind the mirror in order to have at least 4 points visible at all time during surgery for
the VDP calculation (i.e. to avoid occlusion of markers in the images due to anatomy or
surgical tool obstructions).

The clinical performance and impact of the CamC technology is assessed and quantified
on 42 animal cadavers and 43 patients. A surgical workflow based method is proposed
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and applied to compare surgical performance using VAX versus CF in the animal cadaver
study. Interlocking of intramedullary nails in cow metacarpals is chosen for evaluating
applied radiation exposure, operation time and quality of drilling. Overall, the results
of the evaluation study show that the VAX group required significantly less radiation
exposure, achieved a similar drilling quality for the whole interlocking procedure but
required similar operation time compared to the CF group. VAX has its main positive
impact in C-arm positioning, entry targeting for skin incision or center punch, and axis
control in drilling, needing significantly less X-ray shots to fulfill the tasks. Due to the
fact that X-ray positioning and skin incision are necessary steps in many other surgical
procedures, our results are also valuable for predicting the clinical impact of VAX beyond
this particular application. The standard deviations of the number of X-ray shots are
smaller for VAX. We see this as a sign of increased reproducibility for the surgeons.
Using the VAX did not save operation time. The mean of the whole procedure time is even
slightly higher when using VAX. In combination with a higher overall standard deviation,
we see this as the effect of a learning curve with the users still exploring the abilities of
the system and taking their time for the apprenticeship. This becomes particularly clear
in the last step of screw insertion which took much longer in the VAX group than in
the C-arm group. After video analysis and confirmation with the surgeons we found out
that the participants tended to make use of the VAX to find the hole to put the screw
in, although they could definitely find it even quicker without any image based guidance,
since the hole is easy to feel. We expect these effects to disappear with further use of
the system, most likely allowing a reduced operation time in the future. Furthermore,
less skilled surgeons may benefit even more from VAX, as the regression analyses show a
significantly higher reduction of the number of X-ray shots for less experienced surgeons
when using VAX while drilling the interlocking hole.

Different clinical applications of the CamC system are discovered in the patient study,
such as C-arm X-ray positioning, incision, entry point localization, instrument axis align-
ment, K-wire guidance, and surgery documentation. The patient study shows that the
surgical procedures require less X-ray shots when using the CamC system compared to
the standard C-arm systems. However, we cannot show a statistically significant differ-
ence from the results of this initial clinical study due to the limited number of patient
data sets.

Surgeons’ feedback on the first CamC guided operations indicates that the new device
can be smoothly integrated into the surgical workflow. The video guided X-ray C-arm
positioning works intuitively and reduces radiation exposure as there is no more need for
iterative acquisition of X-ray images in order to reach the desired image. After acquiring
one X-ray image which includes the fractured anatomy or implant, the X-ray and video
overlay can further be used to plan the correct incision, guide the K-wire insertion, or
locate the entry point on the skin. The power and importance of CamC’s image guided
C-arm positioning is especially demonstrated when imaging small parts. In these cases,
the anatomy of interest is often placed near the X-ray source and the desired image area
is small, making it hard to position the C-arm correctly and get the right image. Some
commercial C-arms provide laser guidance but unlike our solution they only point at the
center of imaging area and do not visualize the total area to be imaged by the X-ray
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system.

In our experience, apart from saving radiation dose in standard orthopedic and trauma
surgeries, the CamC system provides additional information to the surgeon that helps
him or her carry out many tasks not only more intuitively but also more confidently.
The participating surgeons claim that the decision-making process becomes easier with
the CamC system and that they feel more secure when they observe their tool, their
hand as well as the deep-seated anatomical target within live video augmentation. The
CamC system provides more information which eventually enables surgeons to optimize
their performance of tasks, but if so desired, the device can still be operated like a classic
C-arm.

In the animal cadaver study, the accidental movements of the cow cadavers were most
often observed during center punching and drilling. In the patient study, the accidental
movements of the treated anatomies were mainly introduced by placing implants or in-
struments with strong force. We also notice that the surgeons often moved the patients in
order to have better access to the anatomies during the real surgeries. These movements
would result in an unanticipated misalignment of X-ray and video image. Using that mis-
aligned VAX image for invasive actions could be a threat to the patient and the success of
the surgery. For that reason, consequently informing surgeons about such a misalignment
is compulsory. Through visual marker tracking and display of the deviation on the main
VAX monitor, this issue was solved in our experiments. Accordingly, the participating
surgeons were responsible for acquiring a new X-ray image when misalignment occurred.
However, we saw that in many cases the surgeons did not take a new X-ray as he either
reversed the movement, reaching the original position indicated on the screen, or he did
not require an exact overlay at that point of the procedure. As the visual markers were
attached on the skin surface that tends to have minor movements relative to the under-
lying bone, the visual marker tracking method could misinterpret the image alignment.
Likely because the distance between the skin and the bone in our cow specimens was
short, and movement was very small, we did not experience any problems in the animal
cadaver study. However, serious skin movements relative to the internal bone were no-
ticed when drilling through femur in the human surgeries. Thus skin adhesive marker
based tracking could mislead the surgeons in this case. In the current implementation
for informing about misalignment, the color bar is displayed close to the border of the
VAX image and out side of the X-ray image area. Thus, surgeons need to actively switch
their attention between the X-ray image area and the color bar. In a highly stressful
environment, surgeons prefer to be notified about misalignment in order to concentrate
on the X-ray image area showing the most relevant surgical visual data. Possible ideas
for showing the misalignment without deterring the attention of the surgeon are adding
special effects (such as blurring or fuzzy effects) to the video images within the X-ray
area, directly turning off the video images, or generating alarming sound. We note that
the treated anatomy can be positioned firmly with the help of an extension C-arm fluo-
roscopy table. This minimizes the potential risks of injuring the anatomy and accidental
movements.

Surgeons are generally exposed to scattered radiation during fluoroscopy. Scattered
radiation in various C-arm positions and orientations used in surgical procedures are well
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studied [183]. The recommended standard position of mobile C-arms is having the X-ray
tube below the patient and the image intensifier above, reducing the scattering towards
the surgeons head. In order to visualize the patient in video augmented X-ray, the X-ray
source must be placed above the patient, potentially increasing the scattering dose to the
surgeon’s head per X-ray shot. In [184] however, the authors show that for surgeries at the
periphery of the limbs, the inverted C-arm position required by VAX reduces the scattering
dose to the head of the surgeon compared to the standard position. Additionally, we found
that the surgeons can easily see in VAX if their hands are directly inside the X-ray beam.
By moving their hands out of the X-ray area, they can drastically reduce their exposure,
especially in situations when the surgeon is holding the patients extremity in a special
position in order to acquire a fluoroscopy image of a certain perspective.

Within OR, surgical lamps are used to illuminate operation areas, causing a large dy-
namic range (luminance range from the largest brightness value to the smallest brightness
value). Human eye has high dynamic range and can perceive all brightness levels, while
the current video camera of the CamC system has a low dynamic range. Thus, the cap-
tured images may suffer from overexpourse or underexpourse and can lose image data (see
figure 2.31(a)). In the patient study, the surgical lamps were moved out of operation field
in order to have an ideal video image quality when the surgeons were watching VAX. High
dynamic range (HDR) video cameras that have a great dynamic range are commercially
available. In the future work, HDR cameras will be adpated in the CamC system and its
performance should be assessed in a real clinical setup. Figure 2.31(b) shows the scene
of the OR captured by the digital camera of Iphone 4 without and with HDR function.
The captured HDR image can reveal more details of the scene compared to the non-HDR
image.

() (b)

Figure 2.31: (a) The video image of the VAX suffers from overexpourse, which is caused
by the limited dynamic range of the video camera; (b) The left and right imags show
the scene of the OR captured by the digital camera of Iphone 4 without and with HDR
function.

For the CamC system, the space between the X-ray gantry and image intensifier is
reduced by the optic system, i.e. mirrors, placed between them. The limited space
sometimes makes it difficult to perform operations on an entire body. Employing optical
lenses instead of using only the planar mirrors may reduce the size of the entire optic
system while the video camera can remain the size of the field of view. This should be
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researched in the future. Furthermore, whether optical lenses introduce further distortion
to the X-ray images has to be investigated and taken care.

A simple alpha blending method is used to visualize the co-registered X-ray images
and video images. The alpha value must be adjusted manually to help surgeons better
perceive surgical related information, e.g. bone structures, skin, and instruments, from
the X-ray and video image overlay. However, X-ray images typically suffer from high noise,
non-uniform intensities, as well as weak and spurious edges between bone structures, soft
tissues, and background. The video images could have bad contrast and overexposed or
underexposed areas due to noise and high illumination range. Thus, simply superimposing
the X-ray and video images with alpha blending method sometimes introduces challenges
for the surgeons to quickly recognize and differentiate important structures in the overlay
image. In the future work, visualization solutions and image feature enhancement methods
need to be explored in order to improve the visualization of the image overlay. The
contextual in-situ visualization proposed by Bichlmeier et al. [185] allows for improved
depth perception when displaying the visual medical data of internal anatomies with
co-registered video images.

The X-ray image area does not always contain pertinent anatomical information, as
in foot and hand surgeries. In order to preserve more visual data from video images, one
possibility is to remove the X-ray background that has no anatomical information from the
overlay (see a mimic sample in figure 2.32). This requires the segmentation of anatomical
strctures in X-ray images, which may be difficult. Alternatively, the segmentation may
be achieved based on the skin of the anatomy in the video images, and the segmented
area can be directly applied to the co-registered X-ray image.

(a) (b)

Figure 2.32: A mimic sample of removing the X-ray background that has no anatomical
information from the overlay of a human hand: (a) The overlay of original X-ray and
video image; (b) The overlay of the segmented X-ray and video image. The X-ray image
is manually segmented.

As in many cases where a new image guided surgery system is being introduced to
the OR, surgeons need to explore the system and take advantage of the full potential of
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its functionalities. At this stage close collaboration between surgeons and engineers is
extremely crucial, since joint design of the system, its functionalities and user interface
could play an important role in its further development and its future clinical impact.
Many new applications could emerge from this first set of surgeries. Full video documen-
tations of the current procedures need to be analyzed closely in order not only to identify
and describe advantages and shortcomings of the system, but also to allow surgeons to
eventually modify single workflow steps, optimize the way that surgeries are performed, or
even invent new procedures taking full advantage of the simple and intuitive augmented
reality imaging and visualization provided by CamC.

In conclusion, VAX shows bone anatomy or implants co-registered with live video
displaying skin, surgeon’s hands, and instruments. This makes spatial relation between
clinically relevant structures more clear and more quickly perceived by the surgeon, po-
tentially reducing stress, radiation and sources of surgical mistakes. This new imaging
technology can further be transferred to other orthopedic and trauma applications from
needle guidance to minimally invasive orthopedic surgery. Furthermore, the co-registered
X-ray and video images pave the way for the implementations of different image guided
surgery solutions. The implementation of two novel C-arm X-ray imaging solutions based
on the CamC platform are presented in chapters 3 and 4.

This paragraph summarizes the contributions in the chapter. I have designed a prac-
tical and robust calibration method for the CamC system in order to achieve an accurate
intra-operative video augmented X-ray imaging. In order to complete the first clinical
prototype of the CamC system, I have estimated radiation dose generated by the CamC
system to air and developed an online detection method of overlay misalignment. The
hardware and software components of the clinical system were built in collaboration with
my colleagues and students at the chair. Furthermore, I have proposed a surgical work-
flow based evaluation methodology and applied it for the assessment of clinical relevance
and impact of the CamC system based on 42 animal cadavers and 43 patients. The
cadaver and patient studies were performed in a close collaboration with our clinical part-
ners of medical doctors and medical students. The workflow based analysis demonstrates
that several surgical tasks benefit from the overlay, namely: skin incision, entry point
localization, instrument axis alignment, K-wire guidance and X-ray positioning.
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CHAPTER
THREE

INTRA-OPERATIVE PARALLAX-FREE PANORAMIC
X-RAY IMAGING

This chapter presents a novel method to generate parallax-free panoramic X-ray images
during surgery by enabling the mobile C-arm to rotate around its X-ray source center,
relative to the patient’s table. Rotating the mobile C-arm around its X-ray source center
is impractical and sometimes impossible due to the mechanical design of mobile C-arm
systems. In order to ensure that the C-arm motion is a relative pure rotation around its
X-ray source center, I propose to move the table to compensate for the translational part
of the motion based on C-arm pose estimation. For this I employ a visual marker pattern
and a Camera Augmented Mobile C-arm system. We are able to produce a parallax-free
panoramic X-ray image independent of the geometric configuration of imaged anatomical
structures. The method does not require a fronto-parallel setup or any overlap between
the acquired X-ray images. This generated parallax-free panoramic X-ray image preserves
the linear perspective projection property. It also presents a negligible difference (below 2
pixels) in the overlapping area between two consecutive individual X-ray images and has
a high visual quality. This promises suitability for intra-operative clinical applications in
orthopedic and trauma surgery. The experiments on phantoms and ex-vivo bone structure
demonstrate both the functionality and accuracy of the method. The proposed method
of parallax-free panoramic X-ray imaging has been presented in [164].

3.1 Clinical Motivation

Accurate intra-operative determination of mechanical axis alignment, joint orientation and
leg length is crucial for the treatment of knee osteoarthritis, correction of deformities, and
long bone shaft fractures. The correct mechanical axis alignment of the lower extremity
plays an important role in preventing osteoarthritis, especially of the knee. For this reason,
the verification of this axis is critical for reconstructive surgery as well as trauma surgery
of long bones of the lower limb. In bone fracture reduction surgery, surgeons need X-ray
images to determine the relative position and orientation of bones and implants not only
for diagnosis and surgery planning, but also for ensuring and validating the quality of
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their treatment during and after surgery. X-ray images acquired by mobile C-arms have
a narrow field of view and cannot visualize the entire bone structure of a lower leg within
one single X-ray image. Acquiring several individual X-ray images to visualize the entire
bone structure only gives a vague impression of the relative position and orientation of
bone segments. This often compromises the correct alignment of fragments and placement
of the implants in long bone reduction surgery. Axial malalignment in long bone fracture
reduction surgery is reported to be up to 28% [186, 187, 188, 189]. Unfortunately, the
correct fixation of the bones often only can be confirmed post-operatively using a common
X-ray machine with a large field of view that cannot be used in the operating room.
Thus, a second surgery for correction and repositioning may be required, which introduces
additional costs, pain, radiation, and risk. Panoramic X-ray images with exceptionally
wide fields of view could be very helpful during surgery, since they can show the whole
bone structure with its entire mechanical axis, in a single image. Furthermore, it can also
facilitate measuring the length and determining suitable implants [190, 191]. In addition
to their main application, determination of mechanical axis alignment, joint orientation
and leg length, panoramic X-ray images are also useful for visualizing the spinal column
to determine the positions of vertebrae [192, 193].

Many methods and systems were proposed for the generation of panoramic X-ray
images by combining multiple individual X-ray images with limited fields of view [190, 192,
193, 126, 127, 128|. However, all of these proposed methods have their own shortcomings.
I propose a novel method to generate true parallax-free panoramic X-ray images during
surgery. Unlike existing methods, in which parallax effects, i.e. ghosting and misalignment
(see figure 3.1), in the panoramic X-ray image can not be avoided for imaging a non-planar
bone structure, the proposed method can create a parallax-free panoramic X-ray image by
making the mobile C-arm rotate around its X-ray source, relative to the patient’s table.

3.2 Related Work

Image stitching, the process of creating panoramas, has been intensively studied in the last
decades and many robust algorithms were developed in non-medical areas [194, 195, 196,
197]. However, directly applying these methods for stitching X-ray images will be either
impractical or unreliable. It is well known that, one central component of stitching is
image registration, i.e. the estimation of a transformation to align two images. Intensity-
based registration needs large overlap areas between the consecutive X-ray images, which
as a side effect increases the radiation exposure. For feature-based registration, reliably
and accurately detecting anatomical features is hard in the X-ray images, especially in
long bone X-ray images. On the other hand, all of the methods applied to optical images
are based on an implicit assumption, occlusion, i.e. the pixel value in the image is only
related to the first imaged object along the ray’s path. But, in the X-ray image the pixel
value in the original image is related to the attenuation of the imaged object along the
ray’s path, and the same feature in two different X-ray images could have totally different
intensities.

A special purpose digital X-ray machine was introduced to generate panoramic X-ray
images by simultaneously translating the X-ray source and the image intensifier over the
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patient [190, 192, 193]. This X-ray machine is not versatile enough to replace mobile C-
arms within operating rooms. The correct mechanical axis alignment or fracture reduction
can only be confirmed post-operatively. Therefore an intra-operative solution based on
mobile C-arms is still required. For obtaining a long bone panoramic X-ray image intra-
operatively, two methods were proposed using standard mobile C-arms. The first one
proposed by Yaniv and Joskowicz [126] introduces an orthopadic radiolucent X-ray ruler
placed along the limbs. It first segments the detected graduations of the ruler on the X-ray
images, and then uses graduations of the ruler to estimate the planar transformation based
on a feature-based alignment method. In this method, the radiolucent X-ray ruler must be
placed roughly parallel to the imaged bone and users are required to manually select points
on the contour of the reconstruction plane in order to compensate for parallax effects on
that plane. The biggest drawback of this method is that sufficient overlapping areas
between two consecutive X-ray images are required to estimate the planar transformation
and thus additional radiation exposure is inevitable. Another method employs a radio-
opaque absolute reference panel with absolute coordinates placed under the bones [127].
This reference panel contains a grid of radio-opaque rigid markers and thus X-ray images
can be registered based on the known geometry of this panel. This absolute referencing
method is independent from overlapping X-ray regions, but requires an X-ray visible
panel, which will occlude fine anatomical structures in the X-ray images. Furthermore,
no method was proposed in the paper to solve for the parallax effects, which are introduced
by the stitching plane and the target plane not being on the same level. Both methods
require a fronto-parallel mobile C-arm setup, i.e. the ruler plane and the reference panel
plane must be parallel to the detector plane of mobile C-arm.

In [128], a method is introduced to generate panoramic X-ray images intra-operatively
using a CamC system and a planar marker pattern. This method does not require over-
lapping X-ray images and special X-ray markers. It uses the video images in combination
with a visual marker pattern to estimate the planar transformation for creating panoramic
X-ray images. In order to reduce the parallax effects on the bone plane, the marker plane
and the bone plane need to be parallel to each other and the distance between them
has to be manually estimated. The major advantages over the previous C-arm based
solutions [126, 127] are the reduction of ionizing radiation and the independence from
fronto-parallel C-arm setup.

The parallax effects will cause not only the blurring and ghosting (see figure 3.1), but
also the metric measurement errors in the image. Although methods for reducing parallax
effects on the bone plane were described in [126, 128], they require the bone segments to
be on the same plane and parallel to the plane used for estimating the transformation. In
practice, it is unlikely that the plane of the bone is exactly parallel to the plane of the ruler
(or marker pattern) due to soft tissue around bones. Bone segments furthermore may be
on different plane levels due to fracture or inability to fully extend the joints. For these
complex situations, completely removing the parallax effects in the panoramic images is
impossible by using the existing methods including [126, 128]. This would restrict the
usefulness of stitching approaches within clinical routine to a limited number of cases.

In order to remove parallax effects in the final panoramic images, algorithms from
the computer vision and image processing community, e.g. manifold method [196], multi-
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perspective plane sweep method [198] and virtual frames method [197] were introduced.
However, all of them only ensure a perceptually correct result, but the property of linear
perspective projection is not preserved in the images and thus the metric information
can not be recovered. Another way of obtaining a parallax-free panorama is making a
parallax-free camera motion, in which the camera undergoes a pure rotation around its
center [194]. The parallax-free camera motion results in a true panorama without any
parallax effect. This true panorama is desirable for two reasons: it is the same as a single
image acquired by a pinhole projection camera with a wide viewing angle; it therefore
preserves the property of linear perspective projection. However, making the mobile C-
arm rotate around its X-ray source is impractical and sometimes impossible, due to the
limitation of the mechanical configuration of mobile C-arms.

This chapter introduces a new method for parallax-free X-ray image stitching by mak-
ing the C-arm rotate around its X-ray source, relative to the patient’s table. This is
achieved by moving the table to compensate for the translational part of the motion
based on C-arm pose estimation, for which a CamC system and a visual planar marker
pattern are employed. Finally, the proposed solution is able to generate a true parallax-
free panoramic X-ray image, independent of the configuration of bone structures and
without the requirement of a fronto-parallel setup or overlapping X-ray regions. This
true panoramic X-ray image now can be treated as a single image obtained by a C-arm
having an exceptional wide imaging field of view and also can be further processed by
various computer vision or image processing algorithms that assume linear perspective
projection, e.g. 2D-3D rigid registration of X-ray fluoroscopy and CT images. Taking
into account that the economical issues in healthcare are of high importance for computer
aided intervention solutions, the proposed approach of using a CamC system and a visual
planar marker pattern for intra-operative parallax-free X-ray image stitching is also at-
tractive from an economical point of view, since no additional calibration and no external
tracking systems are required during surgery.

Figure 3.1: Illustration of the parallax effects in the panorama of stitching two X-ray
images. From left to right, the first image shows the construction of two metal keys on
two different parallel planes. The second image is the panorama generated using the
transformation for the plane of the bigger key, and the third image shows the panorama
generated using the transformation for the plane of the smaller key. The last image
presents a parallax-free panorama generated by the X-ray source undergoing a relative
pure rotation.
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3.3 Method

The key step of image stitching is the estimation of the planar transformation for aligning
images. The camera pose of the first image is defined as the world coordinate system, and
the second image is obtained after a rotation R € R**® and a translation ¢ € R? of the
camera. The planar homography that aligns the first camera image to the second camera
image is defined by

1
H=KRK '+ EKtnTK‘l (3.1)

where K € R3*3 is the intrinsic matrix of the camera. H is valid for all image points
whose corresponding space points are on the same plane, called stitching plane, defined
by the normal vector n € R? and distance d to the origin in the world coordinate system.
However, any structure that is not on this stitching plane in 3D space will result in
ghosting or blurring effects (see figure 3.1) caused by parallax.

H has two parts, KRK ! and 3 Ktn” K, in which only the second part depends on
the plane parameters n and d. In case that the camera motion only contains the rotation
R around its center, éK tn” K1 is equal to zero. Then the homography H is independent
from the plane parameters, and thus it is valid for all image points without the coplanar
constraint on their corresponding space points. However, making the X-ray source of
mobile C-arms rotate around its center is impractical and sometimes impossible, due to
the limitation of the mechanical configuration of mobile C-arms.

Note that, the camera motion in equation 3.1 is with respect to the patient’s table.
Here, we propose a novel method to produce panoramic X-ray images based on computing
poses of the X-ray source relative to the table. For parallax-free stitching, the movement
of the x-ray source needs to be a pure rotation around its center. As this position is only
relevant with respect to the patient’s table, translating the table can compensate for the
translational part of the x-ray source’s motion. Thus, computing each pose relative to
the table and translating the table accordingly enables us to maintain the virtual X-ray
source’s center when aquiring multiple images. By this means, generating true parallax-
free x-ray images is possible and practical.

3.3.1 C-arm and Operating Table Setup

The proposed parallax-free X-ray image stitching method requires a planar square marker
pattern, a translatable operating table and a CamC system consisting of a mobile C-arm
and a camera and mirror construction. The camera and mirror are attached to the C-arm
such that the optical center of the camera virtually coincides with the X-ray source. A
planar homography is estimated for X-ray and video image overlay. A joint construction
and calibration make sure that the X-ray source and the video camera have the same
intrinsic and extrinsic parameters [49, 50]. Therefore, all the poses and motions estimated
using the video camera directly correspond also to that of the X-ray projection geometry.

The origin of the coordinate system of the marker pattern is situated on the corner
of the marker pattern, the X-axis parallel to the short edge of the pattern, the Y-axis
parallel to the long edge of the pattern, and the Z-axis following the right hand rule (see
figure 3.2(b)). The marker pattern was rigidly and flatly attached under the operating
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table, the edges of the square markers being roughly parallel to the edges of the table.
The table coordinate system is defined in order to support translating the table, its origin
located at the same position as the marker coordinate system, the X, Y and Z axes being
parallel to the left-right, forward-backward, and up-down translations respectively. Figure
3.2 shows the marker coordinate system in red solid color and the table coordinate system
in green dash color. For relating the marker coordinate system to the table coordinate
system, a proposed calibration is performed, which will be described in section 3.3.3.

The mobile C-arm will be positioned in the common setup, in which the X-ray source
is below the operating table (see figure 3.2). In the method [128], the marker pattern was
placed above the patient and could occlude the view onto the operation situs. Compared
to that solution, this system setup does not only make the marker pattern visible to
the camera for pose estimation, but also let the marker pattern be smoothly integrated
into the surgical procedure without disturbing the physician’s view. In order to reduce
the error caused by varying intrinsic parameters of C-arm X-ray imaging, we attach four
spherical X-ray markers with 1.5mm diameter on the back of the mirror, near the border
of and within the X-ray’s field of view (see figure 2.10).

(a) (b)

Figure 3.2: (a) The left image shows the setup for X-ray image stitching, in which the
camera can see the marker pattern attached to the back of the operating table. The
right top image shows the attachment of the marker pattern under the table and both
marker and table coordinate systems. The right bottom image shows our custom made
camera and mirror construction; (b) Our planar square marker pattern and its coordinate
system. The edge length of a square marker is 16.5mm, the distance between two markers
is 5.5mm.
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3.3.2 Visual-Marker-Pattern based Pose Estimation

Kainz et al. [199] developed a method to do C-arm pose estimation based on an X-ray
visible planar marker pattern attached to the operating table. However, their method
needs one X-ray shot for each pose estimation and is very impractical, since the proposed
solution needs to update pose estimation frequently in order to guide the surgeon moving
the table into the correct position.

Thanks to the CamC system, the proposed solution can make use of the video images
in combination with a visual square marker tracking system (see section 2.3.2) for C-arm
pose estimation without radiation. A planar marker pattern (see figure 3.2) is designed, in
which all the square markers can be uniquely detected. The corners of the square marker
can be extracted with subpixel accuracy and used as feature points. Having the marker
pattern with known geometries, it is able to establish point correspondences between the
2D image points and 3D space points at the marker pattern that is on the plane Z = 0
of the table-marker coordinate system (see figure 3.2). Let the camera pose in the table-
marker coordinate system consist of RP = [rl T9 7‘3} € R?**3 the rotation matrix and

t? € R3 the translation vector. Let K represent the known matrix of camera intrinsic
parameters. The pinhole camera model from [200] describes the relationship between 3D

T T
space point M = [X Y 0 1} and its 2D image point m = [u v 1} as

sm = K[R #][x v 0 1] (3.2)
= K[n n #][x v 1] (3.3)
= AM (3.4)

with

A = K[Tl T2 tp]

A

o= [x v o]

where s is the unknown scale factor. Based on known point correspondences, matrix A can
be computed up to a scaling factor by using the Normalized Direct Linear Transformation
(DLT) [200]. In [151], we have

ro= MK 'ay (3.5)
ry = MK lay (3.6)
r3s = 1] X Ty (3.7)
tr = MK las (3.8)

where A = 1/[|K'ay|| = 1/]| K 'ag|| and A = {al as 0,3}. Then, the computed matrix

RP = [7“1 T Tg} is enforced to satisfy the orthogonality of a rotation matrix by using the

method proposed in [151]. However, the pose is solved only through minimizing algebraic
distances which are not geometrically meaningful. We use the solution of R? and P as
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an initial value for minimizing the geometric distances in the image expressed by the cost
function

argmin > || m; — (K, RP % ) || (3.9)
Ti=1

where n is the number of corresponding points and m(K, RP, ¢, MZ) is the projection of
point M; in the image. Finally the optimal solution of the camera pose is computed by
using the Levenberg-Marquardt algorithm to solve this nonlinear minimization problem.

3.3.3 Table Coordinate System Calibration

The table and the marker coordinate systems are located at the same position, but differ
in orientation. In this section, we propose a calibration method to estimate a 3D rotation
matrix ‘R,, € R3>*3, such that P, = R,,P,,, in which P, and P,, are the coordinates
of the same point in the table and marker coordinate systems. With known 3D point
correspondences in two coordinate systems, a 3D-rotation estimation method based on
Singular Value Decomposition (SVD) [201, 202] is employed to compute the relation of
the table and the marker coordinate systems.

In order to obtain the point correspondences, the table is moved in the forward-
backward direction that is parallel to the Y-axis of the table coordinate system, while the
marker pattern is visible to the camera. Thus, the camera translates from C1 to C2 in
a direction parallel to the Y-axis of the table coordinate system (see figure 3.3(a)). The
coordinates of C'1 and C2 in the marker coordinate system are known by pose estimation
and the distance D; between C1 and C2 is computed. The origins of both coordiante
systems are translated to C'1 (see figure 3.3(b)), which does not have an effect on the
'R,,. Then, the coordinates of C2 in both coordinate systems can be obtained, because
C2 locates on the Y-axis of the table coordinate system and its coordinate in the table

coordinate system is [0 Dy O}T. The same derivation can be applied to other two
directions of the table translation, i.e. up-down and left-right.

The calibration step is the followings, the table is translated in at least two directions
in order to avoid degenerate configurations, e.g. forward-backward and up-down, N (> 3)
times with different distances. Therefore, we are able to obtain N point correspondences
to compute 'R,,. The calibration has to be performed only once after attaching the marker
pattern to the table.

3.3.4 Generation of panoramic X-ray images
3.3.4.1 X-ray image stitching

To generate panoramic images, the first acquired X-ray image is defined as the reference
image, and all others will be registered to this reference image frame. The homography
that transforms the i-th images to the first image coordinate system will be calculated
according to equation 3.1. The intrinsic parameter K was obtatined during the calibration
of the CamC system. Let RY € R**3 and ! € R? be the pose of the X-ray source in the
marker coordinate system for the ¢-th X-ray image. The X-ray source motion, R; and {;,
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(a) (b)

Figure 3.3: The relation of the marker coordinate system (red solid line) and the table
coordinate system (green dash line). The camera translates from C1 to C2. (a) and (b)
are before and after the origins of both coordinate systems are translated to the position

of C1.

from the pose of the i-th image to the pose of the first image can be computed by

R ;] [RC ][R ]

o= 310
To obtain the homography, the plane parameters are still missing. The parameters of the
marker plane in the marker coordinate system are known and represented by n and d.

Let n; and d; be the parameters of this marker plane in the camera coordinate system of
acquiring the i-th image. In [200], we have

n|  [RY #177 [a

il =10 =
So far, we are able to establish a homography, transforming the i-th image to the first
image coordinate system, which is valid only for image points whose corresponding space
points are on the exact marker plane. In order to obtain the homography valid for the
bone plane (i.e. the tibial plane or the nail plane in the intramedullary tibial fracture
reduction surgery), which is used for panoramic X-ray images and metric measurements,
we need two constraints: 1) the bone plane is placed roughly parallel to the marker plane;
2)The distance between the marker plane and the bone plane is known or estimated.
The first constraint provides us the normal of the bone plane and the second constraint
gives the distance of this bone plane to the origin in the world coordinate system. With
these two constraints, we have the plane parameters for the bone plane, and thus the
homography valid for the bone plane is calculated and parallax effects on this plane are
reduced. However, the parallax effects still exist for the image points whose corresponding
space points are not on this bone plane. We call this X-ray image stitching method as
one-plane X-ray image stitching method or one-plane stitching in short (see figure 3.4),
which only aligns the image points whose 3D points within the plane that is defined by the
applied planar transformation. The methods described in [126, 127, 128] are one-plane
X-ray image stitching methods.

75



Intra-Operative Parallax-Free Panoramic X-ray Imaging

Figure 3.4: One-plane X-ray image stitching method. A panoramic X-ray image of a
plastic lumbar and sacrum is generated by stitching three X-ray images acquired by
translating the X-ray source. The individual X-ray images are aligned by using the planar
transformation computed for the marker pattern plane. The parallax effects (ghosting)
are marked by the red dash circle.

3.3.4.2 Parallax-free X-ray image stitching

For most clinical cases, the bone structure is hardly a simple and planar structure. This
makes parallax effects inevitable in the panoramas generated by one-plane X-ray image
stitching methods. A true parallax-free panoramic image that preserves the property of
linear perspective projection is more attractive. Rotating the X-ray source around its
center is an indispensable step for this. Therefore, the rotational movements of the C-
arm must be involved in order to achieve a parallax-free X-ray stitching of a non planar
object.

As discussed before, it is impractical and sometimes impossible to make the C-arm
rotate around its X-ray source center by changing the five joints of the C-arm. Therefore,
after moving the C-arm by changing its available rotational movements, we translate the
patient’s table to compensate for the translation of the X-ray source with respect to the
table. The guidance is supported by pose estimation using the attached video camera.

The camera position pos; € R? of the i-th X-ray image in the table coordinate system
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Figure 3.5: Parallax-free X-ray image stitching method. A parallax-free panoramic X-
ray image of a plastic lumbar and sacrum is generated by stitching three X-ray images
acquired by the X-ray source undergoing pure rotations.

pos; = ("Ry) (RY)" (1)) (3.12)

The translation of the table is the difference between the camera position of acquiring the
first image and its current position in the table coordinate system. The estimation of the
pose is performed with a frequency of 8-10 Hz in our implementation. This provides a
continuous feedback for the translation of the table. Kainz et al. [199] developed a method
to do C-arm pose estimation using an X-ray visible planar marker pattern attached to
the operating table. It is not suitable as guidance for positioning of the table, since a
continuous X-ray exposure and therefore a large amount of radiation is inevitable. After
translation compensation, the homography for aligning X-ray images can be computed
and it is valid for all image points.

An intuitive image acquisition protocol for guiding the generation of a complete
panoramic X-ray image is proposed as following,

1. Position the C-arm to take the first X-ray. The surgeon positions the C-arm such
that the X-ray image includes the area of interest. This is a daily task in the
operating room.

2. Take the first X-ray image. This fixes the reference panoramic image frame.
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Figure 3.6: During the acquisition of a complete panorama , a predicted virtual X-ray
frame is visualized as a grey circle in the reference panoramic image frame for guiding
the panoramic X-ray image acquisition and controlling the overlapping regions of X-ray
images.

3. Rotate the C-arm into a new viewing position. The rotational movements offered by
the C-arm system can be decomposed into a rotation around the X-ray source and
a translation. Our system visualizes the border of the predicted X-ray frame in the
reference panoramic image frame assuming that the translational component is being
compensated for (see figure 3.6). The surgeon, familiar with the bone geometries,
knows in which direction he wants to extend the first x-ray by appending the second
one. Therefore, the border of the predicted X-ray frame is very helpful for placing
the following X-ray images and controlling the overlap regions of X-ray images. Note
that, without such visualization, the surgeon may need to take more X-ray images
before achieving the desired X-ray position.

4. Translate the patient’s table to compensate for the translational component of the
X-ray source motion. The system visually guides how much the physician needs
to translate the table in three different directions, i.e. forward-backward, left-right,
and up-down. In our experiments, the relative X-ray source motion to the table is
considered as a pure rotation if the relative translation of the X-ray source is below
1 mm.

5. Acquire a new X-ray image. It is visualized onto the reference panoramic image
frame.

6. Stop if the panoramic X-ray image is complete, else repeat step 3-6.

3.3.5 Metric Measurements

Metric measurements are possible for the 3D space plane whose plane parameters in the

world coordinate system are known. Let P = [x Y Z}T be a 3D space point on the
space plane defined by normal n and distance d in the camera coordinate system, and m
be its image projection expressed in homogeneous coordinates. In the camera coordinate
system, we have

P=zK"'m (3.13)

78



3.4 Experiments and Results

n'P=d (3.14)

Substituting 3.13 into 3.14 we obtain
d = n"2K'm= (3.15)
= d/(n"K'm) (3.16)

Substituting 3.16 into 3.13 we obtain
P = (dK'm)/(n" K™'m) (3.17)

With the known plane parameters in the camera coordinate system, we can derive
the coordinates of space points within this plane from their projections. Therefore, met-
ric measurements on the image are possible for this plane. In our stitching algorithm,
all images are registered into the first image coordinate system. Thus the bone plane
parameters in the first camera coordinate system are needed for metric measurements.
Currently, obtaining the bone plane parameters also relies on the two constraints: 1) the
bone plane is placed roughly parallel to the marker plane; 2) The distance between the
marker plane and the bone plane is known or estimated.

3.4 Experiments and Results

We performed experiments to quantify and qualify our new method. The difference of the
overlapping area of two stitched X-ray images was computed in order to quantify parallax-
free stitching. Metric measurements were carried out on the panoramic X-ray images
obtained from both parallax-free stitching and one-plane stitching. In order to validate
and qualify parallax-free stitching in comparison to one-plane stitching, we conducted an
experiment with a cow’s ex-vivo femoral bone in a nearly realistic clinical configuration,
and the panoramic X-ray images of the bone were generated by using both stitching
methods. The image acquisition protocol for parallax-free X-ray image stitching proposed
in section 3.3.4.2 is used in our experiments. For one-plane X-ray image stitching, the
image acquisition protocol was much simpler, because the surgeon only needs to translate
the table with the C-arm orientation remaining the same as its calibrated for during
acquiring X-ray images.

In the conducted experiments, the employed planar square marker pattern (see figure
3.2(b)) is printed in A2 size paper by a high definition printer. The clinical CamC system
(see section 2.3.3) is employed in the experiments. In order to compensate for perspective
distortion caused by the changes of the C-arm orientation in the final panoramas, we
adapted the Virtual Detector Plane (VDP) method introduced in section 2.2.2.1.

3.4.1 Quantitative Stitching Errors

In order to quantify the accuracy of the panoramic X-ray images generated by our
parallax-free X-ray image stitching method, we conducted an experiment to compute
the difference of the overlapping area of two stitched X-ray images. One possibility to
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compute this difference is using similarity measurements. However, very limited feature
information and high noise in the bone X-ray images make similarity measurements un-
reliable. This is the reason that others have employed the ruler [126], the X-ray pattern
[127], or the video images [128] for X-ray image stitching.

We constructed a phantom composed of spherical X-ray markers on three different
planes (see figure 3.7(a)) and attached it to the operating table. The phantom has 8cm
depth between the top most plane and the lowest plane. We performed parallax-free
X-ray image stitching to stitch two X-ray images, in the overlapping area of which at
least two X-ray markers on each plane were imaged. The centroids of these markers
are extracted with subpixel accuracy in the two X-ray images and used to compute the
difference of the overlapping area which is the distance between corresponding centroids
pairs (see figure 3.7(b)). This procedure was performed twice. Moreover, we evaluated
the influence of applying the VDP method to our parallax-free stitching. Results with and
without applying the VDP method show a similar error below 2 pixels (see table 3.1).
The improvement of applying the VDP is negligible, since the X-ray source undergoes
very limited rotations (around 5°). The VDP method has originally been proposed to
compensate for perspective distortion caused by a varying geometric relation between the
X-ray source and the detector plane, i.e. intrinsic parameters change, in different C-arm
orientation. The overlay error of the CamC system caused by perspective distortion error
increases with the increase of the C-arm rotation as shown in section 2.2.2.2. However,
a limited rotation introduces minor perspective distortion errors to parallax-free X-ray
stitching compared to other sources of inaccuracy. This relatively small distortion error
can still be reduced by the VDP method as shown in table 3.1.

(a) (b)

Figure 3.7: (a) A phantom of spherical X-ray markers on three different planes; (b) The
extracted centroids of the X-ray markers are marked by red and green crosses in the two
X-ray images stitched by using parallax-free X-ray image stitching.

Besides computing the difference of the overlapping area of two stitched X-ray images,
another experiment was carried out to perform metric measurements on the panoramic X-
ray images generated by parallax-free stitching and one-plane stitching respectively. The
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Without VDP With VDP
#1 #2 Overall #1 #2 Overall
Mean 1.85475 | 2.00565 | 1.92741 Mean 1.68037 | 1.84381 | 1.75906
STD 1.34975 | 1.36968 | 1.36417 STD 1.30408 | 1.17027 | 1.35613
# X-ray markers 14 13 27 # X-ray markers 14 13 27

Table 3.1: The distance (pixels) between the corresponding extracted marker centroids
in the two X-ray images stitched by using parallax-free X-ray image stitching for two
independent experimental procedures. The distance was computed with and without
applying the VDP method respectively.

distance is defined by clicking on two points in the image, or three points for an angle.
To determine the accuracy of metric measurements, we used spherical X-ray markers.
These markers can be extracted with subpixel accuracy. The ground truth of distance
measurements is constructed by attaching spherical X-ray markers on a flat pattern with
known metric properties. The accuracy of the attachments was controlled by a ruler.
The error in the ground truth was confirmed to be below 1mm. This phantom with the
X-ray markers was placed on the operating table (see figure 3.8), parallel to the marker
pattern attached to the table. The physical distance between the marker pattern plane
and the phantom plane was measured manually. This configuration satisfied the two
constraints for metric measurements, which are also the constraints for parallax reduction
of one-plane stitching. Experimetal results (see table 3.2) show that the errors in the
metric measurements are less than 1% for all cases. One-plane stitching and parallax-free
stitching have a similar error. The accuracy of metric measurements is improved less than
0.5% with applying the VDP for parallax-free stitching.

Figure 3.8: The X-ray marker pattern used for metric measurements.

3.4.2 Qualitative Analysis of Panoramic X-ray Images

For the evaluation of the quality of the final panoramic X-ray images, we generated the
panoramic X-ray images of a cow’s femoral bone (see figure 3.9). In the experiment,
the cow bone was positioned on the operating table, and two metal tools were placed
approximately 6cm below the middle of the bone, parallel to the marker pattern plane.
The bone however was not parallel to the marker pattern plane due to the big distal end
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Actual Values Measured Values

A B C

240 mm 239.80 | 239.25 | 239.55

120 mm 119.51 | 119.46 | 119.61
90 ° 89.54 | 89.50 | 89.46
180 ° 179.84 | 179.72 | 179.36

Table 3.2: Measured distances(mm)/angles(°) between the spherical X-ray markers on
the panoramic images generated by parallax-free stitching and one-plane stitching respec-
tively. In the second row, A represents parallax-free stitching with VDP; B represents
parallax-free stitching without VDP; C represents one-plane stitching.

of the cow femur. This setup is close to the real clinical cases, in which it is hard to
assume that the the long bone is placed parallel to the marker pattern plane due to the
soft tissue, muscle and fat around the bone.

We conducted both parallax-free stitching and one-plane stitching to create panoramic
X-ray images respectively. The resulting panoramic X-ray images have overlapping areas.
The pixel values in the overlapping areas can be computed by taking either the median,
minimum, maximum or average of the individual pixel values. We created the panoramic
X-ray images by using maximum pixel values and average pixel values respectively. The
maximum would always match to one of several images, even if the others are wrongly
aligned. The average is only correct if all images are correctly aligned. Therefore, the
maximum yields the most uniform image but hides the misalignments (parallax effects)
in the panoramas, and the average makes the misalignments visible in the panoramas (see
figure 3.10).

In the case of one-plane X-ray stitching, it is quite difficult to recover the planar
transformation for the bone plane, since the bone plane is not parallel to the marker
pattern plane. Thus, we generated panoramic X-ray images first by using the planar
transformation computed for the plane (marked by red dash lines approximately in figure
3.9) intersecting the middle of the bone horizontally and parallel to the marker pattern
plane. Figure 3.10(b) shows the resulting images, in which less discontinuity occured in the
bone boundary. The metal tools are located on a different plane and clearly show parallax
effects. More discontinuity occured in the bone boundary and the ghosting disappeared
from the metal tools in the panoramic X-ray images (see figure 3.10(b)) created using
the planar transformation computed for the plane of the metal tools. In comparison to
one-plane stitching, parallax-free stitching produced a true parallax-free panoramic X-ray
image (see figure 3.10(a)), in which the cow bone and metal tools are almost perfectly
aligned at the same time. This parallax-free panoramic X-ray image can be treated as
a single true image obtained from a C-arm having an exceptional wide field of view for
X-ray imaging.

Note that, the overlap between the consecutive images is used to illustrate and compare
the quality of panoramic X-ray images generated by two stitching methods, and it is not
necessarily required since our stitching methods use the co-registered optical images and
not the X-ray images.
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Figure 3.9: The left image shows a real cow’s femoral bone. The right image shows the
setup for generating panoramic X-ray images of the real cow bone with two metal tools
below.

3.5 Discussion and Conclusion

Panoramic X-ray imaging is a promising technology for visualizing fracture configuration
and supporting repositioning and osteosynthesis during orthopedic and trauma surgery,
especially in minimally invasive surgery. In our work, we presented a novel method to
generate parallax-free panoramic X-ray images during surgery by using the CamC system
and a planar marker pattern. However, our method does not require the use of the CamC
system and can be easily applied to other C-arm setups as long as the pose of the C-arm
relative to the patient’s table is available, such as using an external tracking system, or a
robotic C-arm and electronically controlled bed. In our system setup, the marker pattern
was attached under the operating table and is thus invisible to surgical crew during the
whole operation. This allows our solution to be smoothly integrated into the surgical
procedure. Our method does not rely on overlapping X-ray regions and does not require
a fronto-parallel C-arm setup. Unlike existing methods, we are able to generate a true
parallax-free panoramic X-ray image that can be treated as a single image obtained from a
C-arm having an exceptional wide imaging field of view and also can be further processed
by various computer vision algorithms that assume linear perspective projection, e.g. 2D-
3D rigid registration of X-ray fluoroscopy and CT images. We additionally implemented
a method to reduce the error caused by varying intrinsic parameters of C-arm X-ray
imaging.

The results show that the parallax-free panoramic X-ray image generated by our
method is accurate enough and has high visual quality. Additionally, metric measure-
ments are possible with known plane parameters. We further validated our parallax-free
X-ray image stitching in comparison to one-plane X-ray image stitching of a long bone.
The true parallax-free panoramic X-ray images are more attractive to surgeons in the
case of complex bone structures. The clinical partners confirmed that, apart from long
bone surgery, parallax-free stitching could also support a wide range of potential intra-
operative X-ray imaging applications such as pelvic fracture or whole-spine imaging, since
this method is independent of the configuration of bone structures and suitable for any
part of body. On the other hand, in the X-ray image the pixel value in the original image
is related to the attenuation of the imaged object along the path of the ray. Thus, two
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(a) Parallax-free panoramic X-ray images generated by parallax-free stitching with applying the VDP
method .

(b) Panoramic X-ray images generated by one-plane stitching using the planar transformation computed
for the plane intersecting the middle of the bone horizontally and parallel to the marker pattern plane.

(¢) Panoramic X-ray images generated by one-plane stitching using the planar transformation computed
for the plane of metal tools.

Figure 3.10: Panoramic X-ray images of a real cow’s femoral bone with metal tools below
from four individual X-ray images. (a) shows parallax-free panoramic X-ray images.
(b) and (c) show panoramic X-ray images generated by one-plane X-ray stitching using
different planar transformations. In each row, the left panoramas were created by using
the maximum pixel values in the overlapping areas and the right panoramas were created
by using the average pixel values in the overlapping areas. The maximum yields the most
uniform image but hides the misalignments (parallax effects) in the panoramas, and the
average makes the misalignments visible in the panoramas.

X-ray images stitched by one-plane stitching will have different gray values for the aligned
pixels. This difference however is negligible if the bone has a very limited depth, as it
is the case with long bones. Note that this is not the case for our parallax-free method,
since the X-ray’s paths are all identical, e.g. no parallax.

In order to guide the generation of a complete panoramic X-ray image and control
the overlap regions of the images, we presently display one predicted virtual X-ray image
boundary on the screen. However, surgeons prefer to specify a target position of the next
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X-ray image in the panorama, and to be guided by the system how to move the C-arm
and the table. Hence, in a future development, we will build a 6-DOF C-arm system
by integrating the motion of the table into the standard C-arm kinematics, and apply
inverse kinematic analysis to obtain the parameters for moving the C-arm and the table.
Acquiring X-ray images from two orthogonal views is necessary in most orthopedic and
trauma surgeries, i.e. the AP view and the lateral view. As the planar marker pattern is
attached underneath the table, only the AP view is currently suitable for X-ray stitching.
In order to obtain parallax-free panoramic X-ray images from these two orthogonal views,
we will integrate the main idea of Multi-View Opto-Xray Imaging System presented in
[149], into our parallax-free stitching solution. In our current system setup, surgeons need
to put in additional effort to move the table to the correct position. However, motorized
tables that could further support the translation of the table are already available at many
clinical sites. In general, the plane parameters for precise metric measurements are not
trivial to estimate. Current practical clinical approaches place some references, such as
an X-ray ruler, along the measured bones and thus allow surgeons to estimate the length
of the bone [191]. In our preclinical phantom setup we set the plane with known plane
parameters. Appropriate methods have to be incorporated to define the plane for metric
measurements. This is still an open question and requires to offer a pratical, but also
precise solution.

The economical issue is also considered as an important factor when developing a new
technology in computer aided surgery. One key feature of the CamC system is that it can
be operated as a standard mobile C-arm. No additional devices or training on surgical
staff are required to deploy the CamC technology in the OR. Our low-cost approach for
parallax-free X-ray image stitching based on the CamC platform is valuable from both
clinical and economical points of view. Patient studies will be performed in the near
future to evaluate the clinical value of panoramic X-ray images produced by our low-cost
solution. Figure 2.19 shows the entire CamC system that we designed and constructed for
the operating room. We believe that our solution for creating panoramic X-ray images has
high potential to be introduced in everyday surgical routine, and will allow surgeons to
ensure and validate the quality of their treatment during orthopedic and trauma surgery
with less radiation exposure.

This paragraph summarizes the contributions in the chapter. I have proposed the
intra-operative parallax-free X-ray image stitching method and further implemented it
using the CamC system. The radiation-free C-arm pose estimation was developed by
using the visual marker pattern and the video camera of the CamC system. Furthermore,
the method of calibrating the table and the visual marker pattern coordinate systems was
proposed. Metric measurement on the generated panoramic X-ray image was formulated
in this chapter. Finally, the experiments on phantoms and ex-vivo bone structure were
performed in a close collaboration with our clinical partners in order to quantify and
qualify the developed method and system.
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CHAPTER
FOUR

CLOSED-FORM INVERSE KINEMATICS FOR C-ARM
X-RAY IMAGING WITH SIX DEGREES OF FREEDOM

For trauma and orthopedic surgery, maneuvering a mobile C-arm fluoroscope into a de-
sired position to acquire an X-ray is a routine surgical task. The precision and ease
of use of the C-arm becomes even more important for advanced interventional imaging
techniques such as parallax-free X-ray image stitching. Today’s standard mobile C-arms
have been modeled with only five degrees of freedom (DOF), which definitely restricts
their motions in 3D Cartesian space. In this chapter, I present a method to model both
the mobile C-arm and patient’s table as an integrated kinematic chain having six DOF
without constraining table position. The closed-form solutions for the inverse kinematics
problem are derived in order to obtain the required values for all C-arm joint and table
movements to position the fluoroscope at a desired pose. The modeling method and the
closed-form solutions can be applied to general isocentric or non-isocentric mobile C-arms.
By achieving this I develop an efficient and intuitive inverse kinematics based method for
parallax-free panoramic X-ray imaging. In addition, I implement a 6-DOF C-arm system
from a low-cost mobile fluoroscope to optimally acquire X-ray images based solely on the
computation of the required movement for each joint by solving the inverse kinematics on
a continuous basis. Through simulation experimentation, we demonstrate that the 6-DOF
C-arm model has a larger working space than the 5-DOF model. C-arm repositioning ex-
periments show the practicality and accuracy of our 6-DOF C-arm system. I also evaluate
the novel parallax-free X-ray stitching method on phantom and dry bones. Using five tri-
als, results show that parallax-free panoramas generated by our method are of high visual
quality and within clinical tolerances for accurate evaluation of long bone geometry (i.e.
image and metric measurement errors are less than 1% compared to ground-truth). This
particular work was originally presented in [203].

4.1 Clinical Motivation

Modern trauma and orthopedic surgical procedures use X-ray images during surgery for
intervention guidance, especially in minimally invasive surgery. Mobile C-arms are the
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most used tool for interventional X-ray imaging since they are compact and versatile, and
can provide real-time X-ray images. Maneuvering a mobile C-arm device into a desired
position in order to acquire the right picture is a routine surgical task especially for
the following example orthopedic applications: the interlocking of intramedullary nails
for the treatment of long bone fractures [204], the placement of transpedicular screws
for spinal surgery [205, 206] and precise needle placement for vertebroplasty procedures.
In the above cases, surgeons need to position C-arms such that the axis of perforation is
projected into a single point or the interlocking hole appears as a round circle on the X-ray
image in order to get a correct viewing direction for insertion. This is known as down-
the-beam positioning. During intervention, the C-arm is often required to be repositioned
to acquire another X-ray image from the same viewing point as the reference image, e.g.
for the confirmation of surgical outcome [129]. Furthermore, the precision and ease of use
of the C-arm positioning can become even more important for advanced interventional
imaging and navigation techniques, e.g. parallax-free X-ray image stitching [164], intra-
operative cone beam CT [130], and artificial fluoroscopy based C-arm navigation [150].
Moving the mobile C-arm into the best viewing projection in regard to the anatomy
requires time, skill and additional radiation exposure. This is due to a complex kinematic
chain defining mobile C-arms leading to the acquisition of X-ray images from additional
“gantry positions” that have no bearing on the treatment until the desired projection
image is achieved. Many solutions and systems have been proposed and developed to
support acquisition of a desired C-arm X-ray image, e.g. optical tracking based navigation
system [129], visual servoing based C-arm positioning [165], robotized C-arm system [130],
artificial fluoroscopy [150], and the inverse C-arm positioning using real-time body part
detection [207]. However, standard mobile C-arms only have five joints (5-DOF) [208],
three of which are rotation joints and two are translation joints. As in 3D Cartesian
space six DOF are required to specify a rigid transformation, the C-arm X-ray source is
certainly restricted in terms of reaching an arbitrary position and orientation.

In this chapter, we propose a method to model the general C-arm and the operating
table as an integrated 6-DOF imaging system, thus enabling the X-ray source to have six
DOF with respect to the patient’s table. The modeling method and closed-form inverse
kinematics solutions do not constrain table position and are valid for general mobile C-
arms, i.e. isocentric and non-isocentric C-arms. Having the 6-DOF C-arm model with
the closed-form inverse kinematics enables novel solutions for many advanced applications
in the fields of surgical navigation and advanced X-ray imaging that require C-arms to
be precisely positioned or repositioned relative to the patient’s table, i.e. cardiology or
prostate brachytherapy imaging, to name a few. Particularly in this work, we present a
novel approach for parallax-free panoramic X-ray imaging based on the inverse kinematics
of the 6-DOF C-arm model. This allows surgeons to intuitively specify the position of an
X-ray image in the panorama and be automatically guided by the system on how much
to move the C-arm joints and the table for a desired result.
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4.2 Related Work

4.2.1 C-arm positioning for acquiring a desired X-ray image

Many solutions and systems have been developed to facilitate C-arm positioning for ac-
quiring a correct projection X-ray image with minimized radiation and operation time.
Matthews et al. [129] developed a solution for repositioning the C-arm by using an optical
tracking based navigation system. They attach optical reference markers to the patient
and the C-arm, and the optical navigation system guides the repositioning of C-arm.
Navab et al. [165] employ the Camera Augmented Mobile C-arm (CamC) system for the
down-the-beam positioning and C-arm repositioning based on a visual servoing method.
Additionally, CT visible markers are affixed on patient’s skin allowing the CamC’s optical
camera to compute the C-arm’s pose and its required displacement for acquiring a desired
X-ray image. Dressel et al. [150] presented a work of C-arm artificial fluoroscopy. They
register CT to the C-arm projection geometry and thus can generate simulated C-arm
X-ray images from the CT for each known C-arm pose. In their implementation, the
Camera Augmented Mobile C-arm system is also employed for performing C-arm motion
estimation by using the optical camera with visual square markers. These simulated X-ray
images can support C-arm positioning without real radiation exposure. In their work of
optimizing and automating C-arm positioning procedures [130], Matthaeus et al. present
a complete robotized mobile C-arm developed by equipping all the C-arm joints with mo-
tors and encoders and closed-form solutions for the inverse kinematics have been found for
automated C-arm positioning. Grezda et al. [131] have used tilt sensing accelerometers
for C-arm rotation encoding in order to track the C-arm angular and orbital rotations
during the surgery. Lastly, several medical groups [132, 133, 134] have investigated the
C-arm system equipped with laser aiming device for C-arm positioning and also for in-
strument placement. The aiming beam creates a crosshair on the patient’s skin and thus
allows the physicians to correctly position the C-arm without the need for X-ray imaging.
However, standard mobile C-arms only have five joints (five DOF), three of which are
rotational joints and two are translation joints. This restricts the X-ray source in terms
of reaching an arbitrary position and orientation, which in turns creates difficulties for a
precise positioning of the C-arm.

4.2.2 C-arm kinematic modeling

To our knowledge, only Matthaeus et al. [130] have presented the inverse kinematics
for a general 5-DOF mobile C-arm. They found the closed-form, proving the existence
of necessary joint parameters for imaging a given point from a given direction. They
reduced the 3D Cartesian space to five DOF by considering a 2-DOF direction instead of
a 3-DOF orientation, i.e. neglecting the rotation around the principal axis of the X-ray
source. The desired projection X-ray image can be obtained by rotating the X-ray image
around the principal point in order to compensate for the missing rotation around the
principal axis. However, in spite of its extreme usefulness in practice, the limited DOF
could impose some functional constraints on obstacle avoidance, physical limited joint
range, and singularity avoidance. Obstacle collisions may happen for a specific C-arm
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pose. The model of Matthaeus et al. [130] only has a unique solution for the C-arm joints
satisfying the position and direction of the X-ray beam. This solution may not account
for obstacle collision situations. Further, all joints have limited mechanical ranges that
actually restrict the working space for acquiring desired X-ray images. Adding additional
DOF can definitely increase the working space and the possibility of avoiding obstacles. As
shown in our previous work [164], rotating the X-ray source around its center is sometimes
impossible due to one missing DOF. Therefore, in order to enable the X-ray source to have
a pure rotation relative to the patientj s table, we proposed to move the table in order to
compensate for the translational motion of the X-ray source. However, our preliminary
work did not include this DOF into the formula.

4.2.3 Inverse kinematics

In this chapter, we present an original solution to model a kinematic chain having six
DOFs for C-arm X-ray imaging by integrating a patient’s table translation into the 5-
DOF C-arm kinematics. This enables the 5-DOF C-arm to be positioned relative to the
patient’s table with 6-DOF. Note that, our modeling method has no constraint on the
setup of the table position. Given a desired pose of the X-ray source relative to the table,
computing the required values for the C-arm joint movements and table translation is an
inverse kinematics problem. Many numerical solutions [209, 210, 211, 212, 213, 214, 215]
have been proposed for the inverse kinematics problem. These numerical methods solve
non-linear kinematic equations in an iterative way by successive linear interpolation of
non-linear equations based on the manipulator Jacobian matrix. Wolovich and Elliott
[209] use the transpose of the Jacobian instead of the inverse of the Jacobian for inverse
kinematics. In order to solve inverse kinematics when the manipulator Jacobian matrix
is not square or not full rank, e.g. at a kinematic singularity, the pseudoinverse Jacobian
method has been widely used and discussed in the literature [210, 211, 212]. But it often
performs poorly and oscillates badly near kinematic singularities. Wampler [213] and
Nakamura and Hanafusa [214] have first applied a damped least squares method for inverse
kinematics, which avoids many problems with singularities of the pseudoinverse method
and can give a numerically stable method by selecting damping constants. There are many
proposed methods for selecting damping constants dynamically based on the configuration
of the articulated manipulator. The selectively damped least squares method has been
developed by Buss and Kim [215], which can adjust the damping factor based on the
difficulty of reaching the target positions. This method can converge in fewer iterations
than the damped least squares method and does not require a constant damping factor.
However, all of these numerical solutions are computationally expensive because they
are iterative, may become unstable in the neighbourhood of kinematic singularities, and
cannot always guarantee convergence. Therefore, a closed-form, i.e. analytic solution,
is preferable. Moreover, the inverse kinematics generally can have multiple solutions.
Having closed form solutions allows one to develop rules for choosing a particular solution
among several. In our work, we derive closed-form solutions (i.e. analytic expressions
for joint parameters) in an algebraic way for the inverse kinematics of the 6-DOF C-arm
model.
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4.3 Integrated Kinematic Modeling of Mobile C-arm
and Operating Table

The standard mobile C-arm has five joints [208]: the vertical, which translates the C-arm
up and down along the axis Z;(see Figure 4.1); the wigwag (or swivel), which rotates the
"C” around the axis Zs; the horizontal, which changes the arm length along the axis Z;
the angular, which rotates the "C” around its center axis Z4; the orbital, which rotates
the ”C” in its own plane around the axis Z5. These joint names are commonly used in the
operating room by medical doctors [208]. Defining a unique pose in 3D Cartesian space
requires six independent parameters, i.e. three rotation parameters for the orientation
and three translation parameters for the position. It is impossible for mobile C-arms that
have only five DOF to satisfy an arbitrary X-ray source pose having six DOF. Therefore,
we propose to integrate a translational movement of the patient’s table into the C-arm
kinematics in order to enable the X-ray source to be positioned relative to the operating
table with a full six DOFs.

4.3.1 Forward Kinematic Equation

The kinematic analysis of the 5-DOF C-arm is performed to model a kinematic chain for
a general C-arm, which builds a relation between the five C-arm joint values and the pose
of the X-ray source relative to the C-arm base. A kinematic chain model can be defined
by a set of coordinate frames assigned to each link following the Denavit-Hartenberg
(DH) rules [216]. The spatial relationship between these coordinate frames is expressed
by link parameters. Thus, the transformations between the assigned coordinate frames
can be derived from the link parameters, which define the kinematic chain. We assign a
coordinate frame to each link of the C-arm according to Denavit-Hartenberg (DH) rules
[216]. The origin of the coordinate frame 1 is chosen at the C-arm base. The coordinate
frame 6 is defined at the last link of the C-arm kinematic chain, i.e. hereafter referred
to the end-effector of the C-arm. Figure 4.1 shows the assigned coordinate frames and
the table of corresponding link parameters for the 5-DOF C-arm model. Similar forward
kinematic analysis for isocentric and non-isocentric 5-DOF C-arms have been studied in
[165] and [130] respectively. In Figure 4.1, length_ offset represents the distance between
the X-ray beam and the rotational axis of the wigwag movement. orbital offset denotes
the distance between X-ray source center and the rotational axis of the angular movement.
A general C-arm has two geometric offsets, denoted as a; and as. a; is the distance
from the rotational axis of the angular movement to the rotational axis of the orbital
movement. as is the distance from the X-ray beam center to the rotational axis of the
orbital movement. The C-arm becomes an isocentric C-arm when both a; and as equal
zZero.

We define a vector gsqof = [d1; 02; d3; 04; 05 representing the five C-arm joint variables,
i.e. C-arm vertical translation, C-arm wigwag rotation, C-arm horizontal translation, C-
arm angular rotation and C-arm orbital rotation. Let Ty(gsq0f) € R*** be a kinematic
equation of the five joint variables for the 5-DOF C-arm model. 'Tg(gsq0t) represents the
transformation from the end-effector to the C-arm base coordinate frame, which can be
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(a) Coordinate frames assignment (b) Link parameters(*variable)

Figure 4.1: Kinematic chain of a general 5-DOF mobile C-arm. (a) coordinate frame
assignments; (b) the corresponding link parameters.

established by,
"To(gsaor) = 'Ag - 2Ag - 2 Ay -1 A5 -0 Ag (4.1)

where ‘A;,; € R¥* is the transformation from the coordinate frame i + 1 to 7 and can be
derived from the i-th row of the table of link parameters for the 5-DOF C-arm model (see
Figure 4.1(b)) according to [217]. The coordinate system of the C-arm X-ray is usually
expressed so that the origin is at the X-ray source center, the Zy,, axis is the principal
axis, Xxray and Yy, axes are along the image width and height (see Figure 4.1(a)).
Let T,y € R** represent a transformation from the X-ray source to the end-effector
coordinate frame, which is a constant transformation defined as,

T ey = Tran,(as) - R,(180°) - R,(90°) (4.2)

where R,(a1), Ry(a) and Tran,(asz) are 4 x 4 matrices that represent rotations around
X and Y axes and translation along Y axis with value oy, s, and ag respectively. Finally,
1T% - Ty builds a relation between the five C-arm joint values and the pose of the X-ray
source relative to the C-arm base.

We build a 6-DOF C-arm model by integrating the forward-backward translation of
the table into the 5-DOF C-arm kinematics. Translating the table forward or backward
is equivalent to moving the whole C-arm system in an opposite direction, therefore the
table translation is modeled as the first joint and the table coordinate frame is defined as
the base coordinate frame for 6-DOF C-arm model. We assign the coordinate frame 0 to
the table, which is defined as the Z, axis parallel to the direction of the table forward-
backward translation, the X axis is chosen such that the Xy-Z; plane is parallel to the
table surface (see Figure 4.2(a)), and the Yjy-axis follows the right hand rule.

Our modeling concept does not put any constraint on the setup of table position.
However, in order to build a kinematic chain for the 6-DOF C-arm model satisfying the
DH rules, we only need to re-assign the coordinate frame 1 of the 5-DOF C-arm model.
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(a) Coordinate frames assignment (b) Link parameters(*variable)

Figure 4.2: Kinematic chain of 6-DOF C-arm model for the general mobile C-arm. (a)
coordinate frame assignments; (b) the corresponding link parameters.

The vertical movement axis Z; remains the same as in the 5-DOF model. According to
the DH rules, the axis X; should be re-assigned such that it is orthogonal to and intersects
with both axes Z, and Z;. Having a known transformation *® 7T, € R** between X-ray
source and the table, which can be obtained from various C-arm pose estimation methods
[164, 207, 218], we can compute the transformation 17 € R*** between the C-arm base
(coordinate frame 1) and the table (coordinate frame 0) as,

Ty =T - " Tpay - ™ T, (4.3)

Then, we can find two points on both axes Z; and Z;, which define a minimum distance
between these two axes. The axis X; for the 6-DOF C-arm model is defined by these two
points. Figure 4.2(a) and 4.2(b) show the coordinate frames and the table of corresponding
link parameters for the 6-DOF C-arm kinematic chain model.

Let a vector q = [dy; dy; 0o; ds3; 0y; 05] be the six joint variables, where dy represents the
table translation. The kinematic equation “Tg(q) € R*** for the 6-DOF C-arm model,
which represents the pose of the end-effector with respect to the patient’s table, can be
derived as

OTG((]) = 01‘11 : 1142 : 2143 : 3144 : 4145 : 5*’46 (44)
where "A;,1 € R*** is the transformation from the coordinate frame i + 1 to i and can
be derived from the i-th row of the table of link parameters for the 6-DOF C-arm model

(see Figure 4.2(b)) according to [217]. Thus, the pose of the X-ray source with respect to
the patient’s table, T}, € R***  can be obtained as,

OTxray = 07—16 : 67—1}c1"at3f- (45)

For the analysis of kinematic singularity and derivation of closed-form inverse kine-
matics, we denote the constant value length offset and orbital offset by [l; and [5.
Ang(A,B) (or Dist(A,B)) represents the angle(or distance) between axes A and B in
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Figure 4.2(a) and its sign is determined by the DH rules. We define v; = Ang(Zy, Z1),
Y2 = Ang(Xo, X1), 13 = Ang(X1, Xa), D1 = Dist(Zy, Z1), Dy = Dist(Xo, X1), and
D3 = Dist(Xy, X3). Let ¢, = cos(a) and s, = sin(«).

4.3.2 Kinematic Singularity

Kinematic singularity is a kinematic configuration at which the mobility of the end-
effector is reduced, i.e. losing one or more DOF of motion. A kinematic system has a
singularity for a specific joint configuration when the rank of its manipulator Jacobian
matrix is less than the number of required DOF. We derive the manipulator Jacobian
matrix Jgqor for the 6-DOF C-arm model from its kinematic equations according to the
method proposed in [219]. Jgqof is a function of vector ¢ and relates differential changes in
the six joint positions to the X-ray source linear and angular velocity. The 6-DOF C-arm
model consists of six joints, and thus Jgqor is @ 6 X 6 square matrix. Therefore, when the
determinant of Jgqor is zero, the rank of Jgqor becomes less than six. We compute the
determinant of Jggor as,

det(Joaor) = (Sy;Cop + Cy350,) - 54y + Coy- (4.7)
det(Jﬁdof) = O, when

a) s, = 0, the direction of the table translation is parallel to the C-arm vertical
movement direction. This situation does not physically exist (see Figure 4.3(a)).

b) ¢y, = 0, the orbital rotation axis Zs is parallel to the wigwag rotation axis Zs.
Consequently, one DOF is missing (see Figure 4.3(b)).

C) S44Ch, + Cy3S0, = 0 = O = —y3, the direction of the table translation is parallel
to the C-arm horizontal movement direction. Therefore, this configuration leads to
losing one DOF (see Figure 4.3(c)).

(a) (b) (c)

Figure 4.3: Example positions for the kinematic singularities of the 6-DOF C-arm model.
(a) Sy = 0; (b) co, = 0; (C) b2 = —7s.
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where

1 =

2 =

13

o1 =

o2 =

23

rs1 =
32 =
T3z =
Pz =

by =

b =

1 Ti2 T13 Dz

0 | o1 T2 Ta23 Dy
T6(q> N 31 T32 T33 P (4‘6)
0 0 0 1

1 S5 C04 Co5 F (CypCryg — Coyy SypS3) + (Coy Sou Coy — So, S05)

—(Cyp Sy F oy S42Crs) + (So, Soy Cos + Coy Sos)

— Sy Sy €Oy S05 — (CpCryg — Coyy SmpSys )+ (Coy So, S5 + S0, Cos)

+(CypSyg F €y S45Cys) * (S, So4 S0 — Coy Cos)

Sy S5 80, — (CypCog — Coy Sy Sy ) * € Coy + (CoySoyg F €y S9nCrys ) * Sty Coy

— Sy, Cyp Cy Cos F (S Cog F Cyy CrySnys )+ (Coy S, Cos — So, So5)

—(8yy S5 — Cyy CynCryy) -+ (S0, So, Cos + Coy, Sos)

Sy Coyp Cy 505 — (SoypCog F €y Crya s )+ (Coy S0, S5 + S0, Cos)

H(Sy S5 = CyyCypCrys) * (S, So4 Sos — Coy Cos)

— Sy Cyp S04 — (SynCryg T €y CrypSyg) = Cop Coy F (Syp Sy — €y CyyCry) = Sty Coy

Coyy Coy Cos F Soy Sog + (Coy S0, Coy — S0 S05) + Sy Cry = (S0, So4 Cos + Coy So5)

—Cyy Coy 505 — Sy S+ (Co, S04 S0 + S0, Cos) — Sv1Crg + (S0, Sou So5 — Coy Cos)

Coyy S04 — Sy S5 Coy Coy — Sy Cva S0, Co

CyoD1+ 54,84, - (di + D3+ ay - cg, — (I2 + a1) cp, coy)

H(CypCry = Cyy S 545) - ((lo + 1) Sg, 05 — (lh — az) e, — So, ds — (l2 + a1) co, So, Cos
+a1 - oy So,) F (Cra Sy Cyy SyuCag) - ((l2 + @1) S0, So, Cos

+(la + ay) co, So; — (lh — a2) cg, — co, d3 — ay - Sp, So,)

Sqy D1 — 84,Cyy - (di + D3 + ay - cg, — (I + a1) cp, coy)

F(SyyCrg F Cyy CrpSoys )+ (Lo + ar) S, S0, — (Il — a2) se, — Se, d3 — (I2 + a1) cp, S, Cos
+a1 - €y S0,) F (592595 — CyuCraCrs) - (I + a1) o, So, Co5 + (lo + ar) co, So,

—(ly — ag) cg, — cyg, ds — ay - Sy, So,)

Dy +dy+ ¢y, - (di + D3 + a1 - co, — (Io + ar) co, coy)

+5, 85 - ((I2 4 a1) Sp, So, — (l1 — a2) sg, — So, ds — (Io + ay) co, So, Co, + a1 Co, So,)

+‘9716’73 ) (_(ZQ + al) 865 S04 Co5 — (ZQ + al) Co, So5 + (ll - az) Co, T Co, d3 — a1 Sg, 394)

Table 4.1: The kinematic equation °T4(q) for the 6-DOF C-arm model.
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4.3.3 Closed-form Inverse Kinematics

The inverse kinematics problem for a manipulator deals with determining joint values
given the position and orientation of the end-effector. Therefore, positioning the X-ray
source at a desired pose relative to the operating table requires finding the six joint values
by solving the inverse kinematics problem for the 6-DOF C-arm model. Given a pose of
the X-ray source relative to the table °Ty,y, the end-effector pose relative to the table °Tg

is obtained as,
OTs =° Thray * (*Taray) . (4.8)

Then, we solve kinematic equations of °T(g) in an algebraic way to find closed-form solu-
tions, i.e. analytic expressions, for dy, dy, 0, ds, 0, and 05. Three rotational joints 6, 6y,
and 05 are first solved by using the upper-left 3 x 3 matrix of °Ty. Three translational
joints dy, d;, and d3 can be afterwards obtained by using the three equations from the
upper-right 3-vector of °Tg. It should be noted that the closed-form solutions are nonexis-
tent for kinematic singular cases, and thus numerical solutions should be explored in these
situations. Three kinematic singular cases for the 6-DOF C-arm model are (i) s,, = 0,
(i) cp, = 0, and (iii) fy = —73 as derived in Section 4.3.2. A common numerical solu-
tion using the pseudo-inverse Jacobian presented in [220] is employed to solve the inverse
kinematics problem for the singular cases in our current implementation. The closed-form
solutions for general cases are presented in Table 4.2. There are generally two solutions
for g. Whether or not both mathematical solutions satisfy a given problem depends on
specific applications and additional constraints, e.g. checking whether the solutions are
within the physical range of joints.
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When ¢y, # 0, 05 can be first calculated by 6 = AT AN2(sy,, cg,) where

(Cw Sy,Cyz + 0725%) T3 + (372 Syg = Cyy Cﬂ/zcw) " T23 = 541Cyg " T'33

02 Cos ( )
Co, = (Cm SypSy3 — 072073) ©T13 — (5%073 + 0710’728’73> " 723 — 541543 " 733 (4.10)
094

Note that 6, has two solutions in the interval of [(—7, 7], and one is calculated assuming
cp, < 0 and the other is obtained assuming cy, > 0. Both solutions are theoretically
correct.

Substituting cg, (or sp,) into equation 4.10 (or 4.9), we obtain c¢s,. When s,, # 0, 8, is
obtained by 0y = AT AN2(sy,, cp,) where

_ T13 " Sy —T23° Cyy — (C’h S~s * Coy Chy + Cy1Cys * S0y c94) 411
S¢, = ( : )

Sqq

When ¢y, # 0, 05 can be solved by 05 = AT AN2(sy,, cp,) where

T11 * Sy Sy = T21 * S41Cyp + Cy " T31

Cos = (412)
094
—T12 " Sy 855 T 122 54,Cyy — Cyy " T32
So, = z (4.13)
4

In the non-singular condition, 8y # —v3 = 4,59, + 5y,¢9, 7 0. Thus d3 can be expressed
by ds = 2

(cvg805+5v5C0,)

Eqy = —Cy Dy — 5y, Py + D1 (4.14)
_’_nyg : ((ZQ + al) S0y S05 — (ll - aQ) S0, — (ZQ + Cl,l) Co, S04 Cos + ai Co, 894)

+S,y3 . ((lz + (ll) S0, S0, Cos + (lz + (ll) Coy S5 — (ll — CLQ) Cg, — QA1 Sg, 594)
When s, # 0, d; can be expressed by dy = % + (lo + a1) co, co; — D3 — ay - ¢y, where
1
Eq = 5y,ps — Cy,y (4.15)

545 (2 + a1) s9, S0, — (I1 — a2) Sp, — S0, d3 — (I + a1) co, So, Cos + a1 Co, So,)

_671673«[2 + al) S0, S04 Co5 + <l2 + al) Coy 565 — (ll - aQ) Co, — Co, ds —ay - 56, 894)
dy has an analytic expression dy = p, — Fqs, where

EQQ = D2 + C,y1 . (dl + D3 — (l2 + al) 094 095) (416)
"—871873((12 + al) S0, S0 — (ll — CLQ) Spy — S0, dg — (lg + CL1) Coy S0, Cos + a1 Co, 894)

50, Cy (—(l2 + a1) 50, So, coy — (lo + ar) co, So, + (li — a2) co, + co, ds + a1 Sg, So,)

Table 4.2: Closed-form solution for the inverse kinematics of the 6-DOF C-arm model,
i.e. analytic expressions, for dy, dy, 05, ds, 04, and 5.
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4.4 Inverse Kinematics for Parallax-free X-ray Image
Stitching

Accurate intra-operative determination of mechanical axis alignment, joint orientation
and leg length is crucial for the treatment of knee osteoarthritis, correction of deformities,
and long bone shaft fractures [221, 126, 127, 164]. X-ray images acquired by mobile
C-arms have a narrow field of view and cannot visualize the entire bone structure of a
lower leg within a single X-ray image. Accurate evaluation of long bone geometry based on
separated individual images remains challenging. Thus, surgeons require the visualization
of a panoramic image comprising of several C-arm images stitched together showing all
lower bones of interest. Stitching methods for combining multiple individual images into
a panoramic X-ray image have been proposed for assisting intra-operative procedures of
mechanical axis and extremity length [126, 127, 164]. However, methods [126, 127] suffer
from parallax effects that can lead to perspective distortion, which introduces metric
measurement errors on the panorama.

In order to generate a true parallax-free panoramic X-ray image, we have proposed a
method of stitching multiple individual X-ray images acquired by rotating a C-arm around
its X-ray source with respect to the patient’s table [164]. This preliminary solution suffers
from the complexity of the user interaction. Surgeons must first move the five C-arm
joints and the table, and consequently the position of an additional X-ray image in the
panorama frame is computed based on the C-arm motion. If the resulting location of the
additional X-ray image is not optimal, the surgeons have to adjust the 5 C-arm joints
and the table. After a series of adjusting the C-arm joints and table through trials and
errors, they may get the desired location of the additional X-ray image in the panorama.
Surgeons are interested only in the panoramic images, but do not know the C-arm and
table movements. Therefore, it is preferable for surgeons to specify a target position of
X-ray images in the panorama frame, and to be guided by the system on how to move the
C-arm and the table. Furthermore, the previous solution also requires a strict protocol
to acquire an X-ray image by first rotating the C-arm and then translating the table
(or C-arm). The displacement of the X-ray source introduced by rotating the C-arm
could result in a potential collision between the X-ray source and table. However, such
collisions can actually be avoided by first translating the table (or C-arm), when required
movements of the C-arm joints and the table for acquiring the desired X-ray image are
pre-known.

In this work, we calculate C-arm joint movements and table translations needed for ac-
quiring an optimal X-ray image defined by its image position in the panorama frame. Our
method consists of two main steps. Given an X-ray image position within the panorama
we first automatically compute the required C-arm pose, and then solve the necessary
joint movements and table translations from the inverse kinematics to acquire the right

X-ray image. The proposed algorithm for parallax-free X-ray image stitching is shown in
Table 4.3.
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4.4.1 C-arm Motion given an X-ray Image Position in Panorama

The key step of image stitching is the estimation of the homography for aligning images.
A rotation R € R®*3 and a translation t € R? are from the coordinate system of the
second camera view to the first camera view. In [126], the homography that aligns the
second camera image to the first camera image is defined by,

1
H=KRK™"+ aKmTK—l (4.17)

where K € R**3 is the intrinsic matrix of the camera. H is valid for all image points,
for which corresponding space points are on the same plane defined by the normal vector
n € R? and distance d to the origin in the coordinate system of the second camera view.
However, any structure that is not on this plane in 3D space will result in perspective
distortion effects caused by parallax. In case that the camera motion only contains the
rotation R around its center, éK tnT K~1 is equal to zero. Then the homography H is
independent of the plane parameters, and thus it is valid for all image points without
the coplanar constraint on their corresponding space points. Therefore, a parallax-free
panoramic X-ray image can be generated by aligning multiple individual X-ray images
acquired by rotating C-arms around the X-ray source [164].

Without loss of generality, we define the first X-ray image as the reference panorama
frame (see Figure 4.4). Any additional X-ray image can be registered to the reference
frame with no parallax effects, when the image is acquired after the X-ray source undergoes
a pure rotation R. Then, the position of the additional X-ray image in the panorama is
defined by H = KRK™! according to equation 4.17. Homography H can generally
have eight parameters. Here, we present a practical and intuitive approach of specifying
additional X-ray image positions by placing their principal points in the panorama frame
assuming an unmoved X-ray source. Let p € R? be the 2D homogenous coordinate of
the principal point in the panorama frame. Then, we need to compute the principal
axis (denoted as a normal vector V,, € R?) of acquiring an additional X-ray image in the
coordinate system of the first X-ray view.

Let P3; € R? be a 3D point in the coordinate system of the first X-ray view, whose
image projection is p. The normalized vector V, from the X-ray source center to Psq in
the coordinate system of the first X-ray viewing is

V, =K 'p. (4.18)

The pure rotational motion R can be computed as a rotation from the principal axis

of acquiring the additional image to acquiring the first image, i.e. from V, to [0;0;1]. K
is obtained from an offline X-ray calibration. Then, the homography H is computed for
visualizing the area where the additional image will be projected in the panorama (see

Figure 4.4). Therefore, we are able to obtain a C-arm motion R for a given position of
the X-ray image in the panorama frame by specifying its principal point.

4.4.2 Joint Parameters from the Inverse Kinematics

For obtaining the required C-arm joint parameters and table translations to position the
C-arm at a given pose, we solve the closed-form inverse kinematics of the integrated kine-
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Figure 4.4: The reference panorama frame is defined by the first X-ray image. Any
subsequent X-ray images can be registered to the reference frame in order to build the
final panorama. The right image shows that the area of the X-ray image projected in the
panorama is visualized as a grey circle in our implementation.

matic chain of the C-arm and the table. However, there are two mathematical solutions.
For the particular problem of parallax-free X-ray stitching, we choose the solution based
on the ordered constraints : (i) choose the one whose values are within possible limited
mechanical ranges; (ii) choose the one who has a smaller sum of rotational joint move-
ments; (iii) choose the one who has a smaller sum of translational joint movements. If
none of two solutions satisfy constraint (i), we have the situation of invalid X-ray image
position within the panorama frame, which is discussed in the next section.

4.4.3 Invalid X-ray image positions within the panorama frame

The limited mechanical range of each joint and invalid C-arm poses definitely put con-
straints on the position of the X-ray image in the reference panorama frame. Invalid
C-arm pose occur because either: (i) an intersection between the table and the C-arm
exists or (ii) the table is not within the X-ray cone beam of the C-arm. For detecting the
invalid C-arm pose, we approximate the table by one oriented bounding box (OBB) and
the C-arm machine by a set of OBBs. Separating axis theory for OBB interference de-
tection [222] is employed for detecting the intersection between the table and the C-arm.
The table is regarded as within the X-ray cone beam of the C-arm, when the principal axis
of the X-ray source intersects the bounding box of the table. The X-ray image position in
the panorama frame is not valid if one or more of the six joints exceed their mechanical
ranges or the C-arm pose is invalid. Thanks to integrated kinematic modeling of the
C-arm and the table, the joint parameters of the 6-DOF C-arm model and the C-arm
pose relative to the table for acquiring an X-ray image can be obtained from its image
position in the panorama. Therefore, for an arbitrary specified position of X-ray image
in the panorama frame defined by the clinician for instance, we can compute its validity.

4.4.4 Clinical Protocol for Panoramic Imaging

The new proposed clinical protocol for parallax-free X-ray panoramic imaging is given as
follows:

1. Position the C-arm to acquire the first X-ray image, which fixes the reference
panorama frame. An integrated 6-DOF C-arm kinematic chain is built.

100



4.4 Inverse Kinematics for Parallax-free X-ray Image Stitching

The pre-requistes are i) the first X-ray image is acquired, which defines the panorama
frame. X-ray pose P,.; € R*** relative to the table for acquiring the first X-ray image
is obtained from C-arm pose estimation. Our solution for C-arm pose estimation will be
explained in Section 4.5; ii) the 6-DOF C-arm model is built with a known P,;.
Algorithm for parallax-free X-ray image stitching by specifying the position of an addi-
tional X-ray image in panorama frame is as followings:

1.

Specify the position of the principal point p (expressed in the 2D homogeneous
coordinate) in the panorama frame for the additional X-ray image.

Compute the principal axis of the X-ray geometry for acquiring the additional X-ray
image as K~ p.

Calculate the rotation R from the X-ray acquisition of the additional X-ray image
to the first image.

Obtain homography H = K 'RK that aligns the additional X-ray image to the
panorama frame.

Visualize the area of the additional X-ray image in the panorama frame as a grey
circle.

Compute the X-ray pose ! P, relative to the table for acquiring the additional X-ray
image
R 0

t — .
Pe=Purly 1)

(4.19)
Solve the inverse kinematics for the required joint values in order to position the

C-arm at the desired pose ‘P, using the closed-form solution presented in Section
4.3.3

Compute the validity of the position of the additional X-ray image according to
Section 4.4.3.

Table 4.3: Algorithm for inverse kinematics based parallax-free X-ray image stitching.
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2. Manually specify a position of the desired additional X-ray image in the panorama
frame by dragging its principal point on the screen using a mouse. Consequently,
the projection area of the additional X-ray image in the panorama is visualized and
the required joint values for acquiring the right X-ray image are computed using the
algorithm presented in Table 4.3. Note that, the surgeon, familiar with the bone
geometries, knows roughly where they want the additional X-ray image to be in the
panorama frame, as he or she will see the total area covered by the individual X-ray
images, including the previously acquired images and the additional image.

3. Move each joint to its destination with continuous feedback.
4. Acquire an X-ray image and register it to the panorama.

5. Stop if the panoramic X-ray image is complete, else repeat steps 2-5.

Figure 4.5: 6-DOF C-arm system implementation.

4.5 System Implementation

We perform C-arm pose estimation in order to obtain the transformation between the
C-arm and the operating table. In our implementation, we attach a video camera and
mirror construction to the X-ray gantry of a mobile C-arm and a visual planar marker
pattern under the table (see Figure 4.5). The mobile C-arm is a Siremobile Iso-C 3D
with the orbital offset of 625 mm and length offset of 1350 mm, from Siemens Healthcare.
Table 4.4 shows the physical ranges of the joints of the Siremobile Iso-C 3D. The optical
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 orbital offset: 625 mm

o length offset: 1350 mm
 vertical movement: 400 mm
e wigwag movement: +10°

e horizontal movement: 200
mm

o angular movement: £190°

e orbital movement: +95°

Table 4.4: Specification for Siremobile Iso-C 3D.

video camera is a Flea2, from Point Grey Research Inc. The camera is connected via a
Firewire connection (IEEE-1394) to the computer with custom developed software. The
computer is a standard PC extended by a frame grabber card, Falcon, from IDS Imaging
Development System GmbH. The C-arm system and the video camera are calibrated by
using the proposed method of [50]. This calibration enables the X-ray source and the
video camera to have the same intrinsic and extrinsic parameters. Therefore, all of the
poses and motions estimated using the video camera directly correspond to that of the
X-ray projection geometry. The table and the marker coordinate systems are located
at the same position, but may differ in orientation. We adapt the method presented
in [164] to calibrate the table coordinate system. The calibration has to be performed
only once after attaching the marker pattern to the table. Having the marker pattern
with known geometry, we are able to estimate the pose of the X-ray source (camera)
relative to the patient’s table using the standard camera pose estimation method of [151].
Moreover, thanks to the visual marker based C-arm pose estimation, the joint values for
each estimated C-arm pose can be computed by solving the inverse kinematics. Therefore,
our system provides continuous guidance for the operator of the device on how much to
move each joint (including the table translation) in order to position the C-arm at a
desired 3D Cartesian location without the need for radiation.

4.6 Experiments and Results

A simulation experiment was first conducted to demonstrate that the 6-DOF C-arm model
has a larger working space than the 5-DOF model in Section 4.6.1. Section 4.6.2 presents
the C-arm repositioning experimentation that shows the practicality and accuracy of our
developed 6-DOF C-arm system. The novel parallax-free X-ray stitching method was
evaluated on phantom and dry bone, which is described in Section 4.6.3.
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4.6.1 Simulation Experiments

Matthaeus et al. [130] presented the closed-form inverse kinematics for a general 5-DOF
mobile C-arm model to acquire a desired X-ray image, which has a unique and existing
solution. They reduced the 3D Cartesian space to five DOF by neglecting the rotation
around the principal axis of the X-ray source. The desired projection X-ray image can be
obtained by rotating the X-ray image around the principal point in order to compensate
for the missing rotation around the principal axis. However, all joints of a manipulator
have limited ranges that actually restrict the working space of reaching an arbitrary poses.
Our simulation experiment was performed to show that the 6-DOF C-arm model has a
larger working space than the 5-DOF C-arm model for acquiring desired X-ray images
by taking the physical limited joint ranges into account. For comparison, closed-form
solutions for the inverse kinematics of the 5-DOF C-arm model are obtained according to
[130], which satisfy the 3-DOF position and 2-DOF direction of the X-ray principal axis.
For building the 6-DOF C-arm model, a general setup between the table and the C-arm
was chosen such that the origin of the table coordinate system is located at the X-ray
beam center of the C-arm and the Z; axis has the same direction as the X,y axis, and
the X, axis has the opposite direction as the Yy, axis (see Figure 4.2(a)).

In the simulation study, orbital offset, length offset and the physical ranges of the
five C-arm joints were set according to the Siremobile Iso-C 3D (see Table 4.4) and the
geometric offsets a; and as are zeros for this isocentric C-arm model. Please note that,
singular cases were excluded in all of the simulation experiments for the closed-form
solutions of the inverse kinematics.

The forward kinematics of the 6-DOF C-arm model was used to create desired poses
relative to the table. The values of the five C-arm joint were chosen within their physical
ranges as follows:

o vertical joint: d; =7 -50 mm where ¢ =0,1,...,8

o wigwag joint: 05 = £ - 10° where ¢ = 0,1

e horizontal joint: d3 =4 - 50 mm where 1 =0,1,2,3,4
o angular joint: 64 = +¢ - 30° where ¢t =0,1,2,3
 orbital joint: 05 = +i - 30° where ¢ = 0,1, ...,6

With the above parameters and a fixed table translation value, one experiment yields
a total of 12285 generated poses. We performed nine experiments with different table
translations ranging from 0 mm to 400 mm and a step size of 50 mm to generate desired
poses. With this protocol all of the generated desired poses are reachable by using our
6-DOF model in practice. For each desired pose, the required five C-arm joint values
were solved from the closed-form inverse kinematic solutions of the 5-DOF C-arm model
(see figure 4.6). If the required movement of one joint exceeds its physical range, the
desired pose is actually unreachable in practice by using the 5-DOF C-arm model. For
each C-arm joint, we counted the number of cases the joint movement exceeds its physical
range, and the average, standard deviation, maximum and minimum of the excess part
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Figure 4.6: The workflow of the simulation experiment for the comparison of the 6-DOF
C-arm model over the 5-DOF C-arm model. ¢ is a joint setting consisting of the six
joint values. T is a desired pose computed from ¢ using the 6-DOF C-arm model. geqrm
consisting of the five C-arm joint values are computed from the inverse kinematics of the
5-DOF C-arm model.

[ o [ 50 [ 100 [ 150 [ 200 [ 250 [ 300 [ 350 [ 400 ]

wigwag (°)
mean *+ std 0+0 1.94 + 3.85 + 5.73 + 7.57+£0.35 6.79+4.11 6.43+4.75 8.24+4.68 10.00 +

0.09 0.16 0.27 4.61
max, min 0,0 2.08,1.81 4.12, 3.60 6.13,5.35 8.10,7.08 10.02,0.12 11.90,0.95 13.73,2.72 15.51,4.47
K 0 4095 4095 4095 4095 5733 8190 8190 8190

horizontal (mm)

mean =+ std 0+0 6.02 =+ 12.5 + 19.3 + 26.6 £14.7 28.9+19.5 39.2+23.4 50.0£29.8 44.74+39.5

3.75 7.01 10.6

max, min 0,0 9.46,0.81 20.46,3.22 | 32.96,7.24 | 46.92,12.85| 62.32,12.93| 79.11,18.90| 97.24,15.50 | 116.68,2.42
K 0 2457 2457 2457 2457 3276 3276 3276 4914

Table 4.5: The number of cases that joint value exceeds its physical range (denoted by K),
and mean, standard deviation (std), maximum (max) and minimum (min) of the excess
part of joint movements for each of C-arm wigwag and horizontal joints. The number of
the test cases for each column (each table translation) is 12285.

of joint movements (the excess part is the difference between the required value and the
closest boundary of the physical range) in each of the nine experiments. The experiment
results show that all of the C-arm joint values obtained using the 5-DOF C-arm model
are within the physical ranges when no table translation is involved in generating desired
poses. The movements of vertical, angular and orbital joints required by the 5-DOF
C-arm model do not exceed the physical ranges in all of the experiments. However, as
we increase the table translation value, the number of cases that wigwag and horizontal
joints exceed the physical ranges increases, and the maximum value of the excess part
of wigwag and horizontal joint movements also increases (see Table 4.5). Therefore, we
conclude that the 6-DOF C-arm model has a larger working space than the 5-DOF C-
arm model for acquiring desired X-ray images. Interestingly, the 5-DOF C-arm kinematic
model of Matthaeus et al. [130] finds a unique solution for the C-arm joints satisfying only
the position (3-DOF) and direction (2-DOF) of the X-ray beam. However, this solution
may result in a C-arm configuration having obstacle collision. In our C-arm model, we
obtain the solution for the joints and table translation to satisfy the complete 6-DOF of
the X-ray source pose. Therefore, our C-arm model produces multiple solutions and has
a high probability to avoid collisions while satisfying the given position and direction of
the X-ray beam.
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4.6.2 C-arm Repositioning Experiments

Intra-operative repositioning of mobile C-arms is a common surgical task. During the
intervention, the C-arm often has to be moved back to acquire the second X-ray image
from the same viewing point as the first one, e.g. for the confirmation of surgical outcome.
We evaluated the practicality and accuracy of our developed 6-DOF C-arm system by
performing C-arm repositioning tasks.

For one repositioning experiment, the C-arm was first positioned to a random refer-
ence location in which the first X-ray image was acquired. Then, the operating table was
translated randomly and the C-arm was moved to a starting position, which is a C-arm
zero-joint configuration, i.e. all the five C-arm joints are set to zero. At the starting
position, the 6-DOF C-arm kinematic model was built by using our proposed model-
ing method. After this, the required joint movements for repositioning were computed.
Then, the second X-ray image was acquired after the C-arm was repositioned based on
a continuous guidance on how to move each joint (including the table translation) in
order to move the C-arm to the pre-defined reference position. In our experiment, the
C-arm was considered to be repositioned if further required movements are below 2 mm
for translational joints and 0.5° for rotational joints.

Four X-ray visible square markers that can be uniquely detected in X-ray images were
randomly placed on the operating table. The four corners of each marker were extracted
in X-ray images with subpixel accuracy and used to compute the image difference, which is
the pixel distance between corresponding corners. Therefore, the pixel differences between
the image acquired at the pre-defined position and the image acquired after repositioning
are defined as errors. In addition, translational (mm) and rotational (°) errors are also
calculated to quantify the accuracy of C-arm repositioning. Translational error is the
Euclidean distance between reference pose and the repositioned pose. Rotational error
is the average of rotational difference around the three axes. For our 6-DOF system
implementation, all poses and motions estimated using the attached video camera directly
corresponds to that of the C-arm X-ray projection geometry. In our experiment, the
translational (mm) and rotational (°) errors of C-arm repositioning are computed based
on the C-arm poses estimated from the integrated optical video camera. Alternatively,
one could use an external optical tracking system to track the C-arm, similar to Mitschke’s
work in [223]. Here, the author shows comparable accuracy between the C-arm motions
estimated using an external optical tracking system and an integrated optical camera.

We conducted ten C-arm repositioning tasks. The overall mean(u) and standard
deviation(o) image error is 5.2 £ 2.6 pixels for a total of 160 points. The maximum and
minimum errors are 8.8 and 2.0 pixels. The resolution of C-arm X-ray is 800 x 600. As the
four X-ray square markers were randomly positioned in each repositioning experiment,
the image positions of the 160 points over the ten experiments were randomly chosen.
Overall translational errors are: ;4 = 4.6 mm, ¢ = 1.5 mm, max = 7.1 mm, and min = 2.8
mm. Overall rotational errors are u = 0.37°, 0 = 0.16°, max = 0.58°, snd min = 0.20°.

In the experiment, errors were mainly due to calibration of the C-arm with the attached
video camera, pose estimation, and manual movement of the C-arm. The calibration
accuracy of aligning the video camera to the C-arm X-ray geometry was evaluated and
quantified in the previous work [50]. The pose estimation error of using visual square
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Figure 4.7: The top image shows the phantom composed of spherical X-ray markers and
the bottom image is a parallax-free panorama generated by our method. The red crosses
in the bottom image are the synthetic ground-truth positions of spherical X-ray markers
in the panorama.

markers with the optical camera has been evaluated in [224, 225].

4.6.3 Parallax-free Stitching Experiments

In order to quantify the accuracy of parallax-free X-ray panoramas generated by our
proposed method based on the inverse kinematics of the 6-DOF C-arm model, experiments
were conducted to compute the image error of generated panoramas compared to synthetic
ground-truth panoramas. Moreover, we performed metric measurements on the generated
panoramas, since they are crucial for accurate determination of mechanical axis alignment
and leg length. We constructed a planar phantom (440 mm long and 80 mm wide)
composed of spherical X-ray markers with a known geometry (see Figure 4.7). This
phantom was placed on the operating table, parallel to the marker pattern attached to the
table. The physical distance between the phantom plane and the marker pattern plane
was measured manually. This configuration allows metric measurements on generated
panoramas [164].

In one procedure of parallax-free X-ray stitching, a parallax-free X-ray panorama of the
phantom was created by combining three acquired X-ray images following the proposed
protocol (see Section 4.4.4). The centroids of the spherical X-ray markers are extracted
with subpixel accuracy as measured feature points in the generated panorama. A true
parallax-free panorama can be treated as a single image acquired from a C-arm having an
exceptional wide imaging field of view and it preserves the property of linear perspective
projection. In our method, the first X-ray image defines the panorama frame. Therefore,
having at least four measured feature points from the first X-ray image, the rotation R
and the translation ¢ from the phantom to the X-ray source can be estimated based on
2D-3D point correspondences. Having a known intrinsic parameter K from the system
calibration, a perspective projection matrix P projecting 3D points of the phantom to 2D
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| | #1 | #2 | #3 | #4 | #5 | overall |
image errors
mean + std (pixels) | 4.8+2.7 | 3.6+2.8 | 49+2.4 | 4.3+2.1 | 3.84+3.0|4.3£26
# X-ray markers | 33 32 35 35 33 168

measurement errors for distances with actual value of 360 mm
mean + std (mm) | 222 + 198 + 224 +|1.96 +| 1.8 =+ |206 =+
0.74 0.56 0.76 0.74 0.70 0.66

measurement errors for angles with actual value of 90°
mean + std (°) 0.60 + 060 +]062 + 054 +£]052 +]058 =+
0.42 0.32 0.35 0.34 0.37 0.33

Table 4.6: The image errors (pixels) and the metric measurement errors (mm or °) on the
five parallax-free panoramas generated by our method.

Figure 4.8: A parallax-free panoramic X-ray images of a dry femoral bone.

points in the panorama was computed as P = K[R|t]. Then, we project all spherical X-ray
markers of the phantom from the 3D space onto the 2D panorama frame by P in order to
build a synthetic ground-truth panorama. We compute the image error of the generated
panorama as image distances between the measured feature points and their corresponding
ground-truth positions. The feature points within the first X-ray image were excluded
from image error analysis, since they were used to create the synthetic ground-truth.
Figure 4.7 shows one generated parallax-free panorama, in which the red crosses indicate
the synthetic ground-truth positions of the X-ray markers in the panorama. Moreover,
we conducted metric measurements. The distance is defined by two points in the image,
three points for an angle. We measured the five different distances or angles with the
actual value of 360 mm or 90° respectively on the generated panorama.

Parallax-free panorama imaging was performed 5 times and Table 4.6 shows the ex-
periment results in terms of the image error and the metric measurement error for each
experiment and for all the experiments. The overall image error is 4.342.6 pixels based on
a total of 168 markers. One individual C-arm X-ray image has the resolution of 800 x 600,
so the relative image error is less than 1%. The overall metric measurement errors are
2.06+0.66 mm for distances and 0.58 £0.33° for angles. Thus, the relative error of metric
measurements is also less than 1%. Once again for this system setup, errors were mainly
due to calibration of the C-arm with the attached video camera, pose estimation, and
manual movement of the C-arm.
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Surgeons need to verify the alignment of the femoral mechanical axis and tibial me-
chanical axis in order to achieve a good weight-bearing load in long bone surgeries, e.g.
high tibial osteotomy (HTO) [226] and total knee arthroplasty (TKA) [227]. The me-
chanical axis of the femur (or tibia) is determined by two geometrical points located at
the two ends of the bone [228]. Figure 4.8 demonstrates a parallax-free panoramic X-ray
image of a dry femoral bone generated by stitching two X-ray images using the proposed
parallax-free stitching solution. The panoramic image shows the two ends of the bone in
one common coordinate system, which can facilitate the determination of the mechanical
axis of the long bone. This will reduce radiation exposure to both surgeons and patients
for the intra-operative evaluation of the mechanical axis alignment, since no additional
X-ray images showing the bone structure between the two ends of the bone are required.
Note that, this example is an extreme case, in which the position of the additional X-ray
image is located relatively far away from the first one. This situation could introduce a
little difficulty in defining an exact optimal position of the additional X-ray image showing
the condyle. If this second X-ray image does not show the complete condyle, the surgeon
can easily find an optimal position of the 3rd X-ray image, as the bone structure of the
second image is very close to the condyle. This is however more efficient than the previous
proposed solution [164] of adjusting the movements of the five C-arm joints and table to
see the position of an additional X-ray image in the panorama through a trial and error
procedure. We have performed another two examples of parallax-free panoramic imaging
for a plastic lumbar and sacrum and for the right half of a plastic pelvis. In these cases,
our solution can efficiently facilitate the generation of a panoramic image showing the
complete structure of the lumbar and sacrum (see Figure 4.9) or the right half of the
pelvis (see Figure 4.10) with minimized overlapping area between the individual C-arm
images.

(a) (b)

Figure 4.9: (a) A plastic lumbar and sacrum; (b) A parallax-free panoramic X-ray image
of the plastic lumbar and sacrum.

109



Closed-form Inverse Kinematics for C-arm X-ray Imaging with six Degrees of Freedom

(a) (b)

Figure 4.10: (a) The right half of a plastic pelvis; (b) A parallax-free panoramic X-ray
image of the right half of a plastic pelvis.

4.7 Discussion and Conclusion

Moving the mobile C-arm into a desired viewing position in regard to the anatomy is not
only a common surgical task, but also an indispensable step for advanced X-ray imaging
techniques. Standard mobile C-arms have only five DOF, which definitely restricts their
motions that have six DOF in 3D Cartesian space. In this chapter, we proposed to build
a 6-DOF C-arm X-ray imaging model by integrating a translational movement of the
patient’s table with the 5-DOF C-arm kinematics. We presented a method to develop the
kinematic chain for the 6-DOF C-arm model without constraints on the initial setup of
the table position. Positioning the X-ray source at a desired pose relative to the operating
table with six DOF requires finding the six joint values, which is the inverse kinematics
problem for the 6-DOF C-arm model. We have derived the closed-form solutions for the
inverse kinematics problem. Our modeling method and the closed-form inverse kinematics
solutions can be applied to general mobile C-arms, i.e. isocentric or non-isocentric.
Standard mobile C-arms have wheels and are moved in and out of the operating room
frequently. In clinical practice, before the acquisition of an image the wheels are locked
in order to fix the C-arm base. It is very rare to move the C-arm base because the C-arm
machine is both bulky and heavy to adjust for, at numerous occasions, during the course
of the surgery. Thus, the X-ray image is acquired by positioning the C-arm using the 5
available C-arm joints. Furthermore, only these 5 C-arm joints are motor controlled in
commercial mobile motorized C-arms. All standard mobile C-arms are modeled with 5-
DOF, as assumed in Matthaeus et al. [130], for their proposed inverse kinematic solution.
Typical motorized mobile C-arms only can be repositioned back relative to its own
base. In clinical practice, the C-arm machine is often moved in and out of the surgical site,
and thus repositioning relative to the C-arm base does not guarantee it is repositioned
relative to the operating table. Integrated kinematic modeling of the C-arm and table
enables the C-arm to be repositioned back relative to the table, as soon as the C-arm
is next to the operating table, i.e. the computed table translation can compensate for
the displacement of the C-arm base. This is one of the advantages of the 6-DOF C-arm
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model.

Closed-form solutions usually do not exist for the inverse kinematics of the 5-DOF
C-arm model, since it is an over-constrained system, i.e. computing five unknowns for
six non-linear equations. However, if any of the six parameters for specifying an end-
effector’s pose is not maintained, then the desired pose of the end-effector is reduced to
5-DOF. Obviously, closed-form solutions for the inverse kinematics exist in this situation
depending on which DOF is not satisfied. For solving the inverse kinematics of the 5-
DOF C-arm, Matthaeus et al. [130] proposed to make the rotation around the principal
axis of the X-ray source unconstrained, i.e. only satisfying the 2-DOF direction of the
principal axis instead of a 3-DOF orientation. The desired projection X-ray image can be
obtained by rotating the X-ray image around its principal point in order to compensate
for the missing rotation. In this way, they reduce the 3D Cartesian space to five DOF and
obtain the complete closed-form solutions of joint parameters for imaging a given point
from a given direction. In this work, we build the 6-DOF C-arm model upon the 5-DOF
C-arm model of Matthaeus et al. [130] by considering operating table translation and
derive the complete closed-form solutions for the 6-DOF C-arm inverse kinematics. Our
simulation experiment showed that the 6-DOF C-arm model has a larger working space
than the 5-DOF C-arm model for acquiring desired X-ray images by taking the physical
limited joint ranges into account. The larger working space also increases the possibility
of avoiding obstacles.

Our experimental system provides continuous feedback on required movement of each
joint (including the table translation) for moving the C-arm and table to a target posi-
tion. For this, we attach a video camera to the C-arm for radiation-free pose estimation
and solve the closed-form inverse kinematics for each estimated C-arm pose. We note
that, X-ray marker based C-arm pose estimation methods or external tracking systems
can also be employed for implementation of such systems. Since our C-arm and table
system is manually controlled, our medical partners who performed the experiments have
complained that it took a larger effort and additional time to move the joint within 1
mm or 0.3°, for example. Therefore, in our experimental setup, we choose the threshold
of 2 mm and 0.5°, within which the C-arm is considered to be at the target position,
and found that the results are acceptable. If a robotic system is available, the chosen
thresholds would be equal to the minimum step of the C-arm and table joint movements
depending on their mechanical and manufactured constraints.

The C-arm repositioning task was chosen to evaluate the practicality and accuracy of
our developed 6-DOF C-arm system. The pixel difference between the image acquired at
the pre-defined position and the image acquired after repositioning is 5.3+ 2.4 pixels. The
experimental results for the inverse kinematic based X-ray image stitching demonstrate
that parallax-free panoramas generated by our method are within clinical tolerances for
accurate evaluation of long bone geometry (i.e. image and metric measurement errors are
less than 1% compared to ground-truth).

Currently, surgeons place additional efforts into manually moving the table and C-arm
joints. However, motorized operating tables are available in most operating rooms and
their forward-backward translation can be easily executed through a mechanical motor.
An implementation of the robotized mobile C-arm system has been presented in [130].
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Furthermore, one could easily apply our solution to an expensive robotic C-arm and table
system for automated C-arm positioning.

Some modern motorized operating tables can have multiple DOFs, even rotational
DOFs, e.g. tilting. The current work opens the path for researchers to further model
an operating table having multiple DOFs and the mobile C-arm kinematics as a coupled
multi-manipulator system. The closed-form solution for the inverse kinematics of such
a coupled multi-manipulator system is challenging, since we need to find the complete
solution to an underdetermined system of nonlinear equations.

We believe that the presented 6-DOF C-arm model with the closed-form solutions for
its inverse kinematics paves the way for advanced applications in the fields of surgical
navigation and advanced X-ray imaging that require C-arms to be precisely positioned
or repositioned relative to the patient’s table. Particularly in this work, we developed a
novel and intuitive solution for parallax-free X-ray image stitching based on the inverse
kinematics of 6-DOF C-arm model. This method does not require any overlap between
X-ray images in the panorama, which reduces radiation. With the proposed solution,
surgeons start by indicating where they want to see the additional interested anatomic
structure in the panorama image. Our solution computes the position and orientation of
the C-arm pose, and provides the required C-arm joints movements and table translation.
For the surgeons who are quite familiar with anatomical structure, it is much easier to
define the location of the imaging field in the panorama than the previous solution [164] of
moving the bulky C-arm and guessing which movements of C-arm joints that could result
in appropriate location of the viewing field. Having the robotic C-arm system, parallax-
free X-ray image stitching only requires surgeons to specify the position of X-ray images in
panorama. This definitely facilitates and speeds up interventional parallax-free panoramic
X-ray imaging procedures. For future clinical applications, we will investigate integrating
a 6-DOF C-arm kinematic model to enable the smooth transition of the CT-based pre-
operative planning into the operating room, by accurately positioning the patient’s table
with regard to the X-ray C-arm.

This paragraph summarizes the contributions in the chapter. I have proposed the
method to model both the mobile C-arm and patient’s table as an integrated kinematic
chain having six DOF. The forward kinematic formula of the 6DOF C-arm was developed
according to the DH rule. The kinematic singularity of the 6-DOF C-arm was analyzed.
The closed-form solution for its inverse kinematics was derived in order to obtain the
required values for all C-arm joint and table movements to position the fluoroscope at
a desired pose. The modeling method and the closed-form solutions can be applied to
general isocentric or non-isocentric mobile C-arms. In addition, I have developed the
inverse kinematics based method of parallax-free panoramic X-ray imaging and further
proposed a clinical protocol for the panoramic imaging. The 6DOF C-arm system is
implemented based on the CamC system. In contrast to the traditional optical tracking
systems that could increase system complexity and introduce considerable investment, the
developed 6-DOF C-arm system is low-cost, low-radiation and easy-setup thanks to the co-
registered X-ray and video images of the CamC technology. Finally, the experiments were
conducted in a close collaboration with our clinical partners to evaluate the developed
6-DOF C-arm system and the inverse kinematics based parallax-free panoramic X-ray
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imaging.
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CHAPTER
FIVE

DISCUSSION AND CONCLUSION

This chapter discusses the current challenges and potential impact of the video aug-
mented X-ray imaging (i.e. CamC technology) on various advanced intra-operative imag-
ing and surgical navigation applications. The chapter is concluded by the contributions
and achievements made in the dissertation.

5.1 Impact of Video Augmented X-ray on I1GOS:
Outlook

Mobile C-arm is a primary imaging device used during orthopedic and trauma surgery
to acquire X-ray images of bone structures. Optical tracking technology is commonly
employed as an intra-operative navigation technique in order to align medical images, pa-
tient, implants and medical instruments. This facilitates the procedures and improves the
quality of surgical outcomes. Many studies show the improved accuracy and reduced ra-
diation exposure when using navigation systems for various orthopedic procedures. How-
ever, challenges arise when using these navigation technologies such as complex system
set-ups. These include: on-site system calibration, additional devices inside an already
crowded OR, cable spaghetti and the requirement of line of sight. Consequently, they
impose radical changes to the surgical setup and overall procedure. Furthermore, a con-
siderable financial investment is needed for these navigation systems, which makes them
less accessible to clinics already experiencing limited budgets.

The CamC system that augments a standard C-arm by a video camera provides video
augmented X-ray images to guide surgical procedures by aligning X-ray images, treated
anatomy, implants and instruments in a common video image frame. It is important
to understand that the CamC system can be operated as a standard C-arm device. No
additional calibration, device, or even cable are required during the operation. For that
reason, the CamC system can be smoothly integrated into the surgical workflow with much
lower cost. This makes CamC the first medical AR technology consistently used in the
OR worldwide. Over 40 patients have been successfully treated under CamC navigation
between July 2009 and March 2010. Several clinical applications that can directly benefit
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from AR imaging of the CamC system have been discovered, such as incision, entry point
localization, instrument axis alignment, K-wire guidance, and surgery documentation.

IGOS solutions often consist of three components: imaging, information fusion, and
user-system interaction. The inherent property of aligned X-ray and optical imaging en-
ables the CamC system to be a low-cost platform technology for potential intra-operative
advanced imaging, information fusion, and user-system interaction solutions.

The CamC system offers a video augmented X-ray imaging by combining two image
modalities: X-ray images showing the internal bone structures or implants and optical
(visible light) images displaying the external skin or medical instruments. In orthopedic
surgeries, many X-ray images are acquired in order to guide surgeons with correct C-
arm, implant and instrument placement. Having the CamC system, the optical video
images can be used to guide such placements. However, sparing healthy tissue, nerves and
different vasculatures that are invisible in both X-ray and optical (visible light) images
are tricky components for interventional procedures. For example in spinal surgeries,
injection via needle under C-arm X-ray fluoroscopy guidance is a common treatment for
vertebroplasty. The risks for it could be: (i) needle insertion may encounter segmental
vessels from deep or ascending cervical arteries, (ii) important vascular may be damaged
to spinal cord if perforated, or even (iii) potential lung collapse and nerve injury. In vivo
fluorescence imaging (see figure 5.1(a)) has the tremendous potential for: (i) early cancer
diagnostics, (ii) identification of tumor boundaries, (iii) assessment of blood vessels, (iv)
visualization of lymph vessels, and (v) treatment response assessments [229]. Several near-
infrared (NIR) fluorescence imaging systems [230, 231] have been developed for real-time
interventional imaging applications, improving tumor delineation, sentinel lymph node
visualization, and vascular mapping to name a few.

Future work of CamC imaging: integrating fluorescence imaging into the system in
order to provide co-registered X-ray, optical (visible) and fluorescence images for merging
anatomical, functional or vascular contrast [232]. This superior imaging can enable or-
thopedic and trauma surgeons to minimize healthy tissue and vessel damage when using
tools near areas of high vasculature and functional anatomy, as well as to facilitate and
quicken surgery. Figure 5.1(b) shows a mimic overlay of X-ray, optical (visible light) and
fluorescence image. Fluorescence imaging can be achieved by combining color CCD cam-
eras and multiple-bandpass filters that transmit light in several different discrete narrow
spectral bands, e.g. quadruplebandpass filters (QBPF) [233].

Fusion of surgical information is a critical component for modern IGOS. For this,
computer based registration and tracking technologies are often applied to align medical
images, treated anatomy and locations of instruments or implants in a common coordinate
system. However, intra-operative registration or tracking solutions often require calibra-
tion and additional procedures and devices during intervention. The CamC technology
inherently by construction relates internal bone structures, implants, skin and surgical
tools in the common video image coordinate frame.

The CamC system can track the X-ray source without further calibration, tracking
devices, or radiation exposure, when compared to other external tracking devices, thereby
improving surgical workflow for orthopedic and trauma surgeries in the future. This is
currently achieved using the video camera and a planar visual marker pattern. The two
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(a) (b)

Figure 5.1: (a) Multispectral fluorescence imaging would allow the augmentation of vessel
structures or possible diseases (i.e. tumors). (b) A mimic sample image overlay (right)
between VAX and a fluorescence image (left).

developed intra-operative X-ray imaging solutions in this dissertation, parallax-free X-
ray stitching and inverse kinematics based C-arm positioning, are implemented based on
C-arm pose estimation using the CamC system. However, using a planar visual marker
pattern for pose estimation has several limitations. Placing the marker pattern above
the patient is not practical and can occlude the surgeon’s view onto the operation situs.
Thus, the marker pattern is attached under the operating table and C-arm X-ray source
is below the table for the implementation of parallax-free X-ray stitching. Consequently,
the CamC system loses the ability for optical view on patients. Furthermore, a planar
pattern restricts the viewing angle of the camera. A flexible setup of multiple randomly
distributed markers that are not necessarily on the same plane, would be preferable for
tracking. Unlike the marker pattern where relationships between all markers are exactly
known and are expressed in a consistent coordinate frame, the markers must be calibrated
for their relative poses in order to form a single coordinate system for all the markers.
Our proposed method to estimate the relative poses between multiple randomly positioned
square markers [234] can be adopted for it.

Furthermore, the attached video camera can act as an integrated sensor to detect or
track tools, patient movements, and etc. The detected or tracked tools can be related
to X-ray images without further registration procedures. This paves the way for build-
ing surgical navigation applications on the CamC technology. One potential application
is integrating ultrasound images to the X-ray and video image overlay by tracking an
ultrasound probe using the video camera. Another potential application is tracking the
insertion of a linear tool using the video images. Thanks to the CamC system, the esti-
mated linear tool can be directly visualized in the X-ray image. One idea is to use the
property of cross ratio to estimate the tip from three collinear markers attached on the
tool. This can definitely further improve the CamC guidance for placing linear tools such
as K-wire insertion 5.2(a)and drill tip placement 5.2(b). A similar idea for tracking a
linear tool has been proposed in [149]. In their implementation, the markers attached on
one side of the tool thereby creating blind areas where the attached markers are not seen
by the video camera. A smarter design for attaching markers such that no blind areas
are created must be investigated.
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(a) (b)

Figure 5.2: The mimic examples of using the cross ratio to track the insertion of a linear
tool into patients.

IGS systems often require user interactions to be fully advantageous. The traditional
keyboard-mouse solution cannot be deployed in the OR for obvious reasons such as steril-
ization concerns and lack of space in an already crowded environment. Several strategies
have been discussed in section 1.2.3.2 for the user interaction including touch screens,
foot switches, tracked virtual keypads, speech recognition, visual marker detection, and
gesture recognition. All these methods listed above would require additional sensors, and
the attached video camera of the CamC system has the the potential to play this role for
sensory recognition of user commands.

A possible idea for user interaction of the CamC system is hand gesture recognition
using the video images. A hand gesture recognition based interaction is implemented
for video see-through HMD based medical AR applications [91]. The video cameras of
the HMD are used to detect hands and recognize gestures. However, it is difficult for
surgeons to pose an appropriate hand gesture in stressful situations, which could lead
to false-positive and positive-false recognition and thus reduces the robustness of gesture
recognition. Another idea is employing visual fiducial markers. The visibility of the visual
markers in the video images can be used as a binary input. Moreover, the visual markers’
movements estimated by the video camera provide continuous parameters.

Online analysis of surgical workflow can support many promising applications, such as
adaptive user interfaces, context-aware surgery rooms, better synchronization within the
surgery department and automatic documentation. Padoy et al. [235] propose a method
based on dynamic time warping and hidden markov models for the modeling, offline
segmentation and online recognition of surgical phases. Real time signals or information
of the conducted surgery are mandatory for analyzing surgical workflow intra-operatively.
Blum et al. [236] use laparoscopic video as source information for modeling workflow
and detecting surgical phases. Ahmadi et al. [237] introduce wearable accelerometers
attached to surgeons to detect the surgical activities. Padoy et al. [238] employ 3D
motion features reconstructed from multiple cameras mounted on the ceiling of the OR to
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monitor workflow. The optical video camera of the CamC system could be an ideal sensor
for workflow analysis, as it directly records the operation site and is seamlessly integrated
into the C-arm system. This requires the analysis of human activities from videos. To
achieve it, several works in the field of computer vision may be adapted as a starting
point, such as recognition of human actions [239], recognizing complex and multitasked
activities from video [240]; activities analysis [241].

For challenging medical procedures, the video image of the CamC system provides an
ideal view for an expert surgeon to consult intra-operatively from a remote location.

5.2 Conclusion

The methods and techniques proposed in this dissertation offer great potential in shaping
the operating room of the future specifically for orthopedic and trauma procedures. A
workflow based methodology is proposed for assessing the clinical performance of novel
IGS solutions. This methodology is applied to evaluate the clinical impact of the CamC
system on animal cadavers. A novel method for intra-operative parallax-free panoramic
X-ray imaging without requirements of a fronto-parallel setup or any overlap between the
acquired X-ray images is developed. This is a promising technology to support various
intra-operative clinical applications, e.g. determining the extremity length and mechanical
axis of long bones online during surgeries. The developed inverse kinematics for the
integrated C-arm and table setup paves the way for advanced applications in the fields
of surgical navigation and advanced X-ray imaging that require C-arms to be precisely
positioned or repositioned relative to the patient’s table. Lastly, the current challenges
and potential impact of the video augmented X-ray imaging on IGOS have been discussed.
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IGS
CAS
IGOS
DRO
ICP
CT
MRI
PET
US
HMD
LED
DVR
MIP
TEE
IXPV
AR
CamC
VAX
DRR
DAP
CF
OR
HDR
DLT
RMS
STD
VDP
DOF
DH
SVD

Image Guided Surgery

Computer Assisted (or Aided) Surgery
Image Guided Orthopedic Surgery
Dynamic Reference Object
Iterative Closest Point

Computed Tomography

Magnetic Resonance Imaging
Positron Emission Tomography
Ultrasonography

Head Mounted Display

Light Emitting Diode

Direct Volume Rendering
Maximum Intensity Projection
Transesophageal Echocardiography
Interactive X-ray Perceptual Visualization
Augmented Reality

Camera Augmented Mobile C-arm
Video Augmented X-ray

Digitally Reconstructed Radiograph
Dose-Area Product

Conventional Fluoroscopy
Operating Room

High Dynamic Range

Direct Linear Transform

Residual Mean Square

standard deviation

Virtual Detector Plane

Degree of Freedom
Denavit-Hartenberg

Singular Value Decomposition

ABBREVATIONS
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Abbrevations

OBB  Oriented Bounding Box
HTO  High Tibial Osteotomy
TKA  Total Knee Arthroplasty
NIR Near Infrared

QBPF  Quadruplebandpass Filters
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