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Abstract

We use transfer operators, a standard tool in dynamical systems theory, together with
the theory of orthogonal polynomials, polynomial hypergroups and harmonic analysis
to define a new transfer operator. We define this transfer operator via the preimages
of certain orthogonal polynomials, namely the Chebyshev polynomials of the first kind.
This transfer operator acts on various function spaces which are determined by orthogo-
nal polynomials. We find that the defined transfer operator is bounded on the function
spaces that we study and that the transformation operator coincides with the adjoint op-
erator and the right inverse, respectively. Using a quadratic transformation which is given
by the second order Chebyshev polynomial of the first kind, we construct an orthogonal
polynomial sequence which generates a polynomial hypergroup the transfer operator acts
on. Similarly, we construct an orthogonal polynomial sequence using a cubic transforma-
tion. However, in the cubic case, the orthogonal polynomial sequence does not generate
a hypergroup. Furthermore, a brief investigation of the inverse branches of the Cheby-
shev polynomials shows that these are infinite. The concepts we established can serve as
a starting point for an orthogonal polynomial point of view in transfer operator theory
and can be transferred to the classical transfer operator theory in dynamical systems and
wavelet theory.
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Zusammenfassung

Wir verwenden Transfer Operatoren, ein Standradwerkzeug aus dem Gebiet der dynami-
schen Systeme, in Kombination mit der Theorie von orthogonalen Polynomen, polynom-
ialen Hypergruppen und harmonischer Analysis, um einen neuen Transfer Operator zu
definieren. Wir definieren diesen Transfer Operator durch die Urbilder bestimmter ortho-
gonaler Polynome, der Tschebyscheff Polynome erster Art. Dieser Transfer Operator
operiert auf verschieden Funktionenräumen, die durch orthogonale Polynome bestimmt
sind. Wir erhalten, dass der Transfer Operator auf den untersuchten Funktionenräumen
beschränkt ist, und dass der Einsetzoperator mit dem adjungierten Operator beziehungs-
weise mit der Rechtsinversen übereinstimmt. Mit Hilfe einer quadratischen Transforma-
tion, die durch das zweite Tschebyscheff Polynom erster Art gegeben ist, konstruieren wir
eine Folge orthogonaler Polynome, die eine polynomiale Hypergruppe erzeugt, auf der der
Transfer Operator operiert. In gleicher Weise verwenden wir eine kubische Transforma-
tion, um eine Folge orthogonaler Polynome zu konstruieren. Im kubischen Fall erzeugt die
Folge orthogonaler Polynome jedoch keine Hypergruppe. Des weiteren zeigt eine kurze
Untersuchung der Inversenzweige der Tschebyscheff Polynome erster Art, dass diese un-
endlich sind. Die Konzepte, die wir eingeführt haben, können als Ausgangspunkt für eine
Sichtweise vom Standpunkt der orthogonalen Polynome in der Theorie der Transfer Op-
eratoren dienen und übertragen werden in die klassische Theorie von Transfer Operatoren
im Kontext von dynamischen Systemen und Wavelet-Theorie.
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Introduction

Transfer operators, also called Ruelle transfer operators, Ruelle operators or Ruelle-
Perron-Frobenius operators,

Rφ pyq �
¸

xPf�1pyq
ψ pxqφ pxq (0.1)

have first been introduced by David Ruelle in the 1960s in the context of thermody-
namical formalism (see [55]). He proved in [47], [49] that the Ruelle-Perron-Frobenius
operator acting on a Hölder continuous function space has a unique maximal positive
eigenvalue with a positive eigenfunction if the given dynamical system f is the one-side
shift on a symbolic space of finite type and when the given function is positive and Hölder
continuous (see also [8]). D. Ruelle used this result to complete a mathematical under-
standing of the existence and the uniqueness of the equilibrium measure, the so-called
Gibbs measure, for a Hölder continuous positive function on a symbolic space of finite
type in thermodynamical formalism. His theorem is an important result in modern ther-
modynamical formalism. Since then, transfer operators have become a standard tool in
dynamical systems, ergodic theory and other branches of mathematics as well as math-
ematical physics. P. Walters proved Ruelle’s theorem in a more general setting, that is,
the dynamical system can be a positive summable variational function (see [60]). There
are many textbooks and articles about Ruelle’s theorem, see for example [5], [8], [18],
[19], [20], [40]. The spectral properties of transfer operators have been used to obtain
results on various types of dynamical systems and to study their ergodic properties. D.
Ruelle himself used transfer operators to investigate various types of dynamical systems,
e.g. piecewise monotone maps (see [53]), Axiom A flows (see [48]), expanding maps
and Anosov flows (see [50]) and to established correspondences of transfer operators to
the so-called dynamical zeta function (see [52], [54]) and to Fredholm determinants (see
[51]). V. Baladi, G. Keller and F. Hofbauer also employed transfer operators to study
dynamical zeta functions (see [4],[3], [25]) as well as C. Liverani who gained new results
on certain dynamical systems using the spectral properties of transfer operators (see [35],
[36]).
In the 1990s P.E.T. Jorgensen started using a transfer operator in harmonic analysis and
wavelet theory in order to find orthogonal wavelet bases. In [29], he found an interconnec-
tion between the cascade refinement operator, which is well-known in wavelet theory, and
a transfer operator, as well as a one-to-one correspondence between the eigenfunctions
of a transfer operator to the eigenvalue 1 and representations of certain C�-algebras. In
[9], O. Bratteli and P.E.T. Jorgensen obtained a relation between the spectral properties
of a transfer operator and the question of convergence of the cascade algorithm for the
approximation of the corresponding scaling function.
More recently, transfer operators have also been utilized in applied mathematics, e.g. in
the analysis of biomolecular systems (see [56]).
In this thesis, we achieve synergies of the theory of orthogonal polynomials, polynomial
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Introduction

hypergroups, harmonic analysis and transfer operators. We define a new transfer operator
which is based on certain orthogonal polynomials rather than using the dynamical sys-
tems context. The underlying preimage for the transfer operator which is usually given
by a dynamical system f , will in our case be given by an orthogonal polynomial. We
investigate the action of this transfer operator on function spaces determined by various
orthogonal polynomial sequences, e.g. on homogeneous Banach spaces like the Wiener al-
gebra and its p-versions. The orthogonal polynomials which we use to define our transfer
operator will be the Chebyshev polynomials of the first kind as up to similarity they and
the powers are the only chains, that is, they are a sequence of polynomials, each of positive
degree which contains at least one of each degree and such that every two polynomials
in it are permutable (see Theorem 1.1.42). Furthermore, they exhibt a symmetric distri-
bution of the preimages in the even case which will be crucial for our invstigation. The
Chebyshev polynomials of the first kind also form a polynomial hypergroup (see Example
1.2.27 (1)) which our transfer operator will act on. This case can be compared to P.E.T.
Jorgensen’s invstigations on the torus as for the Chebyshev polynomials of the first kind,
the transfer operator and the corresponding transformation operator map the spaces they
operate on into themselves. Moreover, the transformation operator coincides with the
adjoint operator for the case of the Chebyshev polynomials of the first kind. We do not
stop our investigation at this point, but consider the ultraspherical case which carries our
studies over to the polynomial hypergroup induced and function spaces determined by
the generalized Chebyshev polynomials. In this case, the spaces the transfer operator and
the corresponding transformation operator as well as their iteratives operate on and the
spaces they map into are not the same. We will consider an unweighted version of the
transfer operator, that is, the function which corresponds to ψ in (0.1) is identical one,
and a weighted version.
Furthermore, we even consider the case of arbitrary orthogonal polynomials which are
symmetric. We construct an orthogonal polynomial sequence based on a quadratic trans-
formation which is given by the second order Chebyshev polynomial of the first kind,
T2 pxq � 2x2 � 1. We can show that the constructed orthogonal polynomial sequence
induces a hypergroup structure on N0, and we study the transfer operator on this poly-
nomial hypergroup as well as the Wiener algebra induced by these polynomials.
In the same way, we construct an orthogonal polynomial sequence based on a cubic
transformation which is given by the third order Chebyshev polynomial of the first kind,
T3 pxq � 4x3 � 3x.
Finally, we briefly analyze the inverse branches of the Chebyshev polynomials of the first
kind and give an outlook on future work.
The first chapter of this thesis will provide the necessary background on orthogonal poly-
nomials and hypergroups which will be needed in the subsequent chapters. We will give an
introduction to orthogonal polynomials following the general setting of T.S. Chihara (see
[11]) who uses a linear functional, the moment functional, to prove some main results
on orthogonal polynomials. In this context, we will prove the fundamental recurrence
formula (see Theorem 1.1.14) which will in Chapter 3 be crucial for the construction of
the orthogonal polynomial sequences based on quadratic and cubic transformations, re-
spectively, as well as Favard’s theorem (see Theorem 1.1.21), which states that there is a
unique moment functional for a polynomial sequence that satisfies the fundamental recur-
rence formula, and the Perron-Favard theorem, which states that there exists an unique
measure which the polynomial sequence is orthogonal for if the fundamental recurrence
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formula is satisfied (see Theorem 1.1.23). Based on the Riesz representation theorem, we
will give a proof of the Perron-Favard theorem. We also deal with the question of symme-
try for an orthogonal polynomial sequence. Since the Chebyshev polynomials of the first
kind are a symmetric orthogonal polynomial sequence, symmetry will play a crucial role
throughout Chapter 3 when we study a transfer operator based on orthogonal polynomi-
als. Referring to T.J. Rivlin (see [43]), we provide that the Chebyshev polynomials of
the first kind and the powers are up to similarity the only orthogonal polynomials which
pairwise commute, which will be essential for our study of the transfer operator.
In the second part of the first chapter, we give a brief introduction to hypergroups and
homogeneous Banach spaces following an unpublished book manuscript of R. Lasser as
well as [32], [33], [34] and G. Fischer and R. Lasser (see [22]). We first give some general
facts on hypergroups and discrete hypergroups and then turn to the study of polynomial
hypergroups, which our transfer operator in Chapter 3 will be defined on. We will also
provide some material on the linearization coefficients of polynomial hypergroups which
we need in Section 3.7 for the orthogonal polynomial sequences defined through cubic
transformations. The remainder of the first chapter is dedicated to the introduction of
homogeneous Banach spaces which our transfer operator will act on.
The second chapter of this thesis will give a short glimpse of the theory of transfer opera-
tors both of the dynamical systems and the harmonic analysis point of view. This chapter
will be the inspiration and the starting point for the framework that we develop in Chap-
ter 3 concerning a transfer operator defined via orthogonal polynomials. However, we do
not mean to extend the deep results on transfer operators provided here. The first section
of Chapter 2 introduces transfer operators in the context of dynamical systems following
Y.P. Jiang (see [27]). We will discuss Ruelle’s theorem which consists of two parts. The
first part states the existence and the simplicity of a unique maximal eigenvalue for a
Ruelle-Perron-Frobenius operator acting on a Hölder continuous function space. The sec-
ond part concerns the existence and uniqueness of the Gibbs measure. Y.P. Jiang found
an elementary but elegant proof to the first part of Ruelle’s theorem (see [26]) and the
proof of the second part is a combination of the ideas in [26] and in [14] (see [19]).
We begin the second part of Chapter 2 with a short introduction to wavelet theory follow-
ing I. Daubechies [13]. We give the definitions for wavelets and multiresolution analysis
and conditions for the existence of an orthonormal wavelet basis both for infinitely sup-
ported wavelets and compactly supported wavelets. After having introduced the basic
notions of wavelet theory, we discuss the results of P.E.T. Jorgensen [29] and O. Bratteli
and P.E.T. Jorgensen [9] on the harmonic analysis of transfer operators. The spectral
properties of the transfer operator which arise from polynomial wavelet filters are studied.
In [29] P.E.T. Jorgensen defined a transfer operator of the form

Rf pzq �
¸
ωN�z

|m0 pωq |2f pωq , f P L1 pTq , z P T, (0.2)

where m0 pzq �
°
kPZ akz

k is a polynomial wavelet filter. There is a one-to-one correspon-
dence between representations of a C�-algebra and functions which are harmonic for the
transfer operator (0.2), that is, functions h P L1 pTq, h ¥ 0 that satisfy R phq � h. In [9]
the transfer operator (0.2) is studied for the case that N � 2. The spectral properties of
the transfer operator are related to the convergence question for the cascade algorithm
for approximation of the corresponding wavelet scaling function. In Chapter 3, we de-
fine a transfer operator which is based on the Chebyshev polynomials of the first kind,

3



Introduction

tTn pxqu8n�0, by

RpmN ,TN qf pyq �
¸

TN pxq�y
mN pxq f pxq , (0.3)

with the weight function mN pxq �
°8
k�0 bkTk pxqh pkq. We get for the unweighted Ruelle

operator

Rp1,TN q pTnq �
#
T n
N
, n � Nl, l P N0

0, else
.

We find that the Ruelle operator acting on C pr�1, 1sq is a bounded linear operator and
that }Rp1,TN q} � 1. For the Ruelle operator acting on the Wiener algebra A pr�1, 1sq
we have that Rp1,TN q P B pA pr�1, 1sqq, }Rp1,TN q} � 1 and Rp1,TN qf pyq �

°8
n�0 f̌ pNnq

Tn pyqh pnq for each f P A pr�1, 1sq. We also prove similar results for the p-versions
Ap pr�1, 1sq of the Wiener algebra and for Lp pr�1, 1s , πq. Corresponding to the action
of the Ruelle operator Rp1,TN q on L2 pr�1, 1s , πq we study an adjoint operator E of the
Ruelle operator and obtain for f, g P C pSq,» 1

�1

Rp1,TN qf pyq g pyqdπ pyq �
» 1

�1

f pxqEg pxqdπ pxq . (0.4)

We find that E � Rp1,TN q is a Morkovian projection as well as that the spectral radius of
Rp1,TN q equals 1.
We obtain for the weighted Ruelle operator based on the Chebyshev polynomials of the
first kind

RpmN ,TN q pTnq

�

$'''''&'''''%

T n
N
, n � Nl, l P N0

1
N

�°N{2
i�1

��
2�°8

k�1 2b2kT2k pxiq
�
h p2kq�Tn pxiq	 , n,N even

1
N

�°N{2
i�1

�°8
k�1 2b2k�1T2k�1 pxiqh p2k � 1q�Tn pxiq	 , n odd, N even

1
N

�°N
i�1

��
1�°N�1

j�1

°8
k�1 bk�jTk�j pxiq

	
h pk � jq

�
Tn pxiq

	
, N odd, n P N

,

as well as that RpmN ,TN q is a bounded operator on C pr�1, 1sq, A pr�1, 1sq, Ap pr�1, 1sq
with the operator norm equal to 1 and on Lp pr�1, 1s , πq with the p-norm equal to }mN}.
Furthermore, we investigate the unweighted and the weighted Ruelle operator on function
spaces determined by the generalized Chebyshev polynomials tT pα,βq

n pxqu8n�0 and get for
even N for the unweighted Ruelle operator that

Rp1,TN q
�
T pα,βq
n

� pyq � #
1
N

°N{2
i�1 2P

pα,βq
k

�
x
pN{2q
i

	
, k � 2n

0, k � 2n� 1
.

For N=2, we can prove that Rp1,T2q P B
�
A
pα,βq
T pr�1, 1sq , Apα,βq

P pr�1, 1sq
	

and }Rp1,T2q} �
1 as well as Rp1,T2q P B

�
Lp

�r�1, 1s , πTα,β
�
, Lp

�r�1, 1s , πPα,β
��

and }Rp1,T2q} � 1, 1 ¤
p   8. We also investigate a transformation operator E for the unweighted Ruelle
operator and get that E is the right inverse of Rp1,T2q. In the weighted case, we deal
with two different kinds of weight functions mN pxq defined as above, and m̃N pxq given

by m̃N pxq �
°8
k�0 b̃kT

pα,βq
k pxqh pkq. We obtain that for m̃N pxq, the Ruelle operator

4



Rpm̃N ,TN q acting on tT pα,βqpxq
n u8n�0 coincides with the unweighted case as well as Rpm2,T2q.

Moreover, we construct an orthogonal polynomial sequence tQn pxqu8n�0 from a given
orthogonal polynomial sequence tPn pxqu8n�0 which satisfies

Q2n pxq � Pn pT2 pxqq
using the fundamental recurrence formula. We establish conditions for the recurrence
coefficients so that tQn pxqu8n�0 generates a polynomial hypergroup and find that the
Ruelle operator satisfies

Rp1,T2q pQnq �
#
Pn

2
, n even

0, n odd
.

We can also show that the Wiener algebra generated by the polynomials Qn is a Banach
space and that Rp1,T2q P B pAQ pr�1, 1sq , AP pr�1, 1sqq. For its right inverse E, we see that
E P B pAP pr�1, 1sq , AQ pr�1, 1sqq. For the operator norms, we have }Rp1,T2q} � 1 and
}E} � 1. Moreover,»

S

Rp1,T2qf pyq g pyq dπP pyq �
»
S

f pxq g pT2 pxqq dπQ pxq �
»
S

f pxqE pgq pxq dπQ pxq .

For the weighted case, we consider three different kinds of weight functions, m2 pxq, m̃2 pxq,
defined as above, and ˜̃m2 pxq given by ˜̃m2 pxq �

°8
k�0

˜̃bkQk pxqhQ pxq. For m̃2 pxq we find
again that Rm̃2,T2 acting on tQn pxqu8n�0 coincides with the unweighted case. Considering
the other weight functions, we get that

Rpm2,T2q pQnq pyq �
$&%

1
2

�
2b0T0

�
x
p2q
1

	
h p0q

�
Pl pyq � Pl pyq , n � 2l

1
2

�°8
k�0 2b2k�1T2k�1

�
x
p2q
1

	
h p2k � 1q

�
Pl�1pyq�Plpyq

x
p2q
1

, n � 2l � 1
,

and

Rp ˜̃m2,T2q pQnq pyq �
$&%Pl pyq , n � 2l

1
2

�°8
k�0 2˜̃b2k�1

Pk�1pyq�Pkpyq
x
p2q
1

hQ p2k � 1q
�
Pl�1pyq�Plpyq

x
p2q
1

, n � 2l � 1
.

We obtain for both weights that Rpm2,T2q P B pAQ pSq , AP pSqq and for its right inverse E,
E P B pAP pSq , AQ pSqq. For the operator norms, we have }Rpm2,T2q} � 1 and }E} � 1.
Then we construct another orthogonal polynomial sequence tCn pxqu8n�0 from a given
orthogonal polynomial sequence tPn pxqu8n�0 in the same way as in the quadratic case,
but this time we use a cubic transformation

C3n pxq � Pn pT3 pxqq .
We find a representation for the polynomials tC3n pxqu8n�0, and for the products, we calcu-
late the corresponding linearization coefficients. For the connection coefficients we obtain

C3n pxq � Pn pT3 pxqq �
ņ

k�0

κn,kTk pT3 pxqq �
ņ

k�0

κn,kT3k pxq

for Pn pxq �
°n
k�0 κn,kTk pxq.

For the cubic Ruelle operator Rp1,T3q acting on tCn pxqu8n�0 we get

Rp1,T3q pC3nq � Pn, Rp1,T3q pC3n�1q � 0 � Rp1,T3q pC3n�2q .
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Introduction

Moreover, for the cubic Ruelle operator Rp1,T3q and the cubic transformation operator E,
Eg � g � T3, we have:»

S

Rp1,T3qf pyq g pyq dπP pyq �
»
S

f pxqEg pxq dπC pxq ,

and Rp1,T3q P B pAC pSq , AP pSqq, E P B pAP pSq , AC pSqq. For the operator norms, we
find }Rp1,T3q} � 1 and }E} � 1.
In Chapter 4 we conclude with the result that the inverse branches of the Chebyshev
polynomials of the first kind are infinite and give a short outlook.
The concepts we established in Chapter 3 and 4 serve as a starting point for an orthogonal
polynomial point of view in transfer operator theory and can be transferred to the classical
transfer operator theory in dynamical systems and wavelet theory introduced in Chapter
2 which will be work that goes beyond the amount of a dissertation.
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1 Orthogonal polynomials and
hypergroups

1.1 Orthogonal polynomials

In this section, we will introduce orthogonal polynomials following Chihara [11] and pro-
vide the background that we will need for the study of polynomial hypergroups in Section
1.2.3 and throughout Chapter 3 for the Ruelle operator that we define as well as for the
function spaces our Ruelle operator will act on and for the construction of certain orthog-
onal polynomial sequences. For some additional properties of the Chebychev polynomials
of the first kind and for the generalized Chebychev polynomials we will consult [43], [23],
[31], [33] and [2].

Chihara’s approach to the theory of orthogonal polynomials using a so-called moment
functional is motivated by a high level of generality which will be illustrated on the fol-
lowing two pages.

Let w be a nonnegative and integrable function on an interval pa, bq which satisfies
w pxq ¡ 0 on a sufficiently large subset of pa, bq and» b

a

w pxq dx ¡ 0.

If pa, bq is unbounded, then the moments µn are additionally required to satisfy

µn �
» b

a

xnw pxq dx   8, n P N0. (1.1)

If there is a sequence of polynomials tPn pxqu8n�0, Pn of degree n, such that» b

a

Pm pxqPn pxqw pxq dx � 0, m � n, (1.2)

then tPn pxqu8n�0 is called an orthogonal polynomial sequence with respect to the weight
function w on pa, bq. Now, we can write for any function f ,

M rf s �
» b

a

f pxqw pxq dx, (1.3)

and thus we get for (1.1) and (1.2)

M rxns � µn, n P N0, (1.4)

M rPm pxqPn pxqs � 0, m � n, m, n P N0. (1.5)

7



1. ORTHOGONAL POLYNOMIALS AND HYPERGROUPS

M is a linear functional

M raf pxq � bg pxqs � aM rf pxqs � bM rg pxqs (1.6)

for arbitrary constants a, b and integrable functions f , g, and (1.4) and (1.6) suffice to
define M rQ pxqs for any polynomial Q pxq, i.e.

M

�
ņ

k�0

ckx
k

�
�

ņ

k�0

ckµk.

Thus, more generally, we consider an arbitrary sequence of real or complex numbers
tµnu8n�0. Hence a linear functional M on the vector space of all polynomials in one
real variable can be defined by (1.4) and (1.6), and if there is a sequence tPn pxqu8n�0 of
polynomials satisfying (1.5) and

M
�
P 2
n pxq

� � 0,

then it is called an orthogonal polynomial sequence with respect to M.
In order to illustrate the generality of the use of the functional M to define orthogonal
polynomial sequences, we will introduce an orthogonality relation which seems to be of a
different type than (1.2):
Let

G px,wq � e�aw p1� wqx �
8̧

m�0

p�aqmwm
m!

8̧

n�0

�
x

n



wn (1.7)

with parameter a � 0. Then when forming the Cauchy product of the two series in (1.7),
we have

G px,wq �
8̧

n�0

Pn pxqwn, (1.8)

where

Pn pxq �
ņ

k�0

�
x

k


p�aqn�k
pn� kq! . (1.9)

Since
�
x
k

� � 1
k!
x px� 1q � � � px� k � 1q for k � 1, 2, . . . , n, we get that Pn pxq is a polyno-

mial of degree n. Pn pxq or some constant multiple of Pn pxq is called a Charlier polynomial
and G px,wq is said to be the generating function for tPn pxqu8n�0.
With (1.7) we have that

axG px, vqG px,wq � e�apv�wq ra p1� vq p1� wqsx ,

thus

8̧

k�0

akG pk, vqG pk, wq
k!

� e�apv�wqeap1�vqp1�wq

� eaeavw �
8̧

n�0

eaan pvwqn
n!

,

8



1.1. Orthogonal polynomials

and with (1.8) we have

8̧

k�0

akG pk, vqG pk, wq
k!

�
8̧

k�0

ak

k!

8̧

m,n�0

Pm pkqPn pkq vmwn

�
8̧

m,n�0

8̧

k�0

Pm pkqPn pkq a
k

k!
vmwn.

Comparison of the coefficients of vmwn yields

8̧

k�0

Pm pkqPn pkq a
k

k!
�
#

0, m � n
eaan

n!
, m � n

. (1.10)

Then we call tPn pxqu8n�0 an orthogonal polynomial sequence with respect to the discrete
mass distribution which has mass ak{k! at the point k, k P N0. Now, we write

M rxns �
8̧

k�0

kn
ak

k!
, n P N0 (1.11)

and defineM for all polynomials by linearity. Then, we see that (1.10) can be written as

M rPm pxqPn pxqs � eaan

n!
δmn, m, n P N0.

Hence both (1.2) and (1.10) can be described by the linear functional M.

1.1.1 Orthogonal polynomials sequences

Definition 1.1.1. (1) Let tµnu8n�0 be a sequence of complex numbers, called the mo-
ment sequence, and let M be a complex valued function, the moment functional,
defined on the vector space of polynomials with complex coefficients in one variable
P by

M rxns � µn, n P N0,

M rαQ pxq � βR pxqs � αM rQ pxqs � βM rR pxqs @R pxq , Q pxq P P , α, β P C.

The number µn denotes the moment of order n.

(2) A sequence of polynomials tPn pxqu8n�0 is called an orthogonal polynomial sequence
(OPS) with respect to the moment functional M if for all nonnegative integers m
and n,

(i) Pn pxq is a polynomial of degree n,

(ii) M rPm pxqPn pxqs � 0 for m � n,

(iii) M rP 2
n pxqs � 0.

(3) If tPn pxqu8n�0 is an OPS for M and M rP 2
n pxqs � 1, then tPn pxqu8n�0 is an or-

thonormal polynomial sequence.

9



1. ORTHOGONAL POLYNOMIALS AND HYPERGROUPS

Examples 1.1.2. (1) The Chebyshev polynomials of the first kind, tTn pxqu8n�0, defined
by

Tn pxq � cos pnθq � cos
�
n cos�1 pxq�

� cos pn arccos pxqq , θ P r0, πs , x � cos θ P r�1, 1s ,

form an OPS with respect to the weight function w pxq � p1� x2q�1{2
.

We have

T0 pxq � 1, T1 pxq � x,

T2 pxq � 2x2 � 1, T3 pxq � 4x3 � 3x, etc.

(2) The Chebyshev polynomials of the second kind, tUn pxqu8n�0, defined by

Un pxq � sin ppn� 1q θq
sin pθq � sin ppn� 1q arccos pxqq

sin parccos pxqq , θ P r0, πs , x � cos θ P r�1, 1s ,

are an OPS with respect to the weight function w pxq � p1� x2q1{2.
We have

U0 pxq � 1, U1 pxq � 2x,

U2 pxq � 4x2 � 1, U3 pxq � 8x3 � 4x, etc.

Moreover, we have

Un�1 pxq � 1

n
T 1
n pxq �

sin pnθq
sin pθq , x � cos pθq , (1.12)

and by an easy calculation

T 2
n pxq �

�
x2 � 1

�
U2
n�1 pxq � 1. (1.13)

(3) The Legendre polynomials, tLn pxqu8n�0, are given by

Ln pxq � 1

2nn!

dn

dxn
��
x2 � 1

�n�
, x P r�1, 1s .

They form an OPS with respect to the weight function w pxq � χr�1,1s. We have

L0 pxq � 1, L1 pxq � x,

L2 pxq � 1

2

�
3x2 � 1

�
, L3 pxq � 1

2

�
5x3 � 3x

�
, etc.

(4) The Jacobi polynomials, tP pα,βq
n pxqu8n�0, can be defined by

P pα,βq
n pxq � pα � 1qn

n!
2F1 p�n, n� α � β � 1;α � 1; p1� xq {2q ,

where

qFp pα1, . . . , αp; β1, . . . , βq;xq �
8̧

n�0

pα1qn � � � pαpqn xn
pβ1qn � � � pβqqn n!

10



1.1. Orthogonal polynomials

is the hypergeometric function and pαqn � Γpα�nq
Γpαq � α pα � 1q � � � pα � n� 1q is the

Pochhammer symbol.
When α, β ¡ �1, the Jacobi polynomials form an OPS on r�1, 1s with respect to
the weight function w pxq � p1� xqα p1� xqβ.
For α � β � 0, the Jacobi polynomials equal the Legendre polynomials, for α �
β � �1

2
, they equal the Chebyshev polynomials of the first kind and for α � β � 1

2
,

they equal the Chebyshev polynomials of the second kind.

(5) For α � β the Jacobi polynomials are called ultraspherical polynomials or Gegen-

bauer polynomials, tP pαq
n pxqu8n�0, and are defined by

P pαq
n pxq � p2αqn

n!
2F1

�
�n, 2α � n;α � 1

2
; p1� xq {2



.

For fixed α the ultraspherical polynomials form an OPS on r�1, 1s with respect to
the weight function w pxq � p1� x2qα. They are related to the Jacobi polynomials
by the following equation:

P pαq
n pxq � p2αqn�

α � 1
2

�
n

P pα,αq
n pxq

� p2λ� 1qn
pλ � 1qn

P pλ,λq
n pxq , λ � α � 1

2
.

(6) The generalized Chebyshev polynomials, tT pα,βq
n pxqu8n�0, α, β ¡ �1, are given by

T pα,βq
n pxq �

#
R
pα,βq
k p2x2 � 1q , n � 2k

xR
pα,β�1q
k p2x2 � 1q , n � 2k � 1

,

where

R
pα,βq
k pxq � P

pα,βq
k pxq
P
pα,βq
k p1q

� 2F1

�
�k, k � α � β � 1;α � 1;

1

2
p1� xq



.

They are orthogonal on r�1, 1s with respect to the weight function w pxq � p1� x2qα
|x|2β�1 and are normalized by Tα,βn p1q � 1.
For β � �1

2
the generalized Chebyshev polynomials are related to the ultraspherical

polynomials by

T
pα,� 1

2q
n pxq � P

pαq
n pxq
P
pαq
n p1q

� n!

p2α � 1qn
P pαq
n pxq .

For α � β � �1
2

the generalized Chebyshev polynomials equal the Chebyshev
polynomials of the first kind.

Theorem 1.1.3. Let M be a moment functional and let tPn pxqu8n�0 be a sequence of
polynomials. Then the following properties are equivalent:

(i) tPn pxqu8n�0 is an OPS with respect to M,

11



1. ORTHOGONAL POLYNOMIALS AND HYPERGROUPS

(ii) M rQ pxqPn pxqs � 0 for every polynomial Q pxq of degree m   n, and
M rQ pxqPn pxqs � 0 if m � n,

(iii) M rxmPn pxqs � Knδmn, where Kn � 0, m � 0, 1, . . . , n.

Proof. Let tPn pxqu8n�0 be an OPS forM. Each Pk pxq is of degree k, thus tP0 pxq , P1 pxq ,
. . . , Pm pxqu is a basis for the vector subspace of polynomials of degree ¤ m. Hence if
Q pxq is a polynomial of degree m, then there exist constants ck such that

Q pxq �
m̧

k�0

ckPk pxq , cm � 0.

The linearity of M implies,

M rQ pxqPn pxqs �
#°m

k�0 ckM rPk pxqPn pxqs � 0, m   n

ckM rP 2
n pxqs , m � n

.

This proves piq ñ piiq. Clearly, piiq ñ piiiq ñ piq follows from the definitions of the
Kronecker delta δmn, M and the OPS.

Theorem 1.1.4. Let tPn pxqu8n�0 be an OPS with respect to M. Then for every polyno-
mial Q pxq of degree n,

Q pxq �
ņ

k�0

ckPk pxq

with

ck � M rQ pxqPk pxqs
M rP 2

k pxqs
, k � 0, 1, . . . , n. (1.14)

Proof. If Q pxq is a polynomial of degree n, then there are constants ck such that

Q pxq �
ņ

k�0

ckPk pxq .

Multiplying both sides of this equation with Pm pxq and applying M gives

M rQ pxqPm pxqs �
ņ

k�0

ckM rPk pxqPm pxqs � cmM
�
P 2
m pxq

�
.

By Definition 1.1.1 (2)(iii), M rP 2
m pxqs � 0, hence (1.14) follows.

Corollary 1.1.5. If tPn pxqu8n�0 is an OPS for M, then each Pn pxq is determined
uniquely up to multiplication with a nonzero constant. That is, if tQn pxqu8n�0 is another
OPS for M, then there are constants cn � 0 such that

Qn pxq � cnPn pxq , n P N0. (1.15)

Proof. If tQn pxqu8n�0 is an OPS for M, then Theorem 1.1.3 (ii) implies that

M rPk pxqQn pxqs � 0, k   n.

By setting Q pxq � Qn pxq in Theorem 1.1.4, (1.15) is obtained.

12



1.1. Orthogonal polynomials

Definition 1.1.6. (1) A polynomial Pn pxq is called a monic polynomial if its leading
coefficient equals 1.

(2) Let tPn pxqu8n�0 be an OPS and let each Pn pxq be monic, then tPn pxqu8n�0 is called
a monic OPS.

Now, we turn to the question of the existence of OPS. For this purpose, we introduce the
determinants

4n � det pµi�jqni,j�0 �

∣∣∣∣∣∣∣∣∣∣
µ0 µ1 � � � µn
µ1 µ2 � � � µn�1

� � � � � �
� � � � � �
µn µn�1 � � � µ2n

∣∣∣∣∣∣∣∣∣∣
. (1.16)

Theorem 1.1.7. Let M be a moment functional and tµnu8n�0 the corresponding moment
sequence. There exists an OPS for M if and only if

4n � 0, n P N0.

Proof. We set

Pn pxq �
ņ

k�0

cnkx
k.

Then by Theorem 1.1.3,

M rxmPn pxqs �
ņ

k�0

cnkµk�m � Knδmn, Kn � 0, m ¤ n, (1.17)

is equivalent to ������
µ0 µ1 � � � µn
µ1 µ2 � � � µn�1

� � � � � �
� � � � � �
µn µn�1 � � � µ2n

������
������
cn0

cn1

�
�
cnn

������ �

������
0
0
�
�
Kn

������ . (1.18)

Thus if an OPS forM exists, then it is uniquely determined by the constants Kn in (1.17)
has a unique solution so that 4n � 0, n ¥ 0.
Conversely, if 4n � 0, then for Kn � 0, (1.18) has a unique solution and Pn pxq satisfying
(1.17) exists. Furthermore,

cnn � Kn4n�1

4n

� 0, n ¥ 0, (1.19)

where 4�1 � 1. Hence Pn pxq is of degree n and thus, tPn pxqu8n�0 is an OPS for M.

As we will use (1.19) later on, we will prove the following theorem:

13



1. ORTHOGONAL POLYNOMIALS AND HYPERGROUPS

Theorem 1.1.8. Let tPn pxqu8n�0 be an OPS for M. Then for any polynomial Qn pxq of
degree n,

M rQn pxqPn pxqs � anM rxnPn pxqs � ankn4n

4n�1

, 4�1 � 1, (1.20)

with an the leading coefficient of Qn and kn the leading coefficient of Pn pxq.
Proof. If we set

Qn pxq � anx
n �Qn�1 pxq ,

where Qn�1 pxq denotes a polynomial of degree n� 1, then

M rQn pxqPn pxqs � anM rxnPn pxqs �M rQn�1 pxqPn pxqs
� anM rxnPn pxqs .

Thus for kn � cnn, (1.19) implies (1.20).

Definition 1.1.9. (1) A moment functionalM is called positive-definite, ifM rQ pxqs ¡
0 for every polynomial that is not identical zero and nonnegative for all x P R.

(2) M is called quasi-definite if and only if 4n � 0, n ¥ 0.

Theorem 1.1.10. If the moment functionalM is positive-definite, then the corresponding
moment sequence tµnu8n�0 is real and there exists a corresponding OPS which consists of
real polynomials.

Proof. Let M be a positive-definite moment functional, then

µ2k �M
�
x2k

� ¡ 0,

and since

0  M �px� 1q2n� � 2ņ

k�0

�
2n

k



µ2n�k,

we get by induction that µ2k�1 is real.
Then by the Gram-Schmidt process (see [11], pp. 13, 14) an OPS can be constructed.

Lemma 1.1.11. Let Q pxq be a polynomial which is nonnegative for real x. Then there
are real polynomials P pxq and R pxq satisfying

Q pxq � P 2 pxq �R2 pxq .
Proof. If Q pxq ¥ 0 for real x, then Q pxq is a real polynomial, its real zeros have even
multiplicity and its non-real zeros occur in conjugate pairs, that is

Q pxq � S2 pxq
m¹
k�1

px� αk � βkiq px� αk � βkiq ,

with S pxq a real polynomial and αk, βk P R. By setting

m¹
k�1

px� αk � βkiq � A pxq � iB pxq ,

where A pxq and B pxq are real polynomials, we have

Q pxq � S2 pxq �A2 pxq �B2 pxq� .

14



1.1. Orthogonal polynomials

Theorem 1.1.12. M is positive-definite if and only if its moment sequence tµnu8n�0 is
real and 4n ¡ 0, n ¥ 0.

Proof. Let µn be real and 4n ¡ 0, n ¥ 0. By Theorem 1.1.7 an OPS tPn pxqu8n�0 exists
for M. Without loss of generality Pn pxq is monic. Then by Theorem 1.1.8 we have

M
�
P 2
n pxq

� � 4n

4n�1

¡ 0.

By (1.18) Pn pxq is real and thus if P pxq is a real polynomial of degree m, then

P pxq �
m̧

k�0

akPk pxq ,

where ak P R for all k and am � 0. Hence

M
�
P 2 pxq� � m̧

j,k�0

ajakM rPj pxqPk pxqs �
m̧

k�0

a2
kM

�
P 2
k pxq

� ¡ 0.

Finally, Lemma 1.1.11 implies that M is positive-definite.
Conversely, ifM is positive-definite, then by Theorem 1.1.10 its moment sequence tµnu8n�0

is real and there exists an OPS, tPn pxqu8n�0, forM. Again tPn pxqu8n�0 is supposed to be
monic, and again we have

0  M �
P 2
n pxq

� � 4n

4n�1

, n ¥ 0.

Since 4�1 � 1, it follows that 4n ¡ 0, n ¥ 0.

An immediate consequence of the previous theorem is the following corollary:

Corollary 1.1.13. Let tPn pxqu8n�0 be an OPS for M. If Pn pxq is real and M rP 2
n pxqs ¡

0, then M is positive-definite.

1.1.2 The fundamental recurrence formula

The following theorem provides the three-term recurrence formula for orthogonal polyno-
mials, i.e. any three consecutive polynomials can be related by an easy relation. We will
use this recurrence formula throughout Section 3.5 and Section 3.7 in order to construct
orthogonal polynomials via a quadratic and a cubic transformation, respectively, which
induce function spaces the Ruelle operator will act on.

Theorem 1.1.14. Let M be a quasi-definite moment functional and let tPn pxqu8n�0 be
the corresponding monic OPS. Then there are constants cn and λn � 0 satisfying

Pn pxq � px� cnqPn�1 pxq � λnPn�2 pxq , n P N, (1.21)

with P�1 pxq � 0.
Moreover, if M is positive-definite, then cn is real and λn�1 ¡ 0 for n ¥ 1.
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1. ORTHOGONAL POLYNOMIALS AND HYPERGROUPS

Proof. Since xPn pxq is a polynomial of degree n� 1,

xPn pxq �
n�1̧

k�0

ankPk pxq , ank � M rxPn pxqPk pxqs
M rP 2

k pxqs
.

But xPk pxq is a polynomial of degree k � 1 so that ank � 0 for 0 ¤ k ¤ n � 1 and as
xPn pxq is monic, an,n�1 � 1. Thus we have

xPn pxq � Pn�1 pxq � annPn pxq � an,n�1Pn�1 pxq , n ¥ 1. (1.22)

If we replace n by n� 1, then (1.22) rewrites as

xPn�1 pxq � Pn pxq � cnPn�1 pxq � λnPn�2 pxq , n ¥ 2.

which is equivalent to (1.21) for n ¥ 2. If we set P�1 pxq � 0 and c1 � �P1 p0q (λ1 is
arbitrary), then (1.21) is also valid for n � 1. We get from (1.21)

M
�
xn�2Pn pxq

� �M �
xn�1Pn�1 pxq

�� cnM
�
xn�2Pn�1 pxq

�� λnM
�
xn�2Pn�2 pxq

�
,

0 �M �
xn�1Pn�1 pxq

�� λnM
�
xn�2Pn�2 pxq

�
.

Now, by Theorem 1.1.8, we get for n ¥ 1,

λn�1 � M rxnPn pxqs
M rxn�1Pn�1 pxqs �

4n�24n

42
n�1

, 4�1 � 1.

This implies that λn � 0 ifM is quasi-definite and λn ¡ 0, n ¥ 2, ifM is positive-definite.
Since the Pk pxq are real, cn is real.

The proof of Theorem 1.1.14 provides additional facts that will be stated in the next
theorem:

Theorem 1.1.15. Let n ¥ 1, then:

(i)

λn�1 � M rP 2
n pxqs

M
�
P 2
n�1 pxq

� � 4n�24n

42
n�1

,

(ii) M rP 2
n pxqs � λ1λ2 � � �λn�1, where λ1 :� µ0 � 40,

(iii)

cn �
M

�
xP 2

n�1 pxq
�

M
�
P 2
n�1 pxq

� ,
(iv) The coefficient of xn�1 in Pn pxq is �pc1 � c2 � � � � � cnq.
Proof. The proof of Theorem 1.1.14 provides the formula in piq, and piiq follows form
piq.
If both sides of (1.21) are multiplied by Pn pxq and M is applied, then piiiq follows.
Let dn be the coefficient of xn�1 in Pn pxq, then comparison of the coefficients of xn�1 on
both sides of (1.21) provides that dn � dn�1 � cn, which implies pivq.
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1.1. Orthogonal polynomials

Remark 1.1.16. In the case that tPn pxqu8n�0 is not monic, then its recurrence formula
is of the form

Pn�1 pxq � pAnx�BnqPn pxq � CnPn�1 pxq , n ¥ 0. (1.23)

Writing Pn pxq � knP̂n pxq, where P̂n pxq is monic, gives

An � k�1
n kn�1, Bn � �cn�1k

�1
n kn�1, Cn � λn�1k

�1
n�1kn�1, n ¥ 0, (1.24)

with k�1 � 1, and cn, λn given by Theorem 1.1.15 in terms of tP̂n pxqu8n�0.
Particularly, An � 0, Cn � 0, and the positive-definiteness condition for M can be
rewritten as

CnAnAn�1 ¡ 0, n ¥ 1. (1.25)

Example 1.1.17. For the Chebyshev polynomials of the first kind we use the trigono-
metric identity

cos ppn� 1q θq � cos ppn� 1q θq � 2 cos pnθq cos pθq , n ¥ 1,

to obtain
Tn�1 pxq � 2xTn pxq � Tn�1 pxq , n ¥ 1. (1.26)

Since T0 pxq � 1, T1 pxq � x, we obtain from (1.26) by induction that the leading coefficient
of Tn pxq is 2n�1. This implies that the corresponding monic polynomials are

T̂0 pxq � T0 pxq , T̂n pxq � 21�nTn pxq , n ¥ 1.

Thus the recurrence formula (1.21) takes the form

T̂n pxq � x ˆTn�1 pxq � 1

4
ˆTn�2 pxq , n ¥ 3,

T̂2 pxq � xT̂1 pxq � 1

2
T̂0 pxq .

Definition 1.1.18. A moment functional M is called symmetric if all its moments of
odd order, tµnu, n � 2l � 1 with l P N0, are 0.

In the case that M is given in terms of a weight function, then it will be symmetric if
a � �b and w is an even function on r�b, bs.
In the following, we will also call the corresponding OPS symmetric.

Examples 1.1.19. (1) The Chebyshev polynomials of the first kind are a symmetric
OPS. Tn pxq is an odd or an even function depending on whether n is odd or even;
all moments of odd order of the corresponding moment functional equal 0. This is
also related to the fact that in its recurrence formula the coefficient corresponding
to cn in (1.21) is 0.

(2) The Legendre polynomials are a symmetric OPS.

Theorem 1.1.20. Let tPn pxqu8n�0 be the monic OPS with respect to a quasi-definite
moment functional, then the following assertions are equivalent:

(i) M is symmetric,
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1. ORTHOGONAL POLYNOMIALS AND HYPERGROUPS

(ii) Pn p�xq � p�1qn Pn pxq, n ¥ 0,

(iii) The coefficient cn, n ¥ 1, in the corresponding recurrence formula equals 0.

Proof. We will prove piq ô piiq ô piiiq.
IfM is symmetric, thenM rQ p�xqs �M rQ pxqs for any polynomial Q pxq. This implies

M rPm p�xqPn p�xqs �M rPm pxqPn pxqs .
Thus by Corollary 1.1.5, Pn p�xq � anPn pxq where an is a constant. Then by comparison
of the leading coefficients, an � p�1qn.
Conversely, if Pn p�xq � p�1qn Pn pxq, then Pn pxq contains only the odd powers of x when
n is odd. Hence

M rP1 pxqs � µ1 � 0, M rP3 pxqs � µ3 � 0, etc.,

and we get inductively µ2n�1 � 0, n ¥ 0, which completes the proof of piq ô piiq.
Now, we prove the second equivalence relation, piiq ô piiiq. With (1.21) we get for
p�1qn Pn pxq � Qn pxq,

Qn pxq � px� cnqQn�1 pxq � λnQn�2 pxq , n ¥ 1.

It follows that for Qn pxq � Pn pxq subtraction of the above equation from (1.21) yields
that 2cnPn�1 pxq � 0 and thus cn � 0 for n ¥ 1.
Conversely, if cn � 0 in (1.21) for n ¥ 1, then tQn pxqu8n�0 satisfies the same recurrence
formula as tPn pxqu8n�0. The fact that Q�1 pxq � P�1 pxq and Q0 pxq � P0 pxq, implies that
Qn pxq � Pn pxq for all n.

The following theorem will provide the converse to Theorem 1.1.14, that is, that any
polynomial which satisfies a recurrence relation of the form (1.21) is an OPS.

Theorem 1.1.21 (Favard). Let tcnu8n�0 and tλnu8n�0 be sequences of complex numbers
and let tPnu8n�0 be defined by the recurrence formula

Pn pxq � px� cnqPn�1 pxq � λnPn�2 pxq , n P N,
P�1 pxq � 0, P0 pxq � 1.

(1.27)

Then there is a unique moment functional M such that

M r1s � λ1, M rPm pxqPn pxqs � 0, for m � n, m, n P N0.

Furthermore, M is quasi-definite and tPn pxqu8n�0 is the corresponding monic OPS if and
only if λn � 0 while M is positive-definite if and only if cn is real and λn ¡ 0, n ¥ 1.

Proof. We define the moment functional M inductively by

M r1s � µ0 � λ1, M rPn pxqs � 0, n P N. (1.28)

Thus we have defined µ1 by the condition,M rP1 pxqs � µ1�c1µ0 � 0, µ2 byM rP2 pxqs �
µ2 � pc1 � c2qµ1 � pλ2 � c1c2qµ0 � 0, etc. Rewriting (1.27) in the form

xPn pxq � Pn�1 pxq � cn�1Pn pxq � λn�1Pn�1 pxq , n ¥ 1, (1.29)
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(1.28) implies

M rxPn pxqs � 0, n ¥ 2. (1.30)

Multiplication of both sides of (1.29) by x implies together with (1.30) that

M
�
x2Pn pxq

� � 0, n ¥ 3.

By induction,

M
�
xkPn pxq

� � 0, 0 ¤ k   n,

M rxnPn pxqs � λn�1M
�
xn�1Pn�1 pxq

�
, n ¥ 1.

Thus M rPm pxqPn pxqs � 0, for m � n, while as in the proof of Theorem 1.1.8, we have

M
�
P 2
n pxq

� �M rxnPn pxqs � λ1λ2 � � �λn�1, n ¥ 0.

HenceM is quasi-definite and tPn pxqu8n�0 is the corresponding OPS if and only if λn � 0
for n ¥ 1.
The moments tµn pxqu8n�0 are real if cn and λn are all real, thus by Theorem 1.1.12 M is
positive-definite if and only if λn ¡ 0 for n ¥ 1.

Next, we will proof the Theorem of Perron-Favard. We first state a lemma that we will
need for the proof. The proof which we will give for the Perron-Favard Theorem, to our
knowledge, is not available in the literature so far.

Lemma 1.1.22. Let tPn pxqu8n�0 and M be given as in Theorem 1.1.21. Then

(i) Pn pxq has n distinct real zeros xn1, . . . , xnn,

(ii)

|xnk| ¤ max
0¤j¤n�1

p1� λj�1q � max
0¤j¤n�1

|cj�1| �: b, (1.31)

(iii) For n P N there are numbers Ank ¡ 0 with An1 � � � � � Ann � 1 such that

M rQ pxqs �
ņ

k�1

AnkQ pxnkq @Q pxq P P with deg pQq ¤ 2n� 1.

Proof. (i) and (iii), respectively, will be proven later on in Theorem 1.1.31 and in Theo-
rem 1.1.37 respectively.
In order to prove (ii), we use that

xP 2
k pxq � Pk pxqPk�1 pxq � ck�1P

2
k pxq � λk�1Pk pxqPk�1 pxq , k P N0,

hence

x
n�1̧

j�0

P 2
j pxq �

n�2̧

j�0

p1� λj�1qPj pxqPj�1 pxq � Pn�1 pxqPn pxq �
n�1̧

j�0

cj�1P
2
j pxq .
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Thus for k � 1, . . . , n

|xnk|
n�1̧

j�0

P 2
j pxnkq ¤ max

0¤j¤n�1
p1� λj�1q

n�1̧

j�0

|Pj pxnkq ||Pj�1 pxnkq |

� max
0¤j¤n�1

|cj�1|
n�1̧

j�0

|P 2
j pxnkq |.

Using the Cauchy-Schwarz inequality, we get for k � 1, . . . , n

|xnk|
n�1̧

j�0

P 2
j pxnkq ¤

�
max

0¤j¤n�1
p1� λj�1q � max

0¤j¤n�1
|cj�1|


 n�1̧

j�0

P 2
j pxnkq ,

where we used that Pn pxnkq � 0. Finally, we obtain that

|xnk| ¤ max
0¤j¤n�1

p1� λj�1q � max
0¤j¤n�1

|cj�1|,

and thus (ii) holds true.

Theorem 1.1.23 (Perron-Favard). Let tPn pxqu8n�0 be defined as in (1.27), let b be the
number defined in Lemma 1.1.22 (ii), set a :� �b and let Kn be the number in Theorem
1.1.3 (iii). Then there is a unique measure π on ra, bs such that» b

a

Pn pxqPm pxq dπ pxq � Knδn,m. (1.32)

Proof. The moment functionalM is continuous, because by Lemma 1.1.22 for Q pxq P P ,
deg pQq ¤ 2n� 1, we have

|M rQ pxqs | ¤
8̧

k�1

Ank|Q pxnkq | ¤ sup
xPra,bs

|Q pxq |.

By the Theorem of Weierstrass (see [61] p. 8) M : P Ñ C has a unique continuous
extension to a continuous positive linear functional on C pra, bsq, which will also be denoted
by M. Then the Riesz representation theorem (see [44] p.130 Theorem 6.19) yields the
existence of a uniquely determined regular complex-valued measure dπ pxq on ra, bs with» b

a

Pm pxqPn pxq dπ pxq �M rPm pxqPn pxqs � Knδm,n.

Since the functional M is positive, the measure π is positive.

The next theorem states the ”Christoffel-Darboux-Identity”.

Theorem 1.1.24. Let tPn pxqu8n�0 satisfy the recurrence formula (1.27) with λn � 0,
n ¥ 1. Then

ņ

k�0

Pk pxqPk puq
λ1λ2 � � �λk�1

� pλ1λ2 � � �λn�1q�1 Pn�1 pxqPn puq � Pn pxqPn�1 puq
x� u

. (1.33)
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Proof. Since tPn pxqu8n�0 satisfies (1.27), we have

xPn pxqPn puq � Pn�1 pxqPn puq � cn�1Pn pxqPn puq � λn�1Pn�1 pxqPn puq ,
uPn puqPn pxq � Pn�1 puqPn pxq � cn�1Pn puqPn pxq � λn�1Pn�1 puqPn pxq .

Subtracting the second equation from the first, it follows that

px� uqPn pxqPn puq � Pn�1 pxqPn puq � Pn�1 puqPn pxq
�λn�1 rPn pxqPn�1 puq � Pn puqPn�1 pxqs .

By setting Fn px, uq � pλ1λ2 � � �λn�1q�1 Pn�1pxqPnpuq�PnpxqPn�1puq
x�u , the above equation can

be rewritten as

Pm pxqPm puq
λ1λ2 � � �λm�1

� Fm px, uq � Fm�1 px, uq , m ¥ 0.

Now, (1.33) follows from the summation of the last equation from 0 to n and by setting
F�1 px, uq � 0.

Remark 1.1.25. For the corresponding orthonormal polynomials pn pxq given by

pn pxq � knPn pxq , kn � pλ1λ2 � � �λn�1q�1{2 , (1.34)

(1.33) rewrites as

ņ

k�0

pk pxq pk puq � kn
kn�1

pn�1 pxq pn puq � pn pxq pn�1 puq
x� u

.

Theorem 1.1.26. The following ”confluent form” of (1.33) is also valid.

ņ

k�0

P 2
k pxq

λ1λ2 � � �λk�1

� P 1
n�1 pxqPn pxq � P 1

n pxqPn�1 pxq
λ1λ2 � � �λn�1

. (1.35)

Proof. We can write the right-hand side of (1.33) as

Pn�1 pxqPn puq � Pn pxqPn�1 puq � rPn�1 pxqPn�1 puqsPn pxq
� rPn pxqPn puqsPn�1 pxq .

Thus for uÑ x (1.35) follows from (1.33).

Corollary 1.1.27. Let M be a positive-definite moment functional, then

P 1
n�1 pxqPn pxq � P 1

n pxqPn�1 pxq ¡ 0, x P R.

1.1.3 Zeros of orthogonal polynomials

We will now explore the zeros of orthogonal polynomials and observe that for a positive
moment functional these zeros exhibit a certain regularity in their behavior. For this
purpose we refine our concept of positive-definiteness.
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Definition 1.1.28. Let E � p�8,8q. A moment functionalM is called positive-definite
on E if and only if M rQ pxqs ¡ 0 for every real polynomial Q pxq which is nonnegative
on E and is not identical zero on E. The set E is the supporting set for M.

Example 1.1.29. The moment functionals for the Chebyshev polynomials of both the
first and second kind are positive-definite on r�1, 1s.

The next theorem shows that positive-definiteness on any infinite set implies positive-
definiteness.

Theorem 1.1.30. Let M be positive-definite on E, where E is an infinite set. Then

(i) M is positive-definite on every set that contains E,

(ii) M is positive-definite on every dense subset of E.

Proof. Let Q pxq be a real polynomial which is nonnegative and not identical zero on a
set S.
If S � E, then trivially Q pxq ¥ 0 on E. If S � E and S dense in E, then Q pxq ¥ 0 by
continuity. Since Q pxq does not vanish everywhere on an infinite set, it follows in either
case that M rQ pxqs ¡ 0.

Theorem 1.1.31. Let M be a positive-definite moment functional and tPn pxqu8n�0 the
corresponding monic OPS. Suppose I is an interval which is a supporting set forM. Then
the zeros of Pn pxq are all real, simple and located in the interior of I.

Proof. M rPn pxqs � 0 implies that Pn pxq must change sign at least once in the interior
of I because of Theorem 1.1.30. That is, Pn pxq has at least one zero of odd multiplicity
located in the interior of I. Let x1, x2, . . . , xk denote the distinct zeros of odd multiplicity
which are located in the interior of I. Set

p pxq � px� x1q � � � px� xkq .

Then p pxqPn pxq has no zeros of odd multiplicity in the interior of I. Thus p pxqPn pxq ¥ 0
for x P I and M rp pxqPn pxqs ¡ 0, which is a contradiction to Theorem 1.1.3 (ii) unless
k ¥ n. That is, k � n and Pn pxq has n distinct zeros in the interior of I.

Let us denote the zeros of Pn pxq by xni. We order the zeros xni by increasing size:

xn1   xn2   � � �   xnn, n ¥ 1.

Pn pxq has a positive leading coefficient, thus

Pn pxq ¡ 0 for x ¡ xnn, sgn pPn pxqq � p�1qn for x   xn1.

Now, P 1
n pxq has exactly one zero on each of the intervals pxn,k�1, xnkq and the sign of

P 1
n pxnkq alternates as k varies from 1 to n. The leading coefficient of P 1

n pxq is also
positive, hence

sgn pP 1
n pxnkqq � p�1qn�k , k � 1, 2, . . . , n. (1.36)
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Examples 1.1.32. (1) The zeros of the Chebyshev polynomials of the first kind
tTn pxqu8n�0 are given by

xni � cos

�
2i� 1

n

π

2



, i � 1, . . . , n.

The extrema of tTn pxqu8n�0 are given by

ynk � cos

�
kπ

n



, k � 0, 1, . . . , n.

The ynk are all distinct, lie in r�1, 1s and satisfy

Tn pynkq � p�1qk , k � 0, . . . , n.

(2) The zeros of the Chebyshev polynomials of the second kind tUn pxqu8n�0 are given
by the extrema of tTn pxqu8n�0, ynk, for i � 1, . . . , n.

Theorem 1.1.33 (Separation theorem for the zeros). Let tPn pxqu8n�0 be the corresponding
monic OPS to a positive-definite moment functionalM. The zeros of Pn pxq and Pn�1 pxq
mutually separate each other, that is

xn�1,i   xni   xn�1,i�1, i � 1, 2, . . . , n. (1.37)

Proof. Corollary 1.1.27 provides that

P 1
n�1 pxqPn pxq � P 1

n pxqPn�1 pxq ¡ 0,

which implies

P 1
n�1 pxn�1,kqPn pxn�1,kq ¡ 0, k � 1, 2, . . . , n� 1.

By (1.36), Pn pxn�1,kq � p�1qn�1�k. Thus Pn pxq has exactly one zero on each of the n
intervals, pxn�1,k, xn�1,k�1q, k � 1, 2, . . . , n.

Corollary 1.1.34. Let tPn pxqu8n�0 be the corresponding monic OPS to a positive-definite
moment functional M. Then for each k ¥ 1, txnku8n�k is a decreasing sequence and
txn,n�k�1u8n�k is an increasing sequence. In particular, the limits

ξi � lim
nÑ8

xni, ηj � lim
nÑ8

xn,n�j�1, i, j P N,

exist, at least in r�8,8s.

Definition 1.1.35. Let M be positive-definite moment functional. The closed interval
rξ1, η1s is called the true interval of orthogonality of the OPS.

Remark 1.1.36. (1) In the case of Theorem 1.1.23, we have suppπ � rξ1, η1s.

(2) The true interval of orthogonality is the smallest closed interval that contains all of
the zeros of all Pn pxq.
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1.1.4 Gauss quadrature

We will now turn to the Gauss quadrature formula which will serve as a tool to explore
the moment functionalM in the positive-definite case and which we used earlier to prove
the Perron-Favard Theorem.

Let tt1, t2, . . . , tnu be any set of n ¥ 1 distinct numbers and set

F pxq �
n¹
i�1

px� tiq .

Now, F pxq { px� tiq is a polynomial of degree n� 1 and

lim
xÑtk

F pxq
x� tk

� F 1 ptkq � 0.

Then

lk pxq � F pxq
px� tkqF 1 ptkq

is a polynomial of degree n� 1 satisfying

lk ptjq � δjk.

For any set ty1, y2, . . . , ynu of numbers, the polynomial

Ln pxq �
ņ

k�1

yklk pxq

is of degree, at most, n� 1, and satisfies

Ln ptjq �
ņ

k�1

ykδjk � yj, j � 1, 2, . . . , n.

Ln pxq is called the Lagrange interpolation polynomial corresponding to the nodes ti and
the ordinates yi, and provides a unique solution to the problem of constructing a polyno-
mial of degree at most n� 1 passing through the points pti, yiq, i � 1, 2, . . . , n.

Theorem 1.1.37 (Gauss quadrature formula). Let M be positive-definite. Then there
are numbers An1, An2, . . . , Ann such that for every polynomial Q pxq of degree at most
2n� 1,

M rQ pxqs �
ņ

k�1

AnkQ pxnkq . (1.38)

The numbers Ank are all positive and have the property,

An1 � An2 � � � � � Ann � µ0. (1.39)

Proof. Let Q pxq be an arbitrary polynomial of degree at most 2n � 1 and construct
the Lagrange interpolation polynomial corresponding to the nodes xnk and the ordinates
Q pxnkq, 1 ¤ k ¤ n:

Ln pxq �
ņ

k�1

Q pxnkq lk pxq ,
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where

lk pxq � Pn pxq
px� xnkqP 1

n pxnkq
.

Set S pxq � Q pxq � Ln pxq, then S pxq is a polynomial of degree at most 2n � 1 which
vanishes at xnk, k � 1, . . . , n, that is

S pxq � R pxqPn pxq ,
where R pxq is a polynomial of degree at most n� 1. By Theorem 1.1.3,

M rQ pxqs � M rLn pxqs �M rR pxqPn pxqs �M rLn pxqs

�
ņ

k�1

Q pxnkqM rlk pxqs .

Thus we have (1.38) with Ank �M rlk pxqs. If we set Q pxq � l2m pxq in (1.38), then

0  M �
l2m pxq

� � ņ

k�1

Ankl
2
m pxnkq � Anm,

hence the Ank are all positive. By choosing Q pxq � 1 in (1.38), we obtain (1.39).

Remark 1.1.38. (1) The weights Ank in the Gauss quadrature formula do not depend
on the fact that Pn pxq is monic.

(2) If M is defined as in (1.3),

M rf s �
» b

a

f pxqw pxq dx

provided the integral converges, then (1.38) suggests the approximation

M rf s �
» b

a

f pxqw pxq dx �
ņ

k�1

Ankf pxnkq �Mn rf s .

Formulas of this general form in which Ank and xnk are numbers independent from
f are called approximate quadrature formulas.

Theorem 1.1.37 can be used to gain additional information about the separation properties
of the zeros of orthogonal polynomials:

Theorem 1.1.39. Between any zeros of PN pxq there is at least one zero of Pn pxq for
every n ¡ N ¥ 2.

Proof. Assume that for some n ¡ N , Pn pxq has no zero between xNp and xN,p�1, 1 ¤
p   N . We have that

p pxq � PN pxq
px� xNpq px� xN,p�1q

is a polynomial of degree N � 2 and

p pxqPN pxq ¥ 0 for x R pxNp, xN,p�1q . (1.40)

With (1.38) we have

M rp pxqPN pxqs �
ņ

k�1

Ankp pxnkqPN pxnkq .

Now, (1.40) implies thatM rp pxqPN pxqs ¡ 0 as p pxqPN pxq cannot vanish at every xnk,
but this contradicts the orthogonality properties.
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1.1.5 Iterative properties of the Chebyshev polynomials of the first
kind

In the rest of this section, we will deal with a special property of the Chebyshev polyno-
mials of the first kind, tTn pxqu8n�0, following [43], and if we say Chebyshev polynomials,
we will automatically mean the Chebyshev polynomials of the first kind. The fact that
the Chebyshev polynomials besides the powers are the only orthogonal polynomials up
to similarity that are permutable, will be crucial in Chapter 3 when we study the Ruelle
operator defined by the preimages of the Chebyshev polynomials.

Lemma 1.1.40. For m,n ¥ 0 the Chebyshev polynomials, tTn pxqu8n�0, satisfy the follow-
ing semi-group property:

Tm pTn pxqq � Tmn pxq . (1.41)

Proof. We have

Tm pTn pxqq � cos pm arccos pcos pn arccos pxqqqq
� cos pm pn arccos pxqqq � Tmn pxq ,

which proves the lemma.

Definition 1.1.41. (1) Let P pxq, Q pxq be two arbitrary polynomials. P pxq, Q pxq are
called permutable if P pQ pxqq � Q pP pxqq for all x. We will denote the composition
P pQ pxqq by P �Q pxq, the n-fold composition P �P � . . .�P pxq by P tnu pxq and say
that P pxq commutes with Q pxq and vice versa if P pxq and Q pxq are permutable.

(2) A sequence of polynomials, each of positive degree which contains at least one of
each degree and such that every two polynomials in it are permutable is called a
chain.

Since
Tm pTn pxqq � Tn pTm pxqq � Tmn pxq ,

the Chebyshev polynomials, tTn pxqu8n�0, are permutable and they form a chain. So do
the powers xj, j P N.
We will now see that no polynomials other than Chebyshev polynomials commute with a
given Tn pxq if n ¥ 2.

Theorem 1.1.42 (Bertram). Let P pxq be a polynomial of degree k ¥ 1 and let n ¥ 2.
If P pxq commutes with Tn pxq, then P pxq � Tk pxq for n even and P pxq � �Tk pxq for n
odd.

Proof. By Lemma 1.1.43 (see below) �Tm pxq are the only polynomial solutions of�
1� x2

� py1q2 � m2
�
1� y2

�
(1.42)

for m ¡ 0.
We will show that, if P pxq commutes with Tn pxq, then y � P pxq satisfies (1.42) with
m � k.
The polynomial

Q pxq � �
1� x2

� �
P 1 pxq�2 � k2

�
1� P 2 pxq�
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is in P2k�1, the polynomials of degree at most 2k � 1, since the coefficient of x2k is zero,
but with the permutability of P pxq and Tn pxq and the fact that Tn pxq satisfies (1.42)
with m � n, we have

n2Q � Tn pxq � n2
�
1� T 2

n pxq
� �
P 1 � Tn pxq

�2 � n2k2
�

1� �
P � Tn pxq

�2
	

� �
1� x2

� �
T 1
n pxq

�2 �
P 1 � Tn pxq

�2 � k2
�
1� P 2 pxq� �T 1

n � P pxq
�2
.

Now, �
P 1 � Tn pxq

�
T 1
n pxq �

�
P � Tn pxq

�1 � �
Tn � P pxq

�1 � �
T 1
n � P pxq

�
P 1 pxq ,

thus

n2Q � Tn pxq �
�
1� x2

� �
P 1 pxq�2 �

T 1
n � P pxq

�2 � k2
�
1� P 2 pxq� �T 1

n � P pxq
�2

� �
T 1
n � P pxq

�2
��

1� x2
� �
P 1 pxq�2 � k2

�
1� P 2 pxq�	

� �
T 1
n � P pxq

�2
Q pxq

(1.43)

Suppose Q pxq � 0 is of degree s ¤ 2k � 1, then by (1.43) sn � 2 pn� 1q k � s so
that s � 2k ¡ 2k � 1 which is a contradiction. Hence Q pxq is identically zero and
P pxq � �Tk pxq. For n even, Tn � p�Tk pxqq � Tn � Tk pxq � Tk � Tn pxq � �Tk � Tn pxq,
thus P pxq � Tk pxq. For n odd, Tn � p�Tk pxqq � �Tn � Tk pxq � �Tk � Tn pxq, thus
P pxq � �Tk pxq.
Lemma 1.1.43. For �1 ¤ x ¤ 1 the differential equation�

1� x2
� py1q2 � m2

�
1� y2

�
is solved by y � �Tm pxq and has no other polynomial solution for m ¡ 0.

Proof. See [43] pp.87-89, p.39.

For
λ pxq � ax� b, a � 0, (1.44)

we have

λ�1 pxq � x� b

a
.

If P pxq and Q pxq commute, clearly λ�1 � P � λ pxq and λ�1 �Q � λ pxq also commute.

Definition 1.1.44. We use the same notation as above.

(1) P pxq and λ�1 � P � λ pxq are called similar.

(2) Two chains are called similar, if there exists a λ pxq satisfying (1.44) such that each
polynomial in one chain is similar to the polynomial in the other chain of the same
degree via λ pxq (see also Remark 1.1.47).

In the following, we will see that tTn pxqu8n�0 and txnu8n�0 are the only chains up to
similarities.
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Theorem 1.1.45. Let n ¥ 2. If P pxq is a polynomial of degree k ¥ 1 which commutes
with xn, then P pxq � xk for n even and P pxq � �xk for n odd.

Proof. y � xn satisfies
xy1 � ny. (1.45)

The polynomial Q pxq � xP 1 pxq � kP pxq is in Pk�1 as the coefficient of xk is zero.
Analogously to the proof of Theorem 1.1.42, we get nQ � xn � pnxn�1 � P pxqqQ pxq,
and if Q pxq is of degree s ¥ 0, then sn � k pn� 1q � s yields that s � k which is a
contradiction. Thus Q pxq is identically zero. Hence y � P pxq satisfies (1.45) with n
replaced by k, that is, P pxq � cxk with c � 0. The commutativity of P pxq and xn

implies that cxkn � cnxkn and cn�1 � 1. Since c must be real, c � 1 if n is even and
c � �1 if n is odd.

Theorem 1.1.46. There is at most one polynomial of degree k ¥ 1 permutable with a
given quadratic, S pxq � a0 � a1x� a2x

2, a2 � 0.

Proof. If we put

λ pxq � x

a2

� a1

2a2

, (1.46)

then we get �
λ�1 � S � λ pxq� � x2 � c,

where c � a0a2 � a1
2
� a21

4
. Thus in order to prove the theorem it suffices to show that

there are no two distinct polynomials of degree k which commute with x2 � c. If U pxq
and V pxq are distinct polynomials of degree k which commute with S pxq, then there are
distinct polynomials of degree k similar to U pxq and V pxq via (1.46) commuting with
x2 � c.
Suppose that P pxq and Q pxq are distinct polynomials satisfying

P
�
x2 � c

� �P 2 pxq � c,

Q
�
x2 � c

� �Q2 pxq � c.
(1.47)

Then by comparison of the leading coefficients on both sides of each equality, we obtain
that P pxq and Q pxq both have leading coefficient 1. Thus R pxq � P pxq �Q pxq P Pk�1

and
R
�
x2 � c

� � P 2 pxq �Q2 pxq � R pxq pP pxq �Q pxqq . (1.48)

If R pxq is of degree t ¥ 0, then by (1.48), 2t � t � k or t � k which is a contradiction.
Therefore, R pxq is identically zero and P pxq � Q pxq. This contradiction proves the
theorem.

Remark 1.1.47. An immediate consequence of Theorem 1.1.46 is that each chain con-
tains exactly one polynomial of each positive degree.

Theorem 1.1.48. Every chain is either similar to txju8j�1 or to tTj pxqu8j�1.

Proof. Let tPj pxqu8j�1 be a chain with P2 pxq � a0 � a1x� a2x
2 and tQj pxqu8j�1 a chain

similar to tPj pxqu8j�1 with λ pxq as in (1.46). Then Q2 pxq � x2� c, and Q3 pxq commutes
with Q2 pxq thus

Q3

�
x2 � c

� � Q2
3 pxq � c. (1.49)
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Hence Q2
3 p�xq � Q2

3 pxq, and since Q3 pxq is of degree 3, we have that Q3 p�xq � �Q3 pxq,
that is, Q3 pxq is an odd polynomial. We set

Q3 pxq � b1x� b3x
3. (1.50)

By substitution of (1.50) into (1.49) we obtain b3 � 1, b1 � 3
2
c,

c pc� 2q � 0 and c p2� cq p2c� 1q � 0.

Thus c either equals �2 or 0. For the case that c � 0, Q2 pxq � x2 and by Theorem 1.1.45
Qj pxq � xj, j P N. Hence tPj pxqu8j�1 is similar to txju8j�1.
For the case that c � �2, we consider the chain tµ�1 � Qj � µ pxqu8j�1 with µ pxq � 2x.
Since �

µ�1 �Q2 � µ pxq
� � T2 pxq ,

we get with Theorem 1.1.42 that

µ�1 �Qj � µ pxq � Tj pxq , j P N.

Hence tPj pxqu8j�1 is similar to tTj pxqu8j�1 via the linear transformation λ � µ pxq.

1.2 Hypergroups and homogeneous Banach spaces

In this section, we will introduce hypergroups and some of their basic properties with a
special focus on polynomial hypergroups. First, we will provide a definition and basic facts
on hypergroups in general following an unpublished book manuscript of R. Lasser and [7].
Then, we will turn to discrete hypergoups and polynomial hypergroups on N0 following
R. Lasser’s manuscript as well as [32], [33] and [34]. Polynomial hypergroups will be
most important for us, as in the next chapter, we will define a transfer operator which
acts on polynomial hypergroup structures induced by certain orthogonal polynomials as
well as homogeneous Banach spaces which we will give a short overview in the last part
of this section following [22].

1.2.1 Definition and basic properties of hypergroups

Let K be a locally compact Hausdorff space, C0 pKq the set of continuous functions on
K which vanish at infinity, M pKq the space of complex measures and M1 pKq the subset
of probability measures. By the Riesz representation theorem (see [44], p.130, Theorem
6.19) M pKq is the dual of C0 pKq which will be used throughout this section.

Lemma 1.2.1. Let K be a locally compact Hausdorff space and

ω : K �K ÑM1 pKq

a continuous map, where M1 pKq possesses the weak-�-topology with respect to the duality
M1 pKq � C0 pKq�. For µ, ν PM pKq we define

µ � ν pfq :�
»
K�K

ω px, yq pfq d pµ� νq px, yq @f P C0 pKq . (1.51)
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Then
pµ, νq ÞÑ µ � ν, M pKq �M pKq ÑM pKq

is a bilinear extension of the mapping pεx, εyq ÞÑ ω px, yq, where εx is the point measure of
x P K. It is called canonical extension of ω. Moreover,

}µ � ν} ¤ }µ}}ν}
and

µ�ν pfq �
»
K

»
K

ω px, yq pfq dµ pxq dν pyq �
»
K

»
K

ω px, yq pfq dν pyq dµ pxq @f P C0 pKq .

Proof. For f P C0 pKq, px, yq ÞÑ ω px, yq pfq is continuous and |ω px, yq pfq | ¤ }f}8 for
all x, y P K, thus

|µ � ν pfq | ¤
»
K�K

|ω px, yq pfq | d|µ� ν| px, yq ¤ }f}8}µ� ν}.

That is, µ �ν P C0 pKq� �M pKq and by Fubini’s theorem (see [44] p. 164, Theorem 8.8)

µ � ν pfq �
»
K

»
K

ω px, yq pfq dµ pxq dν pyq �
»
K

»
K

ω px, yq pfq dν pyq dµ pxq .

Hence |µ � ν pfq | ¤ }f}8}µ}}ν} for all f P C0 pKq and thus }µ � ν} ¤ }µ}}ν}. The rest of
the lemma is evident.

Lemma 1.2.2. Let K be a locally compact Hausdorff space and x ÞÑ x̃, K Ñ K, a
homeomorphism from K onto K. For µ PM pKq and E a Borel set, we define

µ̃ pEq � µ
�
Ẽ
	

@E � K. (1.52)

Then µ ÞÑ µ̃ is an isometric isomorphism of M pKq onto M pKq and called the canonical
extension of x ÞÑ x̃.

Proof. We have that |µ̃| � |µ|, the rest of the proof is clear.

Definition 1.2.3. Let K be a locally compact Hausdorff space. The triple pK,ω, �q is
called a hypergroup if it satisfies the following properties:

(H1) ω : K �K Ñ M1 pKq is a weak-�-topology continuous map such that associativity
holds with respect to the canonical extension, εx � ω py, zq � ω px, yq � εz for all
x, y, z P K.

(H2) supp pω px, yqq is compact for every x, y P K.

(H3) � : K Ñ K is a homeomorphism such that ˜̃x � x and pω px, yqq� � ω pỹ, x̃q for all
x, y P K.

(H4) There exists a (necessarily unique) element e P K such that ω pe, xq � εx � ω px, eq
for all x P K.

(H5) We have e P supp pω px, ỹqq if and only if x � y.
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1.2. Hypergroups and homogeneous Banach spaces

(H6) Let C pKq denote the space of nonempty compact subsets of K given the Michael
topology (see below). The mapping px, yq ÞÑ supp pω px, yqq, K � K Ñ C pKq, is
continuous.

We call the mapping ω and its extension to M pKq a convolution, � and its extension to
M pKq an involution and e the unit element. The convolution ω px, yq can also be written
as εx � εy or ρx � ρy. If ω px, yq � ω py, xq for all x, y P K, then K is called a commutative
hypergroup.
We will just use K to denote the hypergroup pK,ω, �q.
Definition 1.2.4. Let C pKq denote the space of nonempty compact subsets of K and
write CA pBq :� tC P C pKq : C X A � H and C � Bu. Then C pKq can be given the
Michael topology which is generated by the subbasis of all CU pV q for which U and V are
open subsets of K.

Remark 1.2.5. The Michael topology has the following properties:

(i) If K is compact, then C pKq is compact.

(ii) C pKq is a locally compact Hausdorff space.

(iii) The mapping x ÞÑ txu is a homeomorphism of K onto a closed subset of C pKq.
(iv) The collection of nonempty finite subsets of K is dense in C pKq.
(v) If Ω is a compact subset of C pKq, then B :� YtA : A P Ωu is a compact subset

of K.

Example 1.2.6. Every locally compact group together with its usual convolution struc-
ture is a hypergroup.

Using the convolution ω, we can define generalized translation operators, the left-translation
Lx and the right-translation Rx,

Lxf pyq :� ω px, yq pfq and Rxf pyq :� ω py, xq pfq , x, y P K, (1.53)

where f is a continuous complex-valued function on K. By (H2) the integrals in (1.53)
are well-defined.

Lemma 1.2.7. Let f : K Ñ C be a continuous function. Then px, yq ÞÑ ω px, yq pfq,
K �K Ñ C, is a continuous function, i.e. Lxf and Rxf are continuous functions on K.

Proof. Let x0, y0 P K, ε ¡ 0 and U an open set with compact closure U such that
supp pω px0, y0qq � U . By (H6) there are neighborhoods Vx0 , Vy0 of x0 and y0 such that
supp pω px, yqqq � U for all x P Vx0 and y P Vy0 . Applying Urysohn’s lemma (see [61],
p.7), we have that there is a function g P Cc pKq satisfying g|U � f |U . By (H1) there are
neighborhoods Ux0 of x0 and Uy0 of y0 with Ux0 � Vx0 and Uy0 � Vy0 such that

|ω px, yq pgq � ω px0, y0q pgq |   ε, x P Ux0 , y P Uy0 .

For each x P Ux0 , y P Uy0 we also have supp ω px, yq � U , thus ω px, yq pgq � ω px, yq pfq,
which implies the statements of the lemma.
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In order to deal with convolutions of sets, we define

A �B :�
¤

xPA,yPB
supp ω px, yq and Ã :� tx̃ : x P Au.

If A,B � K are compact, then A � B is also compact which follows from Remark 1.2.5
(v). By (H6) the collection tsupp ω px, yq : x P A, y P Bu is a compact subset in C pKq,
and pA �Bq � C � A � pB � Cq.

Lemma 1.2.8. For A,B,C � K we have that pA �BqXC � H if and only if
�
Ã � C

	
X

B � H.

Proof. pA �Bq X C � H if and only if e P pA �Bq� � C � B̃ �
�
Ã � C

	
if and only if

B X
�
Ã � C

	
� H.

Proposition 1.2.9. Let µ, ν PM pKq, µ, ν ¥ 0. Then

supp pµ � νq � ppsupp µq � psupp νqqc .
If, moreover, µ and ν have compact support, then µ � ν has compact support, too, and
supp pµ � νq � psupp µq � psupp νq.
Proof. If z R ppsupp µq � psupp νqqc, then we choose a neighborhood U of z such that
U Xppsupp µq � psupp νqqc � H. Hence for every continuous function f with supp f � U ,
we have ω px, yq pfq � 0 for all x P supp µ, y P supp ν. Thus µ � ν pfq � 0, i.e. z R
supp pµ � νq.
In order to show the other inclusion, suppose z P psupp µq�psupp νq, i.e. z P supp ω px, yq
for some x P supp µ, y P supp ν. Given a neighborhood U of z there exists a continuous
function f ¥ 0 with supp f � U and ω px, yq pfq ¡ 0. By Lemma 1.2.7 µ � ν pfq ¡
0, that is, z P supp pµ � νq. If supp µ and supp ν are compact subsets of K, then
psupp µq � psupp νq is compact and thus it is closed.

Theorem 1.2.10. Let x, y P K, Lx and Rx the translation operators defined in (1.53). If
f P Cc pKq, then Lxf P Cc pKq and Rxf P Cc pKq. If f P C0 pKq, then Lxf P C0 pKq and
Rxf P C0 pKq, and if f P Cb pKq, then Lxf P Cb pKq and Rxf P Cb pKq. Furthermore, if
f P Cb pKq, then }Lxf}8 ¤ }f}8 and }Rxf}8 ¤ }f}8.

Proof. By Lemma 1.2.7 Lxf and Rxf are continuous functions. Evidently, for f P
Cb pKq, }Lxf}8 ¤ }f}8 holds. Suppose that f P Cc pKq. If Lxf � 0, then supp f X
supp pω px, yqq � H, that is, supp fXptxu � tyuq � H. By Lemma 1.2.8 this is equivalent
to y P tx̃u � supp f , and thus

ty P K : Lxf pyq � 0u � tx̃u � supp f.

The compactness of supp f implies that supp Lxf is also compact, thus Lxf P Cc pKq.
Since Cc pKq is dense in C0 pKq, we have that Lxf P C0 pKq for every f P C0 pKq. The
proof for the right translation can be done analogously.

Theorem 1.2.11. The measure space M pKq together with the convolution and the invo-
lution defined in Definition 1.2.3 is a Banach-�-algebra with unit.
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Proof. We will only check the associativity law. (H1) is equivalent to

ω py, zq pLxfq � ω px, yq pRzfq (1.54)

for all x, y, z P K and f P C0 pKq. Hence for λ, µ, ν PM pKq and f P C0 pKq, we have

λ � pµ � νq pfq �
»
K

»
K

Luf pvq d pµ � νq pvq dλ puq

�
»
K

»
K

»
K

ω py, zq pLufq dµ pyq dν pzq dλ puq

�
»
K

»
K

»
K

ω pu, yq pRzfq dµ pyq dν pzq dλ puq

�
»
K

»
K

Rzf pvq d pλ � µq pvq dν pzq
� pλ � µq � ν pfq .

Proposition 1.2.12. Let x, y P K and f P Cb pKq, then

Lx � Lyf pzq �
»
K

Luf pzq dω py, xq puq (1.55)

and

Rx �Ryf pzq �
»
K

Ruf pzq dω px, yq puq (1.56)

for all z P K.

Proof. Using (1.54) we get

Lx � Lyf pzq � ω px, zq pLyfq � ω py, xq pRzfq
�

»
K

Rzf puq dω py, xq puq �
»
K

Luf pzq dω py, xq puq .

Analogously (1.56) can be shown.

The translation by elements of the hypergroup K can be extended to a module operation
of M pKq on Cb pKq and C0 pKq. For µ PM pKq and f P Cb pKq, we define

Lµf pxq :� µ � f pxq :�
»
K

ω pỹ, xq pfq dµ pyq � µ̃ pRxfq (1.57)

and

Rµf pxq :� f � µ pxq :�
»
K

ω px, ỹq pfq dµ pyq � µ̃ pLxfq (1.58)

for x P K. We have εỹ � f � Lyf and f � εỹ � Ryf .

Theorem 1.2.13. For µ P M pKq and f P Cb pKq, Lµ and Rµ, defined in (1.57)
and (1.58), are bounded linear operators from Cb pKq into Cb pKq and from C0 pKq into
C0 pKq.
For f P Cb pKq, we have additionally }Lµf}8 ¤ }µ}}f}8 and }Rµf}8 ¤ }µ}}f}8.
If µ PM pKq has compact support and f P Cc pKq, then Lµf P Cc pKq and Rµf P Cc pKq.
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Proof. We first prove Lµf P Cb pKq for f P Cb pKq and µ PM pKq with compact support.
Let x0 P K and ε ¡ 0. Since supp µ is compact by Lemma 1.2.7, we get that there exists
a neighborhood U of x0 such that

|ω pỹ, xq pfq � ω pỹ, x0q pfq |   ε, x P U, y P supp µ.

Thus
|µ � f pxq � µ � f px0q |   ε}µ}, x P U,

which shows Lµf P Cb pKq. Moreover, the measures µ P M pKq with compact support
are dense in M pKq, thus Lµf is also continuous. Evidently, }Lµf}8 ¤ }µ}f}8 holds.
Now, let f P Cc pKq and µ P M pKq with compact support. If Lµf pxq � 0, then we
have supp µ̃ X supp Rxf � H. Since supp Rxf � supp f � tx̃u, we have that supp µ̃ X
psupp f � tx̃uq � H. Using Lemma 1.2.8, we get supp f � supp µ̃ X tx̃u � H, hence
x P supp µ � supp f by means of (H3). Thus Lµf P Cc pKq.
Finally, we let f P C0 pKq, f � 0 and µ P M pKq arbitrary. For given ε ¡ 0, we choose a
measure ν P M pKq with compact support, ν � 0, such that }µ � ν}   ε{}f}8 and then
g P Cc pKq with }f � g}8   ε{}ν}. Thus }Lµf � Lµg}8   2ε, and Lµf P C0 pKq follows.
The assertions for Rµ can be proven analogously.

1.2.2 Discrete hypergroups

We will now turn to discrete hypergroups, following [34], which will enable us to com-
pletely avoid notions of measure theory. What we have proven for general hypergroups
above, of course, also holds for discrete hypergroups.

Let K be a set and for x P K, let εx be the Dirac function on K, that is, εx pxq � 1
and εx pyq � 0 for y P K with y � x. The Banach space of all functions f : K Ñ C,
f � °8

n�1 anεxn with an P C,
°8
n�1 |an|   8 and xn distinct points in K with the norm

}f} � °8
n�1 |an| will be denoted by `1. If f P `1 is a finite convex combination of Dirac

functions, we write f P `1
co, f � °N

n�1 αnεxn with αn ¥ 0 and
°N
n�1 αn � 1. Now, we

define the discrete versions of the convolution, the involution and their extensions defined
in definition 1.2.3. In the discrete case, the convolution ω : K �K Ñ `1

co is defined by

ω pf, gq �
8̧

n,m�1

anbmω pxn, ymq , (1.59)

where f � °8
n�1 anεxn and g � °8

m�1 bmεym . Any rearrangement of the series can be
applied, thus we have

}ω pf, gq } ¤
8̧

n,m�1

|an||bm|}ω pxn, ymq } � }f}}g},

and the bilinear extension ω : `1�`1 Ñ `1 of ω defined in (1.59) is well-defined. We define
the involution � : K Ñ K, x ÞÑ x̃ and extend it to `1 by setting

f̃ �
8̧

n�1

anεx̃n ,
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where f � °8
n�1 anεxn .

We will now provide the definition of a discrete hypergroup which is much simpler than
the definition of hypergroups in general.

Definition 1.2.14. Let K be a set. The triplet pK,ω, �q is called a discrete hypergroup
if it satisfies the following properties:

(DH1) ω : K � K Ñ `1
co is a mapping such that associativity holds, ω pεx, ω py, zqq �

ω pω px, yq , εzq for all x, y, z P K.

(DH2) � : K Ñ K is a bijective mapping such that ˜̃x � x and ω px, yq� � ω pỹ, x̃q for all
x, y P K.

(DH3) There exists a (necessarily unique) element e P K, the unit element, such that
ω pe, xq � εx � ω px, eq for all x P K.

(DH4) We have e P supp pω px, ỹqq if and only if x � y.

We will also define the left-translation and the right-translation operators for the discrete
case. Let f : K Ñ C be a function and x P K. Then the left-translation is defined by

Lxf : K Ñ C, Lxf pyq �
Ņ

n�1

anf punq ,

where ω px, yq � °N
n�1 anεun . Since Lxεu pyq � ω px, yq puq for each u P K, we can write

Lxf pyq � ω px, yq pfq .

The right-translation will be defined by

Rxf : K Ñ C, Rxf pyq �
M̧

n�1

bnf pvnq ,

where ω py, xq � °M
n�1 bnεvn .

Definition 1.2.15. Let K be a set. A positive function h : K Ñ r0,8q is called left-
invariant if for each f : K Ñ C with |supp f |   8 and y P K¸

xPK
Lyf pxqh pxq �

¸
xPK

f pxqh pxq .

A left-invariant positive function h : K Ñ r0,8q, h � 0, is called Haar function.
Right-invariance can be defined in the same way.

Theorem 1.2.16. Let K be a set and pK,ω, �q a discrete hypergroup, then there exists
a Haar function h : K Ñ r0,8q. If h peq � 1, then

h pxq � pω px̃, xq peqq�1 , x P K.
The Haar function is unique and positive up to multiplication by a positive constant.
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Proof. Applying the associativity, we obtain for x, y, z P K¸
tPK

ω px, tq peqω py, zq ptq � ω pεx, ω py, zqq peq

� ω pω px, yq , εzq peq
�

¸
tPK

ω px, yq ptqω pt, zq peq .
(1.60)

By (DH4) we have ω px, yq peq ¡ 0 if and only if x � ỹ and thus (1.60) reduces to

ω px, x̃q peqω py, zq px̃q � ω px, yq pz̃qω pz̃, zq peq . (1.61)

By setting
h pxq :� pω px̃, xq peqq�1

and with (DH2) (1.61) can be rewritten as

h pzqω py, zq px̃q � h px̃qω px, yq pz̃q . (1.62)

Summation over all z P K (1.62) gives¸
zPK

ω py, zq px̃qh pzq �
¸
zPK

ω px, yq pz̃qh px̃q � h px̃q , (1.63)

where the last equation in (1.63) follows by the fact that ω px, yq P `1
co, particularly°

zPK ω px, yq pz̃q � 1.
Since Lyεx pzq � ω py, zq pxq, we have for each y P K¸

zPK
Lyεx pzqh pzq �

¸
zPK

εx pzqh pzq .

The uniqueness follows immediately, as we have for any Haar function h1

ω px, x̃q peqh1 px̃q �
¸
zPK

Lxεe pzqh1 pzq �
¸
zPK

εe pzqh1 pzq � h1 peq ,

that is, h1 pxq � h1 peqh pxq.
We will usually use a Haar function which is normed by h peq � 1, i.e. h pxq ¥ 0 for all
x P K.
By (DH2) (1.62) can be rewritten as

h pzqω py, zq pxq � h px̃qω pỹ, xq pzq , x, y, z P K, (1.64)

which we will use in the rest of this section. In the next theorem, we will use (1.64) to
prove a stronger property of the Haar function.

Theorem 1.2.17. Let f : K Ñ C, g : K Ñ C be functions with finite support. Then¸
zPK

Lyf pzq g pzqh pzq �
¸
zPK

f pzqLỹg pzqh pzq , y P K.
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Proof. It is sufficient to consider f � εx and g � εu. By the application of (1.64), we
obtain ¸

zPK
Lyεx pzq εu pzqh pzq � Lyεx puqh puq � ω py, uq pxqh puq

� h pxqω pỹ, xq puq � Lỹεu pxqh pxq
�

¸
zPK

εx pzqLỹεu pzqh pzq .

By Theorem 1.2.11 `1 is a Banach-�-algebra with unit εe where the algebra operations are

given by the convolution f � g :� ω pf, gq for f, g P `1 and the �-operation by f� �
�
f̃
	

for f P `1.
The corresponding Banach space to the L1-algebra is the Banach space

`1 phq :� tf : K Ñ C :
¸
zPK

|f pzq |h pzq   8u with the norm }f}1 �
¸
zPK

|f pzq |h pzq .

The Banach space `1 phq together with the operations

f � g pxq �
¸
zPK

f pzqLz̃g pxqh pzq (1.65)

and f� � f̃ becomes a Banach-�-algebra. We will show that f � g P `1 phq and }f � g}1 ¤
}f}1}g}1: The functions with finite support are dense in `1 phq, thus¸

zPK
Lyf pzqh pzq �

¸
zPK

f pzqh pzq for every f P `1 phq .

Hence

}Lyf}1 �
¸
zPK

|Lyf pzq |h pzq ¤
¸
zPK

Ly|f | pzqh pzq

�
¸
zPK

|f | pzqh pzq � }f}1,

therefore, Ly is a norm-decreasing operator in `1 phq. By changing the summation, we get

}f � g}1 �
¸
xPK

|f � g pxq |h pxq

¤
¸
xPK

¸
zPK

|f pzq ||Lz̃g pxq |h pzqh pxq ¤ }f}1}g}1.

The following theorem summarizes the above results:

Theorem 1.2.18. (i) The Banach space `1 phq together with the convolution f � g (see

(1.65)) and the �-operation f� �
�
f̃
	

is a Banach-�-algebra with unit εe.

(ii) The mapping f ÞÑ fh, `1 phq Ñ `1 is an isometric isomorphism from the Banach
space `1 phq onto the Banach space `1. It is also an algebra homomorphism. If
h pxq � h px̃q for all x P K, then it is also a �-homomorphism.
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Proof. Only (ii) is left to prove. We have

pεxhq � pεyhq � h pxqh pyqω px, yq
and by (1.64)

pεx � εyq puqh puq � pLx̃εy puqh pxqqh puq � ω px̃, uq pyqh pxqh puq
� ω px, yq puqh pxqh pyq , u P K.

Evidently, f�h � pfhq�, if h pxq � h px̃q.
The Banach-�-algebras `1 and `1 phq act on the Banach spaces `p phq, 1 ¤ p ¤ 8, where

`p phq � tf : K Ñ C :
¸
zPK

|f pzq |ph pzq   8u, 1 ¤ p   8

and
`8 phq � `8 � tf : K Ñ C : f boundedu

with the norms }f}p � p°zPK |f pzq |ph pzqq1{p and }f}8 � supxPK |f pxq |.
Proposition 1.2.19. Let 1 ¤ p ¤ 8, K be a set and y P K. For f P `p phq we have
Lyf P `p phq and

}Lyf}p ¤ }f}p.
Proof. Let 1 ¤ p   8 and ω py, zq � °N

n�1 anεxn . Since
°N
n�1 an � 1, the Hölder

inequality implies

|Lyf pzq |p �
����� Ņ
n�1

anf pxnq
�����
p

¤
Ņ

n�1

an|f |p pxnq � Ly|f |p pzq .

Thus

}Lyf}pp �
Ņ

zPK
|Lyf pzq |ph pzq ¤

¸
zPK

Ly|f |p pzqh pzq

�
¸
zPK

|f |p pzqh pzq � }f}pp

for f : K Ñ C with |supp f |   8. Since the functions with finite support are dense in
`p phq, this proves the proposition for 1 ¤ p   8.
For p � 8

|Lyf pzq | ¤
Ņ

n�1

an|f pxnq | ¤ }f}8, z P K.

Lemma 1.2.20. Let µ P `1, µ ¥ 0, and f P `p phq, f ¥ 0, with 1 ¤ p ¤ 8. If we set

µ � f pxq :�
¸
zPK

Lz̃f pxqµ pzq ,

then µ � f pxq is finite for all x P K, µ � f P `p phq and }µ � f}p ¤ }µ}}f}p.

38



1.2. Hypergroups and homogeneous Banach spaces

Proof. Suppose p � 8, then by Proposition 1.2.19 }Lz̃f}8 ¤ }f}8, and thus

|µ � f pxq | ¤ }µ}}f}8, x P K.

For 1 ¤ p   8, we know that µ � f pxq is finite since `p phq � `8. In order to prove that
µ � f P `p phq, we can assume that

°
zPK µ pzq � 1. Then the Hölder inequality yields

pµ � fqp pxq ¤
¸
zPK

pLz̃fqp pxqµ pzq ¤
¸
zPK

Lz̃ pfpq pxqµ pzq

� µ � pfpq pxq .

Hence by the left-invariance of h¸
xPK

pµ � fqp pxqh pxq ¤
¸
xPK

¸
zPK

Lz̃ pfpq pxqµ pzqh pxq

�
¸
xPK

fp pxqh pxq ,

that is, }µ � f}p ¤ }f}p.

Now, µ � f pxq can be defined for arbitrary µ P `1 and f P `p phq, 1 ¤ p ¤ 8, as above by

µ � f pxq �
¸
zPK

Lz̃f pxqµ pzq . (1.66)

Theorem 1.2.21. Let µ P `1, f P `p phq, 1 ¤ p ¤ 8. Then µ � f P `p phq and }µ � f}p ¤
}µ}}f}p.

Proof. Since |µ � f pxq | ¤ |µ| � |f | pxq, µ � f pxq is finite.
We assume that

°
zPK |µ pzq | � 1. Then we get as in the proof of Lemma 1.2.20

|µ � f |p pxq ¤ p|µ| � |f | pxqqp ¤ |µ| � |f |p pxq

and thus ¸
xPK

|µ � f |p pxqh pxq ¤
¸
xPK

|µ| � |f |p pxqh pxq

�
¸
xPK

|f |p pxqh pxq .

Proposition 1.2.22. Let 1   p   8, 1   q   8 with 1
p
� 1

q
� 1, f P `p phq and g P `q phq.

For x P K we define

f � g pxq �
¸
zPK

f pzqLx̃g pzqh pzq .

Then f �g is a bounded function and }f �g}8 ¤ }f}p}g}q. Moreover, f �g can be uniformly
approximated by functions with finite support.
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Proof. The Hölder inequality and Proposition 1.2.19 imply�����¸
zPK

f pzqLx̃g pzqh pzq
����� ¤ }f}p}Lx̃g}q ¤ }f}p}g}q.

Therefore, f � g is defined for every x P K and }f � g}8 ¤ }f}p}g}q. If f and g have finite
support, then so does f � g and by Theorem 1.2.10 supp Lx̃g � ω ptxu, supp gq. Hence
Lemma 1.2.8 implies

supp f � g � tx P K : supp f X ω ptxu, supp gqu
� ω psupp f, supp gq .

Let f P `p phq, g P `q be arbitrary and choose fn, gn with finite support and }f �fn}p Ñ 0,
}g � gn}q Ñ 0 for nÑ 8. Then

}f � g � fn � gn}8 ¤ }f � pg � gnq }8 � } pf � fnq � gn}8
¤ }f}p}g � gn}q � }f � fn}p}gn}q Ñ 0,

for nÑ 8.

1.2.3 Polynomial hypergroups

We will now introduce polynomial hypergroups referring to an unpublished book manuscript
of R. Lasser, [32] and [33].
Let tPn pxqu8n�0 be an OPS defined on R with respect to a probability measure π PM1 pRq
and »

R
Pn pxqPm pxq dπ pxq � δnmµm, µm ¡ 0.

We assume that Pn p1q � 0 and that (after renorming)

Pn p1q � 1, n P N0.

Since the degree of Pn pxq is n for each n P N0 and tPn pxqu8n�0 is an OPS, we have the
following recurrence relation (see (1.22))

P1 pxqPn pxq � anPn�1 pxq � bnPn pxq � cnPn�1 pxq (1.67)

for n P N and

P0 pxq � 1, P1 pxq � 1

a0

px� b0q (1.68)

with an ¡ 0 for all n P N0, cn ¡ 0 for all n P N and bn P R for all n P N0.
Conversely, the Theorem of Perron-Favard (see Theorem 1.1.23) states that a polynomial
sequence tPn pxqu8n�0 which is defined recursively by (1.67) and (1.68) is an OPS with
respect to a certain measure π P M1 pRq. The condition Pn p1q � 1 implies that an �
bn � cn � 1 for each n P N and a0 � b0 � 1. The following lemma extends the recurrence
relation in (1.67).
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Lemma 1.2.23. Let tPn pxqu8n�0 be an OPS with respect to a measure π PM1 pRq satis-
fying Pn p1q � 1. Then the products Pm pxqPn pxq can be linearized by

Pm pxqPn pxq �
n�m̧

k�|n�m|
g pm,n; kqPk pxq (1.69)

with g pm,n; kq P R for k � |n �m|, . . . , n �m. Furthermore, g pm,n; |n�m|q � 0 and
g pm,n;n�mq � 0.

Proof. The OPS tPn pxqu8n�0 forms a basis in the real vector space of all polynomials.
As the degree of Pn pxq is n for each n P N0, we have a unique representation

Pm pxqPn pxq �
n�m̧

k�0

g pm,n; kqPk pxq

where g pm,n; kq P R for k � 0, . . . , n �m and g pm,n;n�mq � 0. It remains to show
that g pm,n; kq � 0 for k � 0, . . . , |n�m| � 1 and g pm,n; |n�m|q � 0. In order to show
that g pm,n; kq � 0 for k � 0, . . . , |n�m| � 1, we assume that m   n. If k   n�m, then
the degree of pPmPkq pxq is strictly smaller than n, and thus

0 �
»
R
Pm pxqPk pxqPn pxq dπ pxq �

n�m̧

j�0

g pm,n; jq
»
R
Pj pxqPk pxq dπ pxq

� g pm,n; kqµk. (1.70)

Since µk ¡ 0, we have g pm,n; kq � 0 for k � 0, . . . , |n �m| � 1. Now, we want to show
that g pm,n; |n�m|q � 0 and assume g pm,n;n�mq � 0. Then we have

0 �
»
R
Pn�m pxqPm pxqPn pxq dπ pxq �

ņ

k�|n�2m|
g pm,n�m; kq

»
R
Pk pxqPn pxq dπ pxq

� g pm,n�m;nqµn,

which is a contradiction to µn ¡ 0, hence g pm,n�m;nq � 0.

Proposition 1.2.24. The linearization coefficents g pm,n; kqq in (1.69) satisfy the fol-
lowing properties for k � |n�m|, . . . , n�m:

(i) g pm,n; kq � g pn,m; kq for all n,m P N0,

(ii) g p0, n;nq � g pn, 0;nq � 1 for all n P N0,

(iii) g p1, n;n� 1q � an, g p1, n;nq � bn and g p1, n;n� 1q � cn for all n P N0,

(iv)
°n�m
k�|n�m| g pm,n; kq � 1 for all n,m P N0,

(v) g pn, n; 0q � µn for all n P N0,

(vi) g pm,n; kqµk � g pm, k;nqµn for all n,m P N0,

(vii) g pm,n;n�mq � g pm� 1, n;n�m� 1q an�m�1

am�1
,
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g pm,n;n�mq � g pm� 1, n;n�m� 1q cn�m�1

am�1
, 2 ¤ m ¤ n,

(viii) g pm,n;n�mq � anan�1an�2�...�an�m�1

a1a2�...�am�1
,

g pm,n;n�mq � cncn�1cn�2�...�cn�m�1

a1a2�...�am�1
, 2 ¤ m ¤ n,

(ix) For all 2 ¤ m ¤ n

g pm,n;n�m� 1q � g pm� 1, n;n�m� 2q an�m�2

am�1

�g pm� 1, n;n�m� 1q pbn�m�1 � bm�1q
am�1

,

and for k � 2, . . . , 2m� 2

g pm,n;n�m� kq � g pm� 1, n;n�m� k � 1q an�m�k�1

am�1

�g pm� 1, n;n�m� k � 1q cn�m�k�1

am�1

�g pm� 1, n;n�m� kq pbn�m�k � bm�1q
am�1

�g pm� 2, n;n�m� kq cm�1

am�1

,

g pm,n;n�m� 1q � g pm� 1, n;n�m� 1q pbn�m�1 � bm�1q
am�1

�g pm� 1, n;n�m� 2q cn�m�2

am�1

.

Proof. Assertions (i)-(iv) obviously hold.

(v) We have

µn �
»
R
P 2
n pxq dπ pxq �

2ņ

k�0

g pn, n; kq
»
R
Pk pxq dπ pxq � g pn, n; 0q .

(vi) We get»
R
Pm pxqPn pxqPk pxq dπ pxq �

m�ņ

j�|m�n|
g pm,n; jq

»
R
Pj pxqPk pxq dπ pxq

� g pm,n; kqµk.

and linearizing Pm pxqPk pxq gives»
R
Pm pxqPn pxqPk pxq dπ pxq �

m�ķ

j�|m�k|
g pm, k; jq

»
R
Pj pxqPn pxq dπ pxq

� g pm, k;nqµn.
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(vii) We write

P1 pxq pPm�1 pxqPn pxqq �
n�m�1¸

k�n�m�1

g pm� 1, n; kqP1 pxqPk pxq

� g pm� 1, n;n�m� 1q an�m�1Pn�m pxq � . . . ,

where the remaining summands have degree smaller that n�m. We also have that

pP1 pxqPm�1 pxqqPn pxq � pam�1Pm pxq � bm�1Pm�1 pxq � cm�1Pm�2 pxqqPn pxq
� am�1g pm,n;n�mqPn�m pxq � . . . .

Thus am�1g pm,n;n�mq � g pm� 1, n;n�m� 1q an�m�1. Similarly, the second
equation in (vii) can be shown.

(viii) follows from (vii).

(ix) See [33].

Theorem 1.2.25. Let tPn pxqu8n�0 be an OPS with Pn p1q � 1 and assume that the coef-
ficients g pm,n; kq (see (1.69)) satisfy

g pm,n; kq ¥ 0 for k � |m� n|, . . . ,m� n.

Then the triplet pN0, ω,
�q is a hypergroup with unit element 0, where the convolution ω

on N0 (with discrete topology) is defined by

ω pm,nq �
n�m̧

k�|n�m|
g pn,m; kq εk, n,m P N0,

and the involution is given by the identity-mapping ñ :� n.

Proof. Since
n�m̧

k�|n�m|
g pm,n; kq � 1, m, n P N0,

ω pm,nq are probability measures on N0 with compact support. By Proposition 1.2.24
(v), we have that g pm,n; 0q � 0 if m � n, hence 0 R supp ω pm,nq if and only if m � n.
Finally, we check the associativity (H1) and set ek pjq :� δk,j. Then ω pm,nq pekq �
g pm,n; kq and hence

εl � ω pm,nq pekq �
8̧

j�0

ω pl, jq pekq dω pm,nq pjq �
n�m̧

j�|n�m|
g pm,n; jq g pj, l; kq

� 1

µk

n�m̧

j�|n�m|
g pm,n; jq

»
R
Pl pxqPj pxqPk pxq dπ pxq

� 1

µk

»
R
Pl pxq pPm pxqPn pxqqPk pxq dπ pxq

� 1

µk

»
R
pPl pxqPm pxqqPn pxqPk pxq dπ pxq

�
l�m̧

j�|l�m|
g pl,m; jq g pj, n; kq � ω pl,mq � εn pekq .
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Then by considering linear combinations of ek, we get

εl � ω pm,nq � ω pl,mq � εn.

Such hypergroups are called polynomial hypergroups on N0 induced by tPn pxqu8n�0.

Remark 1.2.26. (1) Favard’s theorem (see Theorem 1.1.21) implies that every com-
mutative hypergroup on N0 with identity involution and 0 as a unit element which
satisfies

tn� 1, n� 1u � supp pω p1, nqq � tn� 1, n, n� 1u
for all n P N is a polynomial hypergroup induced by the orthogonal sequence
tPn pxqu8n�0.

(2) The corresponding orthogonal polynomials depend on the choice of P1 pxq, that is,
on the choice of a0, b0 P R.

(3) For a polynomial hypergroup we have the following translation operator

Lnf pmq �
n�m̧

k�|n�m|
g pn,m; kq f pkq .

(4) By Theorem 1.2.16 we have for the Haar function

h pnq � pω pn, nq p0qq�1 � g pn, n; 0q�1 � µ�1
n .

We will now give a few examples for polynomial hypergroups on N0 that are induced by
polynomials introduced in Example 1.1.2.

Examples 1.2.27. (1) The Chebyshev polynomials of the first kind tTn pxqu8n�0 induce
the Chebyshev hypergroup on N0. The addition theorem for the cosine-function gives

Tm pxqTn pxq � 1

2
T|n�m| pxq � Tn�m pxq , n,m P N0,

particularly g pm,n; |n�m|q � 1
2
� g pm,n;n�mq and g pm,n; kq � 0 otherwise.

The convolution is given by

ω pm,nq � 1

2
ε|n�m| � 1

2
εn�m,

and the Haar weights are h p0q � 1 and h pnq � 2 for n ¥ 2. The orthogonalization
measure is given by

dπ pxq � 1

π
χr�1,1s

�
1� x2

��1{2
dx.
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(2) For the Jacobi polynomials and α, β P R such that α ¥ β ¡ �1 and α � β � 1 ¥ 0,
we have for n P N,

a0 � 2 pα � 1q
α � β � 2

, b0 � β � α

α � β � 2
,

an � pn� α � β � 1q pn� α � 1q pα � β � 2q
p2n� α � β � 2q p2n� α � β � 1q pα � 1q ,

bn � α � β

2 pα � 1q
�

1� pα � β � 2q pα � βq
p2n� α � β � 2q p2n� α � βq

�
,

cn � n pn� βq pα � β � 2q
p2n� α � β � 1q p2n� α � βq pα � 1q .

The Haar weights are

h p0q � 1, h pnq � p2n� α � β � 1q pα � β � 1qn pα � 1qn
pα � β � 1qn! pβ � 1qn

, n ¥ 1,

and the orthogonalization measure is given by

dπ pxq � 1

2α�β�1

Γ pα � β � 2q
Γ pα � 1qΓ pβ � 1qχr�1,1s p1� xqα p1� xqβ dx.

(3) If we set α � β, α ¥ �1
2
, for the Jacobi polynomials, we get the ultraspherical case

with

a0 � 1, b0 � 0,

an � n� 2α � 1

2n� 2α � 1
, bn � 0, cn � n

2n� 2α � 1
, n P N

and for m ¤ n,

g pn,m; kq � n!m!
�
α � 1

2

�
k

�
α � 1

2

�
n�k

�
α � 1

2

�
m�k p2α � 1qn�m�k

k! pn� kq! pm� kq! �α � 1
2

�
n�m�k p2α � 1qn p2α � 1qm

�
�
n�m� α � 1

2
� 2k

��
n�m� α � 1

2
� k

� ,
for k P tn�m,n�m� 2, n�m� 4, . . . , n�mu, and

g pn,m; kq � 0,

for k P tn�m� 1, n�m� 3, n�m� 5, . . . , n�m� 1u.
The Haar weights are given by

h p0q � 1, h pnq � p2n� 2α � 1q p2α � 1qn
p2α � 1qn!

, n ¥ 1,

and the orthogonalization measure by

dπ pxq � 1

22α�1

Γ p2α � 2q
pΓ pα � 1qq2χr�1,1s

�
1� x2

�α
dx.

45



1. ORTHOGONAL POLYNOMIALS AND HYPERGROUPS

(4) The generalized Chebyshev polynomials induce a polynomial hypergroup with

a0 � 1, b0 � 0,

an �
#

k�α�β�1
2k�α�β�1

, n � 2k, k P N
k�α�1

2k�α�β�2
, n � 2k � 1, k P N0

, cn �
#

k
2k�α�β�1

, n � 2k, k P N
k�β�1

2k�α�β�2
, n � 2k � 1, k P N0

and bn � 0, n P N. The Haar weights are

h p0q � 1, h pnq �
# p2k�α�β�1qpα�β�1qkpα�1qk

k!pα�β�1qpβ�1qk , n � 2k, k P N,
p2k�α�β�2qpα�β�2qkpα�1qk

k!pβ�1qk�1
, n � 2k � 1, k P N0,

n ¥ 1,

and the orthogonalization measure is given by

dπ pαq � Γ pα � β � 2q
Γ pα � 1qΓ pβ � 1qχr�1,1s

�
1� x2

�α |x|2β�1.

1.2.4 Homogeneous Banach spaces

Referring to [22], we will give a short introduction on homogeneous Banach spaces to-
gether with some examples. In Section 3 we will define a transfer operator on the spaces
introduced in this paragraph.

Let tP pα,βq
n pxqu8n�0 be the Jacobi polynomials defined in Example 1.1.2 (4) (see also Ex-

ample 1.2.27 (2) for the orthogonalization measure and the Haar weights) with pα, βq P
J :� tpα, βq : α ¥ β ¡ �1 and

�
β ¥ �1

2
or α � β ¥ 0

�u. Then for any x, y P S :� r�1, 1s
there exists a probability Borel measure µ

pα,βq
x,y PM pSq such that

P pα,βq
n pxqP pα,βq

n pyq �
» 1

�1

P pα,βq
n pzq dµpα,βqx,y pzq , n P N0.

Let Lp pS, πq, 1 ¤ p   8, be the Banach space with the norm

}f}p �
�» 1

�1

|f pxq|p dπ pxq

1{p

,

and C pSq the Banach space with norm }f}8 � supxPS |f pxq |. The measures µ
pα,βq
x,y induce

a generalized translation operator which can be defined for f P C pSq or f P L1 pS, πq and
y P S by

Tyf pxq �
» 1

�1

f pzq dµpα,βqx,y pzq . (1.71)

For the Jacobi polynomials this hypergroup structure is dual to the one on N0. For this
translation we have that Tyf P Lp pS, πq if f P Lp pS, πq, and Tyf P C pSq if f P C pSq.
Furthermore, }Tyf}p ¤ }f}p and limyÑ1� }Tyf �f}p � 0 (see [7], p. 42 Lemma 1.4.6 (ii)).
Using the generalized translation in (1.71), we can define a convolution by

f � g pyq �
» 1

�1

f pxqTyg pxq dπ pxq , f, g P L1 pS, πq , y P S, (1.72)

which is an element of L1 pS, πq, such that }f � g}1 ¤ }f}1}g}1. So we have that L1 pS, πq
with the convolution as multiplication is a Banach algebra. Similarly, using (1.72) with
f P L1 pS, πq and g P Lp pS, πq, 1 ¤ p   8, L1 pS, πq acts on Lp pS, πq.
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Definition 1.2.28. A linear subspace B of L1 pS, πq is called a homogeneous Banach
space on S with respect to some fixed pair pα, βq P J if it is endowed with a norm } � }B
such that

(B1) P
pα,βq
n P B for all n P N0.

(B2) B is complete with respect to } � }B and } � }1 ¤ } � }B.

(B3) For f P B, x P S, Txf P B and }Txf}B ¤ }f}B.

(B4) For f P B, the map x ÞÑ Txf , S Ñ B is continuous.

Furthermore, a homogeneous Banach space B is called character-invariant if

(B5) For every f P B, n P N0, P
pα,βq
n � f P B and }P pα,βq

n � f}B ¤ }f}B.

Proposition 1.2.29. Let B be a homogeneous Banach space on S with respect to pα, βq P
J . Then for g P B and f P L1 pS, πq, f � g P B and }f � g}B ¤ }f}1}g}B.

Proof. For the B-valued integral with g P B, we have

f � g �
» 1

�1

f pxqTxgdπ pxq P B,

and }f � g}B ¤ }f}1}g}B, where f is a continuous function on S. If f P L1 pS, πq, then
choose a sequence pfnqnPN, fn P C pSq with }f � fn}1 Ñ 0 as nÑ 8. Thus it follows that
f � g P B and }f � g}B ¤ }f}1}g}B.

Corollary 1.2.30. Every homogeneous Banach space B on S with respect to pα, βq P J
is a Banach algebra with convolution as multiplication.

Proof. The corollary follows immediately as B � L1 pS, πq and } � }1 ¤ } � }B.

Examples 1.2.31. (1) Let denote

f̌ pnq �
» 1

�1

f pxqP pα,βq
n pxq dπ pxq

if f P L1 pS, πq, and

d̂ pxq �
8̧

n�0

d pnqP pα,βq
n pxqh pnq

if d P l1 pN0, hq. For f P L1 pS, πq the Wiener algebra A pSq :� tf P C pSq :°8
n�0 |f̌ pnq |h pnq   8u with the norm }f}ApSq �

°8
n�0 |f̌ pnq |h pnq is a homogeneous

Banach space on S with respect to pα, βq P J . It is also character-invariant.

Proof. A pSq is a linear space and by the uniqueness theorem (see [7]) } � }ApSq is a

norm. (B1) is satisfied since P̌
pα,βq
m pnq � h pnq�1 δm,n.

�
A pSq , } � }ApSq

�
is complete

because f ÞÑ f̌ , A pSq Ñ l1 pN0, hq is an isometric isomorphism from A pSq onto the
Banach space l1 pN0, hq. (B2) holds as }f}ApSq � }f̌}1 ¥ }f̌}2 � }f}2 ¥ }f}1. For
f, g P L1 pS, πq we have» 1

�1

f pxqTyg pxq dπ pxq �
» 1

�1

Tyf pxq g pxq dπ pxq . (1.73)
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1. ORTHOGONAL POLYNOMIALS AND HYPERGROUPS

Then it is easy to show that

pTyfqˇpnq � P pα,βq
n pyq f̌ pnq

for every f P L1 pS, πq, y P S. Hence Txf P A pSq and }Txf}ApSq ¤ }f}ApSq. Now, let
x0 P S and ε ¡ 0. There exists N P N and g P A pSq such that }g � f}ApSq   ε

4
with

ǧ pnq � f̌ pnq for all n P t0, . . . , Nu and ǧ pnq � 0 for n ¥ N � 1. Moreover, there
is some δ ¡ 0 satisfying }Txg � Tx0g}ApSq   ε

2
for all x P S such that |x � x0|   δ.

Thus }Txf � Tx0f}ApSq   ε for all x P S with |x � x0|   δ which shows (B4). (B5)
holds since we have for f P A pSq and n P N0�

P pα,βq
n � f �̌ pmq � Lnf̌ pmq , m P N0,

where Ln denotes the translation operator on l1 pN0, hq. Thus P
pα,βq
n � f P A pSq and

}P pα,βq
n � f}ApSq ¤ }f}ApSq.

(2) We use the same notation as in (1), then for f P L1 pS, πq the p-versions, 1 ¤ p   8,
of the Wiener algebra Ap pSq :� tf P L1 pS, πq : f̌ P `p phqu with the norm }f}p �
}f}1 � }f̌}p is a homogeneous Banach space on S with respect to pα, βq P J . It is
also character-invariant.

Proof. Again Ap pSq is a linear space, by the uniqueness theorem } � }p is a norm

and as in (1), (B1) is satisfied since P̌
pα,βq
m pnq � h pnq�1 δm,n. The completeness of

pAp pSq , } � }pq is obvious and }f}p � }f}1 � }f̌}p ¥ }f}1. For f P L1 pS, πq, y P S
we have with (1.73)

pTyfqˇpnq � P pα,βq
n pyq f̌ pnq .

Hence }Txf}p � }Txf}1�} pTxfqˇ}p ¤ }f}1�}f̌}p ¤ }f}p and Txf P Ap pSq. Now, let
x0 P S and ε ¡ 0. Since C pSq is dense in L1 pSq, and for f P L1 pSq f̌ is continuous,
(B4) follows similarly as in (1) by }Txf�Tx0f}p � }Txf�Tx0f}1�}Txf�Tx0f}p   ε
for all x P S with |x� x0|   δ. (B5) holds since we have for f P Ap pSq and n P N0�

P pα,βq
n � f �̌ pmq � Lnf̌ pmq , m P N0,

where Ln denotes the translation operator on lp pN0, hq. Thus P
pα,βq
n �f P Ap pSq and

}P pα,βq
n � f}p � }P pα,βq

n � f}1 � }
�
P
pα,βq
n � f

	̌
}p ¤ }f}1 � }f̌}p � }f}p.

Remark 1.2.32. (1) For p � 1, A1 pSq � A pSq. This holds because f P A1 pSq �
C pSq since f pxq � °8

n�0 f̌ pnqP pα,βq
n h pnq. Moreover, }f}1 ¤ }f}8 ¤ }f̌}1 and

thus }f}1 � }f}1 � }f̌}1 ¤ 2}f̌}1. Together we have that the norms are equivalent
}f̌}1 ¤ }f}1 ¤ 2}f̌}1. Hence A1 pSq and A pSq are isometrically isomorphic.

(2) For α � β � �1
2

we have the Wiener algebra with respect to the Chebychev poly-
nomials of the first kind and for α � β, α ¥ 1

2
we have the ultraspherical case.
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2 Transfer operators

2.1 Transfer operators and spectral properties

Transfer operators with positive weight associated with certain dynamical systems are
called Ruelle-Perron-Frobenius (RPF) operators and often occur in thermodynamical for-
malism.
The main result presented in this chapter will be Ruelle’s theorem, the existence and the
simplicity of a unique maximal eigenvalue for the Ruelle-Perron-Frobenius operator on a
Hölder continuous function space and the existence and uniqueness of the Gibbs measure.
Its proof will follow work done by Y.P. Jiang (see [27]). The original proof done by
D. Ruelle (see [47], [49]) uses the Hilbert projective metric on cones in Banach spaces.
He showed that the Ruelle-Perron-Frobenius operator acting on the Hölder continuous
function space contracts the Hilbert projective metric of positive functions on the convex
cones in the Hölder continuous function space. Thus the contracting fixed point theorem
implies the existence and the uniqueness of a maximal eigenvalue. Y.P. Jiang found a
shorter proof, which we will present. We won’t consider further work done on transfer
operator concerning dynamical zeta functions or Fredholm determinants (see for example
[52], [51], [4],[3], [25]).

2.1.1 Geometry of expanding and mixing dynamical systems

We will now give the preliminaries that are needed to state Ruelle’s theorem.

Definition 2.1.1. Let pX, dq be a compact metric space, and let B px, rq denote the open
ball centered at x with radius r ¡ 0.

(1) For each n ¥ 0

dn px, yq :� max
0¤i¤n

 
d
�
f i pxq , f i pyq�(

is called the n-Bowen metric.

(2) Bn px, rq � ty P X : dn px, yq   ru is called the n-Bowen ball centered at x with
radius r ¡ 0.

Remark 2.1.2. The 0-Bowen metric and a 0-Bowen ball are just the original metric d
and a ball for d.

Definition 2.1.3. Let pX, dq be a compact metric space and f : X Ñ X a continuous
map. Let tfnu8n�0 denote a dynamical system on X; for simplicity we call f itself a
dynamical system.
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2. TRANSFER OPERATORS

(1) The dynamical system f is called locally expanding if there are constants λ ¡ 1 and
b ¡ 0 such that

d pf pxq , f px1qq ¥ λd px, x1q , x, x1 P X with d px, x1q ¤ b.

Then pλ, bq denotes the primary expanding parameter.

(2) The dynamical system f is called mixing if for any open set U � X, there exists an
integer n ¡ 0 with fn pUq � X.

Remark 2.1.4. In general, locally expanding can be defined as follows: There are three
constants C, b ¡ 0 and λ ¡ 1 such that

d pfn pxq , fn px1qq ¥ Cλnd px, x1q , x, x1 P X with dn px, x1q ¤ b.

Proposition 2.1.5. Let pX, dq be a compact metric space and f : X Ñ X locally expand-
ing. Then f |B px, bq is homeomorphic for any x P X.

Proof. It is clear that f |B px, bq is injective. Since f is continuous on B px, bq and B px, bq
is compact, the inverse of f |B px, bq is also continuous. But f : B px, bq Ñ f pB px, bqq is
bijective, so f |B px, bq is homeomorphic.

Proposition 2.1.6. Let pX, dq be a compact metric space and f : X Ñ X locally ex-
panding. Then there is a constant 0   a   b such that for any y P X with f�1 pyq �
tx1, . . . , xnu, there are local inverses g1, . . . , gn of f defined on B py, aq satisfying gi pyiq �
xi and

!
gi

�
B py, aq

	)n
i�1

are pairwise disjoint. Moreover, there is a constant integer

n0 ¥ 0 such that # pf�1 pyqq ¤ n0 for all y P X.

Proof. # pf�1 pyqq is finite for each y P X because otherwise f would not be bijective
about a limit point of f�1 pyq. Define

d pyq :� inf
1¤k�j¤n

d pxk, xjq

to be the shortest distance between the preimages of y, so clearly d pyq   b. There exists
0   r ¤ b

2
such that f : B pxi, rq Ñ f pB pxi, rqq is homeomorphic for each 1 ¤ i ¤ n.

Since y is contained in the open set
�n
i�1 f pB pxi, rqq, B py, ryq �

�n
i�1 f pB pxi, rqq must

hold for ry ¡ 0 sufficiently small, such that the inverse giy which maps y to xi satisfies

giy : B py, ryq Ñ giy

�
B py, ryq

	
� B pxi, rq .

Thus giy

�
B py, ryq

	
are disjoint, because B pxi, rq are disjoint. Let now be

 
B
�
yj, ryj

�(
a finite number of balls such that

!
B
�
yj,

ryj
2

	)
form a cover of X and set

a � 1

2
min
j
ryj

so that it satisfies the proposition.

For any y P X, y P B
�
yj,

ryj
2

	
for some j, then B py, aq � B

�
yj, ryj

�
. Let

gi � giyj |B pyj, aq, 1 ¤ i ¤ n,
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2.1. Transfer operators and spectral properties

then g1, . . . , gn are local inverses of f |B py, aq with gi pyq � xi and
!
gi

�
B py, aq

	)n
i�1

are

pairwise disjoint.
# pf�1 pyqq is a locally constant function of y, thus it is bounded, since X is compact,
that is, there exists an integer n0 ¥ 1 with # pf�1 pyqq ¤ n0 for all y P X.

Remark 2.1.7. We call pλ, aq an expanding parameter for f , where a is the number
in Proposition 2.1.6; for any 0   a1   a and 1   λ1   λ, pλ1, a1q is also an expanding
parameter for f .
Let g be an inverse branch of f on B py, rq for any 0   r ¤ a. Furthermore, let y P X
and x � g pyq. For any z, z1 P B py, rq

d pg pzq , g pz1qq ¤ 1

λ
d pz, z1q ,

hence g is contracting on B py, rq. This implies

g pB py, rqq � B
�
x,
r

λ

	
.

Moreover, B1 px, rq � g pB py, rqq and f : B1 px, rq Ñ B py, rq is homeomorphic.

Proposition 2.1.8. Let pX, dq be a compact metric space and f : X Ñ X locally ex-
panding and mixing. For any 0   r ¤ a and x P X, fn : Bn px, rq Ñ B pfn pxq , rq is
homeomorphic.

Proof. Let x, f pxq , . . . , fn pxq be a finite orbit of f , then there are n local inverses,
h1, . . . , hn, of f which satisfy

x
h1Ð f pxq h2Ð f 2 pxq h3Ð � � � hn�1Ð fn�1 pxq hnÐ fn pxq .

By Remark 2.1.7,
hn : B pfn pxq , rq Ñ B1

�
fn�1 pxq , r�

is homeomorphic.
Thus

hn pB pfn pxq , rqq � B1

�
fn�1 pxq , r� .

Now, assume that

hn�k�1 � � � � � hn pB pfn pxq , rqq � Bk

�
fn�k pxq , r� , 1 ¤ k   n� 1

is already proven, then

hn�k � � � � � hn pB pfn pxq , rqq � hn�k
�
Bk

�
fn�k pxq , r�� .

Thus

z P hn�k
�
Bk

�
fn�k pxq , r�� ô f pzq P Bk

�
fn�k pxq , r�

ô d
�
f i pf pzqq , f ipn�kq pxq�   r, 0 ¤ i ¤ k.

Hence
d
�
f pzq , fn�k pxq�   r, . . . , d

�
fk�1 pzq , fn pxq�   r,
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which together with

d
�
z, fn�k�1 pxq� ¤ 1

λ
d
�
f pzq , fn�k pxq�   r

λ

implies that
hn�k � � � � � hn pB pfn pxq , rqq � Bk�1

�
fn�k�1 pxq , r� .

Then, by induction
h1 � � � � � hn pB pfn pxq , rqq � Bn px, rq ,

hence fn pBn px, rqq � B pfn pxq , rq. Since fn is injective on Bn px, rq, fn : Bn px, rq Ñ
B pfn pxq , rq is homeomorphic.

Proposition 2.1.9. Let pX, dq be a compact metric space and f : X Ñ X locally ex-
panding and mixing. For any 0   r ¤ a, there exists an integer p � p prq ¥ 1 with
fp pB px, rqq � X for any x P X.

Proof. Let
 
B
�
yi,

r
2

�(
iPJ , where J is an index set, be a finite ball cover of X, then for

all i P J there is an integer pi � p pyiq ¡ 0 such that fpi
�
B
�
yi,

r
2

�� � X.
Set p � maxi tpiu. For any y P X, there exists an i with y P B �

yi,
r
2

�
. Thus

B py, rq � B

�
yi,

r

2



and fp

�
B py, rq� � fp�pi

��fpi �B�
yi,

r

2


��
� fp�pi pXq � X.

Proposition 2.1.10. Let pX, dq be a compact metric space and f : X Ñ X locally
expanding and mixing. For any 0   r ¤ a, let p � p prq be the integer in Proposition 2.1.9
and n0 the integer in Proposition 2.1.6, then

1 ¤ #
�
f�pn�pq pyq XBn px, rq

� ¤ np0, x, y P X,n ¥ 1.

Proof. We have that fn : Bn px, rq Ñ B pfn pxq , rq is a homeomorphism, this implies
fn�p pBn px, rqq � fp pB pfn pxq , rqq � X. Thus f�pn�pq pyqXBn px, rq � H. On the other
hand, # pf�p pyqq ¤ np0 and every z P f�p pyq X B pfn pxq , rq has exactly one preimage in
Bn px, rq under fn. Hence

1 ¤ #
�
f�pn�pq pyq XBn px, rq

� ¤ np0.

2.1.2 Maximal eigenvalues for Ruelle-Perron-Frobenius operators

Definition 2.1.11. Let pX, dq be a compact metric space and f : X Ñ X locally ex-
panding and mixing. Let R denote the real line and C pXq :� C pX,Rq the space of all
continuous functions φ : X Ñ R with the supremum norm

}φ} � max
xPX

t|φ pxq|u .
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2.1. Transfer operators and spectral properties

(1) Let 0   α ¤ 1. A function φ P C pXq is said to be α-Hölder continuous if

rφsα � sup
x,y:0 dpx,yq¤a

|φ pxq � φ pyq|
d px, yqα   8,

where rφsα denotes the local Hölder constant for φ. Cα pXq :� Cα pX,Rq denotes
the space of all α-Hölder continuous functions.

(2) Two functions φ1 and φ2 are said to be φ1 ¥ φ2 if φ1 pxq ¥ φ2 pxq for all x P X. A
function is said to be positive if φ ¡ 0.

(3) A positive function in Cα pXq is called a potential.

(4) We define Cα
K,s pXq :� Cα

K,s pX,Rq � tφ P Cα pXq : φ ¥ s, rlog φsα ¤ Ku for con-
stants K, s ¡ 0.

The following lemma is a consequence of Arzela-Ascoli’s theorem (see [44] p. 245):

Lemma 2.1.12. Any bounded sequence in Cα
K,s pXq has a convergent subsequence in

C pXq whose limit is in Cα
K,s pXq.

Definition 2.1.13. Let pX, dq be a compact metric space and ψ a potential. The Ruelle-
Perron-Frobenius (RPF) operator with weight ψ is defined as

Rφ pyq �
¸

xPf�1pyq
ψ pxqφ pxq �

ķ

i�1

ψ pxiqφ pxiq ,

where tx1, . . . , xku � f�1 pyq.
Proposition 2.1.14. Since R pC pXqq � C pXq, R : C pXq Ñ C pXq is a linear operator.
Moreover, for any α, R : Cα pXq Ñ Cα pXq is a linear operator.

Proof. Consider y, y1 P X with d py, y1q ¤ a for any φ P Cα pXq. Let tx1, . . . , xnu �
f�1 pyq and tx11, . . . , x1nu � f�1 py1q be the corresponding inverse images of y and y1 with
d pxi, x1iq ¤ 1

λ
d py, y1q for all 1 ¤ i ¤ k. Then

���Rφ pyq �Rφ
�
y1
���� �

������
ķ

i�1

ψ pxiqφ pxiq �
ķ

i�1

ψ
�
x1i
�
φ
�
x1i
�������

�
������
ķ

i�1

�
ψ pxiq

�
φ pxiq � φ

�
x1i
�	� φ

�
x1i
� �
ψ
�
x1i
�� ψ pxiq

	
������ .
Hence

rRφsα ¤
n0

λα
p}ψ} rφsα � }φ} rψsαq   8,

and thus R pCα pXqq � Cα pXq, so R : Cα pXq Ñ Cα pXq is a linear operator.

Remark 2.1.15. The weight ψ can be normalized such that minxPX ψ pxq � 1 for the
purpose of the study of the eigenvalues of R. In the rest of this section, it is always
assumed that ψ is a normalized element in Cα

K0,1
pXq for some constant K0 ¡ 0.
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Lemma 2.1.16. Let pX, dq be a compact metric space and 0   s   1, K ¡ K0

λα�1
two fixed

constants. Then there exists an integer N ¡ 0 such that

Rnφ P Cα
K,s pXq @0 ¤ φ P Cα pXq with }φ} � 1, n ¥ N.

Proof. We have }φ} � 1 which implies that there exists y P X with φ pyq � 1. Thus
there exists a neighborhood U of y with φ py1q ¡ s for all y1 P U . Since f is mixing,
there is an integer n1 ¡ 0 with fn pUq � X for all n ¥ n1. This implies for any z P X,
f�n pzq X U � H, n ¥ n1, and hence Rnφ pzq ¥ s.
Let for any y, y1 P X with d py, y1q ¤ a, tx1, . . . , xnu � f�1 pyq and tx11, . . . , x1nu � f�1 py1q
be the corresponding inverse images of y and y1 with d pxi, x1iq ¤ 1

λ
d py, y1q for all 1 ¤ i ¤ k.

Now, set K 1 � rlogRn1φsα, then

R pRn1φq �y1� �
ķ

i�1

ψ
�
x1i
�
Rn1φ

�
x1i
�

¤
ķ

i�1

ψ pxiq exp
�
K0d

�
xi, x

1
i

�α	
Rn1φ pxiq exp

�
K 1d

�
xi, x

1
i

�α	
¤ exp

��
K0 �K 1� 1

λα
d
�
y, y1

�α

R pRn1φq pyq , y, y1 P X, d �y, y1� ¤ a.

Thus inductively for Kn � K0 p
°n
i�1 λ

�αiq �K 1λ�αn,

Rn pRn1φq py1q ¤ exp
�
Knd py, y1qα

�
Rn pRn1φq pyq , y, y1 P X, d py, y1q ¤ a.

Then Kn
nÑ8Ñ K0

λα�1
and there exists an integer n2 ¡ 0 such that

Rn pRn1φq py1q ¤ exp
�
Kd py, y1qα�Rn pRn1φq pyq , y, y1 P X, d py, y1q ¤ a, n ¥ n2.

Hence N � n1 � n2 satisfies the lemma.

Remark 2.1.17. By Lemma 2.1.16, R also has an eigenfunction in Cα
K,s pXq with respect

to µ if µ ¡ 0 is an eigenvalue of R : Cα pXq Ñ Cα pXq with a nonzero eigenfunction
φ ¥ 0. Thus Cα

K,s pXq can be used to find positive eigenvalues of R : Cα pXq Ñ Cα pXq
with nonnegative eigenfunctions, where the calculation in the proof of Lemma 2.1.16
provides that

R
�
Cα
K0,s

pXq� � Cα
K,s pXq ,

because pK0 �Kqλ�α   K for K ¡ K0

λα�1
.

Lemma 2.1.18. Define S :�  
µ P R : µ ¡ 0, Dφ P Cα

K,s pXq s.t. Rφ ¥ µφ
(

. Then S is a
nonempty bounded subset in the real line R.

Proof. Consider φ P Cα
K,s pXq, then

Rφ pyq �
¸

xPf�1pyq
ψ pxqφ pxq �

�� ¸
xPf�1pyq

φ pxq
φ pyqψ pxq

�
φ pyq ¥ s

}φ}φ pyq , x, y P X.
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2.1. Transfer operators and spectral properties

This implies µ � s
}φ} P S.

Set
m � sup

yPX

¸
xPf�1pyq

ψ pxq ,

and let for any φ P Cα
K,s pXq, φ pyq � }φ}. Then

Rφ pyq �
¸

xPf�1pyq
ψ pxqφ pxq ¤ φ pyq

¸
xPf�1pyq

ψ pxq ¤ mφ pyq ,

and therefore any µ ¡ m is not in S. Hence S � R is bounded.

Theorem 2.1.19 (Ruelle). The linear operator R : Cα pXq Ñ Cα pXq has an unique
maximal positive eigenvalue whose corresponding eigenspace is one-dimensional.

Proof. Set δ � supS ¡ 0, then there exists a sequence tµnu8n�1 in S which converges to
δ. Let φn P Cα

K,s pXq be the corresponding functions with Rφn ¥ µnφn and normalize φn
with minxPX tφn pxqu � s. Hence tφnu8n�1 is bounded in Cα

K,s pXq and by Lemma 2.1.12,
it has a convergent subsequence in C pXq whose limit is in Cα

K,s pXq.
Assume that tφnu8n�1 itself converges to φ0, thus Rφ0 ¥ δφ0. Now, suppose that there
exists y P X such that

Rφ0 pyq ¡ δφ0 pyq .
This implies that there is a neighborhood U of y such that

Rφ0 py1q � δφ0 py1q ¡ 0, y1 P U.

Since f is mixing, there is an integer n ¡ 0 with

fn pUq � X,

and thus
Rn pRφ0 � δφ0q ¡ 0,

which implies R pRnφ0q ¡ δRnφ0. Thus for φ � Rnφ0, there exists a µ ¡ δ with Rφ ¥ µφ,
which is a contradiction to the maximality of δ. This proves

Rφ0 � δφ0.

Now, it will be shown that δ is simple, that is, the eigenspace

Eδ � tφ P Cα pXq : Rφ � δφu

has dimension one. Suppose φ P Eδ and set a � minxPX
!
φpxq
φ0pxq

)
and φ1 � φ� aφ0. Then

φ1 P Eδ and φ1 ¥ 0, moreover, there exists y P X such that φ1 pyq � 0, this implies
φ1 pxq � 0 for all x P f�1 pyq. Hence inductively φ1 � 0 on Xy �

�8
n�0 f

�n pyq, and since
f is mixing, Xy is dense in X. This implies φ1 � 0 on X, and so φ � aφ0.
It remains to prove that δ is the biggest eigenvalue of R. Assume that µ � δ is an
eigenvalue of R : Cα pXq Ñ Cα pXq, then there is 0 � φ P Cα pXq with }φ} � 1 such that
Rφ � µφ. Thus as above

R |φ| ¥ |µ| |φ| .
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Now, there exists an integer N ¡ 0 such that RN |φ| P Cα
K,s pXq and

R
�
RN |φ|� ¥ |µ|RN |φ| .

It follows |µ| P S, hence |µ| ¤ δ. If |µ|   δ there is nothing to prove, and if |µ| � δ,
the mixing property implies (as above) |φ| � aφ0 for some a ¡ 0. Hence φ � �aφ0 and
µ � δ.

2.1.3 The Gibbs property

We will now introduce chains of Markovian projections which we will need for the proof
of the second part of Ruelle’s theorem, the existence and the uniqueness of the Gibbs
measure. We will also use Gibbs distributions to prove a theorem on the spectrum of the
Ruelle-Perron-Frobenius operator.

Let X be a compact Hausdorff space and FX the standard σ-algebra generated by all
open sets in X. Let M pXq � pC pXqq� be the dual space of C pXq. By the Riesz repre-
sentation theorem (see [44] p. 40) this is the space of all measures on X with respect to
FX . Let M1 pXq �M pXq denote the space of all probability measures and

xµ, φy �
»
X

φdµ

the integral of a function with respect to a measure µ PM pXq.
Definition 2.1.20. A linear map P : C pXq Ñ C pXq is called a projection if P 2 � P , P
is called Markovian if P1 � 1 and Pφ ¥ 0 whenever φ ¥ 0.

We denote the kernel and the image of P by Ker pP q � tφ P C pXq : Pφ � 0u and
Im pP q � P pC pXqq, respectively.

Proposition 2.1.21. Let P and Q be projections. Then

(i) C pXq � Ker pP qÀ Im pP q.
(ii) φ P Im pP q if an only if Pφ � P .

(iii) PQ � Q if and only if Im pQq � Im pP q.
(iv) QP � Q if and only if Ker pP q � Ker pQq.
Proof. The proof of the assertions is evident.

For an operator P : C pXq Ñ C pXq, P � : M pXq ÑM pXq denotes its adjoint operator.

Proposition 2.1.22. Let P and Q be Markovian projections on C pXq, then we have

(i) }P } � }P �} � 1.

(ii) P �2 � P �.

(iii) P � pM1 pXqq �M1 pXq.
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2.1. Transfer operators and spectral properties

(iv) PQ � Q if and only if Q�P � � Q�.

Proof. The proof of the assertions is evident.

Definition 2.1.23. (1) A sequence of Markovian projections P � tPnu8n�1 defined on
C pXq is called a chain of Markovian projections (CMP) if

PmPn � Pm, 1 ¤ n ¤ m.

(2) For P a chain of Markovian projections, define

Gn :� tµ PM1 pXq : P �
nµ � µu, 1 ¤ n   8.

Since M1 pXq � M pXq is weakly compact and convex, the Schauder-Tychonoff
theorem (see [16]) implies that Gn � H. Set G8 � X8

n�1Gn. A measure µ P G8 is
called a G-measure with respect to P . The given CMP is called uniquely ergodic if
G8 is a singleton.

Theorem 2.1.24. Let P be a CMP, then G8 � H, i.e. if tµnu8n�1 is a sequence in
M1 pXq, then any weak limit of tP �

nµnu8n�1 is in G8.

Proof. }P �
nµn} � 1 implies that there is a weak limit of tP �

nµnu8n�1. Suppose ν is such a
weak limit, then there is a subsequence P �

ni
µni which weakly converges to ν as i goes to

infinity. Thus for any φ P C pXq,

lim
iÑ8

xP �
nP

�
ni
µni , φy � lim

iÑ8
xP �

ni
µni , Pnφy � xν, Pnφy � xP �

n ν, φy,

and by Proposition 2.1.21

xP �
n ν, φy � lim

iÑ8
xP �

ni
µni , Pnφy � lim

iÑ8
xµni , PniPnφy

� lim
iÑ8

xµni , Pniφy � lim
iÑ8

xP �
ni
µni , φy � xν, φy.

Hence P �
n ν � ν for all n ¥ 1, that is, ν P G8.

Theorem 2.1.24 states that G8 is weakly compact, clearly it is also convex, i.e., tµ1 �
p1� tqµ2 P G8 if µ1, µ2 P G8 and 0 ¤ t ¤ 1.

Theorem 2.1.25. If P is a CMP defined on C pXq, then the following statements are
equivalent:

(i) The CMP is uniquely ergodic.

(ii) For φ P C pXq, Pnφ converges uniformly on X to a constant.

(iii) For φ P C pXq, Pnφ converges pointwise on X to a constant.

Proof. Clearly (iii) follows from (ii). We suppose that (iii) holds true, then for any
µ P G8 the constant is xµ, φy, since by the Lebesgue theorem (see [1])

xµ, φy � xP �
nµ, φy � lim

nÑ8
xµ, Pnφy � xµ, lim

nÑ8
Pnφy � lim

nÑ8
Pnφ.
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Hence for any µ, ν P G8 and φ P C pXq,
xµ, φy � xν, φy � lim

nÑ8
Pnφ.

This implies that µ � ν, and therefore, (i) holds.
We assume that (i) holds and that µ is the unique element in G8. Suppose that (ii) is
false, then there is a φ P C pXq such that Pnφ does not converge uniformly to xµ, φy. That
is, there is a constant ε ¡ 0, a subsequence of integers tniu8i�1 and a sequence of points
txiu8i�1 with

|Pniφ pxiq � xµ, φy| ¥ ε, i ¥ 1.

For δxi the Dirac measure concentrated at xi,

Pniφ pxiq � xP �
ni
δxi , φy,

and by Theorem 2.1.24 any weak limit ν of tP �
ni
δxiu8i�0 is in G8. But |xν, φy � xµ, φy| ¥ ε,

which is a contradiction to (i).

Definition 2.1.26. (1) A CMP P � tPnu8n�1 is called compatible if

• Pn pφχq � χPnφ if χ P ImPn,

• PnPm � Pm � PmPn if m ¥ n.

(2) If P � tPnu8n�1 is a compatible CMP, F0 the standard σ-algebra on R generated
by all open sets and φ : X Ñ R a function, then we define Fφ � φ�1 pF0q to be
the pull-back σ-algebra on X. For a family of functions Γ, FΓ denotes the minimal
σ-algebra containing all σ-algebras Fφ for φ P Γ and we set Fn � FImpPnq for
all n ¥ 1. Then tFnu8n�1 is a decreasing sequence of sub-σ-algebras in FX , i.e.,
� � � � Fn�1 � Fn � � � � � F1 � FX , since by Proposition 2.1.21 � � � � ImPn�1 �
ImPn � � � � � ImP1 � C pXq.
Finally, we define F8 to be the σ-algebra generated by the limit of tFnu8n�1, that
is,

F8 � Y8
n�1 Xm¥n Fm.

(3) A G-measure is called P-ergodic if µ|F8 is trivial, that is, µ pAq � 0 or 1 for any
A P F8.

(4) For µ P M1 pXq, φ P C pXq and n ¥ 1, we have a measure defined on the sub-σ-
algebra Fn by

µn pAq �
»
A

φdµ, A P Fn.

Clearly, µn is absolutely continuous with respect to µ|Fn and by the Radon-Nikodym
theorem (see [12] p.193) there exists a unique (modulo zero sets) L1 pX,Fn, µq-
function E pφ|Fnq called the conditional expectation of φ given Fn satisfying

µn pAq �
»
A

E pφ|Fnq , A P Fn.

The function E pφ|Fnq is defined uniquely a.e. by

•
³
A
E pφ|Fnq dµ �

³
A
φdµ, A P Fn,
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• E pφ|Fnq P L1 pX,Fn, µq,
and the operator E p�|Fnq satisfies

• E pφφ1|Fnq � φ1E pφ|Fnq for all φ P L1 pX,Fn, µq , φ1 P L8 pX,Fn, µq.
Theorem 2.1.27 (Decreasing martingale theorem). Let � � �Fn�1 � Fn � � � � � F1 � FX
be a decreasing sequence of sub-σ-algebras satisfying X8

n�1Fn � F8. Then E pφ|Fnq Ñ
E pφ|F8q a.e. and in L1 pX,FX , µq if φ P L1 pX,FX , µq.
Proof. See [39] pp. 30.

If µ P G8 is a G-measure for P , then for any φ1 P ImPn
xµ, φ1Pnφy � xµ, Pn pφφ1qy � xP �

nµ, φφ
1y � xµ, φφ1y.

Hence Pnφ � E pφ|Fnq, µ-a.e., and then with the decreasing martingale theorem the limit
of Pnφ exists µ-a.e., furthermore, a P-invariant measure µ is P-ergodic if and only if
limnÑ8 Pnφ � xµ, φy µ-a.e. for φ P C pXq. So, we have the classical ergodicity theorem:

Theorem 2.1.28. Let P � tPnu8n�1 be a compatible CMP. Then

(i) If µ1, µ2 P G8 are P-ergodic, then either µ1 � µ2 or µ1Kµ2.

(ii) µ P G8 is P-ergodic if and only if µ is an extremal point in G8.

Proof. (i) Suppose µ1 � µ2, then there is a φ P C pXq with

xµ1, φy � xµ2, φy.
We set A1 � tx P X : limnÑ8 Pnφ � xµ1, φyu and A2 � tx P X : limnÑ8 Pnφ �
xµ2, φyu. Hence µ1 pA1q � 1 and µ2 pA1q � 0, and µ1 pA2q � 0 and µ2 pA2q � 1.
Thus µ1Kµ2 follows.

(ii) Suppose that µ P G8 is P-ergodic and µ � tµ1 � p1� tqµ2 with µ1, µ2 P G8 and
0   t   1. Then by the ergodicity of µ, µ pAq � 0 or 1 for any A P F8 and
µ1 pAq � µ2 pAq � 0 or 1 because 0   t   1. Thus µ1 and µ2 are also P-ergodic.
Now, (i) implies that if µ1 � µ2, then there is a A P F8 with µ1 pAq � 1 and
µ2 pAq � 0. Hence µ pAq � t which is a contradiction to the ergodicity of µ. So
µ1 � µ2 and µ is extremal.
Conversely, suppose that µ P G8 is not P-ergodic. Let A P F8 with 0   t � µ pAq  
1 and set

µ1 � 1

t
µχA, µ2 � 1

1� t
µχXzA.

We will show that µ1, µ2 P G8. For any n ¥ 1

xP �
nµ1, φy � xµ, 1

t
χAPnφy, φ P C pXq .

Since A P F8 � Fn,

xµ, 1

t
χAPnφy � 1

t
supxµ, φ1Pnφy � 1

t
supxP �

nµ, φφ
1y

� 1

t
supxµ, φ1φy � x1

t
χBµ, φy,
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where the supremum is taken over tφ1 P ImPn : φ1 ¤ χAu. Thus P �
nµ1 � µ1 for all

n ¥ 1, that is µ P G8. Similarly, µ2 P G8. But

µ � tµ1 � p1� tqµ2, 0   t   1,

implies that µ is not an extremal point.

M pXq is a locally convex topological space which is metrizable and G8 is a compact
metrizable convex subset in M pXq. So, Theorem 2.1.28 states that the set of P-ergodic
measures µ P G8 is comprised of all extremal points of G8. The following theorem relates
G8 and the set of its extremal points.

Theorem 2.1.29 (Choquet representation theorem). Let µ P G8, then there exists a
Borel probability measure m on G8, supported on the set of extremal points of G8, such
that

µ �
»
G8
νdm pνq , ν P G8.

Proof. See [38] pp. 1-32.

Originally, Gibbs distributions are motivated by physics, more precisely statistical me-
chanics. It is a physical fact that for a system of n states with the corresponding energies
E1, . . . , En which is put into contact with a much larger heat source being at temperature
T , where T is constant, the probability pj that the state j occurs is given by the Gibbs
distribution

pj � e�βEj°n
i�1 e

�βEi ,

with β � 1
kT

and k is a physical constant. This is the starting point for the thermody-
namical formalism which, however, studies Gibbs measures for more general systems.

We suppose that f is a locally expanding and mixing dynamical system with an expanding
parameter pλ, aq and 0   ψ P Cα pXq, 0   α ¤ 1 is a potential. We set

Gn pxq �
n�1¹
i�0

ψ
�
f i pxq� , x P X,n ¥ 1.

Let
Rφ pyq �

¸
xPf�1pyq

ψ pxqφ pxq

be the RPF operator with weight ψ. We assume that δ ¡ 0 is the maximal eigenvalue,
0   h P Cα pXq a corresponding eigenvector of R and R� : M pXq Ñ M pXq the adjoint
operator of R.

Theorem 2.1.30. There exists a unique probability measure ν � νψ P M1 pXq such that
R�ν � δν and for any 0   r   a

2
, there is a constant C � C prq ¡ 0 with

C�1 ¤ ν pBn px, rqq
δ�nGn pxq ¤ C, x P X,n ¥ 1. (2.1)

Moreover, for h satisfying
³
X
hdν � 1 and for any φ P C pXq, limnÑ8 δ�nRnφ � xν, φyh

uniformly.
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The inequality in (2.1) is called Gibbs Property and the probability measure µ � hν
is called Gibbs measure for pf, ψq. Theorem 2.1.30 is proven by normalizing the RPF
operator R and using Theorem 2.1.31 below. The transfer operator can be normalized as
follows: Define rψ pxq :� h pxq

δh pf pxqqψ pxq

which is still a positive function in Cα pXq. Now, let

rRφ pxq � R rψφ pxq �
¸

yPf�1pxq

rψ pyqφ pyq
be the normalized transfer operator having the property that rR1 � 1. Let rR� be the
adjoint operator of rR acting on M pXq and

�Gn pxq �
n�1¹
i�0

rψ �
f i pxq� , x P X,n ¥ 1.

Then, we have �Gn � h

δnh � fnGn

and thus the following relations between R and rR and R� and rR�

Rnφ � δnh rRn
�
φh�1

�
and R�nν � δnh�1 rR�n phνq . (2.2)

Theorem 2.1.31. Let R be the normalized RPF operator. Then there exists a unique
probability measure µ P M1 pXq such that R�µ � µ and for any 0   r   a

2
, there is a

constant C � C prq ¡ 0 with

C�1 ¤ µ pBn px, rqq
Gn pxq ¤ C, x P X,n ¥ 1. (2.3)

Moreover, for any φ P C pXq, limnÑ8Rnφ � xµ, φy.

For the remainder of this section we assume that the RPF R is normalized. We set

Pnφ pxq � Rnφ pfn pxqq �
¸

yPf�npfnpxqq
Gn pyqφ pyq

which defines a linear operator from C pXq into itself with Pn1 � 1 and Pnφ ¡ 0 for
φ ¡ 0. Moreover, Pn satisfies the assertions in the following three lemmas.

Lemma 2.1.32. For m ¥ n ¥ 1, PmPn � PnPm � Pm.
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Proof. We will show that PmPn � Pm. Note that
°
yPf�npwqGn pyq � 1.

PmPnφ pxq �
¸

yPf�mpfmpxqq
Gm pyqPnφ pyq

�
¸

wPf�pm�nqpfmpxqq

¸
yPf�npwq

Gm�n pwqGn pyqPnφ pyq

�
¸

wPf�pm�nqpfmpxqq

¸
yPf�npwq

Gm�n pwqGn pyq
¸

zPf�npfnpyqq
Gn pzqφ pzq

�
¸

wPf�pm�nqpfmpxqq

¸
yPf�npwq

Gn pyq
¸

zPf�npwq
Gm�n pwqGn pzqφ pzq

�
¸

wPf�pm�nqpfmpxqq

�� ¸
yPf�npwq

Gn pyq
�
�� ¸

zPf�npwq
Gm pzqφ pzq

�

�

¸
wPf�pm�nqpfmpxqq

¸
zPf�npwq

Gm pzqφ pzq

�
¸

zPf�mpfmpxqq
Gm pzqφ pzq

� Pmφ pxq .
This also implies that Pn is a projection, i.e. P 2

n � Pn. Analogously, we get PnPm �
Pm.

Lemma 2.1.33. For φ P C pXq and χ P ImPn, Pn pφχq � χPnφ.

Proof. We assume that χ pxq � °
yPf�npfnpxqqGn pyq β pyq. Then with Lemma 2.1.32

Pn pφχq pxq �
¸

zPf�npfnpxqq
Gn pzqφ pzq

¸
yPf�npfnpzqq

Gn pyq β pyq

�
¸

yPf�npfnpxqq

¸
zPf�npfnpxqq

Gn pyqGn pzqφβ

�
¸

yPf�npfnpxqq
Gn pyq β pyq

¸
zPf�npfnpxqq

Gn pzqφ pzq

� χ pxqPnφ pxq .

The Lemmas 2.1.32 and 2.1.33 provide that P � tPnu8n�1 is a compatible CMP.

Lemma 2.1.34. For φ P C pXq, Pnφ converges to a constant if and only if Rnφ converges
to the same constant. Furthermore, the constant equals xµ, φy for any G-measure µ.

Proof.
Pnφ pxq �

¸
yPf�npfnpxqq

ψ pyqφ pyq � pRnφq pfn pxqq

and f : X Ñ X is surjective, thus

}Pnφ pxq � c} � }Rnφ pxq � c}.
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Hence Pnφ converges to c if and only if Rnφ converges to c.
If Pnφ converges to c, then

c � lim
nÑ8

Pnφ � lim
nÑ8

xµ, Pnφy � lim
nÑ8

xP �
nµ, φy � xµ, φy.

Lemma 2.1.35 (Naive distortion lemma). There is a constant C ¡ 0 such that for any
n ¥ 0 and any x, y P X with dn px, yq ¤ a,

C�1 ¤ Gn pxq
Gn pyq ¤ C.

Proof. Let xi � f i pxq and yi � f i pyq for 0 ¤ i ¤ n, then d pxi, yiq ¤ λn�id pxn, ynq. We
get

| logGn pxq � logGn pyq | ¤
n�1̧

i�0

| logψ pxiq � ψ pyiq |

¤ rψsα
A

n�1̧

i�0

d pxi, yiqα

¤ rψsα
A

n�1̧

i�0

λ�αpn�iqd pxn, ynqα

¤ C0

with A � minxPX ψ pxq, rψsα the Hölder constant for ψ, and C0 � rψsαaαλα
Apλα�1q . Hence for

C � eC0 , we have

C�1 ¤ Gn pxq
Gn pyq ¤ C.

Proof of Theorem 2.1.31. First, we prove the Gibbs property. Let µ be a G-measure
and r a real number with 0   2r ¤ a. Let further φ be a function such that χBnpx,rq ¤
φ ¤ χBnpx,2rq. Then

µ pBn px, rqq ¤
»
φdµ �

»
φdP �

nµ �
»
Pnφdµ

with

Pnφ pyq �
¸

zPf�npfnpyqq
Gn pzqφ pzq ¤

¸
zPf�npfnpyqq

Gn pzqχBnpx,2rq pzq .

Using Lemma 2.1.35 and Proposition 2.1.10, we have that there is a constant C ¡ 0 such
that

#
�
f�n pfn pyqq XBn px, 2rq

� ¤ C

and

Gn pzq ¤ CGn pxq , z P Bn px, 2rq .
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This implies µ pBn px, 2rqq ¤ C2Gn pxq.
On the other hand, we have

µ pBn px, rqq ¥
»
φdµ �

»
φdP �

n�pµ ¥
»
Pn�pφdµ,

where p is the integer in Proposition 2.1.9 and

Pn�pφ pyq �
¸

zPf�n�ppfn�ppyqq
Gn�p pzqφ pzq

¥
¸

zPf�n�ppfn�ppyqq
Gn�p pzqχBnpx,rq pzq .

By Proposition 2.1.10 at least one term in the sum is non-zero. This implies together
with Lemma 2.1.35 that there is a positive constant C so that

µ pBn px, 2rqq ¥ CGn�p pxq ¥ CApGn pxq (2.4)

for A � minxPX ψ pxq. Let s be the least integer sucht that λs ¥ 2, then Bn px, rq �
Bn�s px, λsrq � Bn�s px, 2rq. Using (2.4), we get

µ pBn px, rqq ¥ CAp�sGn pxq .
Thus we have a positive constant which depends on r only, denoted by C, satisfying

C�1 ¤ µ pBn px, rqq
Gn pxq ¤ C.

Following our previous investigation on CMPs together with th Gibbs Property, it remains
to prove that a G-measure is unique. Using the Choquet representation theorem (Theorem
2.1.29) it suffices to show that a P-ergodic G-measure is unique. Theorem 2.1.28 provides
that any two P-ergodic G-measures are either equal or totally singular. We will use
the Gibbs Property to show that any two P-ergodic G-measures µ and ν are mutually
absolutely continuous, that is, that there is a constant C ¡ 0 such that

C�1ν pUq ¤ µ pUq ¤ Cν pUq
for all open subsets U � X. For this purpose we fix a real number r, 0   2r ¤ a and let
tx1, . . . , xmu be a 2r-net in pX, dq, that is, the balls tB pxi, rqu1¤i¤m are disjoint and the
balls tB pxi, 2rqu1¤i¤m form a cover of X. Then we define

A1 � B px1, 2rq z pB px2, rq Y � � � YB pxm, rqq ,
Ai � B pxi, 2rq z pA1 Y � � � Y Ai�1q , 2 ¤ i ¤ m.

So we get a partition Q0 � tAiumi�1 of X which satisfies

B pxi, rq � Ai � B pxi, 2rq , 1 ¤ i ¤ m.

We denote f�n pxiq � tzjuknij�1 for n ¥ 1, 1 ¤ i ¤ m and let gjn be the inverse branches of
fn : Bn pzj, 2rq Ñ B pxi, 2rq. Anij :� gjn pAiq is called a n-component of f�n|Q0 and Qn

is the set of all n components of f�n|Q0 which is again a partition of X satisfying

Bn pcA, rq � A � Bn pcA, 2rq @A P Qn,
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2.1. Transfer operators and spectral properties

where cA P A (called the center of A) such that fn pcAq � xj.
Let U be an arbitrary open set in X. Let further, for n ¥ 1, Qn pUq be the family of all
elements A of the partition Qn such that the n-Bowen ball Bn pcA, rq is entirely contained
in U . Set Vn � YAPQnpUqA which is a Borel subset of U being a countable union of disjoint
sets. Now, with the Gibbs Property we get

µ pVnq �
¸

APQnpUq
µ pAq ¤

¸
APQnpUq

µ pBn pcA, 2rqq

¤ C
¸

APQnpUq
Gn pcAq ¤ C2

¸
APQnpUq

ν pBn pcA, rqq

¤ C2
¸

APQnpUq
ν pAq � C2ν

�YAPQnpUqA
� � C2ν pVnq .

Then by Fatou’s lemma (see [46] p. 376) together with U � lim infnÑ8 Vn, µ pUq ¤
C2ν pUq and similarly ν pUq ¤ C2µ pUq, thus a G-measure is unique.
If µ is a unique G-measure, then by Theorem 2.1.25, Pnφ Ñ xµ, φy as n Ñ 8 for any
φ P C pXq. Hence by Lemma 2.1.34, Rnφ Ñ xµ, φy as n Ñ 8, which completes the
proof.

2.1.4 Spectra of Ruelle-Perron-Frobenius operators

Now, let CC pXq � C pX,Cq be the space of all continuous complex-valued functions
φ : X Ñ C with the supremum norm

}φ} � max
xPX

t|φ pxq|u .

For 0   α ¤ 1, let Cα
C pXq � Cα pX,Cq be the space of all α-Hölder complex-valued

continuous functions φ in CC pXq. A function φ P CC pXq is said to be α-Hölder continuous
if

rφsα � sup
x,y:0 dpx,yq¤a

|φ pxq � φ pyq|
d px, yqα   8 .

φ P CC pXq can be written as

φ � φ1 � ıφ2, φ1, φ2 P C pXq ,

then φ P Cα
C pXq if and only if φ1 P Cα pXq and φ2 P Cα pXq.

We have Rφ � Rφ1 � ıRφ2 because ψ is a real-valued function, and thus R : CC pXq Ñ
CC pXq is a bounded linear operator. Cα

C pXq equipped with the norm

}φ}α � }φ} � rφsα
is a Banach space, and Rα � R : Cα

C pXq Ñ Cα
C pXq is a bounded linear operator (see

Proposition 2.1.14).

Corollary 2.1.36. The maximal eigenvalue δ is the spectral radius of R0 � R : C0
C pXq Ñ

C0
C pXq.
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Proof. By [42], p. 407, the spectral radius can be calculated as

ρ pR0q � lim
nÑ8

}Rn
0 }

1
n � lim

nÑ8

�
sup

φPC0
CpXq, }φ}¤1

}Rn
0φ}

� 1
n

.

By Theorem 2.1.30��δ�nRn
0φ

�� ¤ |xν, φy| }h} � 1 ¤ }h} � 1 @φ P C0
C pXq with }φ} ¤ 1, n large.

Thus δ�n }Rn
0 } ¤ }h} � 1 and }Rn

0 }
1
n ¤ p}h} � 1q 1

n δ for large n. Hence ρ pR0q ¤ δ. As δ
is a spectral point, ρ pR0q � δ.

Furthermore, we have for the normalized transfer operator the following corollary which
is a direct consequence of the relation between R and its normalization (see (2.2)).

Corollary 2.1.37. The maximal eigenvalue δ is the spectral radius of Rα � R : Cα
C pXq Ñ

Cα
C pXq. The rest of the spectrum is in a disk of center 0 with radius strictly less than δ.

Corollary 2.1.38. For the normalized RPF operator, the maximal eigenvalue 1 is the
spectral radius of Rα � R : Cα

C pXq Ñ Cα
C pXq.

The rest of the spectrum is in a disk of center 0 with radius strictly less than 1.

Proof. The spectral radius can be calculated as

ρ pRαq � lim
nÑ8

}Rn
α}

1
n
α � lim

nÑ8

�
sup

φPCαC pXq, }φ}α¤1

}Rn
αφ}α

� 1
n

.

Consider for any φ P Cα
C pXq with }φ}α ¤ 1 and x, y P X with d px, yq ¤ a the correspond-

ing inverse images of x and y, f�1 pxq � tx1, . . . , xnu and f�1 pyq � ty1, . . . , ynu, such that
d pxi, yiq ¤ 1

λ
d px, yq for all i. Then

|Rαφ pxq �Rαφ pyq| ¤
ņ

i�1

|ψ pxiqφ pxiq � ψ pyiqφ pyiq|

¤
ņ

i�1

|ψ pxiq � ψ pyiq| |φ pyiq| �
ņ

i�1

ψ pxiq |φ pxiq � φ pyiq| .

As d pxi, yiq ¤ 1
λ
d px, yq and

°n
i�1 ψ pxiq � 1, we have

rRαφsα ¤
rψsα n0

λα
}φ} � 1

λα
rφsα ,

and with C1 :� 1� 1
λα
� rψsα n0

λα

}Rαφ}α ¤ C1 }φ} � 1

λα
}φ}α .

Then by induction, ��Rn�1
α φ

��
α
¤ Cn�1 }φ} �

�
1

λα


n�1

}φ}α .
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2.2. Harmonic analysis for the transfer operator on R and T

Thus

}Rn
αφ}α ¤ Cn�1 }Rαφ} �

�
1

λα


n�1

}Rαφ}α

¤ Cn�1 }φ} �
�

1

λα


n�1

C1 }φ} �
�

1

λα


n

}φ}α

� Cn }φ} �
�

1

λα


n

}φ}α ,

where Cn � Cn�1 �
�

1
λα

�n�1
C1 ¤ C � C1

λα

λα�1
. Hence we get that

}Rn
αφ}α ¤ C }φ} �

�
1

λα


n

}φ}α , n ¥ 1.

Set CαK
C pXq � tφ P Cα

C pXq : xµ, φy � 0u, then Cα
C pXq � CαK

C pXq ` C because φ �
pφ� xµ, φyq�xµ, φy. It suffices to prove that the spectral radius ofRα|CαK

C pXq : CαK
C pXq Ñ

CαK
C pXq is strictly less than 1, in order to prove that the rest of the spectrum of Rα is in

a disk of center 0 with radius less than 1. To show this, suppose n, k ¡ 0. Then��Rn�k
α φ

��
α

¤ C
��Rk

αφ
��� �

1

λα


n ��Rk
αφ

��
α

¤ C
��Rk

αφ
��� C

�
1

λα


n

}φ} �
�

1

λα


n�k
}φ}α .

We have that
 
φ P CαK

C pXq : }φ}α ¤ 1
(

is a uniformly bounded and equicontinuous family,
thus it is a compact set in CC pXq. Hence by Theorem 2.1.31, for any 0   τ   1 there are
m, k ¡ 0 such that ��Rm�k

α φ
��
α
¤ τ @φ P CαK

C pXq with }φ}α ¤ 1.

So,
��Rm�k

α

��
α
¤ τ , and it follows that

lim
nÑ8

��Rn|CαK
C pXq�� 1

n

α
¤ τ

1
m�k   1.

2.2 Harmonic analysis for the transfer operator on R and
T

2.2.1 Wavelets

In this section, we will state all the basic facts on wavelets and their multiresolution
analysis, following [13], which we will need for the harmonic analysis of the transfer
operator.

Definition 2.2.1. A multiresolution analysis consists of a sequence of closed subspaces
Vj which satisfy
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(a)
� � �V2 � V1 � V0 � V�1 � V�2 � � � � (2.5)

with ¤
jPZ

Vj � L2pRq, (2.6)

£
jPZ

Vj � t0u. (2.7)

(b) All the spaces Vj are scaled versions of the space V0,

f P Vj ô fp2j�q P V0. (2.8)

(c) Invariance of V0 under integer translations,

f P V0 ñ fp� � nq P V0, n P Z. (2.9)

(d) There exists φ P V0 such that

tφ0,n : n P Zu is an orthonormal basis in V0, (2.10)

with φj,npxq � 2�
j
2φp2�jx� nq. The function φ is called the scaling function of the

multiresolution analysis.

Remark 2.2.2. (1) For Pj, the orthogonal projection operator onto Vj, condition (2.6)
provides that limjÑ�8 Pjf � f for all f P L2pRq.

(2) Condition (2.9) together with condition (2.8) implies that if f P Vj, then fp��2jnq P
Vj for all n P Z.

(3) The fact that tφj,n : n P Zu is an orthonormal basis for Vj for all j P Z is provided
by the combination of condition (2.8) and (2.10).

(4) Condition (2.10) can be relaxed considerably, e.g. to Riesz bases. (A basis teku8k�1

is called a Riesz basis if it is equivalent to an orthonormal basis tvku8k�1, that is,°8
k�1 ckek converges if and only if

°8
k�1 ckvk converges ).

Theorem 2.2.3. If a sequence of closed subspaces pVjqjPZ in L2pRq meets the conditions
(2.5) - (2.10), then there is an associated orthonormal wavelet basis tψj,k : j, k P Zu for
L2pRq such that

Pj�1 � Pj �
¸
kPZ
x�, ψj,kyψj,k . (2.11)

The wavelet ψ in Theorem 2.2.3 can be constructed explicitly (see also [13], pp. 130-135).
One possibility for the construction involves a function m0, whose properties are crucial
for the next section.
Since φ P V0 � V�1, and the φ�1,n are an orthonormal basis in V�1, we have

φ �
¸
nPZ

hnφ�1,n , (2.12)
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2.2. Harmonic analysis for the transfer operator on R and T

with
hn � xφ, φ�1,ny and

¸
nPZ

|hn|2 � 1. (2.13)

(2.12) can either be rewritten as

φpxq �
?

2
¸
nPZ

hnφp2x� nq (2.14)

or

φ̂pξq � 1?
2

¸
nPZ

hne
�inξ{2φ̂pξ{2q, (2.15)

where convergence in both sums hold in L2-sense. Let us denote

m0pξq � 1?
2

¸
nPZ

hne
�inξ, (2.16)

then (2.12) can be written as

φ̂pξq � m0pξ{2qφ̂pξ{2q, (2.17)

where equality holds pointwise almost everywhere. Furthermore, (2.13) indicates that m0

is a 2π-periodic function in L2pr0, 2πsq.
The orthonormality of φp� � kq provides some special properties for m0:

δk,0 �
»
φpxqφpx� kqdx �

»
|φ̂pξq|2eikξdξ

�
» 2π

0

eikξ
¸
lPZ
|φ̂pξ � 2πlq|2dξ.

Thus we have ¸
lPZ
|φ̂pξ � 2πlq|2 � 1

2π
a.e. (2.18)

By substitution in (2.17), pζ � ξ{2q, we get¸
lPZ
|m0pζ � πlq|2|φ̂pζ � πlq|2 � 1

2π
; (2.19)

splitting the sum into even and odd l, using the periodicity of m0 and applying (2.18)
finally gives

|m0pζq|2 � |m0pζ � πq|2 � 1 a.e. (2.20)

The scaling function φ can also be used as a starting point for the construction of a
multiresolution analysis. First, V0 is constructed from the φp� � kq, and then all other Vj
can be obtained. For this construction we choose φ such that

φpxq �
¸
nPZ

anφp2x� nq, (2.21)

with
°
nPZ |an|2   8, and

0   α ¤
¸
lPZ
|φ̂pξ � 2πlq|2 ¤ β   8. (2.22)
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Then Vj can be defined to be the closed subspace spanned by the φj,k, k P Z, where
φpxq � 2�j{2φp2�jx � kq. The conditions (2.21) and (2.22) give that tφj,k : k P Zu is a
Riesz basis in each Vj, and that (2.5) is satisfied. It can be shown that the Vj also satisfy
the conditions (2.6)-(2.10). (2.21) can be rewritten as

φ̂pξq � m0pξ{2qφ̂pξ{2q, (2.23)

with m0pξq � 1
2

°
nPZ ane

inξ. If φ P L8 pRq, φ̂p0q � 0 and φ̂ is continuous in 0, we have

φ̂p0q � m0p0qφ̂p0q, and thus m0p0q � 1 or¸
nPZ

an � 2. (2.24)

Furthermore, m0 is continuous by (2.23), except possibly near the zeros of φ̂.

Before proceeding with the next section, we finally introduce compactly supported wavelets,
including some properties of m0 and the scaling function which result from the compact
support. The easiest way to obtain compact support for the wavelet ψ is to choose the
scaling function φ with compact support.
For compactly supported φ the 2π-periodic function m0,

m0 pξq � 1?
2

¸
nPZ

hne
�inξ, (2.25)

becomes a trigonometric polynomial, and as in (2.20), it follows from the orthonormality
of the φ0,n that,

|m0 pξq |2 � |m0 pξ � πq |2 � 1. (2.26)

We do not need to suppose ”almost everywhere” anymore as m0 is continuous, and thus
(2.26) is satisfied for all ξ if it is satisfied almost everywhere. Since φ̂ p0q � 0 and m0 p0q �
1, with (2.26) we have that m0 pπq � 0. Consequently, for all k P Z, k � 0,

φ̂ p2kπq � φ̂
�
2 � 2l p2m� 1qπ� pfor some l ¥ 0,m P Zq

�
�

l¹
j�1

m0

�
2l�1�j p2m� 1q π��m0 pp2m� 1q πq φ̂ pp2m� 1q πq

� m0 pπq φ̂ pp2m� 1q πq � 0.

Equation (2.18) provides a normalization of φ by |φ̂ p0q | � 1?
2π

, or | ³ φ pxq dx| � 1.

Together with (2.23) this implies

φ̂ pξq � 1?
2π

8¹
j�1

m0

�
2�jξ

�
. (2.27)

This product makes sense because
°
nPZ |hn||n|   8, m0 p0q � 1, and m0 pξq � 1?

2

°
nPZ

hne
�inξ satisfies for a constant C

|m0 pξq | ¤ 1� |m0 pξq � 1| ¤ 1�
?

2
¸
nPZ

|hn|| sin nξ
2
| ¤ 1� C|ξ| ¤ eC|ξ|,
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2.2. Harmonic analysis for the transfer operator on R and T

thus
8¹
j�1

|m0

�
2�jξ

� | ¤ exp

� 8̧

j�1

C|2�jξ|
�
¤ eC|ξ|.

Hence the right hand side of (2.27) converges absolutely and uniformly on compact sets.

Lemma 2.2.4 (Mallat). If m0 is a 2π-periodic function which satisfies (2.26), and if
1?
2π

±8
j�1m0 p2�jξq converges pointwise a.e., then its limit φ̂ pξq is in L2 pRq, and }φ}2 ¤ 1.

Proof. If we set fk pξq � 1?
2π

�±8
j�1m0 p2�jξq

�
χr�π,πs

�
2�kξ

�
with

χr�π,πs pζq �
"

1 , if |ζ| ¤ π
0 , otherwise

, then fk Ñ φ̂ pointwise a.e.

With the 2π-periodicity of m0, we get»
|fk pξq |2dξ � 1

2π

» 2kπ

�2kπ

k¹
j�1

|m0

�
2�jξ

� |2dξ
� 1

2π

» 2k�1π

0

k¹
j�1

|m0

�
2�jξ

� |2dξ
� 1

2π

» 2kπ

0

�
k�1¹
j�1

m0

�
2�jξ

�2

� �|m0

�
2�kξ

� |2 � |m0

�
2�kξ � π

� |2� dξ
p2.26q� 1

2π

» 2kπ

0

k�1¹
j�1

|m0

�
2�jξ

� |2dξ
� }fk�1}2 .

Consequently, for all k,

}fk}2 � }fk�1}2 � � � � � }f0}2 � 1,

and by Fatou’s lemma (see [46] p.376),»
|φ̂ pξq |2dξ � lim sup

kÑ8

»
|fk pξq |2dξ ¤ 1.

2.2.2 The trigonometric case

In the previous section, we encountered wavelets and their construction in the general case.
Now, we will turn to the trigonometric case, that is, we will consider T � tz P C : |z| � 1u
with the identification Rz2πZ Q ω ÞÑ e�iω � z P T and see how the fusion of wavelet
theory and the theory of dynamical systems, especially transfer operators, gives rise to
interesting results for both theories.
In this trigonometric context, P.E.T. Jorgensen dealt with a transfer operator of the form,

pRfq pzq � 1

N

¸
ωN�z

|m0 pωq |2f pωq , f P L1 pTq , z P T, (2.28)
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where m0 is given by m0 pzq �
°
kPZ akz

k, z P T. In [29], Jorgensen established a one-
to-one correspondence between representations of a C�-algebra and functions which are
harmonic for the transfer operator R. We will see his main result below in Theorem 2.2.5.

For m0 P L8 pTq, we study the eigenvalue problem

h P L1 pTq , h ¥ 0, R phq � h (2.29)

for the transfer operator R, and call functions h, which satisfy (2.29), harmonic for the
transfer operator R. For the cascade refinement operator M in L2 pRq given by

pMψq pxq �
?
N

¸
kPZ

akψ pNx� kq , (2.30)

with N ¥ 2 integral, ak P C satisfying
°
kPZ |ak|2 � 1, k P Z, ψ P L2 pRq and x P R, the

eigenvalue problem (2.29) is closely connected to the problem

φ P L2 pRq , Mφ � φ, (2.31)

where the nonzero solutions (if existent) are the scaling functions in wavelet theory.
For the purpose of studying the more general eigenvalue problem (2.29) it is useful to take
a representation-theoretic viewpoint, instead of insisting on L2 pRq as the Hilbert space
for (2.31). We will consider abstract Hilbert spaces H which admit nonzero solutions
φ P H for (2.31). As H will only be given abstractly, a unitary operator U : H Ñ H
which corresponds to the scaling operator needs to be specified by

U : ψ ÞÑ 1?
N
ψ
� x
N

	
, (2.32)

for the special case when H � L2 pRq. Analogously, we specify a representation π of
L2 pRq on H by

Uπ pfq � π
�
f
�
zN

��
U, f P L8 pTq (2.33)

as a commutation relation for operators on H. In this scope, the problem (2.31) takes the
form:

Uφ � π pm0qφ, φ P H. (2.34)

Let UN denote the C�-algebra on two unitary generators U and V satisfying

UV U�1 � V N (2.35)

(see [10] for details). Then U denotes both an element in UN and a unitary operator in
H. By a representation of (2.35), a realization of U and V as unitary operators on some
Hilbert space H is meant, such that (2.35) holds for those operators. Let f P L8 pTq,
then f pV q is defined by the spectral theorem (see [45] pp. 305), applied to V , and
πV pfq :� f pV q is a representation of L8 pTq in the sense that πV pf1, f2q � πV pf1q πV pf2q,
and πV pfq� � πV

�
f
�
, with f pzq :� f pzq, z P T, f1, f2, f P L8 pTq. Considering this

setting, (2.35) rewrites as
UπV pfqU�1 � πV

�
f
�
zN

��
, (2.36)

and conversely, if π is a representation of L8 pTq on H, and U a unitary operator on H
satisfying Uπ pfqU�1 � π

�
f
�
zN

��
, then every pair pU, πq, is of this form for some V .
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For en pzq � zn, n P Z, we set V :� π pe1q.
As V is unitary, it has a spectral resolution V � ³

T λE pdλq with a projection-valued
spectral measure E p�q on T. A vector φ P H is called cyclic if tπ pAqφ : A P UNu is dense
in H, the corresponding representation π is called a cyclic representation. If, for a cyclic
vector φ P H, the measure }E p�qφ}2 on T is absolutely continuous with respect to the
Haar measure on T, then the corresponding representation is called normal. The normal
representations are denoted by Rep pUN ,Hq.
Now, we can state the main result of P.E.T. Jorgensen in [29]:

Theorem 2.2.5. (1) Suppose m0 P L8 pTq and it does not vanish on a subset of T of
positive measure. Then there is a one-to-one correspondence between

(a) h P L1 pTq, h ¥ 0, and
R phq � h. (2.37)

and

(b) π̃ P Rep pUN ,Hq, φ P H, and the unitary U from π̃ satisfying

Uφ � π pm0qφ; (2.38)

as equivalence classes under unitary equivalence.

(2) From paq Ñ pbq, the correspondence is given by

xφ, π pfqφyH �
»
T
fhdµ, (2.39)

with µ the normalized Haar measure on T.
From pbq Ñ paq, the correspondence is given by

h pzq � hφ pzq �
¸
nPZ

znxπ penqφ, φyH. (2.40)

(3) If there is some h which satisfies paq, and π̃ P Rep pUN ,Hq is the corresponding
cyclic representation in pbq, then the representation is unique from h and (2.39) up
to unitary equivalence, that is:
If there is a π1 P Rep pUN ,H1q, φ1 P H1 also cyclic and satisfying (2.38) and (2.39),
then there is a unitary isomorphism W of H onto H1 such that Wπ pAq � π1 pAqW ,
A P UN , and Wφ � φ1.

Remark 2.2.6. The proof of Theorem 2.2.5 is basically the construction of a generalized
multiresolution analysis using the transfer operator (see [29]).

The remainder of this section refers to work done by O. Bratteli and P.E.T. Jorgensen
[9]. It deals with the special case, N � 2, for the transfer operator introduced in (2.28).
Following (2.14), compactly supported scaling functions φ of a multiresolution analysis
satisfy the functional equation

φpxq �
?

2
Ķ

k�0

akφp2x� kq. (2.41)
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2. TRANSFER OPERATORS

Then (2.10) implies the conditions¸
kPZ

akak�2l � δl, l P Z, (2.42)

and the second standard requirement φ̂p0q � 1 gives the condition¸
kPZ

ak �
?

2. (2.43)

We set
m0pzq �

¸
kPZ

akz
k (2.44)

for z � e�it P T, then condition (2.42) is equivalent to

|m0pzq|2 � |m0p�zq|2 � 2, (2.45)

and (2.43) is equivalent to
m0p1q �

?
2. (2.46)

The Fourier transform of (2.41) is

φ̂ptq � 1?
2
m0

�
t

2



φ̂

�
t

2



. (2.47)

Since φ has compact support, and with (2.41) its support is in r0, Ks, φ̂ is continuous at
0 and an iteration of (2.47) gives

ˆφptq �
8¹
k�1

�
m0

�
t2�k

�
?

2

�
, (2.48)

(see (2.27) for comparison). This converges uniformly on compacts since m0 is a polyno-
mial.
Let ψp0q be any bounded function of compact support satisfying yψp0qp0q � 1. Now, the
cascade approximation operator introduced in (2.30), can be given by iteration

ψpn�1qpxq � �
Mψpnq

� pxq (2.49)

�
?

2
Ķ

k�0

akψ
pnqp2x� kq.

Then, we have for the iterates

{ψpn�1qptq � 1?
2
m0

�
t

2


 yψpnq� t
2



, (2.50)

and thus yψpnqptq � n¹
k�1

�
m0

�
t2�k

�
?

2

�yψp0q �t2�n� . (2.51)

The above equations imply that yψpnq nÑ8Ñ φ̂, uniformly on compacts, and thus ψpnq nÑ8Ñ φ.
That is, if the coefficients tak : k � 0, � � � , Ku satisfy (2.43), then the refinement equation
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2.2. Harmonic analysis for the transfer operator on R and T

(2.41) possesses a distribution solution φ with φ̂p0q � 1 and compact support in r0, Ks.
This solution is defined by (2.48) and can be written as the distribution limit

φ � lim
nÑ8

Mnψp0q, (2.52)

with ψp0q any integrable function with compact support satisfying yψp0qp0q � 1.
Set

φ̂nptq �
n¹
k�1

�
m0

�
t2�k

�
?

2

�
, (2.53)

then following Mallat’s lemma, Lemma 2.2.4, and its proof, for fk :� φ̂n, we have» 2nπ

�2nπ

|φ̂n ptq |2dt �
» 2n�1π

0

|φ̂n ptq |2dt

�
» 2nπ

0

|φ̂n�1 ptq |2 1

2

�|m0

�
2�nt

� |2|m0

�
2�nt� π

� |2� dt
�
» 2nπ

0

|φ̂n�1 ptq |2dt � � � � �
» π

�π
|φ̂0 ptq |2dt � 2π.

(2.54)

The uniform convergence of φ̂n
nÑ8Ñ φ̂ implies���φ̂���2

2
¤ 2π, (2.55)

thus φ P L2 pRq, and }φ}2 ¤ 1. Since φ̂np�qχr�π,πs p�2�nq converges for nÑ 8 uniformly on

compacts, and has constant L2-norm equal to
?

2π by (2.54), we get that this sequence
converges weakly to φ̂ in L2 pRq. Thus it converges in the L2-norm to φ̂ if and only if���φ̂���2

2
� 2π, (2.56)

and, especially, if and only if
}φ}2 � 1. (2.57)

This is equivalent to:
The only trigonometric polynomials ξ which satisfy

ξ pzq � 1

2

¸
ω2�z

|m0 pωq |2ξ pωq (2.58)

are the constants, which is in turn equivalent to:

The cascade algorithm, with

ψp0q pxq � χ̌r�π,πs pxq � 1

2π

» π

�π
eitxdt � 1

πx
sin pπxq ,

converges in L2-norm to φ;

(2.59)

and tφ p� � kqu is an orthonormal set.
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2. TRANSFER OPERATORS

In order to examine the convergence properties of (2.59) under general circumstances the
Ruelle operator R is introduced by

pRξq pzq � 1

2

¸
ω2�z

|m0 pωq |2ξ pωq . (2.60)

The Ruelle operator R can be viewed as an operator on any of the spaces

C
�
z, z�1

� � C pTq � L8 pTq � L2 pTq , (2.61)

and its definition (2.60) and the definition of m0 (2.44), provide that R maps any of these
spaces into themselves.
Let P rn,ms, n ¤ m, be the subspace of C rz, z�1s which consists of trigonometric poly-
nomials of the form

°m
k�n bkz

k. Then

R pP rn,msq � P

�
�K � n

2
,
m�K

2

�
, (2.62)

where rxs is the largest integer ¤ x. By repeated application of R, any P rn,ms will
finally be mapped into P r�K,K, s, and we have that all spaces

P r�K,Ks � C
�
z, z�1

� � C pTq � L8 pTq � L2 pTq , (2.63)

are invariant under R.
The authors of [9], O. Bratteli and P.E.T. Jorgensen, established the following theorem
on the convergence of the cascade algorithm:

Theorem 2.2.7. Let a0, � � � , aK be complex numbers such that (2.42) and (2.43) hold,
and let φ be the associated scaling function defined in (2.48). The Ruelle operator R is
identified with its restriction on P r�K,Ks (or P rn,ms, for any n ¤ �K and m ¥ K).
Then the following conditions are equivalent:

(i) 1 is a simple eigenvalue of R and all other eigenvalues λ of R have |λ|   1.

(ii) If ψp0q P L2 pRq has compact support,
 
ψp0q p� � kq(8

k��8 is an orthonormal set andyψp0q p0q � 1, then
lim
nÑ8

��φ�Mnψp0q
��

2
� 0. (2.64)

Proof. See [9].
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3 Harmonic analysis for the Ruelle
operator on hypergroups: the
polynomial case

In Chapter 2, we both encountered Ruelle’s theorem in the classical dynamical systems
sense and a Ruelle operator in harmonic analysis on T which was defined through a
preimage given by a polynomial function. In this chapter, we will define a transfer operator
which will be based on an orthogonal polynomial sequence tPn pxqu8n�0 on the interval
r�1, 1s by

RpmN ,PN qf pyq �
1

N

¸
PN pxq�y

mN pxq f pxq ,

with the weight function mN pxq �
°8
k�0 bkPk pxqh pkq. In our case, the underlying or-

thogonal polynomials will be the Chebyshev polynomials of the first kind. We will use the
orthogonal polynomial theory provided in Chapter 1 as well as the theory of homogeneous
Banach spaces. The orthogonal polynomials which we will consider generate polynomial
hypergroups.

3.1 Chebyshev polynomials of the first kind: the
unweighted Ruelle operator

The Ruelle operator will be defined by the preimages of the Chebyshev polynomials of the
first kind, tTn pxqu8n�0, (see Section 1.1 in Example 1.1.2 (1)) and act on function spaces
which are determined by the hypergroup structure induced by the Chebyshev polynomials
of the first kind.

We define the Ruelle operator R � RpmN ,TN q and the corresponding weight function mN

depending on N as follows:�
RpmN ,TN qf

� pyq � ¸
TN pxq�y

mN pxq f pxq , (3.1)

and

mN pxq �
8̧

k�0

bkTk pxqh pkq . (3.2)

The subscript pmN , TNq indicates that the weight function mN , which depends on the
coefficients bk, and the Nth Chebyshev polynomial TN pxq are used.
First, we fix mN � 1 and calculate the Ruelle operator acting on Tn for arbitrary N . For

some y P S :� r�1, 1s the preimage of TN is T�1
N pyq �

!
x
pNq
1 , x

pNq
2 , . . . , x

pNq
N

)
, where the
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superscript indicates the corresponding Chebyshev polynomial TN pyq. We will omit the
superscript if the notation is clear. We start with the case that N is even. Then we get
for xi P T�1

N pyq, i � 1, . . . , N and 0 ¤ r ¤ π
2

which is uniquely determined by y,

x1 � cos prq ,
xi � cos

�
iπ

N
� r



, i � 2, 4, . . . , N � 2,

xi�1 � cos

�
iπ

N
� r



,

xN � cos

�
Nπ

N
� r



� cos pπ � rq .

(3.3)

Then, by Theorem 1.1.20 (ii), we have for n P N0 that

Tn

�
xN

2
�i
	
� p�1qn Tn

�
xN

2
�pi�1q

	
, i � 1, . . . ,

N

2
. (3.4)

Furthermore, we have

Tn px1q � cos pnrq ,

Tn pxiq � cos

�
n

�
iπ

N
� r


�

� cos

�
n

�
iπ

N


�
cos pnrq � sin

�
n

�
iπ

N


�
sin pnrq , i � 2, 4, . . . , N � 2,

Tn pxi�1q � cos

�
n

�
iπ

N
� r


�

� cos

�
n

�
iπ

N


�
cos pnrq � sin

�
n

�
iπ

N


�
sin pnrq ,

Tn pxNq � cos
�
n pπ � rq� � cos pnπq cos pnrq � sin pnπq sin pnrq .

(3.5)

Hence we get

Tn pxiq � Tn pxi�1q � 2 cos

�
n
iπ

N



cos pnrq , i � 2, 4, . . . , N � 2,

Tn px1q � Tn pxNq � p1� cos pnπqq cos pnrq �
#

2 cos pnrq , n even

0, n odd
. (3.6)

Now, the Ruelle operator applied to Tn is calculated as follows,

Rp1,TN q pTnq pyq �
1

N

Ņ

i�1

Tn pxiq p3.4q�
#

1
N

°N{2
i�1 2Tn pxiq , n even

0, n odd
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3.1. Chebyshev polynomials of the first kind: the unweighted Ruelle operator

p3.6q�

$'''''''&'''''''%

1
N

�°
iPt2,4,...,N

2
�2u 4 cos

�
n iπ
N

�
cos pnrq

�2 cos
�
nNπ

2N

	
cos pnrq � 2 cos pnrq



, N

2
, n even

1
N

�°
iPt2,4,...,N

2
�1u 4 cos

�
n iπ
N

�
cos pnrq � 2 cos pnrq

	
, N

2
odd, n even

0, n odd

�

$''''''&''''''%

1
N

��°
iPt2,4,...,N

2
�2u 4 cos

�
n iπ
N

�� 2 cos
�
nNπ
N

	
� 2

�
cos pnrq

�
, N

2
, n even

1
N

��°
iPt2,4,...,N

2
�1u 4 cos

�
n iπ
N

�� 2
�

cos pnrq


, N

2
odd, n even

0, n odd

�
#

cos pnrq � Tn px1q , n � Nl, l P N0

0, else
.

For the case that N is odd, we have

x1 � cos prq ,
xi � cos

�
iπ

N
� r



, i � 2, 4, . . . N � 1, (3.7)

xi�1 � cos

�
iπ

N
� r



,

and thus (3.6) can be rewritten as

Tn px1q � cos pnrq ,

Tn pxiq � cos

�
n

�
iπ

N
� r


�

� cos

�
n

�
iπ

N


�
cos pnrq � sin

�
n

�
iπ

N


�
sin pnrq , i � 2, 4, . . . , N � 1,

Tn pxi�1q � cos

�
n

�
iπ

N
� r


�

� cos

�
n

�
iπ

N


�
cos pnrq � sin

�
n

�
iπ

N


�
sin pnrq .

(3.8)

Thus we get

Rp1,TN q pTnq pyq � 1

N

Ņ

i�1

Tn pxiq p3.8q� 1

N

�� ¸
iPt2,4,...,N�1u

2 cos

�
n
iπ

N



cos pnrq � cos pnrq

�

� 1

N

���� ¸
iPt2,4,...,N�1u

2 cos

�
n
iπ

N



� 1

�� cos pnrq
�
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�
#

cos pnrq , n � Nl, l P N0

0, else
.

By Lemma 1.1.40, which we will use throughout this section, we have for the Chebyshev
polynomials of the first kind Tkl pxq � Tk pTl pxqq, k, l P N0, thus we have proven the
following lemma:

Lemma 3.1.1. The unweighted Ruelle operator Rp1,TN q satisfies

Rp1,TN q pTnq �
#
T n
N
, n � Nl, l P N0

0, else
. (3.9)

Let f : S Ñ C be a function. Now, we study the action of Rp1,TN q on various function
spaces defined on S. Then the preimages xi P TN pyq, i � 1, . . . , N , are real numbers in
r�1, 1s (see also Chapter 4). For N � 2n they can easily be expressed in terms of y by

x
p2q
1,2 � �

c
y � 1

2
, x

p2nq
1,...,2n � �

d
x
p2n�1q
1,...,2n�1 � 1

2
. (3.10)

Since Rp1,TN q pfq pyq � 1
N

°N
i�1 f

�
x
pNq
i

	
for all y P S, }Rp1,TN q} ¤ 1 for the supremum

norm which we have from above and Rp1,TN q1 � 1, we get the following lemma:

Lemma 3.1.2. The Ruelle operator Rp1,TN q is a bounded linear operator on C pSq, where
C pSq is equipped with the supremum norm, and the operator norm satisfies }Rp1,TN q} � 1.

We will investigate the action of Rp1,TN q on the Wiener algebra A pSq (defined in Example
1.2.31) with respect to tTn pxqu8n�0. We recall that A pSq is a subspace of C pSq,

A pSq � tf P C pSq :
8̧

n�0

|f̌ pnq |h pnq   8u

and that it is a Banach space with the norm }f}ApSq �
°8
n�0 |f̌ pnq |h pnq. For f P A pSq

we have f pxq � °8
n�0 f̌ pnqTn pxqh pnq.

Lemma 3.1.3.
Rp1,Tiq �Rp1,Tjq � Rp1,Tijq, i, j P N. (3.11)

Proof. By Lemma 1.1.40, we have for the preimage T�1
i � T�1

j pyq � T�1
ij pyq. Thus

Rp1,Tiq �Rp1,Tjq pfq pyq � Rp1,Tiq

��1

j

j̧

k�1

f
�
x
pjq
k

	�

� 1

j
Rp1,Tiq

�� j̧

k�1

f
�
x
pjq
k

	�
� 1

ij

ij̧

k�1

f
�
x
pijq
k

	
� Rp1,Tijq pfq pyq .
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Lemma 3.1.4. Let f, g P C pSq. Then for dπ pyq � c?
1�y2dy» 1

�1

Rp1,TN qf pyq g pyq dπ pyq �
» 1

�1

f pxq g pTN pxqq dπ pxq .

Proof. We have that T 1
n pxq � nUn�1 pxq (see (1.12)) and the identity pTn pxqq2�px2 � 1q

pUn�1 pxqq2 � 1 (see (1.13)) which directly yields that
a

1� y2 � p1� x2q pUn�1 pxqq2.
Thus » 1

�1

Rp1,TN qf pyq g pyq dπ pyq � 1

N

» 1

�1

Ņ

i�1

f
�
x
pNq
i

	
g pyq dπ pyq

� 1

N

» 1

0

f pxq g pTN pxqq NUN�1 pxq
UN�1 pxq

?
1� x2

dx

� 1

N

» 0

�1

f pxq g pTN pxqq NUN�1 pxq
UN�1 pxq

?
1� x2

dx

�
» 1

�1

f pxq g pTN pxqq dπ pxq .

Proposition 3.1.5. For f P C pSq and n P N0 we have, �Rp1,TN qf pnq � f̌ pNnq.
Then it is obvious that Rp1,TN q is also bounded on A pSq. In fact, if f P A pSq, then�Rp1,TN qf pnq � f̌ pNnq, and hence }Rp1,TN qf}ApSq �

°8
n�0 |f̌ pNnq |h pnq �

°8
n�0 |f̌ pNnq |

h pNnq ¤ °8
n�0 |f̌ pnq |h pnq � }f}ApSq. Since Rp1,TN q1 � 1 and }1}ApSq � 1, we get

}Rp1,TN q}ApSq � 1.

Theorem 3.1.6. We have Rp1,TN q P B pA pSqq and }Rp1,TN q} � 1. Moreover, Rp1,TN qf pyq �°8
n�0 f̌ pNnqTn pyqh pnq for each f P A pSq.

If f : S Ñ C is a Borel measurable function, then Rp1,TN qf is Borel measurable, too.

Lemma 3.1.7. Let f P Lp pS, πq. For 1 ¤ p   8, we have» 1

�1

|Rp1,TN qf pyq |pdπ pyq �
» 1

�1

|f pxq |pdπ pxq .

Proof. Splitting S � r�1, 1s into r�1, 0s and r0, 1s the substitution of Lemma 3.1.4
directly yields equality.

We proceed with studying the p-versions of A pSq (see Example 1.2.31 (2)). For 1 ¤ p   8,
we define

Ap pSq � tf P L1 pS, πq : f̌ P `p phqu,
and }f}p � }f}1�}f̌}p. With this norm Ap pSq is a Banach space. Note that the norm of
A pSq and A1 pSq differ by the summand }f}1. With Lemma 3.1.7 and Proposition 3.1.5
we get

}Rp1,TN qf}p � }Rp1,TN qf}1 � } �Rp1,TN qf}p ¤ }f}1 � }f̌}p � }f}p, f P Ap pSq .
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Theorem 3.1.8. We have for 1 ¤ p   8, Rp1,TN q P B pAp pSqq and }Rp1,TN q} � 1.

Lemma 3.1.7 also implies:

Theorem 3.1.9. We have Rp1,TN q P B pLp pS, πqq and }Rp1,TN q} � 1, 1 ¤ p   8.

It is interesting to consider the action of Rp1,TN q on the Hilbert space L2 pS, πq. Define
the operator E P B pL2 pS, πqq by setting

E pgq � Eg � g � TN , g P L2 pS, πq .

By Lemma 3.1.4 (with f � 1) we get
³1

�1
|g pyq |dπ pyq � ³1

�1
|Eg pxq |dπ pxq for all g P

C pSq. Since C pSq is dense in L1 pS, πq, we see that E P B pL1 pS, πqq and }E} � 1.
Applying Lemma 3.1.4, we conclude:

Proposition 3.1.10. Let f, g P C pSq. Then» 1

�1

Rp1,TN qf pyq g pyqdπ pyq �
» 1

�1

f pxqEg pxqdπ pxq .

In particular, E is the adjoint operator of Rp1,TN q on L2 pS, πq.

For each n P N0 we have

Rp1,TN q �R�
p1,TN q pTnq � Rp1,TN q � E pTnq � Rp1,TN q pTNnq � Tn.

Since the linear span of tTn : n P N0u is dense in L2 pS, πq, it follows that

Rp1,TN q �R�
p1,TN q � Rp1,TN q � E � id.

If n P N0 is a multiple of N , then R�
p1,TN q � Rp1,TN q pTnq � E

�
T n
N

� � Tn. But, if n P N0 is

not a multiple of N , then R�
p1,TN q �Rp1,TN q pTnq � 0.

Denoting L2
0 pS, πq � tf P L2 pS, πq : f̌ pnq � 0 @n P NN0u and L2

1 pS, πq � tf P
L2 pS, πq : f̌ pnq � 0 @n P N0zNNu, we have L2 pS, πq � L2

0 pS, πq ` L2
1 pS, πq. Further-

more, Ker
�
R�
p1,TN q �Rp1,TN q

	
� L2

0 pS, πq and Im
�
R�
p1,TN q �Rp1,TN q

	
� L2

1 pS, πq.

Proposition 3.1.11. Rp1,TN q P B pL2 pS, πqq. Then

(i) R�
p1,TN q � E,

(ii) E �Rp1,TN q � id,

(iii) E �Rp1,TN q is a partial isometry with initial space Ker
�
E �Rp1,TN q

�K � L2
1 pS, πq and

Ker
�
E �Rp1,TN q

� � L2
0 pS, πq. Moreover, E�Rp1,TN q is the orthogonal projection onto

L2
1 pS, πq,

(iv) id�E �Rp1,TN q � Rp1,TN q�E�E �Rp1,TN q is the orthogonal projection onto L2
0 pS, πq.
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Remark 3.1.12. (1) By Proposition 3.1.11 (iv), we see that R�
p1,TN q � E is hyponor-

mal. (An operator T on a Hilbert space is called hyponormal if T �T � TT � is
positive. Each hyponormal operator is normaloid, i.e. }T n} � }T }n for all n P N.)

Hence Rp1,TN q is normaloid. In fact, }Rn
p1,TN q} � }

�
Rn
p1,TN q

	�
} � }

�
R�
p1,TN q

	n
} �

}R�
p1,TN q}n � }Rp1,TN q}.

(2) E �Rp1,TN q is a Markovian projection, see Definition 2.1.20.

The following theorem follows directly from the previous remark and }Rp1,TN q} � 1.

Theorem 3.1.13. For the spectral radius of Rp1,TN q P B pL2 pS, πqq, we have ρ
�
Rp1,TN q

� �
1. And we have that 0 is an eigenvalue to the Chebyshev polynomials tTn pxqu8n�0 if n is
not a multiple of N and 1 is an eigenvalue to the Chebyshev polynomials if n is a multiple
of N .

3.2 Chebyshev polynomials of the first kind: the
weighted Ruelle operator

Now, we use a weight function mN pxq as defined in (3.2) and state for the Ruelle operator
RpmN ,TN q with general weight mN pxq the following two lemmas corresponding to Lemma
3.1.1:

Lemma 3.2.1. If we assume for the Ruelle operator RpmN ,TN q with weight mN pyq �°8
k�0 bkTk pyqh pkq that RpmN ,TN q p1q � 1, then

b0 � 1, bNl � 0, l P N.

Proof. First, we assume that N is even.

RpmN ,TN q p1q � 1 � 1

N

Ņ

i�1

mN pxiq � 1

N

Ņ

i�1

8̧

k�0

bkTk pxiqh pkq

� 1

N

��� 8̧

k�0

bk

�� Ņ

i�1

Tk pxiq
�
h pkq

��

p3.4q� 1

N

��� 8̧

k�0

bk

��N{2̧

i�1

Tk pxiq � p�1qk Tk pxiq
�
h pkq

��

� 1

N

��� 8̧

k�0

b2k

��N{2̧

i�1

2T2k pxiq
�
h p2kq

��
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�

$''''''''''''''&''''''''''''''%

1
N

�°8
k�0 b2k

��°
iPt2,4,...,N{2�2u 4 cos

�
2k iπ

N

�
�2 cos

�
2kNπ

2N

	
� 2

�
cos p2krq

�
h p2kq

�
, N
2

even

1
N

�°8
k�0 b2k

��°
iPt2,4,...,N{2�1u 4 cos

�
2k iπ

N

�� 2
�

cos p2krq�h p2kq	 , N
2

odd

.

Now, let N be odd, then

RpmN ,TN q p1q
p3.6q� 1

N

���� 8̧

k�0

bk

���
�� ¸
iPt2,4,...,N�1u

2 cos

�
k
iπ

N



� 1

�� cos pkrq

��
h pkq
���
.

Since ¸
iPt2,4,...,N{2�2u

4 cos

�
2k
iπ

N



� 2 cos

�
2kNπ

2N



� 2 �

#
N, k � Nl, l P N0

0, else
,

and ¸
iPt2,4,...,N{2�2u

4 cos

�
2k
iπ

N



� 2 �

#
N, k � Nl, l P N0

0, else
,

respectively, we get b0 � 1, bNl � 0 for l P N.

Lemma 3.2.2. The weighted Ruelle operator RpmN ,TN q satisfies

RpmN ,TN q pTnq

�

$'''''''''&'''''''''%

T n
N
, n � Nl, l P N0

1
N

�°N{2
i�1

��
2�°8

k�1 2b2kT2k pxiq
�
h p2kq

�
Tn pxiq



, n,N even

1
N

�°N{2
i�1

�°8
k�1 2b2k�1T2k�1 pxiqh p2k � 1q�Tn pxiq	 , n odd, N even

1
N

�°N
i�1

��
1�°N�1

j�1

°8
k�1 bk�jTk�j pxiq

	
h pk � jq

�
Tn pxiq

�
, N odd, n P N

.

Proof. The lemma follows directly from Lemma 3.2.1 and the previous section as we
have

RpmN ,TN q pTnq pyq �
1

N

Ņ

i�1

mN pxiqTn pxiq � 1

N

Ņ

i�1

� 8̧

k�0

bkTk pxiqh pkq
�
Tn pxiq

and if N is even, then

RpmN ,TN q pTnq pyq �
1

N

�
N{2̧

i�1

� 8̧

k�0

bk

�
Tk pxiq � p�1qn�k Tk pxiq

	
h pkq

�
Tn pxiq

�
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�

$''&''%
Tn px1q , n � Nl, l P N0

1
N

�°N{2
i�1

��
2�°8

k�1 2b2kT2k pxiq
�
h p2kq�Tn pxiq	 , n even

1
N

�°N{2
i�1

�°8
k�1 2b2k�1T2k�1 pxiqh p2k � 1q�Tn pxiq	 , n odd

and if N is odd, we get

RpmN ,TN q pTnq pyq

�
#
Tn px1q , n � Nl, l P N0

1
N

�°N
i�1

��
1�°N�1

j�1

°8
k�1 2bk�jTk�j pxiq

	
h pk � jq

�
Tn pxiq

	
, else

.

Remark 3.2.3. With Lemma 3.2.1 and Lemma 3.2.2, we get that

Rpm2,T2q pTnq �
#
Tn

2
, n even

0, n odd
.

Thus for N � 2 the weighted case coincides with the unweighted case when the Ruelle
operator acts on tTnu8n�0.

Let f : S Ñ C again be a function in S. We will proceed as in the previous section and
use the same notation.
Since

RpmN ,TN q pfq pyq �
1

N

�
Ņ

i�1

mN

�
x
pNq
i

	
f
�
x
pNq
i

	�
for all y P S, we have the following lemma.

Lemma 3.2.4. The Ruelle operator RpmN ,TN q is a bounded linear operator on C pSq, where
C pSq is equipped with the supremum norm and the operator norm satisfies }RpmN ,TN q} �
}mN}.
The Lemmas 3.1.3 and 3.1.4 can be stated and proven analogously:

Lemma 3.2.5.
Rpmi,Tiq �Rpmj ,Tjq � Rpmij ,Tijq, i, j P N0.

Lemma 3.2.6. Let f, g P C pSq. Then for dπ pyq � c?
1�y2dy» 1

�1

RpmN ,TN qf pyq g pyq dπ pyq �
» 1

�1

mN pxq f pxq g pTN pxqq dπ pxq .

Proposition 3.2.7. For f P C pSq and n P N0 we have, �RpmN ,TN qf pnq � ~mNf pNnq �}mN � f̌ pNnq.
Then, it is obvious that RpmN ,TN q is also bounded on A pSq. In fact, if f P A pSq, then�RpmN ,TN qf pnq � ~mNf pNnq, and hence }RpmN ,TN qf}ApSq � °8

n�0 |~mNf pNnq |h pnq �°8
n�0 |~mNf pNnq |h pNnq ¤

°8
n�0 |~mNf pnq | � }mN}ApSq}f}ApSq. Since RpmN ,TN q1 � 1

and }1}ApSq � 1, we get }RpmN ,TN q}ApSq � 1.
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Theorem 3.2.8. We have RpmN ,TN q P B pA pSqq and }RpmN ,TN q} � 1.

If f : S Ñ C is a Borel measurable function, then RpmN ,TN qf is Borel measureable, too.

Lemma 3.2.9. Let f P Lp pS, πq. For 1 ¤ p   8, we have» 1

�1

|RpmN ,TN qf pyq |pdπ pyq ¤
» 1

�1

|mN pxq |p|f pxq |pdπ pxq .

Proof. Splitting r�1, 1s into r�1, 0s and r0, 1s the substitution of Lemma 3.2.6 directly
yields equality.

We proceed with studying the p-versions of A pSq. With Lemma 3.2.9 and Proposition
3.2.7 we get

}RpmN ,TN qf}p � }RpmN ,TN qf}1 � } �RpmN ,TN qf}p ¤ }mN}1}f}1 � }~mNf}p, f P Ap pSq .

Theorem 3.2.10. We have for 1 ¤ p   8, RpmN ,TN q P B pAp pSqq.

Lemma 3.2.9 also implies:

Theorem 3.2.11. We have RpmN ,TN q P B pLp pS, πqq and }RpmN ,TN q} � }mN}, 1 ¤ p   8.

As in the unweighted case, we again consider the action of RpmN ,TN q on the Hilbert space
L2 pS, πq and define the adjoint operator E P B pL2 pS, πqq by setting

E pgq � Eg � g � TN for g P L2 pS, πq .

With Lemma 3.2.6 we get:

Proposition 3.2.12. Let f, g P C pSq. Then» 1

�1

RpmN ,TN qf pyq g pyqdπ pyq �
» 1

�1

mN pxq f pxqEg pxqdπ pxq .

Using the same argumentation as above, we have the following identities:

(i) RpmN ,TN q � E pTnq � RpmN ,TN q pTNnq � Tn, n P N0,

(ii) RpmN ,TN q � E � id, n P N0,

(iii) E �RpmN ,TN q pTnq

�

$'''''&'''''%

Tn, n � Nl, l P N0

1
N

�°N{2
i�1

��
2�°8

k�1 2b2kT2k pxiq
�
h p2kq�TnN pxiq	 , n,N even

1
N

�°N{2
i�1

�°8
k�1 2b2k�1T2k�1 pxiqh p2k � 1q�TnN pxiq	 , n odd, N even

1
N

�°N
i�1

��
1�°N�1

j�1

°8
k�1 bk�jTk�j pxiq

	
h pk � jq

�
TnN pxiq

	
, N odd, n P N0

.
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3.3 Generalized Chebyshev polynomials: the unweighted
Ruelle operator

So far, the function spaces on S are determined by the hypergroup structure induced
by the Chebyshev polynomials of the first kind tTn pxqu8n�0. Now, we consider function
spaces based on other orthogonal polynomial sequences tPn pxqu8n�0, which also induce
hypergroup structures on N0 (or even on S).

Let α ¡ �1, β ¡ �1 and tP pα,βq
n pxqu8n�0 be the Jacobi polynomials, which are orthogonal

with respect to dπα,β pxq � p1� xqα p1� xqβ dx on S normalized by P
pα,βq
n p1q � 1. The

generalized Chebyshev polynomials tT pα,βq
n pxqu8n�0 are determined by

T pα,βq
n pxq �

#
P
pα,βq
k p2x2 � 1q , n � 2k, k P N0

xP
pα,β�1q
k p2x2 � 1q , n � 2k � 1, k P N0

.

The orthogonalization measure of T
pα,βq
n on S is dπTα,β pxq � p1� x2qα |x|2β�1dx. The

tTα,βn pxqu8n�0 generate a polynomial hypergroup structure if α ¥ β ¡ �1, α � β � 1 ¡ 0

(see [33]). Since the polynomials T
pα,βq
n pxq are symmetric, we have:

Lemma 3.3.1. Let N be even, then the unweighted Ruelle operator Rp1,TN q satisfies

Rp1,TN q
�
T pα,βq
n

� pyq � #
1
N

°N{2
i�1 2P

pα,βq
k

�
x
pN{2q
i

	
, n � 2k

0, n � 2k � 1
.

Moreover, if N is a multiple of 4, then

Rp1,TN q
�
T pα,βq
n

� pyq � #
1
N

°N{4
i�1 4P

pα,βq
k

�
x
pN{2q
i

	
, n � 2k

0, n � 2k � 1
.

Proof. If N is even, then

Rp1,TN q
�
T pα,βq
n

	
pyq

�

$'''&'''%
1
N

°N
i�1 P

pα,βq
k

�
T2

�
x
pNq
i

	

, n � 2k

1
N

°N
i�1 x

pNq
i P

pα,β�1q
k

�
T2

�
x
pNq
i

	

, n � 2k � 1

�

$'''&'''%
1
N

°N{2
i�1 P

pα,βq
k

�
T2

�
x
pNq
i

	

� P

pα,βq
k

�
T2

�
�xpNqi

	

, n � 2k

1
N

°N{2
i�1

�
x
pNq
N�pi�1q � x

pNq
N�i

	
P
pα,β�1q
k

�
T2

�
x
pNq
i

	

, n � 2k � 1

�

$'&'%
1
N

°N{2
i�1 2P

pα,βq
k

�
T2

�
x
pNq
i

	

� 1

N

°N{2
i�1 2P

pα,βq
k

�
x
pN{2q
i



, n � 2k

0, n � 2k � 1
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If furthermore, N{2 is even, then:

Rp1,TN q
�
T pα,βq
n

� pyq � #
1
N

°N{4
i�1 4P

pα,βq
k

�
x
pN{2q
i

	
, n � 2k

0, n � 2k � 1
.

Since the generalized Chebyshev polynomials are defined via T2 pxq � 2x2 � 1, we get for
the special case N � 2 that

Rp1,T2q
�
T
pα,βq
2k

	
pyq � T

pα,βq
2k pxq � P

pα,βq
k pT2 pxqq � P

pα,βq
k pyq . (3.12)

The remainder of this section is restricted to N � 2. By (3.12) we have the following
relation:

Rp1,T2q
�
T pα,βq
n

� � #
P
pα,βq
n{2 , n even

0, n odd
.

The Haar weights of T
pα,βq
n pxq can be calculated as (see also Example 1.2.27 (4))

h
pα,βq
T pnq �

# p2k�α�β�1qpα�β�1qkpα�1qk
k!pα�β�1qpβ�1qk , n � 2k

p2k�α�β�2qpα�β�2qkpα�1qk
k!pβ�1qk�1

, n � 2k � 1
.

The Haar weights of the Jacobi polynomials, h
pα,βq
P pnq, are defined in Example 1.2.27 (2).

In particular, we have that h
pα,βq
T p2kq � h

pα,βq
P pkq.

The corresponding Wiener spaces are denoted by A
pα,βq
T pSq and A

pα,βq
P pSq.

Lemma 3.3.2. Let f, g P C pSq. Then» 1

�1

Rp1,T2qf pyq g pyq dπPα,β pyq �
» 1

�1

f pxq g �2x2 � 1
�
dπTα,β pxq .

Proof. Applying Lemma 3.1.4 to f and g̃ pyq � cg pyq
a

1� y2 p1� yqα p1� yqβ yields
the stated equality, where c is an appropriate constant.

Proposition 3.3.3. For f P C pSq and n P N0, we denote FPα,βf pnq �
³1

�1
f pyqP pα,βq

n pyq
dπPα,β pyq and FTα,βf pnq �

³1

�1
f pxqT pα,βq

n pxq dπTα,β pxq. Then

FPα,β
�
Rp1,T2qf

� pnq � FTα,β pfq p2nq .
Proof. Let g pyq � P

pα,βq
n pyq and apply Lemma 3.3.2.

Theorem 3.3.4. We have Rp1,T2q P B
�
A
pα,βq
T pSq , Apα,βq

P pSq
	

and }Rp1,T2q} � 1. More-
over,

Rp1,T2qf pyq �
8̧

k�0

FTα,β pfq p2kqP pα,βq
n pyqhpα,βqP pkq @f P Apα,βq

T pSq .
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Proof. Let f P Apα,βq
T pSq, that means f pxq � °8

n�0FTα,β pfq pnqT pα,βq
n pxqhpα,βqT pnq, where

}f}
A
pα,βq
T pSq �

°8
n�0 |FTα,β pfq pnq |hpα,βqT pnq   8. Proposition 3.3.3 implies that

8̧

k�0

|FPα,β
�
Rp1,T2qf

� pkq |hpα,βqP pkq �
8̧

k�0

|FTα,β pfq p2kq |hpα,βqT p2kq ¤ }f}
A
pα,βq
T pSq.

Hence Rp1,T2qf P Apα,βq
P pSq and Rp1,T2qf pyq �

°8
k�0FTα,β pfq p2kqP pα,βq

k pyqhpα,βqP pkq.
Since Rp1,T2q1 � 1, we also have that }Rp1,T2q} � 1.

Using Lemma 3.3.2, we obtain

Lemma 3.3.5. Let f P Lp �S, πTα,β�. For 1 ¤ p   8, we get» 1

�1

|Rp1,T2qf pyq |pdπPα,β pyq �
» 1

�1

|f pxq |pdπTα,β pxq .

We denote the corresponding p-versions of the Wiener spaces by A
ppα,βq
T pSq and A

ppα,βq
P pSq,

respectively. Then we have with Lemma 3.3.5 and Proposition 3.3.3 that

}Rp1,T2qf}p � }Rp1,T2qf}1�}FPα,β
�
Rp1,T2qf

� }p ¤ }f}1�}FTα,β pfq }p � }f}p, f P Appα,βqT pSq .

Theorem 3.3.6. We have for 1 ¤ p   8, Rp1,T2q P B
�
A
ppα,βq
T pSq , Appα,βqP pSq

	
and

}Rp1,TN q} � 1.

Theorem 3.3.7. We have Rp1,T2q P B
�
Lp

�
S, πTα,β

�
, Lp

�
S, πPα,β

��
and }Rp1,T2q} � 1, 1 ¤

p   8.

Proof. Follows directly by Lemma 3.3.5.

Now, we define the right inverse operator of Rp1,T2q. Let g P Lp �S, πPα,β�. We put E pgq �
Eg � g � T2. By Lemma 3.3.2 we get for all g P C pSq» 1

�1

|g pyq |dπPα,β pyq �
» 1

�1

|Eg pxq |dπTα,β pxq .

Lemma 3.3.2 can be written as:

Proposition 3.3.8. For f, g P C pSq. Then» 1

�1

Rp1,T2qf pyq g pyqdπPα,β pyq �
» 1

�1

f pxqEg pxqdπTα,β pxq .

Remark 3.3.9. Whereas Rp1,T2q maps functions spaces determined by tT pα,βq
n pxqu8n�0

into function spaces determined by tP pα,βqpxq
n u8n�0, the operator E maps into the inverse

direction.

It is straightforward to show that

Rp1,T2q � E
�
P
pα,βq
k

	
� Rp1,T2q

�
T
pα,βq
2k

	
� P

pα,βq
k ,

where

E �Rp1,T2q
�
T
pα,βq
2k

	
� E

�
P
pα,βq
k

	
� T

pα,βq
2k and

E �Rp1,T2q
�
T
pα,βq
2k�1

	
� E p0q � 0.
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3.4 Generalized Chebyshev polynomials: the weighted
Ruelle operator

Now, we consider the Ruelle operator with the weight functions mN pxq � °8
k�0 bk

Tk pxqh pkq and m̃N pxq �
°8
k�0 b̃kT

pα,βq
k pxqh pkq on function spaces determined by the

generalized Chebyshev polynomials tT pα,βq
n pxqu8n�0. For symmetry reasons we will only

consider even N .

Lemma 3.4.1. Let N be even. We assume for the Ruelle operator RpmN ,TN q and Rpm̃N ,TN q,
respectively, that RpmN ,TN q p1q � 1 and Rpm̃N ,TN q p1q � 1. Then

b0 � 1, bNk � 0 and b̃0 � 1 b̃2k � 0, k P N.

Proof. In Lemma 3.2.1 we have already proven the assertion for b0 and bNk, k P N.

Rpm̃N ,TN q p1q � 1 � 1

N

Ņ

i�1

m̃N

�
x
pNq
i

	
� 1

N

Ņ

i�1

8̧

k�0

b̃kT
pα,βq
k

�
x
pNq
i

	
h pkq

� 1

N

��� 8̧

k�0

b̃k

�� Ņ

i�1

T
pα,βq
k

�
x
pNq
i

	�
h pkq
��


� 1

N

��� 8̧

k�0

b̃2k

�� Ņ

i�1

T
pα,βq
2k

�
x
pNq
i

	�
h p2kq � 8̧

k�0

b̃2k�1

�� Ņ

i�1

T
pα,βq
2k�1

�
x
pNq
i

	�
h p2k � 1q

��

� 1

N

��� 8̧

k�0

b̃2k

�� Ņ

i�1

P
pα,βq
2k

�
T2

�
x
pNq
i

	
�
h p2kq
�

8̧

k�0

b̃2k�1

�� Ņ

i�1

x
pNq
i P

pα,β�1q
2k�1

�
T2

�
x
pNq
i

	
�
h p2k � 1q

��

� 1

N

��� 8̧

k�0

b̃2k

��N{2̧

i�1

2P
pα,βq
2k

�
x
pN{2q
i


�
h p2kq
��


� 1

N

��� 8̧

k�0

b̃2k

��N{2̧

i�2

2P
pα,βq
2k

�
cos

�
iπ

N{2 � r


�
� 2P

pα,βq
2k

�
cos prq�

�
h p2kq
��
,

thus we get that b̃0 � 1 and b̃2k � 0, k P N.

Lemma 3.4.2. Let N be even. Then we have for the weighted Ruelle operator RpmN ,TN q
and Rpm̃N ,TN q, respectively,

RpmN ,TN q
�
T pα,βq
n

� pyq
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�
#

1
N

°N{2
i�1

�°8
k�0 2b2k

�
T2k

�
x
pNq
i

		
h p2kq

�
P
pα,βq
m

�
x
pN{2q
i

	
, n � 2m

0, n � 2m� 1

and

Rpm̃N ,TN q
�
T pα,βq
n

� pyq � #
1
N

°N{2
i�1 2P

pα,βq
m

�
x
N{2
i

	
, n � 2m

0, n � 2m� 1

which coincides with the unweighted case.

Proof. We have

RpmN ,TN q
�
T pα,βq
n

	
pyq � 1

N

Ņ

i�1

mN

�
x
pNq
i

	
T pα,βq
n

�
x
pNq
i

	
� 1

N

Ņ

i�1

� 8̧

k�0

bkTk

�
x
pNq
i

	
h pkq

�
T pα,βq
n

�
x
pNq
i

	

�

$'''&'''%
1
N

°N
i�1

�°8
k�0 bkTk

�
x
pNq
i

	
h pkq

�
P
pα,βq
m

�
T
�
x
pNq
i

	

, n � 2m

1
N

°N
i�1 x

pNq
i

�°8
k�0 bkTk

�
x
pNq
i

	
h pkq

�
P
pα,β�1q
m

�
T
�
x
pNq
i

	

, n � 2m� 1

�

$''''''''''''''&''''''''''''''%

1
N

°N{2
i�1

�°8
k�0 bk

�
Tk

�
x
pNq
i

	
� p�1qk Tk

�
�xpNqi

	

h pkq

�
P
pα,βq
m

�
x
pN{2q
i



, n � 2m

1
N

°N{2
i�1

�
x
pNq
N�pi�1q � x

pNq
N�i

	�°8
k�0 bk

�
Tk

�
x
pNq
i

	
�p�1qk Tk

�
�xpNqi

	

h pkq

�
P
pα,β�1q
m

�
x
pN{2q
i



, n � 2m� 1

�

$''&''%
1
N

°N{2
i�1

�°8
k�0 2b2k

�
T2k

�
x
pNq
i

	

h p2kq

�
P
pα,βq
m

�
x
pN{2q
i



, n � 2m

0, n � 2m� 1

.

and

Rpm̃N ,TN q
�
T pα,βq
n

	
pyq � 1

N

Ņ

i�1

m̃N

�
x
pNq
i

	
T pα,βq
n

�
x
pNq
i

	
� 1

N

Ņ

i�1

� 8̧

k�0

b̃kT
pα,βq
k

�
x
pNq
i

	
h pkq

�
T pα,βq
n

�
x
pNq
i

	
� 1

N

Ņ

i�1

� 8̧

k�0

b̃2kT
pα,βq
2k

�
x
pNq
i

	
h p2kq �

8̧

k�0

b̃2k�1T
pα,βq
2k�1

�
x
pNq
i

	
h p2k � 1q

�
T pα,βq
n

�
x
pNq
i
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�

$'''''''''&'''''''''%

1
N

°N
i�1

�°8
k�0 b̃2kP

pα,βq
2k

�
T2

�
x
pNq
i

	

h p2kq

�
P
pα,βq
m

�
T
�
x
pNq
i

	

, n � 2m

1
N

°N
i�1

�°8
k�0 b̃2kP

pα,βq
2k

�
T2

�
x
pNq
i

	

h p2kq

�
x
pNq
i P

pα,β�1q
m

�
T
�
x
pNq
i

	

, n � 2m� 1

�
$&% 1

N

°N
i�1 2P

pα,βq
m

�
T2

�
xNi

�	 � 1
N

°N{2
i�1 2P

pα,βq
m

�
x
N{2
i

	
, n � 2m

0, n � 2m� 1
.

Remark 3.4.3. With Lemma 3.4.2 and Lemma 3.4.1, we get that

Rpm2,T2q
�
T pα,βq
n

� � #
P
pα,βq
n
2

, n even

0, n odd
.

Thus for N � 2 the weighted case coincides with the unweighted case for the Ruelle
operator acting on the generalized Chebyshev polynomials tT pα,βq

n pxqu.

3.5 Quadratic polynomials: the unweighted Ruelle
operator

We investigate two OPS, tQn pxqu8n�0 and tPn pxqu8n�0, related by the quadratic trans-
formation given by T2 pxq � 2x2 � 1. That is, in this section, we will deal with a more
general case compared to the previous sections as we will consider arbitrary symmetric
orthogonal polynomial sequences.
Let Pn be given by (see (1.22))

P1 pyqPn pyq � anPn�1 pyq � cnPn�1 pyq , n P N,
P0 pyq � 1, P1 pyq � y,

(3.13)

with an � cn � 1, n P N and an, cn ¡ 0. We call such an OPS a random walk polynomial
sequence (RWS). Then by Remark 1.1.36 (1) suppπP � S :� r�1, 1s.
We set

Q2n pxq � Pn pT2 pxqq .
Fixing Q0 pxq � 1, Q1 pxq � x we have to investigate whether there exist polynomials
Q2n�1 pxq such that tQn pxqu8n�0 is a RWS.
In order to satisfy the recurrence relations, we have

xQ2n pxq � α2nQ2n�1 pxq � γ2nQ2n�1 pxq and then

x2Q2n pxq � α2nα2n�1Q2n�2 pxq � pα2nγ2n�1 � γ2nα2n�1qQ2n pxq � γ2nγ2n�1Q2n�2 pxq .
Hence

Q2 pxqQ2n pxq � T2 pxqQ2n pxq �
�
2x2 � 1

�
Q2n pxq
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� 2α2nα2n�1Q2n�2 pxq � r2 pα2nγ2n�1 � γ2nα2n�1q � 1sQ2n pxq � 2γ2nγ2n�1Q2n�2 pxq
and with y � 2x2 � 1

Q2 pyqQ2n pyq � P1 pyqPn pyq � anPn�1 pxq � cnPn�1 pyq � anQ2n�2 pxq � cnQ2n�2 pxq .
Comparing the coefficients we obtain

an � 2α2nα2n�1 (3.14)

0 � 2 pα2nγ2n�1 � γ2nα2n�1q � 1 (3.15)

cn � 2γ2nγ2n�1. (3.16)

By Q1 pxqQ1 pxq � α1Q2 pxq � γ1Q0 pxq, we have α1 � 1
2
, γ1 � 1

2
, and (3.16) implies

γ2 � c1 and then α2 � 1� γ2 � 1� c1 � a1. Now, (3.15) yields γ3 � 1
a1

�
1
2
� c1

2

� � 1
2

and

α3 � 1
2
. Continuing in this way, we get

α2n � an, γ2n � cn and α2n�1 � 1

2
� γ2n�1. (3.17)

Proposition 3.5.1. Choosing the recurrence coefficients in (3.17), the corresponding
RWS tQn pxqu8n�0 satisfies Q2n pxq � Pn pT2 pxqq.
Remark 3.5.2. The orthogonalization measure πQ is concentrated on suppπQ � S. The
Haar weights hQ pnq satisfy hQ pn� 1q � hQ pnq αn

γn�1
, which leads to the following result:

Lemma 3.5.3. The Haar weights hQ pnq of the polynomial sequence tQn pxqu8n�0 are given
by

hQ pnq �
#
hP pkq , n � 2k

2akhP pkq , n � 2k � 1, k P N0

,

where hP pnq are the Haar weights of tPn pxqu8n�0. (We set a0 � 1.)

Proof. The proof follows by induction.

Now, we search for an explicit representation of the polynomials Q2k�1 pxq of odd degree
via the polynomials Pn pxq.

The Christoffel-Darboux formula (Theorem 1.1.24) provides (note that Pk p�1q � p�1qk)
ņ

k�0

p�1qk Pk pxqhP pkq � anhP pnq Pn�1 pxq p�1qn � Pn pxq p�1qn�1

x� 1

� anhP pnq p�1qn Pn�1 pxq � Pn pxq
x� 1

.

In particular, for x � 1:
°n
k�0 p�1qk hP pkq � anhP pnq p�1qn �: WP pnq.

Consider
1

WP pnq
ņ

k�0

p�1qk Pk pxqhP pkq � Pn�1 pxq � Pn pxq
x� 1

�: Sn pxq .

The polynomials tSn pxqu8n�0 have the following properties, which are obvious:
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(a) Sn p1q � 1,

(b)
³1

�1
Sn pxqPm pxq p1� xq dπP pxq � 0, m   n,

(c)
³1

�1
Sn pxqPn pxq p1� xq dπP pxq � 0.

(b) and (c) imply that the tSn pxqu8n�0 are orthogonal polynomials with respect to dπ̃ pxq �
p1� xq dπP pxq. (Concerning this result, compare to Theorem 2.5 in [57] which is far more
general.)

Proposition 3.5.4. We have Q2k�1 pxq � xSk pT2 pxqq for k P N0.

Proof. We show that Q2k�1 pxq and xSk pT2 pxqq are determined by the same recurrence
relation. In fact, multiplying the left-hand side by x yields

xQ2k�1 pxq � 1

2
Q2k�2 pxq � 1

2
Q2k pxq

and the right-hand side multiplied by x is

x pxSk pT2 pxqqq � x2Pk�1 pT2 pxqq � Pk pT2 pxqq
T2 pxq � 1

� x2Q2k�2 pxq �Q2k pxq
2x2

� 1

2
Q2k�2 pxq � 1

2
Q2k pxq .

Corollary 3.5.5.

Q2k pxq � Pk pT2 pxqq ,

Q2k�1 pxq � x

WP pkq
ķ

j�0

p�1qj Pj pT2 pxqqhP pjq � x

WP pkq
ķ

j�0

p�1qj Q2j pxqhP pjq

� Pk�1 pT2 pxqq � Pk pT2 pxqq
x

.

In order to guarantee that |Qn pxq | ¤ Qn p1q � 1 for all x P S, we study the connection
coefficients dn,k, defined by

Qn pxq �
ņ

k�0

dn,kTk pxq .

If the dn,k are nonnegative, then |Qn pxq | ¤
°n
k�0 dn,k � 1 for all x P S. Using a result of

Szwarc [58], we have the following result.

Proposition 3.5.6. If cn ¤ 1
2

for all n P N, then Qn pxq �
°n
k�0 dn,kTk pxq with dn,k ¥ 0.

In particular, |Qn pxq | ¤ 1 for all x P S.

Proof. The recurrence coefficients of Qn pxq satisfy γn ¤ 1
2
, αn� γn � 1. Thus Corollary

1 in [58] yields dn,k ¥ 0.

Another result of Szwarc yields that the OPS tQn pxqu8n�0 generates a polynomial hyper-
group on N0:
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Proposition 3.5.7. If cn ¤ an and the sequence pcnqnPN is increasing, then tQn pxqu8n�0

generates a polynomial hypergroup on N0.

Proof. The recurrence coefficients of Qn pxq satisfy γn ¤ αn, and the sequences pγ2nqnPN,
pγ2n�1qnPN, pγ2n � α2nqnPN and pγ2n�1 � α2n�1qnPN are increasing. Now, Theorem 1 in [59]
yields that the linearizion coefficients of the products Qm pxqQn pxq are nonnegative.

Now, we have collected the facts that are needed to study the unweighted Ruelle operator
Rp1,T2q.

Proposition 3.5.8. Rp1,T2q pQ2kq � Pk and Rp1,T2q pQ2k�1q � 0 for k P N0.

Proof. It suffices to note that Q2k pxq � Q2k p�xq and Q2k�1 p�xq � �Q2k�1 pxq.
Remark 3.5.9. Let N be even, then, more generally, we get

Rp1,TN q pQnq pyq �
#

1
N

�°N{2
i�1 2Pk

�
x
pN{2q
i

		
, n � 2k

� 0, n � 2k � 1

for k P N0.

For f P C pSq we define a right inverse of the Ruelle operatorRp1,T2q by Ef pxq � f pT2 pxqq.
Denote by πP the orthogonalization measure of tPn pxqu8n�0 and πQ the one of tQn pxqu8n�0.
The existence and uniqueness of πP and πQ are guaranteed by the Perron-Favard theorem
(see Theorem 1.1.23).

Lemma 3.5.10. For all m,n P N0 we have»
S

Rp1,T2q pQmq pyqPn pyq dπP pyq �
»
S

Qm pxqPn pT2 pxqq dπQ pxq

�
»
S

Qm pxqE pPnq pxq dπQ pxq .

Proof. Let n P N0. If m � 2k, then»
S

Rp1,T2q pQ2kq pyqPn pyq dπP pyq �
»
S

Pk pyqPn pyq dπP pyq �
#

1
hP pnq , k � n

0, else
,

If m � 2k � 1, then we have Rp1,T2q pQ2k�1q � 0, and hence»
S

Rp1,T2q pQ2k�1q pyqPn pyq dπP pyq � 0.

On the other hand,»
S

Q2k pxqPn pT2 pxqq dπQ pxq �
»
S

Q2k pxqQ2n pxq dπQ pxq �
#

1
hQp2nq , k � n

0, else

and we know by Lemma 3.5.3 that hQ p2nq � hP pnq.
Moreover, »

S

Q2k�1 pxqPn pT2 pxqq dπQ pxq �
»
S

Q2k�1 pxqQ2n pxq dπQ pxq � 0.

This proves the lemma.
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Theorem 3.5.11. Let f, g P C pSq. Then»
S

Rp1,T2qf pyq g pyq dπP pyq �
»
S

f pxq g pT2 pxqq dπQ pxq �
»
S

f pxqE pgq pxq dπQ pxq .

Proof. Rp1,T2q is a continuous operator on C pSq and the linear span of tQm : m P N0u is
} � }8-dense in C pSq. Hence Lemma 3.5.10 implies»

S

Rp1,T2qf pyqPn pyq dπP pyq �
»
S

f pxqE pPnq pxq dπQ pxq , n P N0, f P C pSq .

And since tPn : n P N0u is also } � }8-dense in C pSq, we obtain»
S

Rp1,T2qf pyq g pyq dπP pyq �
»
S

f pxqEg pxq dπQ pxq @f, g P C pSq .

Remark 3.5.12. (1) πQ is the image measure of πP under the mappings ψ1{2 pyq �
�
b

y�1
2

combined in appropriate way.

(2) In [37], Theorem 5 provides a uniquely determined distribution function which in

our case rewrites as dπQ pxq � |x�1|
T 12pxqdπP pT2 pxqq.

Proposition 3.5.13. Let f P C pSq and denote FPf pnq � ³1

�1
f pyqPn pyq dπP pyq and

FQf pnq � ³1

�1
f pxqQn pxq dπQ pxq. Then the Ruelle operator Rp1,T2q and its right inverse

E, respectively, applied to f P C pSq give

FP
�
Rp1,T2qf

� pnq � FQf p2nq and FQ pEgq p2nq � FPg pnq , respectively.

Proof. Let g pyq � Pn pyq and f pxq � Q2k pxq, respectively, and apply Theorem 3.5.11.

Lemma 3.5.14. Let f P Lp pS, πQq. For 1 ¤ p   8, we have» 1

�1

|Rp1,T2qf pyq |pdπP pyq �
» 1

�1

|f pxq |pdπQ pxq .

Proof. Splitting S � r�1, 1s into r�1, 0s and r0, 1s the substitution of Theorem 3.5.11
directly yields equality.

Now, we consider the Wiener spaces AQ pSq and AP pSq, where

AQ pSq � tf P C pSq :
8̧

n�0

|FQf pnq |}Qn}8hQ pnq   8u and

AP pSq � tf P C pSq :
8̧

n�0

|FPf pnq |hP pnq   8u.
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The norms on AQ pSq and AP pSq, respectively, are given by

}f}AQpSq �
8̧

n�0

|FQf pnq |}Qn}8hQ pnq and

}f}AP pSq �
8̧

n�0

|FPf pnq |hP pnq .

Since we assume that tPn pxqu8n�0 generates a polynomial hypergroup, we know that
for all n P N0, }Pn}8 � supxPS |Pn pxq | � 1. Thus

�
AP pSq , } � }AP pSq

�
is a Banach

space. In order to prove this, one can use the uniqueness theorem for commutative
hypergroups (see [7], p. 87, Theorem 2.2.24), which yields that } � }AP pSq is a norm, and
that

�
AP pSq , } � }AP pSq

�
is isometric isomorphic to `1 phP q. In general, tQn pxqu8n�0 will

not generate a polynomial hypergroup. Therefore, we cannot use that }Qn}8 � 1. By
definition , we have }Q2k}8 � 1. Nevertheless, we can show:

Proposition 3.5.15.
�
AQ pSq , } � }AQpSq

�
is a Banach space. Each f P AQ pSq has a

representation f pxq � °8
n�0FQf pnqQn pxqh pnq for all x P S.

Moreover,
�
AQ pSq , } � }AQpSq

�
is isometric isomorphic to the Banach space `1 pλQq, where

the weights λQ are given by λQ pnq � }Qn}8hQ pnq via the mapping f ÞÑ �
FQf pnq�

nPN0
.

Proof. Let f P AQ pSq and assume that FQf pnq � 0 for all n P N0. Since AQ pSq �
L2 pS, πQq and the tQn pxqu8n�0 are an orthogonal basis in L2 pS, πQq, f is the zero element
in L2 pS, πQq. The continuity of f yields that f is the zero function. Hence } � }AQpSq
is a norm on AQ pSq. Given f P AQ pSq the series

°8
n�0FQf pnqQn pxqhQ pnq converges

uniformly to a continuous function g P C pSq. Since FQg pnq � FQf pnq, we have that
g � f . Finally, it is obvious that f ÞÑ �

FQf pnq�
nPN0

, AQ pSq Ñ `1 pλQq is an isometric
isomorphism.

Theorem 3.5.16. For the Ruelle operator Rp1,T2q we have Rp1,T2q P B pAQ pSq , AP pSqq
and for its right inverse E, E P B pAP pSq , AQ pSqq. For the operator norms, we have
}Rp1,T2q} � 1 and }E} � 1. Moreover,

Rp1,T2qf pyq �
8̧

k�0

FQf p2kqPk pyqhP pkq @f P AQ pSq and

Eg pxq �
8̧

k�0

FQ pEgq p2kqQ2k pxqhQ p2kq @g P AP pSq

Proof. Let f P AQ pSq, which means

f pxq �
8̧

k�0

FQf pkqQk pxqhQ pkq ,

where }f}AQpSq �
°8
k�0 |FQf pkq |}Qk}8hQ pkq   8. Applying Proposition 3.5.13 and

Lemma 3.5.3 gives for Rp1,T2qf P C pSq,
8̧

k�0

|FP �Rp1,T2qf
� pkq |hP pkq � 8̧

k�0

|FQf p2kq |hP pkq �
8̧

k�0

|FQf p2kq |hQ p2kq ¤ }f}AQpSq.
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Thus Rp1,T2qf P AQ pSq and Rp1,T2qf pyq �
°8
k�0FQf p2kqPk pyqhP pkq. Since Rp1,T2q1 � 1,

we have }Rp1,T2q} � 1. Similarly, for g P AP pSq, we have

g pxq �
8̧

k�0

FPg pkqPk pxqhP pkq ,

where }g}AP pSq �
°8
k�0 |FPg pkq |hP pkq   8. Then for Eg P C pSq

Eg pxq �
8̧

k�0

FPg pkqPk pT2 pxqqhP pkq �
8̧

k�0

FPg pkqQ2k pxqhP pkq

�
8̧

k�0

FPg pkqQ2k pxqhQ p2kq �
8̧

k�0

FQ pEgq p2kqQ2k pxqhQ p2kq .

Thus Eg P AQ pSq and since E1 � 1, }E} � 1.

Remark 3.5.17. By Theorem 3.5.16 we see that KerRp1,T2q � tf P AQ pSq : FQf p2kq �
0 @k P N0u, KerE � tg P AP pSq : FPg pkq � 0 @k P N0u.
Examples 3.5.18. (1) Consider the orthogonal polynomials defined by homogeneous

trees. These polynomials tRn px; aqu8n�0, a ¥ 2, are determined by the recurrence
coefficients

an � a� 1

a
, bn � 0, cn � 1

a
, n P N

and a0 � 1, b0 � 0. They generate a polynomial hypergroup on N0, see [22].
Putting Q2n pxq � Rn pT2 pxq ; aq the construction of this section yields an orthogonal
polynomial sequence tQn pxqu8n�0 with recurrence coefficients α0 � 1, β0 � 0,

αn �
#
a�1
a
, n even

1
2
, n odd

, γn � 1� an, βn � 0, n P N.

This class of polynomials has already been studied for example in [21]. These
polynomials are called Karlin-McGregor polynomials and they are an important
tool for the analysis of random walks. They generate a polynomial hypergroup on
N0 whose dual spaces are investigated in a recent paper, see [41].

(2) The associated Legendre polynomials tLνn pxqu8n�0 defined by the recurrence coeffi-
cients

an � ηn�1

ηn
, bn � 0, cn � ηn�1 pn� νq2

ηn
�
4 pn� νq2 � 1

� , n P N,

where η0 � 1, ηn � pν�1qn
2npν�1{2qn

�
1�°n

k�1
ν

k�ν
�
, n P N, and a0 � 1, b0 � 0, also

generate a polynomial hypergroup on N0 (see [22]). We set Q2n pxq � Lνn pT2 pxqq,
then we get an orthogonal polynomial sequence tQn pxqu8n�0 with the recurrence
coefficients

αn �
#
ηn�1

ηn
, n even

1
2
, n odd

, γn � 1� αn, βn � 0, n P N,

and α0 � 1, β0 � 0. Using Theorem 1 in [59], we get that tQn pxqu8n�0 generates
a polynomial hypergroup on N0 since the sequences tα2nu8n�0, tα2n�1u8n�0, tα2n �
γ2nu8n�0, tα2n�1 � γ2n�1u8n�0 are increasing and αn ¤ γn as an ¤ cn.
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(3) For fixed β, q with �1   β   1 and 0   q   1 the q-ultraspherical polynomials

tP pβ,qq
n pxqu8n�0 are determined by the recurrence coefficients

c1 � C1A0, a1 � 1� c1, cn � CnAn�1

an�1

, an � 1� cn, n � 2, 3, . . . ,

where

An � 1� qn�1

2 p1� βqnq , n P N0, Cn � 1� β2qn�1

2 p1� βqnq , n P N,

and bn � 0, n P N. They generate a polynomial hypergroup on N0 (see [22]).

Then by setting Q2n pxq � P
pβ,qq
n pT2 pxqq, we get an orthogonal polynomial sequence

tQn pxqu8n�0 with recurrence coefficients

αn �
#

1� cn, n even
1
2
, n odd

, γn � 1� αn, βn � 0, n P N

and α0 � 1, β0 � 0. For the same reason as in (2) tQn pxqu8n�0 generates a polyno-
mial hypergroup on N0.

3.6 Quadratic polynomials: the weighted Ruelle operator

In this section, we will investigate the behavior of the weighted Ruelle operator in the case
of the OPS tQn pxqu8n�0 which we constructed in the previous section. We will restrict our
studies to N � 2 since this case provides the most interesting results, and consider three
kinds of weight functions m2 pxq �

°8
k�0 bkTk pxqh pkq, m̃2 pxq �

°8
k�0 b̃kT

pα,βq
k pxqh pkq

and ˜̃m2 pxq �
°8
k�0

˜̃bkQk pxqhQ pkq.
Lemma 3.6.1. Let N � 2, then

Rpm2,T2q pQnq pyq �
$&%

1
2

�
2b0T0

�
x
p2q
1

	
h p0q

�
Pl pyq � Pl pyq , n � 2l

1
2

�°8
k�0 2b2k�1T2k�1

�
x
p2q
1

	
h p2k � 1q

�
Pl�1pyq�Plpyq

x
p2q
1

, n � 2l � 1
,

Rpm̃2,T2q pQnq pyq � 1
2

°2
i�1Qn pxiq which coincides with the unweighted case, and

Rp ˜̃m2,T2q pQnq pyq �
$&%Pl pyq , n � 2l

1
2

�°8
k�0 2˜̃b2k�1

Pk�1pyq�Pkpyq
x
p2q
1

hQ p2k � 1q
�
Pl�1pyq�Plpyq

x
p2q
1

, n � 2l � 1
.

Proof. Using Lemma 3.2.1, we get

Rm2,T2 pQnq pyq � 1

2

�� 2̧

i�1

� 8̧

k�0

bkTk

�
x
p2q
1

	
h pkq

�
Qn

�
x
p2q
1

	�

� 1

2

��� 8̧

k�0

bkTk

�
x
p2q
1

	
h pkq

�
Qn

�
x
p2q
1

	
�
� 8̧

k�0

bkTk

�
�xp2q1

	
h pkq

�
Qn

�
�xp2q1

	�
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�

$'''''''''''''''&'''''''''''''''%

1
2

��°8
k�0 bkTk

�
x
p2q
1

	
h pkq

�
Q2l

�
x
p2q
1

	
�
�°8

k�0 bkTk

�
�xp2q1

	
h pkq

�
Q2l

�
�xp2q1

	�
, n � 2l

1
2

��°8
k�0 bkTk

�
x
p2q
1

	
h pkq

�
Q2l�1

�
x
p2q
1

	
�
�°8

k�0 bkTk

�
�xp2q1

	
h pkq

�
Q2l�1

�
�xp2q1

	�
, n � 2l � 1

�

$'''''''''''''''''&'''''''''''''''''%

1
2

��°8
k�0 bkTk

�
x
p2q
1

	
h pkq

�
Pl

�
T2

�
x
p2q
1

	

�
�°8

k�0 bkTk

�
�xp2q1

	
h pkq

�
Pl

�
T2

�
�xp2q1

	
�
, n � 2l

1
2

���°8
k�0 bkTk

�
x
p2q
1

	
h pkq

�
Pl�1

�
T2

�
x
p2q
1

	

�Pl

�
T2

�
x
p2q
1

	

x
p2q
1

�
�°8

k�0 bkTk

�
�xp2q1

	
h pkq

�
Pl�1

�
T2

�
�xp2q1

	

�Pl

�
T2

�
�xp2q1

	

�xp2q1

�
, n � 2l � 1

�

$'''''&'''''%
1
2

��°8
k�0 2b2kT2k

�
x
p2q
1

	
h p2kq

�
Pl pyq

�
, n � 2l

1
2

��°8
k�0 2b2k�1T2k�1

�
x
p2q
1

	
h p2k � 1q

�
Pl�1pyq�Plpyq

x
p2q
1

�
, n � 2l � 1

�

$'''&'''%
1
2

�
2b0T0

�
x
p2q
1

	
h p0q

�
Pl pyq � Pl pyq , n � 2l

1
2

�°8
k�0 2b2k�1T2k�1

�
x
p2q
1

	
h p2k � 1q

�
Pl�1pyq�Plpyq

x
p2q
1

, n � 2l � 1
,

and with Lemma 3.4.1 we obtain

Rpm̃2,T2q pQnq pyq � 1

2

�
2̧

i�1

� 8̧

k�0

b̃kT
pα,βq
k

�
x
p2q
i

	
h pkq

�
Qn

�
x
p2q
i

	�

� 1

2

�
2̧

i�1

� 8̧

k�0

b̃2kT
pα,βq
2k

�
x
p2q
i

	
h p2kq �

8̧

k�0

b̃2k�1T
pα,βq
2k�1

�
x
p2q
i

	
h p2k � 1q

�
Qn

�
x
p2q
i

	�

� 1

2

2̧

i�1

Qn pxiq .

With

Rp ˜̃m2,T2q p1q � 1 � 1

2

2̧

i�1

˜̃m2

�
x
p2q
i

	
� 1

2

2̧

i�1

8̧

k�0

˜̃bkQk

�
x
p2q
i

	
hQ pkq
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� 1

2

2̧

i�1

� 8̧

k�0

˜̃b2kQ2k

�
x
p2q
i

	
hQ p2kq �

8̧

k�0

˜̃b2k�1Q2k�1

�
x
p2q
i

	
hQ p2k � 1q

�

� 1

2

2̧

i�1

� 8̧

k�0

˜̃b2kPk

�
T2

�
x
p2q
i

		
hQ p2kq

�
8̧

k�0

˜̃b2k�1

Pk�1

�
T2

�
x
p2q
i

		
� Pk

�
T2

�
x
p2q
i

		
x
p2q
i

hQ p2k � 1q
��

�
8̧

k�0

˜̃b2kPk pyqhQ p2kq ,

we get that ˜̃b0 � 1 and ˜̃b2k � 0, k P N. Thus we get for the weighted Ruelle operator

Rp ˜̃m2,T2q pQnq pyq � 1

2

�
2̧

i�1

˜̃m2

�
x
p2q
i

	
Qn

�
x
p2q
i

	�

� 1

2

�� 2̧

i�1

� 8̧

k�0

˜̃bkQk

�
x
p2q
i

	
hQ pkq

�
Qn

�
x
p2q
i

	�

� 1

2

�� 2̧

i�1

� 8̧

k�0

˜̃b2kQ2k

�
x
p2q
i

	
hQ p2kq �

8̧

k�0

˜̃b2k�1Q2k�1

�
x
p2q
i

	
hQ p2k � 1q

�
Qn

�
x
p2q
i

	�


�

$'''''''''''''''''''&'''''''''''''''''''%

1
2

��°2
i�1

��°8
k�0

˜̃b2kQ2k

�
x
p2q
i

	
hQ p2kq

� °8
k�0

˜̃b2k�1Q2k�1

�
x
p2q
i

	
hQ p2k � 1q

�
Pl

�
T2

�
x
p2q
i

	
��
, n � 2l

1
2

��°2
i�1

��°8
k�0

˜̃b2kQ2k

�
x
p2q
i

	
hQ p2kq

� °8
k�0

˜̃b2k�1Q2k�1

�
x
p2q
i

	
hQ p2k � 1q

��
Pl�1

�
T2

�
x
p2q
i

	

�Pl

�
T2

�
x
p2q
i

	

x
p2q
1

�
, n � 2l � 1

�

$'''&'''%
1
2

�
2˜̃b0hQ p0q

�
Pl pyq � Pl pyq , n � 2l

1
2

�°8
k�0 2˜̃b2k�1

Pk�1pyq�Pkpyq
x
p2q
1

hQ p2k � 1q
�
Pl�1pyq�Plpyq

x
p2q
1

, n � 2l � 1
.

The following statements for the weighted Ruelle operator hold for both weight functions
m2 pxq and ˜̃m2 pxq. For simplicity m2 pxq will denote either one of these weight functions
throughout the remainder of this section. We use the same notation as in the previous
section.

101



3. HARMONIC ANALYSIS FOR THE RUELLE OPERATOR ON HYPERGROUPS:
THE POLYNOMIAL CASE

Lemma 3.6.2. For all m,n P N0 we have»
S

Rpm2,T2q pQmq pyqPn pyq dπP pyq �
»
S

m2 pxqQm pxqPn pT2 pxqq dπQ pxq

�
»
S

m2 pxqQm pxqE pPnq pxq dπQ pxq .

Proof. The proof follows from Lemma 3.5.10.

Theorem 3.6.3. Let f, g P C pSq. Then»
S

Rpm2,T2qf pyq g pyq dπP pyq �
»
S

m2 pxq f pxq g pT2 pxqq dπQ pxq

�
»
S

m2 pxq f pxqE pgq pxq dπQ pxq .

Proof. The proof follows from Theorem 3.5.11.

Proposition 3.6.4. Let f P C pSq. Then the Ruelle operator Rpm2,T2q and its right inverse
E, respectively, applied to f P C pSq give

FP
�
Rpm2,T2qf

� pnq � FQ pm2fq p2nq and FQ pEgq p2nq � FPg pnq , respectively.

Proof. The proof follows from Proposition 3.5.13.

We also consider the Wiener spaces AQ pSq and AP pSq.
Theorem 3.6.5. For the Ruelle operator Rpm2,T2q, we have Rpm2,T2q P B pAQ pSq , AP pSqq
and for its right inverse E, E P B pAP pSq , AQ pSqq. For the operator norms, we have
}Rpm2,T2q} � 1 and }E} � 1. Moreover,

Rpm2,T2qf pyq �
8̧

k�0

FQ pm2fq p2kqPk pyqhP pkq @f P AQ pSq and

Eg pxq �
8̧

k�0

FQ pEgq p2kqQ2k pxqhQ p2kq @g P AP pSq

Proof. The proof follows from Theorem 3.5.16.

3.7 Cubic polynomials: the unweighted Ruelle operator

Now, we investigate two OPS, tCn pxqu8n�0 and tPn pxqu8n�0, related by the cubic transfor-
mation given by T3 pxq � 4x3 � 3x.
Using the recurrence formula in (1.22), we let tPn pxqu8n�0 be an OPS satisfying

P1 pyqPn pyq � anPn�1 pyq � bnPn pyq � cnPn�1 pyq , n P N, (3.18)

P0 pyq � 1, P1 pyq � y

a0

� b0

a0

with an � bn � cn � 1, a0 � b0 � 1, n P N, and an, cn�1 ¡ 0, bn ¥ 0, n P N0. Such an
OPS is called a random walk polynomial sequence (RWS). Furthermore, Pn p1q � 1. The
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orthogonalization measure πP is concentrated on S � r�1, 1s.
Now, we set C3n pxq � Pn pT3 pxqq � Pn p4x3 � 3xq for n P N and investigate under which
assumptions there exists C3n�1 pxq and C3n�2 pxq such that tCn pxqu8n�0 is a random walk
polynomial sequence.
We have that C0 pxq � 1, C1 pxq � x

α0
� β0

α0
and we need to construct the polynomials

C3n�1 pxq and C3n�2 pxq such that C3n pxq � Pn pT3 pxqq and

C1 pxqCn pxq � αnCn�1 pxq � βnCn pxq � γnCn�1 pxq , (3.19)

where αn � βn � γn � 1, α0 � β0 � 1, n P N and αn, γn�1 ¡ 0, βn ¥ 0 for n P N0.
If we choose α1, β1 and γ1 such that (3.19) is satisfied for n � 1, then

C2 pxq � 1

α1

�
1

α2
0

px� β0q2 � β1

α0

px� β0q � γ1

�
. (3.20)

Furthermore, by (3.19) we get for n � 2,

4

a0

x3 � 3

a0

x� b0

a0

� C3 pxq � 1

α2

�
1

α3
0α1

px� β0q3 � pβ1 � β2q 1

α2
0α1

px� β0q2

�pβ1β2 � γ1 � α1γ2q 1

α0α1

px� β0q � β2γ1

α1

�
.

(3.21)

Comparing the coefficients in (3.21), we obtain

1

α3
0α1α2

� 4

a0

, � 3β0

α3
0α1α2

� β1 � β2

α2
0α1α2

� 0,

3β2
0

α3
0α1α2

� 2β0 pβ1 � β2q
α2

0α1α2

� β1β2 � γ1 � α1γ2

α0α1α2

� � 3

a0

,

� β3
0

α3
0α1α2

� β2
0 pβ1 � β2q
α3

0α1α2

� β0 pβ1β2 � γ1 � α1γ2q
α0α1α2

� β2γ1

α1α2

� � b0

a0

,

(3.22)

In order to gain more insight and to obtain simpler expressions than the above formulas,
we now set a0 � α0 � 1 and b0 � β0 � 0. Thus P1 pyq � y and C1 pxq � x. Then we have

4 � 1

α1α2

ô α2 � 1

4α1

, (3.23)

0 � � 1

α1α2

pβ1 � β2q ô β2 � �β1, (3.24)

�3 � pβ1β2 � γ1 � α1γ2q 1

α1α2

ô 3α2 � β2
1

α1

� γ1

α1

� γ2

ô 3

4α1

� β2
1

α1

� γ1

α1

� γ2, (3.25)

0 � β2γ1 � �β1γ1 ñ β1 � β2 � 0_ γ1 � 0. (3.26)

In (3.26) we choose β1 � β2 � 0, as γ1 ¡ 0. Then γ2 � 1
α1

�
3
4
� γ1

�
and (for n � 2) we

have to restrict 0   γ1   3
4

or equivalently 1
4
  α1   1, thus γ2 � 1� 1

4α1
.

Now, we iterate equation (3.19):

C1 pxqC3n pxq � α3nC3n�1 pxq � β3nC3n pxq � γ3nC3n�1 pxq , (3.27)
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C2
1 pxqC3n pxq � α3n

�
α3n�1C3n�2 pxq � β3n�1C3n�1 pxq � γ3n�1C3n pxq

�
�β3n

�
α3nC3n�1 pxq � β3nC3n pxq � γ3nC3n�1 pxq

�
�γ3n

�
α3n�1C3n pxq � β3n�1C3n�1 pxq � γ3n�1C3n�2 pxq

�
, (3.28)

C3
1 pxqC3n pxq � α3n

�
α3n�1

�
α3n�2C3n�3 pxq � β3n�2C3n�2 pxq � γ3n�2C3n�1 pxq

�
�β3n�1

�
α3n�1C3n�2 pxq � β3n�1C3n�1 pxq � γ3n�1C3n pxq

�
�γ3n�1

�
α3nC3n�1 pxq � β3nC3n pxq � γ3nC3n�1 pxq

��
�β3n

�
α3n

�
α3n�1C3n�2 pxq � β3n�1C3n�1 pxq � γ3n�1C3n pxq

�
�β3n

�
α3nC3n�1 pxq � β3nC3n pxq � γ3nC3n�1 pxq

�
�γ3n

�
α3n�1C3n pxq � β3n�1C3n�1 pxq � γ3n�1C3n�2 pxq

��
�γ3n

�
α3n�1

�
α3nC3n�1 pxq � β3nC3n pxq � γ3nC3n�1 pxq

�
�β3n�1

�
α3n�1C3n pxq � β3n�1C3n�1 pxq � γ3n�1C3n�2 pxq

�
�γ3n�1

�
α3n�2C3n�1 pxq � β3n�2C3n�2 pxq � γ3n�2C3n�3 pxq

��
� pα3nα3n�1α3n�2qC3n�3 pxq

� pα3nα3n�1β3n�2 � α3nα3n�1β3n�1 � α3nα3n�1β3nqC3n�2 pxq
� �

α3nα3n�1γ3n�2 � α3nβ
2
3n�1 � α2

3nγ3n�1 � α3nβ3nβ3n�1 � α3nβ
2
3n

�α3n�1α3nγ3nqC3n�1 pxq
� �

α3nβ3n�1γ3n�1 � 2α3nβ3nγ3n�1 � β3
3n � 2α3n�1β3nγ3n

�α3n�1β3n�1γ3nqC3n pxq
� �

α3nγ3nγ3n�1 � β2
3nγ3n � β3n�1β3nγ3n � α3n�1γ

2
3n � β2

3n�1γ3n

�α3n�2γ3n�1γ3nqC3n�1 pxq
� pβ3nγ3n�1γ3n � β3n�1γ3n�1γ3n � β3n�2γ3n�1γ3nqC3n�2 pxq
� pγ3n�2γ3n�1γ3nqC3n�3 pxq . (3.29)

For y � 4x3 � 3x we have

C3 pxqC3n pxq � �
4x3 � 3x

�
C3n pxq � P1 pyqPn pyq

� anPn�1 pyq � bnPn pyq � cnPn�1 pyq
� anC3n�3 pxq � bnC3n pxq � cnC3n�3 pxq
� 4α3nα3n�1α3n�2C3n�3 pxq

� p4α3nα3n�1β3n�2 � 4α3nα3n�1β3n�1 � 4α3nα3n�1β3nqC3n�2 pxq
� �

4α3nα3n�1γ3n�2 � 4α3nβ
2
3n�1 � 4α2

3nγ3n�1 � 4α3nβ3nβ3n�1 � 4α3nβ
2
3n

�4α3n�1α3nγ3n � 3α3nqC3n�1 pxq
� �

4α3nβ3n�1γ3n�1 � 8α3nβ3nγ3n�1 � 4β3
3n � 8α3n�1β3nγ3n

�4α3n�1β3n�1γ3n � 3β3nqC3n pxq
� �

4α3nγ3nγ3n�1 � 4β2
3nγ3n � 4β3n�1β3nγ3n � 4α3n�1γ

2
3n � 4β2

3n�1γ3n

�4α3n�2γ3n�1γ3n � 3γ3nqC3n�1 pxq
� p4β3nγ3n�1γ3n � 4β3n�1γ3n�1γ3n � 4β3n�2γ3n�1γ3nqC3n�2 pxq
�4γ3n�2γ3n�1γ3nC3n�3 pxq
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and hence comparison of the coefficients yields

an � 4α3nα3n�1α3n�2, (3.30)

0 � 4α3nα3n�1 pβ3n�2 � β3n�1 � β3nq , (3.31)

0 � α3n

�
4α3n�1γ3n�2 � 4β2

3n�1 � 4α3nγ3n�1 � 4β3nβ3n�1 � 4β2
3n

�4α3n�1γ3n � 3q , (3.32)

bn � 4α3nβ3n�1γ3n�1 � 8α3nβ3nγ3n�1 � 4β3
3n � 8α3n�1β3nγ3n

�4α3n�1β3n�1γ3n � 3β3n, (3.33)

0 � γ3n

�
4α3nγ3n�1 � 4β2

3n � 4β3n�1β3n � 4α3n�1γ3n � 4β2
3n�1

�4α3n�2γ3n�1 � 3q , (3.34)

0 � 4γ3n�1γ3n pβ3n � β3n�1 � β3n�2q , (3.35)

cn � 4γ3n�2γ3n�1γ3n. (3.36)

For simplification and in order to gain more insight, we assume that tCn pxqu8n�0 and
tPn pxqu8n�0 are symmetric random walk polynomial sequences (SRWS), that is, βn � 0
and bn � 0 respectively for n P N0, and continue with the determination of αn and γn.
By (3.36), c1 � 4γ1γ2γ3, which is equivalent to

a1 � 1�c1 � 1�4 p1� α1q p1� α2q p1� α3q � 1�4 p1� α1q p1� α2q�4 p1� α1q p1� α2qα3.

Hence

α3 � a1 � 4 p1� α1q p1� α2q � 1

4 p1� α1q p1� α2q � 1� 1� α1

p1� α2q ,

and
γ3 � c1

4γ1γ2

.

We have to guarantee that α3 (and γ3) are positive. A straightforward calculation shows
that α3 ¡ 0 if and only if a1 ¡ 4α1 � 1

α1
� 4. Then with (3.34)

γ4 � 1

4α3

p3� 4γ3α2 � 4γ2α1q � 1

α3

�
γ1 � c1α2

4γ1γ2



, α4 � 1� γ4.

(3.30) yields α5 � a1
4α3α4

and γ5 � 1� α5 and subtraction of (3.32) from (3.34) gives

α3n�2γ3n�1 � α3n�1γ3n�2, n P N. (3.37)

Particularly, α3n�1γ3n�2 � . . . � α1γ2 � 3
4
� γ1 � α1 � 1

4
.

Exploring tCn pxqu8n�0 more detailed, we fix α1 � 1
2
. Then α1 � γ1 � 1

2
, α2 � γ2 � 1

2
,

γ3 � c1, α3 � a1, γ4 � 1
2
, α4 � 1

2
, α5 � 1

2
, γ5 � 1

2
, γ6 � c2, α6 � a2.

Using (3.34) and (3.32) we obtain γ3n�1 � γ3n�2 � 1
2
� α3n�1 � α3n�2. Finally (3.36)

yields γ3n � cn and α3n � an.

This three-term recurrence coefficients determine the SRWS tCn pxqu8n�0 with unique or-
thogonalization measure πC on S.

Now, we can represent the Cn pxq by linear combinations of T0 pxq , . . . , Tn pxq.
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C0 pxq � 1, C1 pxq � x � T1 pxq, C2 pxq � 2x2 � 1 � T2 pxq, C3 pxq � 4x3 � 3x � T3 pxq.
In order to determine C4 pxq note that

1

2
T4 pxq � 1

2
T2 pxq � xT3 pxq � xC3 pxq � a1C4 pxq � c1C2 pxq ,

and 1
a1

�
1
2
� c1

� � a1�c1
2a1

, hence

C4 pxq � 1

2a1

T4 pxq � 1

a1

�
1

2
� c1



T2 pxq .

In the same way we get

1

2a1

�
1

2
T5 pxq � 1

2
T3 pxq



� 1

a1

�
1

2
� c1


�
1

2
T3 pxq � 1

2
T1 pxq



� 1

2a1

xT4 pxq � 1

a1

�
1

2
� c1



xT2 pxq � xC4 pxq � 1

2
C5 pxq � 1

2
C3 pxq

� 1

2
C5 pxq � 1

2
T3 pxq ,

thus

C5 pxq � 1

2a1

T5 pxq �
�

1

2a1

� 1

a1

�
1

2
� c1



� 1



T3 pxq � 1

a1

�
1

2
� c1



T1 pxq

� 1

2a1

T5 pxq � 1

a1

�
1

2
� c1



T1 pxq .

To determine C6 pxq we use

1

2
T6 pxq � 1

2
T0 pxq � T3 pxqT3 pxq � C3 pxqC3 pxq � a1C6 pxq � c1C0 pxq

� a1C6 pxq � c1T0 pxq ,

then

C6 pxq � 1

2a1

T6 pxq � 1

a1

�
1

2
� c1



T0 pxq .

Furthermore, we get C7 pxq � 1
2a12a2

T7 pxq � 1�2c2
2a12a2

T5 pxq � 1
a1

�
1
2
� c1

�
T1 pxq, and

C8 pxq � 1

2a12a2

T8 pxq � 1� 2c2

2a12a2

T4 pxq � 1

a1

�
1

2
� c1



T2 pxq .

Applying C3 pxqC6 pxq � a2C9 pxq � c2T3 pxq, we obtain

C9 pxq � 1

2a12a2

T9 pxq �
�

1� 2c2

2a12a2

� 1

a1

�
1

2
� c1




T3 pxq .

Moreover, we get as above

C10 pxq � 1

2a12a22a3

T10 pxq � 1� 2c3

2a12a22a3

T8 pxq
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�
�

1� 2c2 � 2c3 � 4c2c3

2a12a22a3

� 1

2a1a3

�
1

2
� c1




T4 pxq

�
�

1� 2c2

2a12a22a3

� 1� 2c3

2a1a3

�
1

2
� c1




T2 pxq

and

C11 pxq � 1

2a12a22a3

T11 pxq � 1� 2c3

2a12a22a3

T7 pxq

�
�

1� 2c2 � 2c3 � 4c2c3

2a12a22a3

� 1

2a1a3

�
1

2
� c1




T5 pxq

�
�

1� 2c2

2a12a22a3

� 1� 2c3

2a1a3

�
1

2
� c1




T1 pxq

With C3 pxqC9 pxq � a3C12 pxq � c3C6 pxq, we obtain

C12 pxq � 1

2a12a22a3

T12 pxq � a1 � c3

2a1a3

T6 pxq �
�

1� 2c2

2a12a22a3

� 1� 2c3

2a1a3

�
1

2
� c1




T0 pxq .

Using the recurrence formula one could calculate C13 pxq , C14 pxq, and so on. We stop at
this point and restrict our studies to C3n pxq.
We can determine the connection coefficients for C3n pxq directly by using the connection
coefficients of Pn.
Let Pn pxq �

°n
k�0 κn,kTk pxq, then

C3n pxq � Pn pT3 pxqq �
ņ

k�0

κn,kTk pT3 pxqq �
ņ

k�0

κn,kT3k pxq . (3.38)

That is, if we write C3n pxq �
°3n
j�0 d3n,jTj pxq, then d3n,j � 0 for j � 3l � 1, j � 3l � 2,

where l � 0, . . . , 3n � 1 and d3n,3k � κn,k for k � 0, 1, . . . , n. Since the Pn pxq are
symmetric, we have

κ2m,k � 0 for k � 1, 3, . . . , 2m� 1

and
κ2m�1,k � 0 for k � 0, 2, . . . , 2m.

Thus, more precisely, C3n pxq can be represented by

C3n pxq � κn,nT3n pxq � κn,n�2T3n�6 � . . .� κn,0T0 pxq , n � 2m,m P N0

C3n pxq � κn,nT3n pxq � κn,n�2T3n�6 pxq � . . .� κn,1T3 pxq , n � 2m� 1,m P N0.

Moreover,

C1 pxqC3n pxq � anC3n�1 pxq � cnC3n�1 pxq , (3.39)

C2 pxqC3n pxq � T2 pxqC3n pxq � anC3n�2 pxq � cnC3n�2 pxq , (3.40)

C3 pxqC3n pxq � anC3n�3 pxq � cnC3n�3 pxq . (3.41)

(3.40) can be shown by using (3.39) which yields

x2C3n pxq � anxC3n�1 pxq � cnxC3n�1 pxq
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� an
1

2
C3n�2 pxq � an

1

2
C3n pxq � cn

1

2
C3n pxq � cn

1

2
C3n�2

� an
2
C3n�2 pxq � 1

2
C3n pxq � cn

2
C3n�2 pxq .

Thus T2 pxqC3n pxq � p2x2 � 1qC3n pxq � anC3n�2 pxq � cnC3n�2 pxq.

We can determine how the cubic Ruelle operator

Rp1,T3qf pyq �
1

3
pf px1q � f px2q � f px3qq , y P S

acts on Cn, where y � T3 pxiq, i � 1, 2, 3, (some xi are counted twice).
The xi satisfy the following relations, which are proved by comparison of coefficients in
the following way.
We have

T3 pxq � y � 0 � 4 px� x1q px� x2q px� x3q
� 4x3 � 4 px1 � x2 � x3q � 4 px1x2 � x2x3 � x1x3qx� 4x1x2x3.

Hence for given y P S the xi satisfy

x1 � x2 � x3 � 0, (3.42)

4 px1x2 � x2x3 � x1x3q � �3, (3.43)

4x1x2x3 � �y. (3.44)

Furthermore, combining (3.42) and (3.43) we obtain

x2
1 � x2

2 � x2
3 �

3

2
. (3.45)

In fact, we have

0 � px1 � x2 � x3q2 � x2
1 � x2

2 � x2
3 � 2 px1x2 � x2x3 � x1x3q ,

and hence x2
1 � x2

2 � x2
3 � 3

2
.

Proposition 3.7.1. The Ruelle operator Rp1,T3q satisfies

Rp1,T3q pC3nq � Pn, Rp1,T3q pC3n�1q � 0 � Rp1,T3q pC3n�2q
for all n P N0.

Proof. We have Rp1,T3q pC3nq pyq � 1
3
pC3n px1q � C3n px2q � C3n px3qq � 1

3
pPn pT3 px1qq

�Pn pT3 px2qq � Pn pT3 px3qqq � Pn pyq for each n P N0.
By formula (3.39), we obtain

anRp1,T3q pC3n�1q pyq � cnRp1,T3q pC3n�1q pyq
� 1

3
pC1 px1qC3n px1q � C1 px2qC3n px2q � C1 px3qC3n px3qq

� 1

3
Pn pyq px1 � x2 � x3q � 0

(3.46)
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because of (3.42). By formula (3.40) and (3.45), it follows

anRp1,T3q pC3n�2q pyq � cnRp1,T3q pC3n�2q pyq
� 1

3
pC2 px1qC3n px1q � C2 px2qC3n px2q � C2 px3qC3n px3qq

� 1

3
Pn pyq pT2 px1q � T2 px2q � T2 px3qq

� 1

3
Pn pyq

�
2
�
x2

1 � x2
2 � x2

3

�� 3
� � 0.

(3.47)

Now, we apply induction to prove the statement. For n � 1, we have Rp1,T3q pC1q pyq �
1
3
px1 � x2 � x3q � 0 and Rp1,T3q pC2q pyq � 1

3
p2 px2

1 � x2
2 � x2

3q � 3q � 0. Suppose that
Rp1,T3q

�
Cp3n�1q�1

� pyq � 0 and Rp1,T3q
�
Cp3n�1q�2

� pyq � 0 holds. Then by (3.47), we get
Rp1,T3q pC3n�2q pyq � 0, and by (3.46), Rp1,T3q pC3n�1q pyq � 0.

Theorem 3.7.2. For the cubic Ruelle operator Rp1,T3q and the cubic transformation op-
erator E pgq � Eg � g � T3, we have:»

S

Rp1,T3qf pyq g pyq dπP pyq �
»
S

f pxqEg pxq dπC pxq .

Proof. By density arguments (compare to the quadratic case), we have to show for all
m,n P N0 »

S

Rp1,T3q pCmq pyqPn pyq dπP pyq �
»
S

Cm pxqPn pT3 pxqq dπC pxq .

For m � 3k � 1, 3k � 2 the integral at the left-hand side is zero because of Proposition
3.7.1. The integral at the right-hand side is zero because of Pn pT3 pxqq � C3n pxq. It
remains to consider the case m � 3k.»

S

Rp1,T3q pC3kq pyqPn pyq dπP pyq �
»
S

Pk pyqPn pyq dπP pyq �
#

1
hP pnq , k � n

0, else
,

and »
S

C3k pxqPn pT3 pxqq dπC pxq �
»
S

C3k pxqC3n pxq dπC pxq �
#

1
hCp3nq , k � n

0, else
.

Thus it remains to check that hC p3nq � hP pnq, which follows immediately from the
recurrence coefficients αk, γk and hC pmq � αm�1

γm
hC pm� 1q.

Now, we can study the action of the cubic Ruelle operator Rp1,T3q on A pSq, Lp pS, πCq in
a similar way as in the quadratic case.

Proposition 3.7.3. Let f P C pSq and denote FPf pnq � ³1

�1
f pyqPn pyq dπP pyq and

FCf pnq � ³1

�1
f pyqCn pyq dπC pxq. Then the Ruelle operator Rp1,T3q and its right inverse

E, respectively, applied to f P C pSq give

FP
�
Rp1,T3qf

� pnq � FCf p3nq and FC pEgq p3nq � FPg pnq , respectively.
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Proof. Let g pyq � Pn pyq and f pxq � C3k pxq, respectively, and apply Theorem 3.7.2.

Lemma 3.7.4. Let f P Lp pS, πCq. For 1 ¤ p   8, we have» 1

�1

|Rp1,T3qf pyq |pdπP pyq �
» 1

�1

|f pxq |pdπC pxq .

Proof. Splitting S � r�1, 1s into r�1, 0s and r0, 1s the substitution of Theorem 3.7.2
directly yields equality.

Now, we consider the Wiener spaces AC pSq and AP pSq. Although the tCn pxqu8n�0 do
not generate a polynomial hypergroup, the same argumentation as in Proposition 3.5.15
yields:

Proposition 3.7.5.
�
AC pSq , } � }ACpSq

�
is a Banach space. Each f P AC pSq has a rep-

resentation f pxq � °8
n�0FCf pnqCn pxqh pnq for all x P S.

Theorem 3.7.6. For the Ruelle operator Rp1,T3q, we have Rp1,T3q P B pAC pSq , AP pSqq
and for its right inverse E, E P B pAP pSq , AC pSqq. For the operator norms, we have
}Rp1,T3q} � 1 and }E} � 1. Moreover,

Rp1,T3qf pyq �
8̧

k�0

FCf p3kqPk pyqhP pkq @f P AC pSq and

Eg pxq �
8̧

k�0

FC pEgq p3kqC3k pxqhC p3kq @g P AP pSq

Proof. The theorem is proven analogously to Theorem 3.5.16.

Remark 3.7.7. By Theorem 3.20 we see that KerRp1,T3q � tf P AC pSq : FCf p3kq �
0 @k P N0u, KerE � tg P AP pSq : FPg pkq � 0 @k P N0u.
Now, we study the product formulas for the Cn pxq

C2 pxqC3n�1 pxq � g p2, 3n� 1; 3n� 3qC3n�3 pxq � g p2, 3n� 1; 3n� 1qC3n�1 pxq
�g p2, 3n� 1; 3n� 1qC3n�1 pxq ,

n P N, where g pm,n;n�mq are the linearizion coefficients introduced in Lemma 1.2.23.
Using the formulas for g pm,n;n�mq in Proposition 1.2.24 we get

g p2, 3n� 1; 3n� 3q � α3n�1α3n�2

α1

� 1

2
,

g p2, 3n� 1; 3n� 1q � g p1, 3n� 1; 3nqα3n

α1

� g p1, 3n� 1; 3n� 2q γ3n�2

α1

�g p0, 3n� 1; 3n� 1q γ1

α1

� an � 1

2
� 1 � an � 1

2
,

g p2, 3n� 1; 3n� 1q � γ3n�1γ3n

α1

� cn.

We have C1 pxqC3n�1 pxq � 1
2
C3n�2 pxq � 1

2
C3n pxq and thus by the above calculation

C2 pxqC3n�1 pxq � 1

2
C3n�3 pxq �

�
an � 1

2
� 1



C3n�1 pxq � cnC3n�1 pxq .
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In order to get

C3 pxqC3n�1 pxq � g p3, 3n� 1; 3n� 4qC3n�4 pxq � g p3, 3n� 1; 3n� 2qC3n�2 pxq
�g p3, 3n� 1; 3n� 2qC3n�2 pxq ,

we calculate

g p3, 3n� 1; 3n� 4q � α3n�1α3n�2α3n�3

α1α2

� an�1,

g p3, 3n� 1; 3n� 2q � g p2, 3n� 1; 3n� 1qα3n�1

α2

� g p2, 3n� 1; 3n� 3q γ3n�3

α2

�g p1, 3n� 1; 3n� 2q γ2

α2

,

� g p2, 3n� 1; 3n� 1q � g p2, 3n� 1; 3n� 3q 2cn�1 � 1

2

�
�
an � 1

2



� cn�1 � 1

2
� an � cn�1 � 1,

g p3, 3n� 1; 3nq � g p2, 3n� 1; 3n� 1qα3n�1

α2

� g p2, 3n� 1; 3n� 1q γ3n�1

α2

�g p1, 3n� 1; 3nq γ2

α2

� g p2, 3n� 1; 3n� 1q � g p2, 3n� 1; 3n� 1q � g p1, 3n� 1; 3nq
� cn �

�
an � 1

2



� 1

2
� 0,

g p3, 3n� 1; 3n� 2q � γ3n�1γ3nγ3n�1

α1α2

� cn.

Hence

C3 pxqC3n�1 pxq � an�1C3n�4 pxq � pan � cn�1 � 1qC3n�2 pxq � cnC3n�2 pxq .
We proceed with

C3 pXqC3n�2 pxq � g p3, 3n� 2; 3n� 5qC3n�5 pxq � g p3, 3n� 2; 3n� 3qC3n�3 pxq
�g p3, 3n� 2; 3n� 1qC3n�1 pxq � g p3, 3n� 2; 3n� 1qC3n�1 pxq .

We calculate

g p3, 3n� 2; 3n� 5q � α3n�2α3n�3α3n�4

α1α2

� an�1,

g p3, 3n� 2; 3n� 3q � g p2, 3n� 2; 3n� 2qα3n�2

α2

� g p2, 3n� 2; 3n� 4q γ3n�4

α2

�g p1, 3n� 2; 3n� 3q γ2

α2

� g p2, 3n� 2; 3n� 2q � g p2, 3n� 2; 3n� 4q � α3n�2

�
�
cn�1 � 1

2



� an�1 � 1

2
� 0,

g p3, 3n� 2; 3n� 1q � g p2, 3n� 2; 3nqα3n

α2

� g p2, 3n� 2; 3n� 2q γ3n�2

α2
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�g p1, 3n� 2; 3n� 1q γ2

α2

� 2ang p2, 3n� 2; 3nq � g p2, 3n� 2; 3n� 2q � γ3n�2

� an �
�
cn�1 � 1

2



� 1

2
� an � cn�1 � 1,

g p3, 3n� 2; 3n� 1q � γ3n�2γ3n�1γ3n

α1α2

� cn.

Thus we have

C3 pxqC3n�2 pxq � an�1C3n�5 pxq � pan � cn�1 � 1qC3n�1 pxq � cnC3n�1 pxq .

At this point one could continue the calculation in the same manner as above, but we stop
this tedious calculations at this point since we have already seen that the linearization
coefficients for tCn pxqu8n�0 can be negative. Thus with Theorem 1.2.25, these polynomials
do not generate a polynomial hypergroup.
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4 The transfer operator on path space
and future work

We conclude this thesis with a short outlook on another application of transfer operators,
where our transfer operator defined via the preimages of the Chebyshev polynomials of the
first kind fits into the concept developed by P.E.T. Jorgensen in [28]. Then, we provide
a brief outline concerning future work.

4.1 The transfer operator on path-space

Motivated by the fact that various problems of scaling relations have traditionally been
addressed with only standard tools from analysis, in [28], P.E.T. Jorgensen employs a mix
of analysis and path-space methods from probability since many problems in dynamics
are governed by transition probabilities W , and Px, and by an associated transfer operator
RW . We briefly illustrate the work of P.E.T. Jorgensen and show that those concepts are
also applicable to the transfer operator we defined in Chapter 3.

Let pX,Bq be a measure space and σ a finite-to-one measurable endomorphism on X.
That is, for all B P B the inverse image

σ�1 pBq :� tx P X : σ pxq P Bu
is again an element of B. We assume that

#σ�1 ptxuq � N @x P X. (4.1)

Let µ be a probability measure on B, and assume that the singletons txu, for x P X, are
in B, but the measure µ does not need to be atomic.
Considering (4.1), we can label the sets σ�1 ptxuq by

ZN � t0, . . . , N � 1u � Z{NZ.

An enumeration of the inverse images of σ, σ pτi pxqq � x, determines the branches τi
which are measurable maps on X. In the following, we will be interested in random walks
on these branches τi.
Let W : X Ñ R�

0 be measurable and satisfy¸
yPX,σpyq�x

W pyq ¤ 1, µ a.e. x P X. (4.2)

We define the probability of a transition from x to one of the points pτi pxqq in σ�1 pxq by

P px, τi pxqq :� W pτi pxqq . (4.3)
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Hence by (4.2), ¸
i

P px, τi pxqq �
¸

σpyq�x
W pyq ¤ 1.

The ”¤” indicates that our random-walk model can also include dissipation.

Definition 4.1.1. (1) The Ruelle operator R � RW associated to these random walks
and some nonnegative weight function W on X is defined by

Rf pxq �
¸

yPX,yPσ�1pxq
W pyq f pyq , x P X, f P L8 pXq ,

where
°
yPσ�1pxqW pyq � 1.

(2) Let Ω be the compact Cartesian product

Ω � ZN
N � t0, . . . , N � 1uN �

8¹
1

t0, . . . , N � 1u .

Let C pΩq denote the algebra of all continuous functions on Ω.

(3) A path starting at x is a finite or infinite sequence of points pz1, z2, . . .q such that
σ pz1q � x and σ pzn�1q � zn for all n; it can be identified with pτω1x, τω2τω1x, . . . , τωn �
� � � τω1x, . . .q. The set of infinite paths starting at x is denoted by Ωx, the set of paths

of length n starting at x by Ω
pnq
x , and the set of all infinite paths starting at any

point in X by X8.

(4) A bounded measurable function V onX8 is called a cocycle if for any path pz1, z2, . . .q,

V pz1, z2, . . .q � V pz2, z3, . . .q .

(5) For n P N and i1, . . . , in P ZN ,

A pi1, . . . , inq :� tω P Ω : ω1 � i1, . . . , ωn � inu

is a cylinder set.

One can construct probability measures Px on Ωx, x P X, such that for a function f on
Ωx, only dependent on the first n� 1 coordinates,

Px rf s �
¸

pz1,...,znqPΩ
pnq
x

W pz1qW pz2q � � �W pznq f pz1, . . . , znq .

As the cylinder sets generate the topology of Ω and its Borel σ-algebra, we will first specify
them on cylinder sets in order to obtain the Radon measures on Ω.

Lemma 4.1.2. Let pX,Bq be a measure space, µ a probability measure on B, W , σ and
τ0, . . . , τN�1 as above. Then for every x P X there is a unique positive Radon probability
measure Px on Ω such that

Px pA pi1, . . . , inqq � W pτi1xqW pτi2τi1xq � � �W pτin � � � τi1xq .
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Proof. See [28] pp. 44-46 and p. 53 Remark 2.8.3.

Theorem 4.1.3. Let X, W , N be as above and¸
yPX,σpyq�x

W pyq � 1 a.e. x P X

be satisfied. Suppose that R � RW is the Ruelle operator on L8 pXq and tPx : x P Xu
the process on Ω (see Lemma 4.1.2). Then there is a 1 � 1 correspondence between the
bounded harmonic functions h and the cocycles V . That is, for a cocycle V : X �Ω Ñ C,
h pxq � hV pxq � Px rV px, �qs is harmonic, i.e. Rh � h. Conversely, V can be recovered
from a martingale limit.

Proof. See [28] pp. 49-50.

4.2 Inverse branches of Chebyshev polynomials of the
first kind

The concept introduced in Section 4.1 carries over to the case that

#σ�1 ptxuq ¤ N @x P S, (4.4)

for S � r�1, 1s and

σ pxq � TN pxq , N � 2, 3, . . . .

In this case, we are dealing with the inverse branches of the Chebyshev polynomials of the
first kind. For each N we can divide S into N disjoint intervals such that the Nth order
Chebyshev polynomial of the first kind has N inverse branches tτ0, τ1, . . . , τN�1u, which
are one-to-one, and every element τωi pxq of an infinite path � � � τωi � � � τω1 pxq is defined for
all i and all ω P Ω. In order to show that this is true, we need to proof the following
lemma:

Lemma 4.2.1. If there is a ω̃ P Ω such that τω̃j � � � τω̃1 pxq � �1 (and τω̃j � � � τω̃1 pxq � 1,
respectively) for some j P t1, . . . , Nu, then τω̃i � � � τω̃1 pxq � 1 (and τω̃i � � � τω̃1 pxq � �1,
respectively) for all i P t1, . . . , Nu, i � j.

Proof. If we enumerate the inverse branches τi, with τ0 � σ�1|r�1,cosp pN�1qπ
N qs, . . . , τN�1 �

σ�1|rp πN q,1s, then we have

τi pxq

$'&'%
� 1, i � 0, . . . , N � 2, x P S
� 1, i � N � 1, x � 1

� 1, i � N � 1, x � 1

(4.5)

and

τi pxq

$'&'%
� �1, i � 1, . . . , N � 1, x P S
� �1, i � 0, x � �1

� �1, i � 0, x � �1

. (4.6)
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For j there is some ω̃ P Ω such that τω̃j � � � τω̃1 pxq � �1. Suppose i ¤ j. We assume that
there is an i P t1, . . . , ju such that

τω̃i � � � τω̃1 pxq � 1.

Then τω̃i�1
� � � τω̃1 pxq has to equal 1 as well, and by iteration τω̃k � � � τω̃1 pxq � 1 for all

k ¤ j. By (4.6), this is a contradiction to the assumption τω̃j � � � τω̃1 pxq � �1.
Suppose i ¥ j. We assume that there is a i such that τω̃i � � � τω̃j � � � τω̃1 pxq � 1, that is,

τω̃i � � � τω̃j�1
p�1q � 1. (4.7)

Hence τω̃i�1
� � � τω̃j�1

p�1q � 1 and by iteration τω̃j�1
p�1q � 1 which is a contradiction to

(4.5).
The proof of the case that τω̃j � � � τω̃1 pxq � 1 works analogously.

With the previous lemma, Lemma 4.1.2 is also valid in the current setting.

4.3 Discussion and Outlook

We defined a transfer operator via the preimages of the Chebyshev polynomials of the first
kind and studied it acting on classical function spaces from harmonic analysis. Our inves-
tigation was guided by the symmetry properties and the permutability of the Chebyshev
polynomials of the first kind. We were able to construct a symmetric orthogonal polyno-
mial sequences via a quadratic and a cubic transformation, respectively. In the quadratic
case, this orthogonal polynomial sequence generates a polynomial hypergroup provided
certain conditions on the recurrence coefficients are satisfied. That is, we investigated
the transfer operator with preimage given by the Chebyshev polynomials of the first kind
acting on arbitrary symmetric orthogonal polynomials. The framework developed in this
thesis gives rise to various applications in the fields of dynamical systems, wavelet theory
and iterated function systems which we provided the basic concept for. Using the results
of this thesis, we intend to study iterations of the transfer operator, the transformation
operator and the corresponding iterated function spaces as well as the corresponding dis-
crete spaces and discrete operators in future. This way, we suppose to find a new class
of wavelets corresponding to the work done in [24]. Furthermore, various kinds of weight
functions could be investigated in future.

For the cubic case, future work will involve the more general case where 0   α1   1,
instead of using the restriction that α1 � 1

2
. In future, we not only aim to consider the

quadratic and the cubic case, but perform similar constructions for the quintic case and
other prime numbers.

In the previous two sections of this chapter, we gave a short glimpse of how future work on
transfer operators might look like that are defined via orthogonal polynomials on random
walks, especially those ones given by inverse branches of orthogonal polynomials. Iterated
function systems and fractals could also be employed, for example in two dimensions like
the Sierpinski gasket, referring to [15] and [17] .
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Table of symbols and abbreviations

Table of symbols and abbreviations

# cardinality of a set
1 constant 1 function
A pi1, . . . , inq tω P Ω : ω1 � i1, . . . , ωn � inu cylinder set
paqn paqn � a pa� 1q � � � pa� n� 1q, paq0 � 1 Pochhammer symbol
Ank weights in the Gauss quadrature formula

A pSq tf P C pSq :
°8
n�0 |f̌ pnq |h pnq   8u Wiener algebra

Ap pSq tf P L1 pS, πq : f̌ P `p phqu
B Borel σ-algebra
B px, rq open ball centered at x with radius r
Bn px, rq n-Bowen ball centered at x with radius r
pUqc, U closure of a set/space U
χS characteristic function of S
C pXq space of all nonempty compact subsets of X
C pXq C pX,Rq space of all continuous functions f : X Ñ R;

C pX,Cq space of all continuous functions f : X Ñ C;
space of all continuous functions on X

CC pXq C pX,Cq space of all continuous complex-valued functions f : X Ñ C
Cα pXq Cα pX,Rq space of all α-Hölder continuous functions on f : X Ñ R
Cα

C pXq Cα pX,Cq space of all α-Hölder continuous functions on f : X Ñ C
CαK

C pXq tφ P Cα
C pXq : xµ, φy � 0u

Cα
K,s pXq Cα

K,s pX,Rq � tφ P Cα pXq : φ ¥ s, rlog φsα ¤ Ku
C0 pKq space of all continuous functions on K which vanish at infinity
Cb pKq space of all bounded continuous functions on K
Cc pKq space of all compactly supported continuous functions on K
deg pP q degree of the polynomial P
δx Dirac measure at x

d̂ pxq °8
n�0 d pnqP pα,βq

n pxqh pnq
dn px, yq max0¤i¤n td pf i pxq , f i pyqqu n-Bowen metric
dn,k connection coefficients
E transformation operator
E pφFnq conditional expectation of φ given Fn
εx point measure of x

f̂ Fourier transform of f

f̌ pnq ³1

�1
f pxqPn pxq dπ pxq Fourier transform of f w.r.t. Pn

FPf pnq Fourier transform of f w.r.t. Pn

qFp qFp pα1, . . . , αp; β1, . . . , βq;xq �
°8
n�0

pα1qn���pαpqnxn
pβ1qn���pβqqnn!

hypergeometric

function
F0 standard σ-algebra on R generated by all open sets
Fφ φ�1 pF0q pull-back σ-algebra
FΓ minimal σ-algebra of all σ-algebras Fφ for φ in a family of functions Γ
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Fn FImPn
F8 Y8

n�1 Xm¥n Fm
FX standard σ-algebra generated by all open sets in X
Gn tµ PM1 pXq : P �

nµ � µu
G8 X8

n�1Gn set of all G-measures
g pm,n; kq linearization coefficients
h pnq Haar function for an OPS
H abstract Hilbert space
rφsα local Hölder constant
� involution (see Lemma 1.2.2, Definition 1.2.14)
K locally compact Hausdorff space; set
pK,ω, �q (discrete) hypergroup
`1 tf : K Ñ C: f � °8

n�1 anεxn , an P C,
°8
n�1 |an|   8, xn P Ku

`1
co tf P `1: f � °N

n�1 αnεxn ,αn ¥ 0,
°N
n�1 αn � 1u

`p phq tf : K Ñ C :
°
nPK |f pnq |ph pnq   8u

`8 phq tf : K Ñ C : sup |f pnq |h pnq   8u
Lp pS, πq tf : S Ñ S : f measurable,

³
S
|f pxq |dπ pxq   8u

L8 pS, πq tf : S Ñ S : f measurable, ess supxPS |f pxq | pxq   8u
Lx left-translation operator
tLn pxqu8n�0 Legendre polynomials
tLνn pxqu8n�0 associated Legendre polynomials
m0 (polynomial) wavelet filter
mN weight function for the Ruelle operator

M
?
N

°
kPZ akψ pNx� kq cascade refinement operator

M pXq space of all (complex) measures
M1 pXq space of all (complex) probability measures
M moment functional
µ probability measure
µn moment of order n
tµnu8n�0 moment sequence
ω p�, �q ω px, yq : K �K ÑM1 pKq (see Lemma 1.2.1);

ω pf, gq : K �K Ñ `1
co (see Definition 1.2.14)

Ω ZN
N � t0, . . . , N � 1uN

Ωx set of all infinite paths starting at x

Ω
pnq
x set of all paths of length n starting at x

OPS orthogonal polynomial sequence
π probability measure; orthogonalization measure for an OPS
P vector space of polynomials with complex coefficients in one variable
Pn set of all polynomials of degree at most n
P � tPnu8n�1 sequence of Markovian projections
tPα

n pxqu8n�0 ultraspherical polynomials
tPα,β

n pxqu8n�0 Jacobi polynomials

Px rf s measure on Ω such that Px rf s � P
pnq
x

P px, τi pxqq transition probability form x to τi
Rep pUN ,Hq normal representations
Rx right-translation operator
RPF Ruelle-Perron-Frobenius (operator)
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Table of symbols and abbreviations

R Ruelle operator, Ruelle-Perron-Frobenius operator, transfer operator
Rp1,TN q

1
N

°
TN pxq�y f pxq unweighted Ruelle operator/transfer operator

RpmN ,TN q
1
N

°
TN pxq�ymN pxq f pxq weighted Ruelle operator/transfer operator

tRn px; aqu8n�0 Karlin-McGregor polynomials
RWS random walk polynomial sequence
sgn pfq signum of a function f
SRWS symmetric random walk polynomial sequence
supp pfq tx P X : f pxq � 0u support of f
τi inverse branches
tTn pxqu8n�0 Chebyshev polynomials of the first kind

tT pα,βq
n pxqu8n�0 generalized Chebyshev polynomials

Tx generalized translation operator
tUn pxqu8n�0 Chebyshev polynomials of the second kind
UN C�-algebra on two unitary generators U and V satisfying

UV U�1 � V N

x
pNq
i ith preimage of the Nth order Chebyshev polynomial of the 1st kind
xnk zeros of an OPS
pX,Bq set X with a σ-algebra B of measurable subsets
pX, dq metric space
X8 set of all infinite paths starting at any point in X
ZN t0, . . . , N � 1u � Z{NZ cyclic group of order N
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