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Abstract

An artificial auditory system plays an important role for the perception system of cognitive robots,
as it complements a robot's other senses as a source of information. Hearing is essential to detect
events that are purely acoustic in nature, because these events cannot be perceived by any of the
other senses. Furthermore, sound propagates in all directions and hearing a sound does not require
a direct line of sight between a sensor and an acoustic event. A cognitive robot's hardware and field
of application impose specific requirements and constraints that existing algorithms for artificial
auditory systems generally do not meet.

This thesis investigates individual components of robot auditory systems, particularly focussing
on the data processing modules for sound source localization, tracking, and separation. The local-
ization module determines the positions of active sound sources, while the tracking module filters
the localized positions and follows the source movement over time. For robots in unconstrained
dynamical environments, both modules have to be able to process multiple simultaneously active
sources from observations that are subject to reverberation and noise. The separation module es-
timates the original source signals from the recorded observations, which contain convolved mix-
tures of the original signals. Since robots must be able to quickly react to acoustic events, only a
small algorithmic latency is acceptable for all three modules. Additionally, the complexity of the
algorithms must be kept low, as the computational resources on robots are generally limited.

This thesis presents algorithms for the three mentioned auditory system modules that are ex-
plicitly tailored to the requirements of cognitive robots. The localization algorithm operates in the
time-frequency domain and exploits signal sparseness to estimate the positions of multiple sources.
The tracking algorithm uses particle filters with bimodal observation probability densities to post-
process localization results. The separation algorithm is based on binary masking and shares its
computations with the localization module to keep its complexity low. The performance of the
algorithms is evaluated and compared to state-of-the-art techniques in elaborate real-world exper-
iments. The evaluations reveal that the presented algorithms perform better than state-of-the-art
techniques, while simultaneously operating inside the requirements and constraints of robotic sys-

tems.
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1 Introduction

In nature the sense of hearing is an extraordinary ability. It converts air pressure changes into nerve
impulses and thus enables humans and animals to perceive sounds with their ears. However, what
makes it truly remarkable is the processing by the auditory system. It enables, for example, the Barn
Owl to hunt for food in complete darkness or humans to follow a conversation in a crowded room.
For humans hearing complements the other senses and is an important source of information for

understanding and interpreting the world.

1.1 Auditory systems for robots

In the recent years robotic research has moved in the direction of building cognitive systems. Re-
searchers in the field of embodied cognition [20] believe that only an embodied and situated au-
tonomous agent will be able to achieve true artificial intelligence. In their view, a cognitive system
has to be equipped with sensors to be able to perceive its dynamic environment and also to have
motor skills to interact with it. There are many reasons why hearing is important for a robot's
perception system. Unlike vision, hearing is omni-directional and works equally well in the dark.
Some events, like the ringing of a door bell, are purely acoustic in nature and cannot be detected by
other senses. Additionally, speech plays a major role in human-human interaction and its signifi-
cance for human-robot interaction will rise in the future. Being able to better understand the world

through hearing will improve the cognitive capabilities of robotic systems.

1.1.1 Modules of an auditory system

A robot auditory system has to master several skills that are dependent on one another to a varying
degree. The auditory system can be split into multiple subproblems, which in turn can be solved
by separate modules. Low-level modules process the raw sound signals while their results serve
as inputs to higher level modules. In such a processing chain, a module hierarchy emerges and its
layout depends on the actual algorithms used for each task.

Figure 1.1 shows an overview of some important auditory system modules. Despite the subdivi-

sion of the complete system into smaller tasks, each module still implements a complex functional-
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Figure 1.1: An overview of the modules of a robot auditory system. This work investigates the modules for sound source
localization, tracking, and separation.

ity. The scope of this work is therefore limited to the investigation of three modules, namely source
localization, tracking, and separation. These are somewhat related in that they are situated at a low

level of the hierarchy and their solutions are often dependent on each other.

Sound source localization

The sound source localization module determines the relative position of a sound source in respect
to the observer purely from acoustic cues. In a spherical coordinate system, this position is defined
by the direction and the distance of the source. Humans are very good at estimating the source

direction, but their ability to determine the distance of a source is limited [70].

Sound source tracking

While the localization module determines the position of a source at a certain point in time, sound
source tracking observes source movement over time. Tracking takes previous sound source posi-
tions and knowledge about possible source movement patterns into account. It filters the position

estimates of the localization module and predicts source positions in the near future.

Sound source separation

When multiple sound sources are active at the same time, each of the robot's microphones will

record a mixture of all sources. Sound source separation retrieves the original separate source
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1.2 State of the art

signals from the mixed observations. This step is necessary, as subsequent processing modules

often require sound streams with only one active sound source.

1.1.2 The perfect auditory system

The perfect artificial auditory system would enable a robot to detect and understand events in its
environment just by hearing the associated sound. Like humans, robots would be able to determine
what has happened, which objects were involved in the event, and where in the environment the
event took place. The communication between robots and humans would improve, as the robot
would be able to recognize a speaker by his voice and to engage in a natural conversation. In the
presence of multiple sound sources the system would be able to interpret all sounds simultaneously
and focus its attention to the sources of greatest interest. The perfect artificial auditory system
would be robust to changes in the environment, noise, and reverberation.

The perfect localization module would match the human performance in determining the source
direction and also reliably estimate its distance. In the presence of multiple sources the localization
algorithm should be able to calculate all positions simultaneously.

The ideal tracking algorithm would adapt to the movement statistics of each source. Sources at
stationary positions, as well as quickly moving sources, should be tracked with the same accuracy.
If a source signal is not observable for a short time the tracking has to be able to predict the most
likely position of the source.

The perfect sound separation algorithm is characterized by its ability to completely suppress
the signals of interfering sound sources without distorting the source signal of interest. Separated
sound streams will ideally only incorporate information from one sound source and the associated

reverberation.

1.2 State of the art

For the three auditory system modules of interest adequate algorithms are necessary. In literature
algorithms for localization, tracking, and separation of sound sources have been studied exten-
sively. Many of the existing algorithms were inspired by the knowledge about hearing in nature
and try to mimic some aspects of human or animal auditory processing.

For this work, existing research for each module can be divided into two categories. On the one
hand, there is research that investigates the mentioned audition problems explicitly in the context of
robotic systems. On the other hand, there are algorithms that were developed as general solutions

or targeted at a different application. Results from the first category are highly relevant for this

11
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work, while the results from the second often do not meet the requirements and constraints that

are given on robotic systems.

1.2.1 Requirements and constraints

Robot auditory systems have several requirements that processing algorithms have to fulfill. If one

of the requirements cannot be met, the practical usability of an algorithm is at least questionable.

The following requirements apply to algorithms for robot auditory system modules:

Robustness towards reverberation In areal environment sound waves are reflected by all surfaces and

reach the microphones from multiple directions. Due to this multipath wave propagation,
each microphone records the original source signal and its reflections. The amount of re-
verberation depends highly on the environment, but under realistic conditions at least some
amount of reverberation will always be present. The modules of an auditory system have to

tolerate reverberation without loosing accuracy.

Many existing algorithms were developed under the assumption of free-field conditions and
do not account for reverberation at all. Making these algorithms robust towards reverbera-

tion is a hard and often impossible task.

Robustness towards noise Recorded observations of the environment are subject to noise. Firstly,

there is sensor noise, which is introduced by the microphones. Secondly, there can be un-
wanted sound sources in the environment that also corrupt the recordings. The auditory

system has to be robust towards both types of noise.

The design and evaluation of existing algorithms often does not account for noise. In the

presence of noise the accuracy of such algorithms usually suffers significantly.

General applicability Some algorithms are designed to process the sound of some particular types

of sources and the quality of their results deteriorates if a source with different signal charac-
teristics is present. In a dynamic environment the occurrence of arbitrary sources cannot be
prevented and the auditory processing has to function properly even if sources of unknown

type are present.

Number of sources This applies specifically to the localization and tracking of sound sources. In

12

dynamic environments the number of sound sources cannot be predicted or controlled. Both
approaches have to be able to process observations where the number of active sources is
unknown and possibly greater than one. The localization has to determine the positions of
all sources simultaneously and the tracking has to be able to follow multiple sources. Both

modules have to be able to identify the number of active sources.
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Some existing techniques can localize and track exactly one sound source. The usefulness of
such approaches for robot auditory systems is limited, as the assumption of only one active

sound source does not hold in most environments.

Number of dimensions Sound sources can be located anywhere in three dimensional space and a
robot auditory system should at least be able to detect the direction of the sound source.
This means that localization and tracking should be able to determine the position of the

source in at least two dimensions.

Many existing techniques assume that two parameters of the source position are known a

priori and they limit the localization to one dimension.

The former requirements arise from the audition problem. The limited resources available on a
robot impose additional constraints on the signal processing. Due to size and energy restrictions,

the processing power of mobile robots is limited and causes the following requirements:

Low computational complexity The computational complexity of each auditory system module has
to be kept low. Algorithms have to work on-line, meaning that they have to be able to process

data at the same rate as it arrives.

Low latency Each auditory system module could add latency to the complete processing chain.
While this is sometimes unavoidable, each module should keep its algorithmic latency at
a minimum, as latency accumulates in the processing chain and the end-to-end delay can
become quite large. A low total latency is mandatory for applications where responsiveness

is important.

Scalability It is hard to predict how much computational resources will be available for auditory
processing on a robot. Therefore, the computational complexity of the localization module
should be statically and possibly dynamically scalable. Scalability always implies a trade-off
between different optimization parameters. Lower computational complexity is often bought
with lower accuracy or a higher latency. With static scalability the final algorithm can be
tuned for each particular robot model to deliver the best results with the available resources.
Dynamic scalability would make it possible to adjust the complexity of the algorithm dur-
ing runtime, thus lowering the processor load when needed or enabling higher accuracy in

certain situations.

1.2.2 Limitations of existing algorithms

Many existing techniques for the localization, tracking, and separation of sound sources are not

applicable to robot auditory systems due to the following limitations:

13
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* An algorithm was not developed with the requirements of robot auditory systems in mind.
As a consequence, the algorithm lacks some features that are vital to the applicability on

robots.

® The performance of an algorithm does not hold up in real-world evaluations, as algorithms
are often tested exclusively in simulations. Only testing under realistic conditions provides

reliable information about the strengths and weaknesses of an algorithm.

For example, research from the field of computational auditory scene analysis (CASA) [29, 117]
tries to solve audition problems, but is often not directed at robots and is therefore usually elim-
inated by point one. On the contrary, techniques that were explicitly created for robot audition
do not necessarily meet all requirements. There is research on robot audition that produced algo-
rithms, which fulfill only a subset of all features, as the research focuses on special applications.
To my knowledge, there is no artificial auditory system that performs localization, tracking, and
separation while unconditionally fulfilling all necessary requirements.

It is much harder to decide if an algorithm is subject to the second limitation. There is no uni-
versally accepted framework for the evaluation of algorithms for auditory systems. Additionally,
authors often evaluate only a few properties of their algorithm to illustrate one particular feature.
A comparison and ranking of algorithms for audition is practically impossible by just using the
reported results.

In summary, there are no algorithms that perfectly match the requirements and constraints of
robot auditory systems. It is hard to identify which of the existing algorithms would be the best

candidate for adoption to a robot.

1.3 Formulation of the research problem

In this thesis I investigate the components of a robot auditory system. Solutions in literature lack
features that would make them generally applicable to any robot audition system. I want to derive
and properly evaluate algorithms that meet all requirements and constraints for robot audition for

the following three modules:

¢ A localization module that analyzes observed sound signals and determines the positions of

all currently active sound sources.

¢ A tracking module that follows the movement of the sources that are found by the localiza-

tion.

* A separation module that creates individual sound streams for every active source from the

observations.

14
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Each of these modules implements a complex functionality and therefore other components of a
robot auditory system are beyond the scope of this work. Nevertheless, the algorithm design will
take into account that the considered modules will have to interoperate well with other components.
This interaction happens mostly in the form of data exchange and the algorithms should be able to

share final and intermediate results with other modules.

1.3.1 Algorithms

Inspired by human and animal auditory systems this work will explore binaural approaches. The
localization algorithm will process raw sound data that is recorded by two microphones. For the

localization some important problems have to be addressed:

* Localization cues are hidden in the binaural observations. The localization algorithm has
to detect these cues and exploit them to calculate the positions of the active sources. In the
presence of multiple sources the localization cues will likely contradict and the localization

algorithm needs to group cues that belong to the same source.

¢ The localization algorithm requires a method to reliably determine the number of active

sound sources.

The tracking algorithm is closely related to the localization and processes its results. The de-
sign of the tracking algorithm will eventually have to account for the properties of the localization

algorithm and for the following points:

* Some approaches in literature differentiate between the activity and observability of a sound
source. This means that an active sound source is not necessarily always observable. There-

fore, the tracking algorithm itself should determine which sources it considers active.

¢ Existing tracking algorithms sometimes assume a certain source movement or source signal
characteristic. While this can improve the tracking for certain applications, the assumptions
often do not hold in the general case. To be applicable to a wide range of applications, the
tracking algorithm should keep the number of assumptions about the signal and movement

of the sources as low as possible.

The biggest challenge for the separation algorithm is the limited number of sensors that makes
the separation of more than two sound sources underdetermined. Separation does not have to be
performed blindly, as the results of the localization and tracking module can provide information
about the observed sound scene. The following points should be considered in regards to the sep-

aration:
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* The separation can completely rely on the number of sources that was estimated by the track-
ing.

¢ If possible, the separation algorithm should reuse intermediate results from the localization

or tracking to keep its computational complexity low.

1.3.2 Evaluation

The created algorithms have to be implemented and appropriately evaluated. A test data set for
the evaluation of the properties of algorithms for auditory systems does not exist and has to be
created. Appropriate test conditions have to be defined for the testing of the algorithm properties
and comparing of different algorithms. The test data should include a representative number of
recorded observations that can be used to test the average performance of an algorithm in the real
world.

For the testing of individual algorithm properties a large amount of test data will be necessary.
If it is practically unfeasible to record all this data, a valid simulation approach has to be identified
and implemented. A method is necessary to quantify the difference between results created from
simulated and recorded data.

Existing state-of-the-art methods that try to solve the same robot audition problems have to be
identified. The overall performance of the developed algorithms should be compared to those

techniques.

1.4 Contributions

In this thesis I define all requirements and constraints that have to be met by algorithms for a robot
auditory system. I analyze the related research in the field of robot audition to identify state-of-
the-art methods that meet the defined requirements as closely as possible.

My investigation concentrates on sound source localization, tracking, and separation modules.
For each of these modules I derive a new algorithm that meets the requirements better than the
state of the art. The algorithms are based on a binaural approach and require knowledge about the
transfer functions between observer and sound source.

For the evaluation of the algorithms and their comparison to the state of the art, I define appro-
priate real-world experiments and record extensive test data sets.

The localization algorithm estimates the positions of multiple sources simultaneously by exploiting
signal sparseness in some transform domain. The localization algorithm can also output a measure

for the certainty of an estimated position, and it can determine how many sources are observable at
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1.5 Overview

a certain point in time. Detailed evaluations reveal that the localization algorithm has a better ac-
curacy than state-of-the-art techniques. The testing of the algorithm properties shows the behavior
of the localization in regards to interfering sources, noise, and reverberation.

My proposed tracking algorithm processes the positions that are determined by the localization.
The algorithm can properly assign observations to the tracked sources and filters the localized po-
sitions using a Sequential Monte Carlo simulation. The localization of moving sources is prone to
front-back confusions, where sources in the front or back hemisphere are detected in the opposite
hemisphere. This can be interpreted as a non-linear measurement error, for which the tracking
accounts with bimodal probability distributions. Source movement is modeled with a Langevin
process and the tracking can handle stationary and quickly moving sources. Unlike other tracking
approaches, it does not make assumptions about movements statistics. The functional capability
of the tracking system is verified with adequate real-world tests.

The sound source separation algorithm performs binaural masking to segregate the individual
source signals. The necessary masks are not created directly from the observations. Instead, the
separation is tightly integrated with the localization algorithm and reuses its internal knowledge
about the activity of each source in different parts of the signal spectrum. This integration enables
an extremely low complexity for the separation of sound sources. With the information about the
source position from the tracking, the separation algorithm can also decide which sensor is closer
to the source and use the better observation for the segregation. The separation quality of the pro-
posed algorithm is superior to state-of-the-art methods for robot audition and also compares well
to state-of-the-art blind source separation systems.

My results show that algorithms for auditory systems can be designed to better meet the require-
ments and constraints relevant for robot audition. The performance of such algorithms matches and

even surpasses the performance of existing methods that are not restricted in the same way.

1.5 Overview

The remainder of this thesis is organized as follows. In Chapter 2 I describe the basic approaches
that can be used to localize, track, and separate sound sources. Chapter 3 shows an overview of the
major existing robot auditory systems and compares their performance. I choose the three systems
that yield the best performance to later compare them against my own algorithms.

In Chapter 4 I derive my localization algorithm and introduce the signal properties it exploits.
For the evaluation of the localization algorithm a test data set is necessary. Chapter 5 describes
the experiment setup and recording of the test data, while Chapter 6 uses this data to evaluate the

properties of the localization algorithm and to compare it against competing algorithms.

17



1 Introduction

In Chapter 7 I derive a tracking approach that can be well integrated with the localization algo-
rithm. A short evaluation of the tracking algorithm is also given. Chapter 8 presents the separation
algorithm, which is tightly coupled with the localization. The performance of the separation algo-
rithm is evaluated and compared to the competing algorithms. Chapter 9 gives a short summary

and concludes this thesis.
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2 Fundamentals of auditory processing

This chapter formulates the problems that sound source localization, tracking, and separation try
to solve. It introduces the fun