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Abstract

A finite difference algorithm for solution of generalized Laplace equation on unstructured triangular grid is constructed by a support operator method. The support operator method first constructs discrete divergence operator from the divergence theorem and then constructs discrete gradient operator as the adjoint operator of the divergence. The adjointness of the operators is based on the continuum Green formulas which remain valid also for discrete operators. Developed method is exact for linear solution and has second order convergence rate. It is working well for discontinuous diffusion coefficient and very rough or very distorted grids which appear quite often e.g. in Lagrangian simulations. Being formulated on the unstructured grid the method can be used on the region of arbitrary geometry shape. Numerical results confirm these properties of the developed method.

1 Introduction

Development of high-quality finite-difference methods (FDMs) for generalized Laplace equation is a part of a bigger effort to create a discrete analog of vector and tensor calculus \cite{1, 2, 3, 4} that can be used to accurately approximate continuum models for a wide range of physical processes. These FDMs preserve fundamental properties of the original continuum differential operators and allow the discrete approximations of partial differential equations (PDEs) to mimic
critical properties including conservation laws and symmetries in the solution of the underlying physical problem. The discrete analogs of differential operators satisfy the identities and theorems of vector and tensor calculus and provide new reliable algorithms for a wide class of PDEs. This approach has been used to construct high-quality mimetic FDMs approximating the diffusion equation [5], [6], [7], [8], [3], [9] gas dynamics equations [10], equations of continuum mechanics [4], Maxwell’s first-order curl equations [11], and the equations of magnetic diffusion.

The goal of this paper is to apply our ideas to construction of mimetic FDMs for solution of generalized Laplace problems in strongly heterogeneous materials on unstructured triangular computational grids in 2D. The paper is arranged as follows. The next section presents basic properties of continuum differential operators which we want to preserve also in the discrete case. The section 3 introduces all the data structures describing unstructured triangular grid which are later used during the discretization. The section 4 dealing with discretization starts by describing the type of discretization of scalar and vector functions on unstructured triangular grid, continues by introducing natural and formal scalar products of grid functions and ends with derivation of discrete approximation of continuum differential operators. The last section 5 then presents numerical examples justifying properties of the developed numerical method.

2 Continuum problem

We are treating generalized Laplace equation with Dirichlet or Neumann boundary conditions

$$-\text{div} \ K \ \text{grad} \ u = f \quad \text{on} \ V$$

$$u = \psi \quad \text{or} \quad (K \ \text{grad} \ u, \ n) = \psi \quad \text{on} \ \partial V$$

on the arbitrary 2D region $V$ with the border $\partial V$. $K$ is the matrix of diffusion coefficients, $n$ is the outer normal to the boundary, $f$ and $\psi$ are given functions. The problem is solved for unknown function $u$. In general we have to assume that the diffusion matrix $K$ is invertible with the inverse $K^{-1}$, while in particular here in the discrete case we consider only diagonal matrix of diffusion coefficients $K = k I$.

Because our discretizations will be based on using discrete analogs of first order coordinate invariant operators it is natural to write Laplace equation (1) as a system of first order equations and then the problem (1)-(3) can be rewritten as

$$\text{div} \ w = f \quad \text{on} \ V$$

$$w = -K \ \text{grad} \ u \quad \text{on} \ V$$

$$u = \psi \quad \text{or} \quad -(w, n) = \psi \quad \text{on} \ \partial V,$$

where first equation is mass balance equation (conservation law), $w$ is flux, which has clear physical meaning, and second equation is definition of the flux (Darcy law). This formulation also suggest that we have to use discrete analogs of both $u$ and $w$ as a primary variables in our FDMs. For a moment we will not consider boundary conditions. We introduce the operator $G$ as a generalized gradient

$$G u = -K \ \text{grad} \ u$$

and the operator $D$ as an operator of the extended divergence

$$D w = \begin{cases} 
\text{div} \ w & \text{on} \ V \\
-(w, n) & \text{on} \ \partial V 
\end{cases}$$
The operator $G$ operates from the space $H$ of the smooth scalar functions on the region $V$ into the space $H$ of smooth vector functions on the region $V$ and the operator $D$ operates the other way from the space $H$ into the space $H$. To show an important property connecting these operators we consider these spaces as Hilbert spaces and define on them inner products. On the space $H$ we define the inner product

$$(u, v)_H = \int_V u \, v \, dV + \oint_{\partial V} u \, v \, dS$$  \hspace{1cm} (7)$$

and on the space $H$ we define the inner product

$$(A, B)_H = \int_V (K^{-1}A, B)dV.$$  \hspace{1cm} (8)$$

Now our operators are acting between the spaces $H$ and $H$ as:

$$G : H \rightarrow H, \quad D : H \rightarrow H,$$

Our operator $D$ is the operator of extended divergence. Its basic property is given by the divergence Green formula

$$\int_V \text{div} \, w \, dV - \oint_{\partial V} (w, n) \, dS = 0 \hspace{1cm} (9)$$

which is valid for any region $V$ and later we will use it to define finite difference approximation to the operator $D$. This property can be expressed in terms of our scalar product as

$$(Dw, 1)_H = 0. \hspace{1cm} (10)$$

The Gauss theorem for any functions $u \in H$, $w \in H$ can be written as

$$\int_V u \, \text{div} \, w \, dV - \oint_{\partial V} u(w, n) \, dS + \int_V (w, K^{-1}K\nabla u)dV = 0, \hspace{1cm} (11)$$

where we can identify our operators $D$ and $G$, and gives us the relation between the operators of extended divergence and gradient. Using the operators $D$ (6) and $G$ (5) and inner products (7), (8) on the spaces $H$, $H$ the Gauss theorem (11) can be rewritten as

$$(Dw, u)_H = (w, Gu)_H \hspace{1cm} (12)$$

so that

$$G = D^* \hspace{1cm} (13)$$

where $^*$ denotes the adjoint operator. This means that gradient is minus (note (5)) adjoint of extended divergence which is a very important property of these operators which we want to preserve also in the discrete case below.

Now we return to boundary conditions and consider the case of Neumann boundary condition (3). We define the extended right hand side of the Laplace equation (1) with Neumann boundary condition (3) as

$$F = \begin{cases} \int_V f \, dV & \text{on } V \\ \int_{\partial V} \psi \, \nu \, dS & \text{on } \partial V \end{cases} \hspace{1cm} (14)$$

Now the flux form of our problem (4) with Neumann boundary condition can be written as

$$Dw = F \hspace{1cm} w = Gu$$
on the whole region $V$. Eliminating the flux $w$ from these equation we obtain

$$ P_u = D G u = F $$

(15)

where we have defined the global operator $P = DG$. From (13) we get

$$ P = D D^t. $$

(16)

Now it is easy to show important properties of the global operator $P$. The first one is that the operator $P$ is positive definite:

$$ (P u, u)_H = (D D^t u, u)_H = (D^t u, D u)_H > 0 $$

(17)

The second one is that the operator $P$ is self-adjoint:

$$ (P u, u)_H = (D D^t u, u)_H = (D^t u, D u)_H = (u, D^* D u)_H = (u, D D^t u)_H $$

(18)

as $D = D^*$:

$$ (D w, u)_H = (w, D^t u)_H = (D^t u, w)_H = (u, D^{**} w)_H. $$

(19)

So we have shown that the global operator $P$ of our problem with Neumann boundary conditions is self-adjoint and positive definite

$$ P = P^* > 0. $$

(20)

By a similar procedure presented in [12] we can also show that the global operator in the case of Dirichlet boundary conditions is also self-adjoint and positive definite.

These properties of the global operator extend also to the discrete case and are crucial for the choice of the numerical method for the solution of the system of linear equations obtained from the finite difference method. We have used conjugate gradient method for which the matrix of the linear system has to be symmetric and positive definite.

3 Unstructured triangular grid

To describe our method we need substantial data structures describing the unstructured triangular grid. To simplify the notation of different data structures which are related to different objects (triangles, vertices, edges) we introduce some uniform index notation to be used in this paper, namely:

- $i$ denotes the index of a triangle
- $j$ denotes the index of a vertex
- $k$ denotes the index of an edge
- $m_i$ denotes the median of the triangle $i$
- $l_k$ denotes the center of the edge $k$

Note that we use bold face to denote vector quantities so that e.g. $j$ denotes two coordinates of vertex $j$.

All three basic objects of the unstructured triangular grid, i.e. triangles, vertices and edges, are ordered in an arbitrary chosen manner (except edges - first are boundary edges):
triangles are numbered by 1, 2, ..., \( N_t \)
- vertices are numbered by 1, 2, ..., \( N_v \)
- boundary edges are numbered by 1, 2, ..., \( N_{eb} \)
- interior edges are numbered by \( N_{eb} + 1, 2, ..., N_e \)

where
- \( N_t \) is the total number of triangles
- \( N_v \) is the total number of vertices
- \( N_e \) is the total number of edges
- \( N_{eb} \) is the total number of boundary edges

To distinguish the boundary we use the index zero as a special case, i.e. triangle 0, vertex 0 and edge 0 all do not belong to our region \( V \). In fact as we are not computing out of the region \( V \) we do not need to distinguish which particular object it is, we just use the index 0 as flag telling us that we are on the boundary.

For each object of the grid we use several data structures:

**for each vertex** \( j \)
- \( j = (x_j, y_j) \) coordinates of the vertex \( j \)
- list \( L_j \) of triangles to which the vertex \( j \) belongs; for boundary vertices \( 0 \in L_j \)

**for each triangle** \( i \) (see Fig. 1)
- indices of three vertices \( j_i^1, j_i^2, j_i^3 \) of the triangle \( i \) ordered in the counter-clockwise direction
- indices of three edges \( k_i^1, k_i^2, k_i^3 \) making the triangle \( i \); the edge \( k_i^1 \) has end vertices \( j_i^1, j_{i+1}^1 \) (with cyclic extension, i.e. \( j_i^1 = j_i^1 \))
- median \( m_i = (j_i^1 + j_i^2 + j_i^3)/3 \) of the triangle \( i \)
- the area \( VC_i \) of the triangle \( i \)
- the weights \( V_{k_i}^{j_i^{j_i^{j_i}}+1} \) associated with two edges of the triangle (or one vertex) which sum up to the area \( VC_i \) of the triangle \( i \)

\[
VC_i = \sum_{j=1}^{3} V_{k_i}^{j_i^{j_i^{j_i}}+1}
\]  

(21)

for triangle out of boundaries we define \( V_{k}^{0} = V_{k}^{0} = 0 \) for any \( k \); we use the weights \( V_{k_i}^{j_i^{j_i^{j_i}}+1} = VC_i / 3 \)

**for each edge** \( k \) (see Fig. 2)
- two indices of edge vertices \( j_k^1, j_k^2 \) so that \( j_k^1 < j_k^2 \)
• vector defined by the edge \( \mathbf{k} = \mathbf{j}_k^2 - \mathbf{j}_k^1 
\)

• length of the edge \( S_k = |\mathbf{k}| \)

• middle point of the edge \( L_k = \frac{(\mathbf{j}_k^1 + \mathbf{j}_k^2)}{2} \)

• two indices of triangles \( i_k^1, i_k^2 \) neighboring the edge \( k \) so that when we look at the edge in vertical position with vertex \( j_k^1 \) down and \( j_k^2 \) up as in Fig. 2 then the triangle \( i_k^1 \) is on left and the triangle \( i_k^2 \) is on right from the edge; for boundary edges either \( i_k^1 \) or \( i_k^2 \) is zero; note that \( \{i_k^1, i_k^2\} = L_{j_k^1} \cap L_{j_k^2} \) with exception of inner edge connecting two boundary vertices when the intersection contains also zero

• two indices of vertices \( j_k^3, j_k^4 \) which are the third vertices of two triangles joining at the edge \( k \), so that \( j_k^3 \) is the third vertex of the triangle \( i_k^1 \) (i.e. on left) and \( j_k^4 \) is the third vertex of the triangle \( i_k^2 \) (i.e. on right when edge vector \( \mathbf{k} \) is pointing up); again for boundary edge one of these indices is zero

• four indices of edges \( k_k^{IJ}, I = 1, 2, J = 1, 2 \) which are remaining edges of the triangles \( i_k^I, I = 1, 2 \) where the index \( I \) denotes the triangle and the index \( J = 1 \) denotes lower edge and \( J = 2 \) upper edge of given triangle when the edge vector \( \mathbf{k} \) is pointing up as in Fig. 2; again for boundary edge two of these indices are zero

• four angles \( \phi_k^{IJ}, I = 1, 2, J = 1, 2 \) which are the angles between oriented edges \( \mathbf{k} \) and \( -\mathbf{k}_k^{IJ} \) defined by

\[
(k, k_k^{IJ}) = -|k||k_k^{IJ}| \cos \phi_k^{IJ} \tag{22}
\]
note that depending on the orientation of the edges $k^{IJ}_k$ either $\phi^{k^I}_k = \varphi^{k^I}_k$, i.e. they are the angles of the neighboring triangles with $\varphi$ angles shown in Fig. 2, or $\phi^{k^I}_k = \pi - \varphi^{k^I}_k$

Figure 2: Edge $k$ and quantities related to it.

4 Discretization

Our goal is to construct the discretization scheme for the generalized Laplace equation problem in such a way that the discrete operators approximating divergence and gradient will also possess the properties of the continuum operators $D$ and $G$ which we have derived in the section 2. Namely we want to mimic in the discrete case the Green formula (10) and Gauss theorem (11) stated in the form of inner products (12). So we need to define the discrete approximation of inner products of scalar functions (7) and of vector functions (8) which we call natural inner products. For deriving the adjoint operator (13) we also need to define so called formal inner products which are just a plain sum of products of values over all the discretization points. For applications usually local conservation is important and natural choice for discretization of scalar function $u$ is so-called cell-centered discretization (we call it $HC$, $C$ stands for cells), where we have one value of discrete function $u$ in the cell. One can think about this value as integral average of the function over the cell, for this reason it is assigned to entire cell and not to particular point in this cell. It suggests that in discrete case forcing function $f$ also has to be defined in cells, as well as range of values of discrete analog of divergence is space $HC$.

We mention that only normal component of flux is continuous on interface between different materials. This suggests to use these normal components to describe flux vector in discrete case
and also to define them on the faces of the cells. That is, on the each face of the cell we will have only one unknown which meaning will be dot product of flux with normal to this face. This is not only consistent from physical point of view, but also effectively enforces continuity of normal component of fluxes because it is the same on both sides of interface. We will call such space of discrete vector functions as $\mathbf{HL}$. For this discretization of vector functions construction of discrete divergence is trivial. In fact, if we will choose volume of the cell as $V$ in formula (9) then in right-hand side we will have summation of products of areas of faces and our normal components of vectors.

Such definition of discrete divergence (which we will denote by $D$) also perfectly fits more general consideration of our discrete vector analysis [1]. By construction $D : \mathbf{HL} \to HC$. Because discrete flux operator (we will call it $G$) will be adjoint to divergence we have $G : HC \to \mathbf{HL}$. Now when discrete analogs of divergence and flux operator are constructed they are used to construct our finite difference method for Laplace equation in form (4) by substituting differential operators by discrete ones.

4.1 Scalar and vector functions on triangular grid

Of course we have to start with discretization of functions on the unstructured triangular grid. Scalar function $u$ is on the triangular grid represented by its value $U_i$ inside the triangle $i$ for all triangles of the grid. Further it is represented on the boundaries, for each boundary edge $k, k = 1, \ldots, N_{cb}$ it is represented by the value $U_k$ in the middle of the edge.

Vector function $\mathbf{w}$ is represented at the middle point of the edge $k$ by the projection $W_k$ of the vector $\mathbf{w}$ on the normal to the edge (see Fig. 3). The direction of the normal to the edge is given by the left hand rule, i.e. when edge $k$ points up, vertex $j^k_1$ is down and $j^k_2$ is up ($j^k_1 < j^k_2$), then the normal is pointing right (see Fig. 2). The diffusion coefficient matrix $K$ is assumed to be a multiple of unit matrix $K = \alpha I$ and the diffusion coefficient $\alpha_i$ is constant inside each triangle $i$. The function $f$ on the right hand side of the Laplace equation (1) is discretized inside each triangle by $f_i$. The function $\psi$ on the right hand side of the boundary conditions (2), (3) is discretized at the center of boundary edges by $\psi_k$. The outer normal vector $\mathbf{n}$ is needed also in the centers of boundary edges and is defined by the scalar $n_k = \pm 1$ according to the direction of the normal to the edge defined above. When the edge points up, i.e. vertex $j^k_1$ is down and $j^k_2$ is up ($j^k_1 < j^k_2$ as on Fig. 2) then if the inner triangle is on the left (i.e. $i^k_1 = 0$) then $n_k = 1$ and if the inner triangle is on the right (i.e. $i^k_2 = 0$) then $n_k = -1$. In both cases the other triangle does not exist (i.e. $i^k_1 = 0$) and that area is out of our computational region.

4.2 Natural inner products

Natural discrete inner products are approximation to the continuum inner products (7), (8). On the space $HC$ of scalar grid functions $U$ discretized inside the triangles by $U_i$ and in the center of boundary edges by $U_k$ we approximate the continuum inner product (7) by

$$
(U, V)_{HC} = \sum_{i=1}^{N_t} U_i V_i V C_i + \sum_{k=1}^{N_{cb}} U_k V_k S_k.
$$

(23)

The situation for the space $\mathbf{HL}$ of vector grid functions $\mathbf{A}$ discretized in the centers of the triangles edges by the scalar component $A_k$ orthogonal to the edge is more complicated. We
Figure 3: Vector function \( \mathbf{w} \) is represented by the projection of the vector on the edge normals at centers of the edges.

cannot approximate the inner product at the center of the edge because we have there only one component of the vector. We first try to approximate the inner product in one vertex \( J^j_i \) of a particular triangle \( i \). Note that also other triangles having this vertex will contribute to the inner product. Having one vector grid function \( \mathbf{W} \) we first move its discrete components \( W_{k^j_i} \) and \( W_{k^{j-1}_i} \) from the centres of the edges \( k^j_i \) and \( k^{j-1}_i \) into the vertex \( j^j_i \) as is done at Fig. 4. We do this movement for both vector grid functions \( \mathbf{A} \) and \( \mathbf{B} \) for which we are computing the inner product. Now we have both vectors at the same point, vertex \( j^j_i \) and we can express their scalar product at this point. One can derive that this scalar product in terms of components orthogonal to the edges is

\[
(A, B)_{j^j_i} = \frac{A_{k^j_i} B_{k^j_i} + A_{k^{j-1}_i} B_{k^{j-1}_i} + (A_{k^j_i} B_{k^{j-1}_i} + A_{k^{j-1}_i} B_{k^j_i}) \cos \phi_{k^j_i}^{k^{j-1}_i}}{\sin^2 \phi_{k^j_i}^{k^{j-1}_i}} \tag{24}
\]

which is the contribution from the vertex \( j^j_i \) to the inner product at the triangle \( i \). The approximation of the inner product (8) at the triangle \( i \) is then defined as

\[
(A, B)_i = \frac{1}{V C_i} \sum_{j=1}^{3} (A, B)_{j^j_i} V_{k^j_i}^{k^{j-1}_i} \tag{25}
\]

where \( V_{k^j_i}^{k^{j-1}_i} \) are the weights (21) in the triangle \( i \) associated with the vertex \( j^j_i \). Now we define the natural inner product on the space \( \mathbf{HL} \) of vector grid functions as

\[
(A, B)_{\mathbf{HL}_i} = \sum_{i=1}^{N_t} (A, B)_i \frac{V C_i}{K_i}. \tag{26}
\]
Figure 4: Projections of the vector $\mathbf{W}$ on two edge normals is moved into the join vertex of these two edges for computing the inner product $(A, B)_{i,j}^{j'}$ in triangle $i$ with respect to the vertex $j'^{j'}_i$.

4.3 Formal inner products

Below we will need to derive discrete gradient as an adjoint operator to the operator of discrete extended divergence, so we will need to use discrete approximation to the continuum identity (12) using the discrete inner products (23) and (26). To make the transition between the discrete inner products (23) and (26) easier to describe it is useful to introduce the formal inner products which in fact are just sums of products of values at all the points where the discrete functions are defined. To distinguish the formal inner products from natural ones denoted by $(\cdot, \cdot)$ we denote the formal products by $[\cdot, \cdot]$.

The formal inner product on the space $HC$ of scalar grid functions $U$ discretized inside the triangles by $U_i$ and in the center of boundary edges by $U_k$ is defined as

$$[U,V]_{HC} = \sum_{i=1}^{N_i} U_i V_i + \sum_{k=1}^{N_b} U_k V_k.$$  \hspace{1cm} (27)

It is useful to introduce the operator $M$ connecting natural and formal inner products on the space $HC$ so that

$$(U, V)_{HC} = [MU, V]_{HC}. \hspace{1cm} (28)$$

From this definition and from (23) and (27) follows the explicit form of the operator $M$

$$(MU)_i = U_i V C_i, \hspace{1cm} \text{for all triangles} \ i \hspace{1cm} (29)$$

$$(MU)_k = U_k S_k, \hspace{1cm} \text{for all boundary edges} \ k$$
The formal inner product on the space $\mathbf{HL}$ of vector grid functions $\mathbf{A}$ discretized in the centers of the triangles edges by the scalar component $A_k$ orthogonal to the edge is given by

$$[\mathbf{A}, \mathbf{B}]_{\mathbf{HL}} = \sum_{k=1}^{N_e} A_k B_k$$  \hfill (30)

Again it is useful to define the operator $L$ connecting natural and formal inner products on the space $\mathbf{HL}$ of vector grid functions

$$(\mathbf{A}, \mathbf{B})_{\mathbf{HL}} = [L \mathbf{A}, \mathbf{B}]_{\mathbf{HL}}$$  \hfill (31)

To get the explicit form of the operator $L$ is not so easy as in the previous case. The formal inner product on the right hand side of (31) is by definition

$$[L \mathbf{A}, \mathbf{B}]_{\mathbf{HL}} = \sum_{k=1}^{N_e} (L \mathbf{A})_k B_k$$  \hfill (32)

The natural inner product on the left hand side (31) is by definition

$$(\mathbf{A}, \mathbf{B})_{\mathbf{HL}} = \sum_{i=1}^{N_t} \sum_{j=1}^{3} A_{k_i^j} B_{k_i^j} + A_{k_i^j - 1} B_{k_i^j - 1} + (A_{k_i^j - 1} B_{k_i^j - 1} + A_{k_i^j - 1} B_{k_i^j}) \cos \phi_{k_i^j - 1}^{k_i^j - 1} \sin^2 \phi_{k_i^j}^{k_i^j} V_{k_i^j}^{k_i^j}$$  \hfill (33)

When we change the summation over all triangles into the summation over all edges we get

$$(\mathbf{A}, \mathbf{B})_{\mathbf{HL}} = \sum_{k=1}^{N_e} B_k \left( \frac{A_k + A_{k_1^{11}} \cos \phi_{k_1^{11}}^{k_1^{11}}}{\sin^2 \phi_{k_1^{11}}^{k_1^{11}} K_{1}^{1}} V_{k_1^{11}}^{k_1^{11}} + \frac{A_k + A_{k_2^{12}} \cos \phi_{k_2^{12}}^{k_2^{12}}}{\sin^2 \phi_{k_2^{12}}^{k_2^{12}} K_{2}^{1}} V_{k_2^{12}}^{k_2^{12}} + \frac{A_k + A_{k_3^{21}} \cos \phi_{k_3^{21}}^{k_3^{21}}}{\sin^2 \phi_{k_3^{21}}^{k_3^{21}} K_{3}^{1}} V_{k_3^{21}}^{k_3^{21}} \right)$$

where for boundary edges either first two terms or second two terms are zero as the weight $V_k^0$ is zero outside the region $V$. Comparing this with (32) we get the explicit form of the operator $L$

$$(L \mathbf{A})_k = \sum_{i=1}^{2} \frac{2}{K_i^{m}} \sum_{m=1}^{2} \frac{A_k + A_{k_1^{im}} \cos \phi_{k_1^{im}}^{k_1^{im}}}{\sin^2 \phi_{k_1^{im}}^{k_1^{im}}} V_{k_1^{im}}^{k_1^{im}}.$$  \hfill (34)

The operator $L$ is a local operator at the edge $k$ with the stencil including also four other edges $k_1^{11}, k_1^{12}, k_1^{21}, k_1^{22}$ of the two triangles joining at the edge $k$ (see Fig. 2 for edge numbering). The stencil of the operator $L$ is shown at Fig. 5.

### 4.4 Discrete approximations of continuum operators

In the support operator method we choose the prime operator, discretize it and then construct the other derived operator from approximation of integral identities (here from Gauss theorem (11)). Here we choose as the prime operator the extended divergence operator (6).
When we apply the divergence theorem (Green formula)
\[ \int_V \text{div } \mathbf{w} dV = \oint (\mathbf{w}, \mathbf{n}) dS \]  
(35)
to the triangle \( i \) we obtain
\[ (DW)_i V C_i = \sum_{j=1}^3 W_{k_j} \text{sign}(j_i^{j+1} - j_i^j) S_{k_j}, \]  
(36)
where \( D \) is the discrete operator approximating continuum operator \( D \). The sign is comming from the fixed orientation of normal on the edge (by the left hand rule). From this we can express operator \( D \) at the triangle \( i \)
\[ (DW)_i = \frac{1}{V C_i} \sum_{j=1}^3 W_{k_j} S_{k_j} \text{sign}(j_i^{j+1} - j_i^j). \]  
(37)
On the boundary edge \( k \) we approximate the continuum operator \( D \) by the discrete operator \( D \)
\[ (DW)_k = -W_k n_k. \]  
(38)
The discrete operator \( D \) works from the space \( HL \) of vector grid functions into the space \( HC \) of scalar grid functions.

For continuum operators (5) and (6) we have shown that \( G = D^* \) (13), i.e. that the gradient is the adjoint of the extended divergence, and we want this identity to hold also in the discrete case with discrete operators and natural inner products. \( G \) will be the discrete approximation of the continuum operator \( G \) and will be constructed from
\[ G = D^* \]  
(39)
where the adjoint is ment in the sence of discrete natural inner products (23) and (26). The discrete operator \( G \) works from the space \( HC \) of scalar grid functions into the space \( HL \) of vector grid functions.

The definition of the adjoint operator is
\[ (DW, U)_{HC} = (W, D' U)_{HL} \]  
(40)
and can be changed into formal inner products (27) and (30) by using previously introduced operators $M$ (28) and $L$ (31)

$$[DW, MU]_{HC} = [W, LD^*]_{HL}$$

Using the formal adjoint operator $D^\circ$ of the operator $D$ on the left hand side we get

$$[W, D^\circ MU]_{HL} = [W, LD^* U]_{HL}$$

and as this has to be valid for all $W$ and $U$ we see that

$$LD^* = D^\circ M$$

Now we try to derive formal adjoint operator $D^\circ$. First just from the definition of formal adjoint and definition of formal scalar product we have

$$[DW, U]_{HC} = [W, D^\circ U] = \sum_{k=1}^{N_e} W_k (D^\circ U)_k.$$
minus gradient $G = D^a$ to a scalar grid function $U$ from $HC$ to obtain the vector grid function $W = GU$ from $HL$ we have to solve the system of linear equations

$$LW = D^0 MU$$

for unknown vector grid function $W$. The system (51) is the system of $N_b$ linear algebraic equations for $N_b$ scalar components $W_k$ of $W$ at the centers of all edges of our triangulation. The matrix of this system is given by the explicit form of the operator $L$ (34).

4.5 Treating boundary conditions

On the boundary edges we have to distinguish if there is either Dirichlet or Neumann boundary condition on each edge. When Neumann boundary condition is on the boundary boundary edge $k$ then we already know the value of the flux $W_k$ through this edge and we do not include the equation for this flux $W_k$ in the system (51) and in the final form of the discrete equation

$$(DW)_i = f_i$$

for the triangle $i$ which includes this boundary edge $k$ (there is only one such triangle) we move the known term $W_k S_k / VC_i$ from (37) with appropriate sign into the right hand side $f_i$.

On the other hand for the boundary edge $k$ with Dirichlet boundary condition we have to include the equation for the flux $W_k$ in the system (51) and this equation includes the given value $U_k = \psi_k$ through formal adjoint on the boundary (48).

For numerical solution of the system of linear equations (51) (after excluding from it equations for fluxes on boundary edges with Neumann boundary conditions) we use Gauss-Seidel iterative method. The global discrete operator $P = DG$ is symmetric and positive definite and for solving the global system $(PU)_i = f_i, i = 1, \cdots, N_i$ we use the conjugate gradient iterative method.

5 Numerical examples

In this section we provide several numerical examples which demonstrate the properties of the developed numerical method. First we evaluate the convergence rate of our support operator method and show that it is exact for linear solutions even with discontinuous diffusion coefficients. Then we show that our method works reasonably well also on rather bad quality triangulation including triangles with very small angles and clearly is superior to a standard linear finite element method. In the last part of this section we present several examples of stationary heat flow through heat conducting rectangle having either areas of heat insulating material or holes. For triangular grid construction we have been using Bank’s code [13].

5.1 Convergence examples with known solution

All examples here solve the generalized Laplace equation $\nabla k \grad u = f$ on the unit square $(x, y) \in (0, 1) \times (0, 1)$. When not noted otherwise we use diffusion coefficient $k = 1$. For a chosen exact solution $u^e$ we analytically derive the right hand side $f = \nabla k \grad u^e$ and after numerically solving the Laplace equation with this right hand side we can easily get the error of the numerical solution.
The developed support operator method discretization is exact for linear solutions and second order \cite{14} for others and we verify here this convergence rate. The asymptotic error \( E_h \) estimate on a triangular grid is given by

\[
\|E_h\| = Ch^q + O(h^{q+1}),
\]

(53)

where \( h \) is the maximal length of edge in the grid, \( q \) defines the order of the truncation error, the convergence-rate constant \( C \) is a positive constant independent of \( h \), and \( \| \cdot \| \) is some norm. To estimate the order \( q \) we evaluate the error on a sequence of refined grids. Using the error estimate on two grids with the parameters \( h \) and \( h/2 \) the order of the truncation error is approximately

\[
q \approx \log_2 \|E_h\|/\|E_{h/2}\|.
\]

In our convergence study we use the maximum norm

\[
E_{\text{max}} = \|U - p_h u^f\|_{\text{max}} = \max_{i=1,\ldots,N_t} |U_i - (p_h u^f)_i|,
\]

(54)

where \( U_i \) is the numerical solution of the finite-difference scheme and \( u^f \) is the exact solution of the given problem. Operator \( p_h \) is the point projection for scalar function given by \((p_h u^f)_i = u(m_i)\), where \( m_i \) is the median of the triangle \( i \), and we take maximum over all triangles.

In order to find the order of convergence numerically and to show that the constant \( C \) in (53) does not depend on the parameter \( h \), we have to be sure that while refining the grid the ratio of the maximum value of the triangle area \( V_{\text{max}} \) to the minimum value \( V_{\text{min}} \) remains constant \cite{14}. To achieve this we use the uniform refinement which in one refinement step puts new vertex into the center of each edge and divides each triangle into four similar triangles so that the sequence of grid parameters \( h \) is given by \( h/2^n \). Such refinement keeps the ratio \( V_{\text{max}}/V_{\text{min}} \) constant. Table 1 presents values of \( h \), number of triangles \( N_t \), areas \( V_{\text{max}} \), \( V_{\text{min}} \) and the ratio \( V_{\text{max}}/V_{\text{min}} \) for particular sequence of refined grids which we use in the convergence analysis in this subsection.

<table>
<thead>
<tr>
<th>( h )</th>
<th>( N_t )</th>
<th>( V_{\text{max}} )</th>
<th>( V_{\text{min}} )</th>
<th>( V_{\text{max}}/V_{\text{min}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>34</td>
<td>0.0472</td>
<td>0.0157</td>
<td>3.0</td>
</tr>
<tr>
<td>0.2</td>
<td>136</td>
<td>0.0118</td>
<td>0.0039</td>
<td>3.0</td>
</tr>
<tr>
<td>0.1</td>
<td>544</td>
<td>0.0029</td>
<td>0.00097</td>
<td>3.0</td>
</tr>
<tr>
<td>0.05</td>
<td>2176</td>
<td>0.00007</td>
<td>0.000024</td>
<td>3.0</td>
</tr>
<tr>
<td>0.025</td>
<td>8704</td>
<td>0.000184</td>
<td>0.000061</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 1: Grid parameters for used sequence of refined grids: maximum edge length \( h \), number of triangles \( N_t \), maximum and minimum of triangle area \( V_{\text{max}} \) and \( V_{\text{min}} \) and their ratio.

5.1.1 Smooth solutions

Our method is exact on constant and linear solutions which has been confirmed numerically on several examples like \( u = 1 \), \( u = x \) and \( u = x + y \). Next we try three nonlinear solutions \( u = x^2 \), \( u = x(1 - x)y(1 - y) \) and \( u = \sin(\pi x)\sin(\pi y) \). First we numerically solve the Laplace equation with these exact solutions with Dirichlet boundary conditions everywhere. The errors and orders of convergence on our sequence of refined grids is presented in Table 2. The errors and orders of convergence of the same problems, now however with Dirichlet boundary conditions only at the right side of the solution square and with Neumann boundary conditions on the remaining three sides, is shown in Table 3. Both tables confirm the second order convergence rate of our method.
<table>
<thead>
<tr>
<th>h</th>
<th>( u = x^2 )</th>
<th>( u = x(1-x)y(1-y) )</th>
<th>( u = \sin(\pi x) \sin(\pi y) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( E_{\text{max}} )</td>
<td>( q )</td>
<td>( E_{\text{max}} )</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0064</td>
<td>1.96</td>
<td>0.0055</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0016</td>
<td>2.0</td>
<td>0.0015</td>
</tr>
<tr>
<td>0.1</td>
<td>0.00042</td>
<td>1.96</td>
<td>0.00039</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00011</td>
<td>1.96</td>
<td>0.0001</td>
</tr>
<tr>
<td>0.025</td>
<td>0.000027</td>
<td></td>
<td>0.000025</td>
</tr>
</tbody>
</table>

Table 2: Maximum error and order of convergence for nonlinear solutions with Dirichlet boundary conditions on refined grids.

<table>
<thead>
<tr>
<th>h</th>
<th>( u = x^2 )</th>
<th>( u = x(1-x)y(1-y) )</th>
<th>( u = \sin(\pi x) \sin(\pi y) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( E_{\text{max}} )</td>
<td>( q )</td>
<td>( E_{\text{max}} )</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0017</td>
<td>1.96</td>
<td>0.0039</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0018</td>
<td>1.93</td>
<td>0.0011</td>
</tr>
<tr>
<td>0.1</td>
<td>0.00047</td>
<td>1.96</td>
<td>0.00028</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00012</td>
<td>1.96</td>
<td>0.000072</td>
</tr>
<tr>
<td>0.025</td>
<td>0.000031</td>
<td></td>
<td>0.000018</td>
</tr>
</tbody>
</table>

Table 3: Maximum error and order of convergence for nonlinear solutions with Neumann and Dirichlet boundary conditions on refined grids.

### 5.1.2 Discontinuous coefficient problem

Here we present several examples with discontinuous piecewise constant diffusion coefficient

\[
k = \begin{cases} 
  k_1, & 0 < x < 0.5, \\
  k_2, & 0.5 < x < 1.
\end{cases}
\]

which have exact solution:

**Test DC1** – in this problem coming from [15], [6] the exact solution is a piecewise linear function

\[
u = \begin{cases} 
  \frac{k_2 x + 2 k_1 k_2}{0.5 k_1 + k_2 + 4 k_1 k_2} + p_1 y, & 0 < x < 0.5 \\
  \frac{k_1 x + 2 k_1 k_2 + 0.5 k_2 - k_1}{0.5 k_1 + k_2 + 4 k_1 k_2} + p_1 y, & 0.5 < x < 1.
\end{cases}
\]

We solve this problem with Dirichlet boundary conditions for particular values of diffusion coefficient \( k_1 = 1, k_2 = 2 \). Of course the triangulation is done such a way that the whole discontinuity line \( x = 0.5 \) is covered by the edges and no triangle intersects it.

**Test DC2** – this test is the same as the preceding one with the value \( p_1 y \) being added to the solution so that the exact solution is

\[
u = \begin{cases} 
  \frac{k_2 x + 2 k_1 k_2}{0.5 k_1 + k_2 + 4 k_1 k_2} + p_1 y, & 0 < x < 0.5 \\
  \frac{k_1 x + 2 k_1 k_2 + 0.5 k_2 - k_1}{0.5 k_1 + k_2 + 4 k_1 k_2} + p_1 y, & 0.5 < x < 1.
\end{cases}
\]

We solve this problem with Dirichlet boundary conditions for particular values of diffusion coefficient \( k_1 = 1, k_2 = 10 \) and parameter \( p_1 = 0.1 \).
**Test DC3** - in this problem coming from [16], [6] the exact solution is a piecewise quadratic function

\[
u = \begin{cases} \frac{a_1 x^2}{2} + b_1 x & 0 \leq x \leq 0.5 \\ \frac{a_2 x^2}{2} + b_2 x + c_2 & 0.5 \leq x \leq 1 \end{cases}
\]

where

\[a_i = -\frac{1}{k_i}, \quad b_1 = \frac{3a_2 + a_1}{4}, \quad k_2 = \frac{k_2}{k_1}, \quad b_2 = \frac{k_2}{k_1}b_1, \quad c_2 = -\left(\frac{b_2 + a_2}{2}\right).
\]

We solve this problem with Dirichlet boundary conditions for particular values of diffusion coefficient \(k_1 = 1, k_2 = 2\).

The convergence analysis for three examples with a discontinuous coefficient is presented in Table 4 and confirms that our method is exact for even for non-smooth piecewise linear solutions and second order for non-linear solutions even in case of discontinuous diffusion coefficients.

<table>
<thead>
<tr>
<th>h</th>
<th>DC1</th>
<th>DC2</th>
<th>DC3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(E_{\text{max}})</td>
<td>(E_{\text{max}})</td>
<td>(E_{\text{max}})</td>
</tr>
<tr>
<td>0.4</td>
<td>(2.2 \cdot 10^{-11})</td>
<td>(8.2 \cdot 10^{-12})</td>
<td>0.011</td>
</tr>
<tr>
<td>0.2</td>
<td>(1.0 \cdot 10^{-11})</td>
<td>(2.8 \cdot 10^{-12})</td>
<td>0.0030</td>
</tr>
<tr>
<td>0.1</td>
<td>(5.7 \cdot 10^{-12})</td>
<td>(1.3 \cdot 10^{-12})</td>
<td>0.00082</td>
</tr>
<tr>
<td>0.05</td>
<td>(3.1 \cdot 10^{-12})</td>
<td>(7.3 \cdot 10^{-12})</td>
<td>0.00021</td>
</tr>
<tr>
<td>0.025</td>
<td>(1.6 \cdot 10^{-12})</td>
<td>(3.6 \cdot 10^{-12})</td>
<td>0.000053</td>
</tr>
</tbody>
</table>

Table 4: Maximum error and order of convergence for problems with discontinuous diffusion coefficient with Dirichlet boundary conditions on refined grids.

### 5.2 Unisotropic triangulation

Here we compare our method with standard linear finite element method (FEM) [17] on unisotropic triangulation including triangles with very big angles close to \(2\pi\). It is known that such triangulation causes troubles to FEM and we show that our method deals with this problems much better. Naturally FEM should not be used with such a triangulation, on the other hand in some problems such triangulation appears and we need a method working well also for such triangulation (of bad quality for FEM). An example of a problem where such triangulation might easily appear is Lagrangian hydrodynamics which moves grid cells and vertices with the fluid flow and where we need to treat parabolic part of the model equation.

In this example we use the problem with exact solution \(u = \frac{x^2}{2a^2}\) with parameter \(a\) on the rectangular region \((x, y) \in (-a, a) \times (0, 1)\). The grids for parameters \(a = 1\) and \(a = 5\) are shown on Fig. 6. For the values of the parameter \(a\) other than \(a = 1\) we use the same grid, only we stretch \(x\) coordinates of all objects by multiplying them by \(a\) so that the grid covers the region \((-a, a) \times (0, 1)\). For \(a >> 1\) all the triangles in the triangulation become very long in the \(x\) direction and thus have very small angles.

For different values of the parameter \(a\) we solve the Laplace equation \(\text{div \, grad } u = 2/a^2\) with Dirichlet boundary conditions \(u = 1\) on the left and right boundaries \(x = \pm a\) and zero Neumann boundary conditions \(\text{grad } u \cdot \text{n} = 0\) on the lower and upper boundaries \(y = 0, y = 1\). This problem has a unique solution \(u = x^2/a^2\). In Table 5 we compare results of our method with results of standard FEM with linear elements as implemented in [13]. The table presents for
Figure 6: Grid used for stretching the triangulation; (a) for parameter $a = 1$, i.e. $x \in (-1, 1)$, (b) for parameter $a = 5$, i.e. $x \in (-5, 5)$

several values of the parameter $a$ the error in maximum norm of the computed solution (in all cases solution $u \in (0, 1)$) and the minimal value of the computed solution $u$.

<table>
<thead>
<tr>
<th>a</th>
<th>SOM $E_{max}$</th>
<th>min($u$)</th>
<th>FEM $E_{max}$</th>
<th>min($u$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0037</td>
<td>-0.0028</td>
<td>0.0018</td>
<td>-0.0008</td>
</tr>
<tr>
<td>10</td>
<td>0.0019</td>
<td>-0.0015</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>25</td>
<td>0.0019</td>
<td>-0.0015</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td>50</td>
<td>0.0019</td>
<td>-0.0015</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>100</td>
<td>0.0019</td>
<td>-0.0015</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>1000</td>
<td>0.0069</td>
<td>-0.0043</td>
<td>0.997</td>
<td>0.997</td>
</tr>
<tr>
<td>10000</td>
<td>0.2016</td>
<td>-0.2012</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 5: Maximum error and minimum of numerical solution on unisotropic triangulation stretched by $a$ by our SOM (support operator method) and linear FEM.

From Table 5 we can see the difference between FEM and our method in this case. As is well known FEM is not working well for very long triangles with very small angles which appear in the triangulation in the case of big parameter $a$. The maximum error for FEM is already 5% for $a = 10$ and 18% for $a = 25$ getting much worse, while our method is giving the same errors up to $a = 10^2$ and still for $a = 10^3$ its error is less than 1%. If we increase $a$ further also our method starts to give larger errors as 20% for $a = 10^4$. Apparently for our method the problems are starting for much higher $a$ than for FEM, we are getting similar error for $a = 10^4$ as FEM is getting for $a = 25$.

The origin of the FEM troubles lies in fact that for big $a$ there are no edges in the triangulation which are parallel to the axis $y$. For such a grid and the exact solution with curvature in the $s$ direction the linear interpolation on the edges (which for big $a$ are almost parallel to the axis $x$) introduces zig-zagging in the $y$ direction which is eating too much of the overall energy and the
parabola in the $x$ direction is not resolved well. Basically for high $a$ the minimum $u = 0$ of the parabola $u = x^2 / a^2$ is getting higher until for biggest $a > 10^3$ the FEM solution is very close to constant solution $u = 1$.

Table 6 presents convergence results of our method for these problems for different values of $a$. The grid has been refined by the same way as in the previous section by introducing new vertices in the middle of each edge, so that each triangle is divided into four smaller similar triangles. We see that our method has reasonable convergence even on very stretched grids with very small angles up to $a = 100$. For $a = 1000$ the convergence is lost.

<table>
<thead>
<tr>
<th>a</th>
<th>$h = 0.18$</th>
<th>$h = 0.09$</th>
<th>$h = 0.045$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_{\text{max}}$</td>
<td>$q$</td>
<td>$E_{\text{max}}$</td>
</tr>
<tr>
<td>1</td>
<td>0.00372</td>
<td>1.92</td>
<td>0.00097</td>
</tr>
<tr>
<td>10</td>
<td>0.00193</td>
<td>1.8</td>
<td>0.00057</td>
</tr>
<tr>
<td>25</td>
<td>0.00193</td>
<td>1.8</td>
<td>0.00057</td>
</tr>
<tr>
<td>50</td>
<td>0.00193</td>
<td>1.8</td>
<td>0.00057</td>
</tr>
<tr>
<td>100</td>
<td>0.00193</td>
<td>1.8</td>
<td>0.00055</td>
</tr>
<tr>
<td>1000</td>
<td>0.069</td>
<td>0.5</td>
<td>0.0048</td>
</tr>
</tbody>
</table>

Table 6: Errors and convergence rate for triangulation with triangles with small angles by our support operators method for different values of $a$.

5.3 Examples of heat flow

In this section we present five examples of solving the Laplace equation (1)-(3) with zero source $f = 0$ on a rectangle with regions of different diffusion coefficients $k$ or rectangle with holes. These examples present stationary heat flow through the rectangle and diffusion coefficient is the coefficient of heat conductivity. All these examples have Dirichlet boundary conditions on the left $u = 1$ and the right $u = 0$ and zero Neumann boundary conditions on the bottom and top. This means that we fix the temperature on the left and right and assume no heat flow through the top and bottom boundary of the rectangle.

For first three examples most of the rectangle is the region with high conductivity $k = 1$ and inside the rectangle there are some regions of heat insulator material with very low heat conductivity $k = 10^{-6}$. The problems differ in the geometry of insulator material regions:

- **Circle** - problem is solved on the rectangle $(x, y) \in (-2, 2) \times (-2, 2)$ and the insulator region is the circle with center in the origin and radius one, see Fig. 7.
- **Fingers** - problem is solved on the rectangle $(x, y) \in (0, 1) \times (0, 1)$ and there are two rectangular insulator areas $(0.2, 0.3) \times (0, 0.8)$ and $(0.6, 0.7) \times (0.3, 1)$, fingers from bottom and top, see Fig. 8.
- **Streak** - problem is solved on the rectangle $(x, y) \in (0, 1) \times (0, 1)$ and insulator area is the curved streak between two arcs with center at $(0.1, -0.4)$ and radiuses $1.1$ and $1.2$, see Fig. 9.

Next two problems use only one heat conductivity $k = 1$ however the rectangle has several holes without any material, so the solution domain is non-convex. On the boundaries of the holes we use zero Neumann boundary conditions. These two examples differ in the position of three circular holes:

- **Three holes arranged vertically** - problem is solved on the rectangle $(x, y) \in (-1, 1) \times (-1, 1)$ and insulator areas are three vertically arranged circles with the same radius $1/6$ and centres at
(0, 0), (0, ±2/3), see Fig. 10.

**Three holes arranged randomly** – problem is solved on the rectangle $(x, y) \in (-1, 1) \times (-1, 1)$ and insulator areas are three randomly arranged circles with the same radius 1/6 and centres at $(0.6, -0.1), (-0.5, 0.7), (0.4, -0.5)$, see Fig. 11.

For each problem we present numerical results in four figures:

(a) triangular grid with material property, heat conductivity coefficient plotted by color; white here means no material presented in examples with holes
(b) colormap of temperature with triangular grid
(c) arrow plot of heat flux; one can notice here the directions of stationary heat flux along internal boundaries
(d) temperature contours (isolines of constant temperature) with triangular grid

Figure 7: Circle problem: (a) grid with material properties, (b) temperature distribution, (c) heat flux distribution, (d) temperature contour isolines
Figure 8: Fingers problem: (a) grid with material properties, (b) temperature distribution, (c) heat flux distribution, (d) temperature contour isolines

6 Conclusion

We have developed support operator discretization method for generalized Laplace equation on unstructured triangular grid with Dirichlet and Neumann boundary conditions. The method works very well for discontinuous diffusion coefficients. It is exact for linear solution and second order for nonlinear solution. It works remarkably well also for bad quality triangulations having triangles with very small angles. Presented sample numerical results confirm these properties of the developed numerical method.
Figure 9: Streak problem: (a) grid with material properties, (b) temperature distribution, (c) heat flux distribution, (d) temperature contour isolines
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Figure 10: Three holes arranged vertically problem: (a) grid with material properties, (b) temperature distribution, (c) heat flux distribution, (d) temperature contour isolines

References


Figure 11: Three holes arranged randomly problem: (a) grid with material properties, (b) temperature distribution, (c) heat flux distribution, (d) temperature contour isolines


