INSTITUT FÜR INFORMATIK

Sonderforschungsbereich 342:
Methoden und Werkzeuge für die Nutzung paralleler Rechnerarchitekturen

Black Box Views of State Machines

Max Breitling and Jan Philipps

TUM-I9916
SFB-Bericht Nr. 342/07/99 A
Oktober 99
Alle Rechte vorbehalten
Nachdruck auch auszugsweise verboten

©1999  SFB 342  Methoden und Werkzeuge für
die Nutzung paralleler Architekturen

Anforderungen an:  Prof. Dr. A. Bode
                     Sprecher SFB 342
                     Institut für Informatik
                     Technische Universität München
                     D-80290 München, Germany

Druck:  Fakultät für Informatik der
        Technischen Universität München
Black Box Views of State Machines *

Max Breitling       Jan Philipps

Institut für Informatik
Technische Universität München
D-80290 München

{breitlin|philipps}@in.tum.de

Abstract

System specification by state machines together with property specification and
verification by temporal logics are by now standard techniques to reason about
the control flow of hardware components, embedded systems and communication
protocols. The techniques to reason about the dataflow within a system, however,
are less well developed.

This report adapts a UNITY-like formalism for specification and verification to
systems of asynchronously communicating components. The components them-
selves are specified as state machines. The resulting proof techniques allows ab-
stract and compositional reasoning about dataflow properties of systems.

*This work was supported by the Sonderforschungsbereich 342 “Werkzeuge und Methoden für die
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1 Introduction

To allow precise reasoning about a hard- or software system, a mathematical foundation for both systems and properties is a prerequisite. For some classes of systems temporal logics have been used successfully to formalize and to reason about their properties. Prominent examples are circuit design and embedded systems software, where the clocked or cyclic operation model leads to a straightforward notion of a system state. The distinction between “allowed” and “forbidden” system states leads to natural invariance properties and proof techniques. Moreover, both hardware circuits and embedded software have essentially a finite state space, and exhaustive verification techniques, such as model checking, have been used with some success.

Temporal logic and model checking are less successful, however, when the dataflow between loosely coupled components that communicate asynchronously via communication channels is examined. Note that it is not simply a question of guessing an upper bound of the channel buffer size. Sometimes a system has a —for all purposes— unbounded buffer size. When examining an email-based groupware system, what would be the size of the internet between participating parties; and what would be the upper bound of the length of the list of unread mails?

For such systems, the state-based glass box view of a component is less useful than the black box view of its input and output. Black box properties of dataflow components and systems can be concisely formulated as relations over the communication history of components [12, 3, 13]; such properties are inherently modular and allow easy reasoning about the global system behavior given the component properties.

But also for data flow components a state-based glass box view can be helpful. State machines lead to natural proofs of safety properties by induction; they provide an operational intuition that can aid in finding ranking functions for some classes of liveness proofs; and finally, state machines are good design documents for a component's implementation.

In this report we show —based on the ideas of Broy's verification of the Alternating Bit Protocol [6]— how abstract specifications of the black box view of a system or system component can be combined with state machine-based descriptions of the system operations. Thus we combine techniques for easy verification of dataflow properties with descriptions that lead to efficient implementations of a system.

The property specification and verification technique is adapted from UNITY [27, 26]. The UNITY axioms for the safety and progress operators are proven to be correct in our mathematical model. Moreover, our framework allows compositional reasoning: Properties of single components can be used to deduce properties of the whole system.

This report is structured as follows: In Section 2 we introduce the mathematical basis for the black box view of components and systems; Section 3 introduces the abstract syntax and the semantics of state machines and their graphical representation, state transition diagrams. Safety and progress properties together with their proof techniques
are described in Sections 4 and 5. The black box and state machine specifications are related in Section 6. In particular, it is shown how state machine properties can be used to derive properties of the state machine's black box view. Section 7 contains an extended example. The conclusion (Section 8) summarizes the results and contains an outlook on future work.
2 Black Box Specifications

A dataflow system is a network of components. Each component has input and output ports. The ports are connected by directed channels. The black box view regards only the communication between components and abstracts from the internal workings of the components.

**Focus** offers a mathematical basis for the black box view of dataflow systems. A detailed introduction into **Focus** can be found in [12, 3]. This section contains only a short overview over the concepts used in the rest of the report. The communication history of channels is represented by message sequences called streams (Section 2.1), components are modeled as relations between communication histories (Section 2.2), and systems are modeled as the composition of components (Section 2.3); component composition results again in a component.

2.1 Streams

The communication history of system channels is modeled by streams. A stream is a finite or infinite sequences of messages. The empty stream is denoted by $\langle \rangle$. Finite streams can be enumerated, for example: $\langle 1, 2, 3, \ldots, 10 \rangle$. For a set of messages $\text{Msg}$, the set of finite streams over $\text{Msg}$ is denoted by $\text{Msg}^f$, that of infinite streams by $\text{Msg}^\omega$. By $\text{Msg}^\omega$ we denote $\text{Msg}^f \cup \text{Msg}^\omega$.

Given two streams $s, t$ and $j \in \mathbb{N}$,

- $\#s$ denotes the length of $s$. If $s$ is finite, $\#s$ is the number of elements in $s$; if $s$ is infinite, $\#s = \infty$.
- $s \circ t$ denotes the concatenation of $s$ and $t$. If $s$ is infinite, $s \circ t = s$.
- $s \sqsubseteq t$ holds if $s$ is a prefix of $t$:
  \[
  \exists u \in \text{Msg}^\omega \cdot s \circ u = t
  \]
- $s^j$ denotes the result of concatenating $j$ copies of $s$; similarly, $s^\infty$ results in the concatenation of infinitely many copies of $s$.
- $s.j$ is the $j$-th element of $s$, if $1 \leq j \leq \#s$, and is undefined otherwise.
- $s\downarrow j$ is the prefix of $s$ with length $j$, if $0 \leq j \leq \#s$, and is undefined otherwise.
- $\text{ft}.s$ denotes the first element of a stream, i.e. $\text{ft}.s = s.1$, if $s \neq \langle \rangle$.
- $\text{rt}.s$ is the stream $s$ without the first element: $s = \langle \text{ft}.s \rangle \sim \text{rt}.s$ for all $s \neq \langle \rangle$. 
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The set of streams \( \text{Msg}^c \) with the prefix order \( \sqsubseteq \) forms a CPO with least element \( \langle \rangle \). A chain is a set \( \{ s_i \mid i \in \mathbb{N} \} \) of streams, where for each \( i \): \( s_i \sqsubseteq s_{i+1} \). Since the set of streams is a CPO, each such chain has a unique least upper bound \( s \) which is denoted by
\[
\bigcup \{ s_i \mid i \in \mathbb{N} \}
\]
The operators defined above as well as the notion of chains and least upper bounds can be extended pointwise to tuples of streams.

A function out of \( \text{Msg}^c_1 \to \text{Msg}^c_2 \) is called a continuous function [28], iff
\[
\bigcup \{ f(s_i) \mid i \in \mathbb{N} \} = f \left( \bigcup \{ s_i \mid i \in \mathbb{N} \} \right)
\]
Continuous functions are also monotonic:
\[
x \sqsubseteq y \Rightarrow f(x) \sqsubseteq f(y)
\]
An example of a continuous function is the filter function \( \odot \); \( M \odot s \) is the substream of \( s \) that contains only messages also contained in the set \( M \).

The filter function has the following properties:
\[
\begin{align*}
M \odot \langle \rangle &= \langle \rangle \\
m \in M &\Rightarrow M \odot (s \cap \langle m \rangle) = \langle (M \odot s) \cap \langle m \rangle \rangle \\
m \notin M &\Rightarrow M \odot (s \cap \langle m \rangle) = \langle M \odot s \rangle
\end{align*}
\]

2.2 Components

Dataflow components are modeled as relations over communication histories. The relations are expressed using formulas in predicate logic where the formula’s free variables range over streams. They represent the communication history over the component’s input and output ports.

The black box behavior of a dataflow component \( U \) is specified by giving a set of input channel identifiers \( I_U \), a set of output channel identifiers \( O_U \) (where \( I_U \cap O_U = \emptyset \)) and a predicate (for simplicity also denoted by \( U \)) with free variables from \( I_U \) and \( O_U \). Each channel identifier has an assigned type that describes the set of messages allowed on that channel. We do not treat the typing of the identifiers formally in this paper.

Figure 1 shows a graphical representation of a component with two input channels \( i_1 \) and \( i_2 \) of type \( M_1 \) and \( M_2 \), where \( M_1 \cap M_2 = \emptyset \), and a single output channel \( o \) of type \( M = M_1 \cup M_2 \). The intended black box behavior of this component is to merge the messages on the two input channels: all inputs received on the input channels are forwarded to the output channel \( o \).

This behavior is specified with the sets for the input and output identifiers
\[
I_{\text{Merge}} \overset{!}{=} \{ i_1, i_2 \}, \quad O_{\text{Merge}} \overset{!}{=} \{ o \}
\]
and the predicate

\[ \text{Merge} \iff M_i(o) = i_1 \land M_o(o) = i_2 \]

stating that the messages sent on \( o \) of type \( M_j \) are exactly the messages, in the same order, as received on channel \( i_j \) (for \( j \in \{1, 2\} \)).

Component behavior can be specified in the following more readable style:

\[
\text{Merge} \\
\quad \text{in } i_1 : M_1, i_2 : M_2 \\
\quad \text{out } o : M \\
\quad M_i(o) = i_1 \\
\quad M_o(o) = i_2
\]

Not all specifications in FOCUS are sensible: It is easy to specify inconsistent components by predicates that restrict the possible input histories of a component. A component is realizable, if it is possible to achieve its behavior step by step in a way that is causally correct. This means in particular that it is monotonic: It cannot take back messages that were sent earlier.

A detailed discussion of these requirements and their formalizations can be found in [15]. The specifications in this report are all consistent and realizable.

### 2.3 Black Box Composition

The black box view of a system can be derived from the black box views of the system's components by composition. Components may share input channels, but each output channel must be controlled by a single component. This is captured below in the definition of compatibility.
Compatibility. Two components $U$ and $V$ are compatible if they do not share output channels:

$$O_U \cap O_V = \emptyset$$

Composition. Compatible components can be composed. The result of the composition $U \otimes V$ is again a component specification. Channels with identical names are connected, the output of the composition is the union of the two component’s output channels as output, and the input of the composition consists of those input channels that remain unconnected.

$$I_{U \otimes V} = (I_U \cup I_V) \setminus (O_U \cup O_V), \quad O_{U \otimes V} = O_U \cup O_V$$

The system behavior is the conjunction of the component behavior predicates:

$$U \otimes V \equiv U \land V$$

Note that we decided to keep connected channels visible, so that no information is lost that could be useful in formal proofs. Although not all internals are hidden in our approach we still call it a black box view since the behavior is only described in an abstract way through a relation of streams, as opposed to state machines that use buffers, states and transitions as shown in the next section.

Figure 2 shows a system that models a multiplexing data transfer channel. In addition to the merge component, it consists of a split component, specified as:

<table>
<thead>
<tr>
<th>Split</th>
</tr>
</thead>
<tbody>
<tr>
<td>in $o : M$</td>
</tr>
<tr>
<td>out $o_1 : M_1$, $o_2 : M_2$</td>
</tr>
<tr>
<td>$o_1 = M_1 \otimes o$</td>
</tr>
<tr>
<td>$o_2 = M_2 \otimes o$</td>
</tr>
</tbody>
</table>
The composition of the two black box specifications is shown below:

<table>
<thead>
<tr>
<th>Multiplex</th>
</tr>
</thead>
</table>
in \( i_1 : M_1, i_2 : M_2 \) |
out \( o : M, o_1 : M_1, o_2 : M_2 \) |
\( M_1 \otimes o = i_1 \) |
\( M_2 \otimes o = i_2 \) |
o_1 = M_1 \otimes o |
o_2 = M_2 \otimes o |

### 2.4 Prefix Properties and Length Properties

A black box specification can be seen as a description of the input and output properties of a component. In practice, properties of dataflow systems are often expressed as a conjunction of equations

\[
f(o) = F(i_1, \ldots, i_n)
\]

where \( o \in O \) and \( F \) is a function that describes the output on \( o \) given input histories \( i_1, \ldots, i_n \in I \). Both \( f \) and \( F \) are assumed to be continuous. In many cases, \( f \) will just be the identity function.

Such equations can be split into a **prefix property**

\[
f(o) \sqsubseteq F(i_1, \ldots, i_n)
\]

and a **length property**

\[
\#f(o) \geq \#F(i_1, \ldots, i_n)
\]

For example, the specification of **Merge** can equivalently be formulated as follows:

<table>
<thead>
<tr>
<th>Merge</th>
</tr>
</thead>
</table>
in \( i_1 : M_1, i_2 : M_2 \) |
out \( o : M \) |
\( M_1 \otimes o \sqsubseteq i_1 \) |
\( M_2 \otimes o \sqsubseteq i_2 \) |
\( \#M_1 \otimes o \geq \#i_1 \) |
\( \#M_2 \otimes o \geq \#i_2 \) |

Prefix properties are **safety** properties: Their violation can be detected as soon as an illegal output is produced. Length properties are **liveness** properties: Their violation cannot be detected by an observer, since it is always possible that the output is produced some time in the future. Liveness properties put demands on complete executions of a component, while safety properties restrict partial executions.
3 State Machines

In the previous section black box specifications of components and systems are introduced. With these more abstract specifications only the relation between complete input and output message streams is considered, but nothing is said about how the behavior of a component is achieved. In contrast, state machines describe a behavior in a stepwise manner.

In this section we show how dataflow components can be specified by state machines. We use the term state machine both for their abstract syntax (state transition systems, Section 3.2) and for their concrete graphical representation (state transition diagrams, Section 3.3). Section 3.4 defines the semantics of state machines, Section 3.5 their composition.

First we give a formal definition of variable valuations for an assertion. Variable valuations allow us to talk about the validity of assertions in the different states of a state machine execution.

3.1 Variable Valuations

Defining Var as the universe of all (unprimed) variables, we define a valuation \( \alpha \) as a function that assigns to each variable in Var a value from the variable’s type. By free(\( \Phi \)) we denote the set of free variables in a logical formula \( \Phi \). If an assertion \( \Phi \) evaluates to true when each variable \( v \in \text{free}(\Phi) \) is replaced by \( \alpha(v) \), we write

\[ \alpha \models \Phi \]

Variable names can be primed: For example, \( v' \) is a new variable name that results from putting a prime behind \( v \). We extend priming to sets

\[ V' \triangleq \{ v' \mid v \in V \} \]

and to valuations: Given a valuation \( \alpha \) of variables in Var, \( \alpha' \) is a valuation of variables in \( V' \) with

\[ \alpha'(v') = \alpha(v) \quad \text{for all variables } v \in \text{Var} \]

Priming can also be extended to predicates, functions and other expressions: If \( \Psi \) is an assertion with free(\( \Psi \)) \( \subseteq V \), then \( \Psi' \) is the assertion that results from priming all free variables. Thus, free(\( \Psi' \)) = (free(\( \Psi \))'). Similarly, any expression expr' just denotes the expression expr with all variables primed.

Note that an unprimed valuation \( \alpha \) assigns values to all unprimed variables, while a primed valuation \( \beta' \) only assigns values to all primed variables. If an assertion \( \Phi \) contains both primed and unprimed variables, we need two valuations to determine its truth. If \( \Phi \) evaluates to true, we write

\[ \alpha, \beta' \models \Phi \]
Two valuations can \textit{coincide} on a subset \( V \) of \text{Var}, defined as
\[
\alpha \equiv^V \beta \iff \forall v \in V \cdot \alpha(v) = \beta(v)
\]

\subsection{3.2 State Transition Systems}

A state transition system (STS) \( S \) is a tuple
\[
(I, O, A, \mathcal{I}, \mathcal{T})
\]
with the following components:

\begin{itemize}
\item \( I, O \): Sets of input and output channel variables with \( I \cap O = \emptyset \). Each variable in \( I \) and \( O \) ranges over finite streams. These variables hold the communication history from the environment to the component and from the component to its environment, respectively.
\item \( A \): A set of variables containing local state attributes of the STS (variables that hold the control state of the machine or some additional data) together with the set \( \{ i^* \mid i \in I \} \). We assume again \( A \cap I = \emptyset = A \cap O \). The variables \( i^* \) also range over finite streams; they stand for that part of the input \( i \) that has already been processed by the state machine. The part of \( i \) that has not been processed yet is denoted by \( i^+ \), and uniquely defined via
\[
i = i^* \bowtie i^+
\]
Since our state machines ensure that \( i^* \sqsubseteq i \), \( i^+ \) is well-defined. Intuitively, \( i^+ \) is the implicit communication buffer of the asynchronous communication.

We introduce \( V \equiv I \cup O \cup A \) as the set containing all variables of an STS. Sometimes we refer to the variables in \( I \) as \textit{external variables}, while we call the variables in \( O \cup A \) \textit{controlled variables}.
\item \( \mathcal{I} \): An assertion over the variables \( V \) which characterizes the set of initial states. We require that \( \mathcal{I} \) is satisfiable. This means that there is a valuation \( \alpha \) that satisfies the initial assertion and this validity does not depend on \( i \in I \) nor is it restricting the values \( i \in I \), i.e. the valuations for \( i \in I \) can be exchanged arbitrarily:
\[
\exists \alpha \cdot \alpha \models \mathcal{I} \land (\forall \beta \cdot \beta \equiv^{\text{out}} \alpha \Rightarrow \beta \models \mathcal{I})
\]
Moreover, \( \mathcal{I} \) asserts that initially no input has been processed:
\[
\mathcal{I} \Rightarrow i^* = \emptyset \quad \text{for all } i \in I
\]
• $\mathcal{T}$: A finite set of transitions. Each transition $\tau \in \mathcal{T}$ is an assertion over the variables $V \cup V'$. The unprimed variables stand for variable valuations in the current state, the primed ones for valuations in the successor state.

Each transition $\tau \in \mathcal{T}$ must fulfill the following requirements for all $i \in I, o \in O$.

It may not take back messages it already sent, it may not undo the receipt of a message, it can only read what was sent to the component and the environment is not allowed to take back input:

$$\tau \Rightarrow o \subseteq o' \wedge i^* \subseteq i^{*'} \wedge i^{*'} \subseteq i \wedge i \subseteq i'$$

Transitions can only very weakly restrict the changes of the external variables $I$, since nothing should be assumed about the environment. The only constraint of the environment is that it may only extend the streams that are associated (by the valuations) with the variables in $I$, but in an arbitrary way. This can be formalized as follows: If a transition $\tau$ leads from state $\alpha$ to state $\beta$ (valuations can be interpreted as states), this transition can contain some specific changes of the input variables. It must be shown that the same transition is also valid with an arbitrary extension of the input variables. This means that for all $Val, \beta, \gamma$:

$$\alpha, \beta' \models \tau \wedge \beta^{Val} = \gamma \wedge \forall i \in I \cdot \alpha(i) \subseteq \gamma(i) \Rightarrow \alpha, \gamma' \models \tau$$

In addition to the transitions in $\mathcal{T}$ there is always an implicit environment transition $\tau^{e}$ which abstracts the possible behavior of the environment of $S$. It is defined as follows:

$$\tau^{e} \models \bigwedge_{v \in O \cup A} v = v' \wedge \bigwedge_{i \in I} i \subseteq i'$$

The environment transition leaves all controlled variables unchanged, while the input variables may be extended. The environment transition, too, obeys the restrictions posed on the transitions in $\mathcal{T}$. The fairness of transitions is reflected in the definition of executions in Section 3.4.

**Enabledness** In Section 3.4, states of an STS are formalized as valuations for the variables $V$. Given a valuation $\alpha$, we say that a transition $\tau$ is enabled in $\alpha$, iff there is a valuation $\beta$ for $V$ such that

$$\alpha, \beta' \models \tau$$

We write

$$\alpha \models \text{En}(\tau)$$

for the assertion that $\tau$ is enabled in $\alpha$. Note that the environment transition $\tau^{e}$ is enabled in every state (with $\beta = \alpha$).
To use the predicate in arbitrary (but of course well-formed) formulas, it can also be defined syntactically as follows:

\[
\text{En}(\tau) = \exists v' \in \text{Var}' \cdot \tau
\]

If a transition is not enabled, we denote this as \( \alpha \models \neg \text{En}(\tau) \).

### 3.3 State Transition Diagrams

Typically, an STS is not specified by defining formally all elements of the quintuple, but by a state transition diagram (STD). We use a subset of the STD syntax from the AUTOFOCUS CASE tool \([14, 21]\). The channel identifiers in \( I \) and \( O \) are not directly specified in an STD; they are taken from system structure diagrams, which describe component interfaces as well as component interconnection.

STDs are directed graphs where the vertices represent (control) states and the edges represent transitions between states. One vertex is a designated initial state; graphically this vertex is marked by an opaque circle in its left half. Edges are labeled; each label consists of four parts: A precondition, a set of input statements, a set of output statements and a postcondition. In STDs, transition labels are represented with the following schema:

\[
\{\text{Precondition}\} \text{ Inputs } \triangleright \text{ Outputs } \{\text{Postcondition}\}
\]

Inputs and Outputs stand for lists of expressions of the form

\[
i?x \quad \text{and} \quad o!exp \quad (i \in I, o \in O)
\]

, respectively, where \( x \) is a constant value or a (transition-local) variable of the type of \( i \), and \( exp \) is an expression of the type of \( o \). The Precondition is a boolean formula containing data state variables and transition-local variables as free variables, while Postcondition and \( exp \) may additionally contain primed state variables. The distinction between pre- and postconditions does not increase the expressiveness, but improves readability. If the pre- or postconditions are equivalent to true, they can be omitted.

The informal meaning of a transition is as follows: If the available messages in the input channels can be matched with Inputs, the precondition is true and the postcondition can be made true by assigning proper values to the primed variables, the transition is enabled. If it is chosen, the inputs are read, the outputs are written and the postcondition is made true.

**Example**  As an example, the merge component from the previous section (Figure 1) could be specified by the STD in Figure 3. The corresponding STS can be derived in a schematic way:
\( I \overset{\text{df}}{=} \{ i_1, i_2 \} \)
\( O \overset{\text{df}}{=} \{ o \} \)
\( A \overset{\text{df}}{=} \{ \sigma, i_1^*, i_2^* \} \)
\( I \overset{\text{df}}{=} \sigma = \text{Merge} \land i_1^* = \langle \rangle \land i_2^* = \langle \rangle \land o = \langle \rangle \)
\( T \overset{\text{df}}{=} \{ \tau_1, \tau_2, \tau^e \} \)

The variable \( \sigma \) holds the current control state of the STD. It is not really necessary here (since there is only one state) but included for illustration. There are no other internal variables. Note that \( I \) assures that initially no input is read and also it does not restrict the input variables, and therefore fulfills the necessary requirements. The transition \( \tau_1 \) is defined by

\[
\tau_1 \overset{\text{df}}{\to} \sigma = \text{Merge} \land \sigma' = \text{Merge} \land \\
\exists a \in M_1 : \\
\text{true} \land \\
\text{ft.} i_1^+ = a \land i_1^{++} = i_1^* \land a \lor \langle a \rangle \land o' = o \lor \langle a \rangle \land \\
\text{true} \land \\
i_2' = i_2^* \land \\
i_1 \subseteq i_1^* \land i_2' \subseteq i_2^*
\]

which states the following: The source and target state are both \text{Merge}, the empty precondition is trivially true, there is some message \( a \) that is available on channel \( i_1 \) and not yet read, which is then input and also sent on channel \( o \). The postcondition is empty and therefore also trivially true. All variables not mentioned in the transition stay unchanged. In this case this results in a constant \( i_2^* \), meaning that we don’t read on channel \( i_2 \). Finally, the environment can append arbitrary input to the input channels.

Note that the variable \( a \) in the transition label in Figure 3 does not appear as a variable in \( V \). It is a transition-local variable.
Transition $\tau_2$ is defined similarly by (now omitting “true” in the conjunction)

\[
\tau_2 \overset{\phi}{\iff} \sigma = \text{Merge} \land \sigma' = \text{Merge} \land \\
\exists a \in M_2: \\
\text{ft.} \; i^+_2 = a \land i'^+_2 = i^+_2 \land \langle a \rangle \land o' = o \land \langle a \rangle \land \\
i'^+_1 = i^+_1 \land \\
i_1 \subseteq i'_1 \land i_2 \subseteq i'_2
\]

The idle transition $\tau^e$ allows the environment to send messages to $\text{Merge}$, but keeps all variables unchanged that are under control of $\text{Merge}$.

\[
\tau^e \overset{\phi}{\iff} \sigma' = \sigma \land \\
i'^+_1 = i^+_1 \land i'^+_2 = i^+_2 \land o' = o \\
i_1 \subseteq i'_1 \land i_2 \subseteq i'_2
\]

In addition to the control state, components can have data state attributes. State attributes can be checked by the preconditions, and modified by the actions of a transition label, specified in the postcondition. The declaration of data state variables with their type and initialization can be supplied in an attached box in an STD, as shown in Figure 10.

A more detailed description of STDs, including extensions of STDs that allow hierarchical descriptions, can be found in [21, 11].

### 3.4 Executions

An execution of an STS $\mathcal{S}$ is an infinite stream $\xi$ of valuations of the variables $V$ that satisfies the following requirements:

- The first valuation in $\xi$ satisfies the initialization assertion:

\[\xi.1 \models I\]

- Each two subsequent valuations $\xi.k, \xi.(k+1)$ in $\xi$ are related either by a transition in $\mathcal{T}$ or by the environment transition $\tau^e$:

\[\xi.k, \xi.(k+1) \models \tau^e \lor \bigvee_{\tau \in \mathcal{T}} \tau\]

- Each transition $\tau \in \mathcal{T}$ of the STS is taken infinitely often in an execution, unless it is disabled infinitely often:

\[(\forall k \cdot \exists l \geq k \cdot \xi.l \models \neg \text{En}(\tau)) \lor (\forall k \cdot \exists l \geq k \cdot \xi.l, \xi.(l+1) \models \tau)\]
The set of executions of an STS $S$ is denoted by $\ll S \gg$; it is defined by
\[
\ll S \gg \equiv \{ \xi \mid \xi.1 \models I \land \\
\forall k \in \mathbb{N} : \xi.k, \xi'.(k + 1) \models \tau^e \lor \bigvee_{\tau \in T} \tau \land \\
\bigwedge_{\tau \in T} \left( \left( \forall k \cdot \exists l \geq k \cdot \xi.l \models \neg \mathbb{E}(\tau) \right) \lor \\
\left( \forall k \cdot \exists l \geq k \cdot \xi.l, \xi'.(l + 1) \models \tau \right) \right) \}
\]

By induction it is easy to show that for each state $\xi.k$ in an execution
\[
\xi.k \models \bar{i}^* \sqsubseteq i
\]
holds. Moreover, changes in the valuations of input variables $I$, output variables $O$ and the processed input variables $\{i^* \mid i \in I\}$ in subsequent states are restricted to the prefix order $\sqsubseteq$.

### 3.5 State Machine Composition

State machines can be composed if they are compatible. Similar to the compatibility of black box specifications, two state machines $S_1 = (I_1, O_1, A_1, \mathcal{I}_1, \mathcal{T}_1)$ and $S_2 = (I_2, O_2, A_2, \mathcal{I}_2, \mathcal{T}_2)$ are compatible if their controlled variables are disjoint and if there is no conflict concerning internal variables, i.e. no machine may access the internal variables of the other machine:
\[
(O_1 \cup A_1) \cap (O_2 \cup A_2) = \varnothing \land \\
A_1 \cap I_2 = \varnothing \land A_2 \cap I_1 = \varnothing
\]

Thus, the two components may only share variables which are input variables of at least one of the two components. In Figure 4 the separation of the variables in different disjoint sets is visualized for a composition of two state machines. All messages on channels $i$ with $i \in I_1 \cap I_2$ can be read by both machines independently. In order to ensure that the variables from $A_1$ and $A_2$ are disjoint in this case, the variables $\bar{i}^*$ have to be renamed to $i_1^*$ or $i_2^*$ throughout the variable sets, transitions and initialization predicates of $S_1$ and $S_2$, respectively.
The composition \( S = S_1 \parallel S_2 \) is defined as the STS with the following components:
\[
I \overset{def}{=} (I_1 \cup I_2) \setminus (O_1 \cup O_2) \\
O \overset{def}{=} O_1 \cup O_2 \\
A \overset{def}{=} A_1 \cup A_2 \\
I \overset{def}{=} I_1 \land I_2 \\
\mathcal{T} \overset{def}{=} \{ \tau_1 \land \tau_2^c \mid \tau_1 \in \mathcal{T}_1 \} \cup \{ \tau_1^c \land \tau_2 \mid \tau_2 \in \mathcal{T}_2 \}
\]
\[
\tau^v \overset{def}{=} \bigwedge_{v \in O \cup A} v = v' \land \bigwedge_{i \in I} i \subseteq i'
\]

From the definition above, it is easy to see that composition is associative:
\[
S_1 \parallel (S_2 \parallel S_3) = (S_1 \parallel S_2) \parallel S_3
\]

The resulting STS satisfies the requirements of Section 3.2:

**Proof:**

- The variable sets of \( S \) satisfy the disjointness and inclusion requirements posed on \( I, O \) and \( A \).
- \( I \) fulfills the requirements
  \[
  \exists \alpha \cdot \alpha \models I \land \left( \forall \beta \cdot \beta \overset{def}{=} \alpha \Rightarrow \beta \models I \right)
  \]
  and
  \[
  I \Rightarrow \hat{i}^v = \langle \rangle \text{ for all } i \in I
  \]
  what is proved here:
  - \( I \) is indeed satisfiable for all input valuations of \( I \): With \( S_1 \) and \( S_2 \) as proper STS, we know that there exist \( \alpha_1 \) and \( \alpha_2 \) with
    \[
    \alpha_1 \models I_1 \land \forall \beta \cdot \beta \overset{def}{=} \alpha_1 \Rightarrow \beta \models I_1 \\
    \alpha_2 \models I_2 \land \forall \beta \cdot \beta \overset{def}{=} \alpha_2 \Rightarrow \beta \models I_2
    \]
and we have to show

$$\exists \alpha \bullet \alpha \models I \land \forall \beta \bullet \beta \overset{O_1\cup A_1}{\models} \alpha \Rightarrow \beta \models I$$

We now define the $\alpha$ we are looking for on the controlled variables of $S$ by

$$\alpha(v) = \begin{cases} 
\alpha_1(v) & \text{if } v \in O_1 \cup A_1 \\
\alpha_2(v) & \text{if } v \in O_2 \cup A_2 
\end{cases}$$

For $v \in I$ we allow any valuation. Note that this definition is conflict-free since $(O_1 \cup A_1) \cap (O_2 \cup A_2) = \emptyset$ and $I \cap (A_1 \cup A_2) = \emptyset$. Hence

$$\alpha \overset{O_1\cup A_1}{=} \alpha_1 \land \alpha \overset{O_2\cup A_2}{=} \alpha_2$$

and therefore (instantiating $\beta$ with $\alpha$)

$$\alpha \models I_1 \land \alpha \models I_2 \iff \alpha \models I_1 \land I_2 \iff \alpha \models I$$

For some $\beta$ with $\beta \overset{O_1\cup A_1}{=} \alpha$ we have $\beta \overset{O_1\cup A_1}{=} \alpha$ and $\beta \overset{O_2\cup A_2}{=} \alpha$ due to the subset relations, so we conclude

$$\beta \models I_1 \land I_2$$

- The second requirement for $I$ is also fulfilled since all input valuations are initially empty:

$$I \Rightarrow I_1 \land I_2 \Rightarrow (\forall i_1 \in I_1 \bullet i_1^* = \langle \rangle) \land (\forall i_2 \in I_2 \bullet i_2^* = \langle \rangle) \Rightarrow \forall i \in I \bullet i^* = \langle \rangle$$

- The set $T$ of the composed system has all properties it should have:

- All transitions $\tau$ allow only restricted changes of the channel valuations:

$$\tau \Rightarrow o \sqsubseteq o' \land i^* \sqsubseteq i'^* \land \exists i^t \land i \sqsubseteq i'$$

The empty transition $\tau^*$ trivially fulfills this requirement. All other transitions $\tau$ consist of $\tau_1 \land \tau_2^*$ or $\tau_2 \land \tau_1^*$. Because of this symmetry, we show the proof only for the first case.

$$\tau \iff \tau_1 \land \tau_2^*$$

$$\Rightarrow \forall o_1 \in O_1, i_1 \in I_1 \bullet o_1 \sqsubseteq o_1' \land i_1^* \sqsubseteq i_1'^* \land i_1'^t \sqsubseteq i_1^t \land i_1 \sqsubseteq i_1' \land$$

$$\bigwedge_{o_2 \in O_2} o_2 = o_2' \land \bigwedge_{i_2 \in I_2} i_2 = i_2' \land \bigwedge_{i_2 \in I_2} i_2^* = i_2^{*'}$$

Note that quantifying over $i \in I$ and over $i^* \in A$ ranges over the same variables in any occurrence of $i^*$, according to the definition of $A$. By rearranging the terms we reach

$$\forall o_1 \in O_1 \bullet o_1 \sqsubseteq o_1' \land \forall o_2 \in O_2 \bullet o_2 = o_2'$$

$$\forall i^* \in A_1 \bullet i^* \sqsubseteq i_1^{*'} \land \forall i^* \in A_2 \bullet i^*_2 = i_2^{*'}$$

$$\forall i \in I_1 \bullet i \sqsubseteq i_1' \land \forall i_2 \in I_2 \bullet i_2 \sqsubseteq i_2'$$
and therefore
\[ \forall o \in O \bullet o \sqsubseteq o' \land \forall i' \in A \bullet i' \sqsubseteq i'' \land \forall i \in I \bullet i \sqsubseteq i' \]

Finally, with \( i'_{2} = i_{2}^{(a_{z})} \sqsubseteq i_{2} \) for all \( i_{2} \in I_{2} \) and \( \forall i \in I_{1} \bullet i_{i} \subseteq i_{1}' \) we get
\[ \forall i \in I \bullet i_{i} \subseteq i' \]

- Additionally, we show (again for only one of the two cases) that \( \tau \) is restricting the variables in \( I \) in the proper way, i.e. we assume
\[ \alpha, \beta \models \tau_{1} \land \tau_{2} \]  
\[ \beta \equiv_{\alpha} \gamma \]  
\[ \forall i \in I_{1} \cup I_{2} \bullet \alpha(i) \subseteq \gamma(i) \]

and show
\[ \alpha, \gamma' \models \tau_{1} \land \tau_{2} \]

\( \alpha, \gamma' \models \tau_{1} \) follows directly from the properties of \( \tau_{1} \) with the subset relations \( O_{1} \cup A_{1} \subseteq O \cup A \) and \( I_{1} \subseteq I \). It remains to show
\[ \alpha, \gamma' \models \bigwedge_{v \in O_{2} \cup A_{2}} v = v' \land \bigwedge_{i_{2} \in I_{2}} i_{2} \sqsubseteq i_{2}' \]

Assuming \( v \in O_{2} \cup A_{2} \), we prove the first half by
\[ \alpha(v) \equiv_{(1)} \beta(v') \equiv_{(Def.)} \beta(v) \equiv_{(2)} \gamma(v) \equiv_{(Def.)} \gamma'(v') \]

Finally, with
\[ i_{1} \in I_{1} \Rightarrow \alpha(i_{1}) \subseteq \gamma(i_{1}) \Rightarrow \alpha, \gamma' \models i_{1} \subseteq i_{1}' \]

we conclude the proof.

- There is always an environment transition \( \tau \) that is defined exactly as in Section 3.2.

- We also prove here that composition maintains the enabledness of transitions, i.e. it holds
\[ \alpha \models \text{En}(\tau_{1}) \iff \alpha \models \text{En}(\tau_{1} \land \tau_{2}) \]
\[ \alpha \models \text{En}(\tau_{2}) \iff \alpha \models \text{En}(\tau_{2} \land \tau_{2}') \]

We only show the first property, and prove for an arbitrary \( \alpha \) only that
\[ \exists \beta \bullet \alpha, \beta \models \tau_{1} \Rightarrow \exists \gamma \bullet \alpha, \gamma \models \tau_{1} \land \tau_{2} \]
The opposite direction is obvious. For some $\beta$ we define $\gamma$ by

$$
\gamma(v) = \begin{cases} 
\alpha(v) & \text{if } v \in (O_2 \cap I_1) \cup (A_2 \cup (O_2 \setminus I_1)) \cup ((I_1 \cup I_2) \setminus (O_1 \cup O_2)) \\
\beta(v) & \text{if } v \in (A_1 \cup (O_1 \setminus I_2)) \cup (O_1 \cap I_2)
\end{cases}
$$

With this definition we have

$$
\gamma^{A_1 \cup O_1} \beta \quad \text{and} \quad \forall v \in I_1 \cdot \alpha(v) \subseteq \gamma(v)
$$

and therefore (due to the properties of $\tau_1$)

$$
\alpha, \gamma' \models \tau_1
$$

For $v \in O_2 \cup A_2$ we have $\gamma(v) = \alpha(v)$, so

$$
\alpha, \gamma' \models \bigwedge_{v \in O_2 \cup A_2} v = v'
$$

is valid. For $v \in I_2 \cap O_1$ we know $\beta(v) = \gamma(v)$, and from the assumption $\alpha, \beta' \models \tau_1$ that $\alpha(v) \subseteq \beta'(v')$, since $\tau_1 \Rightarrow v \subseteq v' \ (v \in O_1)$, and this leads to $\alpha(v) \subseteq \gamma(v)$. For $v \in I_2 \setminus O_1$ we defined $\gamma(v) = \alpha(v)$, so that $\alpha, \gamma' \models v = v'$. Together, we have

$$
\alpha, \gamma' \models \bigwedge_{\bar{I}_2 \subseteq \bar{I}_2}
$$

and therefore

$$
\alpha, \gamma' \models \tau_2
$$

which finishes the proof.

The main property of the composed system is that the runs of $S$ are subsets of the runs of $S_1$ and $S_2$:

$$
\langle S_1 \circ S_2 \rangle \subseteq \langle S_1 \rangle \quad \text{and} \quad \langle S_1 \circ S_2 \rangle \subseteq \langle S_2 \rangle
$$

The converse does not hold: Since each component may restrict the input to the other component, some executions of the individual components may not be possible after composition.

**Proof:** We only need to show that each $\xi \in \langle S_1 \circ S_2 \rangle$ is also in $\langle S_1 \rangle$; the proof for $S_2$ is symmetrical. Expanding the definition of $\langle . \rangle$, we have to show:

1. If $\xi.1 \models \mathcal{I}$, then also $\xi.1 \models \mathcal{I}_1$.

2. For all $k \in \mathbb{N}$

$$
\xi.k, \xi'.(k+1) \models \tau^\epsilon \lor \bigvee_{\tau \in \mathcal{T}} \tau \quad \Rightarrow \quad \xi.k, \xi'.(k+1) \models \tau^\epsilon \lor \bigvee_{\tau_1 \in \mathcal{T}_1} \tau_1
$$
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3. For all \( \tau \in \mathcal{T} \), if
\[
(\forall k \cdot \exists l \geq k \cdot \xi.l \models -\text{En}(\tau)) \lor (\forall k \cdot \exists l \geq k \cdot \xi.l, \xi.(l+1) \models \tau)
\]
then for all \( \tau_1 \in \mathcal{T}_1 \)
\[
(\forall k \cdot \exists l \geq k \cdot \xi.l \models -\text{En}(\tau_1)) \lor (\forall k \cdot \exists l \geq k \cdot \xi.l, \xi.(l+1) \models \tau_1)
\]

The proof for the initialization assertion is immediate, since \( \mathcal{I} \Rightarrow \mathcal{I}_1 \).

The proof of the consecution assertion distinguishes the kind of transition that \( \mathcal{S} \) makes:

- If \( \mathcal{S} \) makes the environment transition \( \tau^e \), \( \mathcal{S}_1 \) also makes its environment transition \( \tau_1^e \).
  This is valid since \( \tau^e \Rightarrow \tau_1^e \): All inputs of \( \mathcal{S}_1 \) are either also inputs of \( \mathcal{S} \) (and thus can only be extended), or outputs of \( \mathcal{S}_2 \) (and thus left unchanged). The other variables of \( \mathcal{S}_1 \) are left unchanged.

- If \( \mathcal{S} \) makes a transition that consists of the environment transition \( \tau_1^e \) of \( \mathcal{S}_1 \) and a proper transition \( \tau_2 \in \mathcal{T}_2 \), \( \mathcal{S}_1 \) also makes an environment transition.
  This is valid since the controlled variables of \( \mathcal{S}_1 \) remain unchanged, the environment inputs can only be extended, and the inputs connected to outputs of \( \mathcal{S}_2 \) also can only be extended by \( \tau_2 \).

- If \( \mathcal{S} \) makes a transition that consists of a proper transition \( \tau_1 \in \mathcal{T} \) and the environment transition \( \tau_2^e \) of \( \mathcal{S}_2 \), \( \mathcal{S}_1 \) makes the transition \( \tau_1 \).

For the fairness assumption, it is sufficient to show the following two properties for each \( \tau_1 \in \mathcal{T}_1 \):

\[
(\forall k \cdot \exists l \cdot \xi.l \models -\text{En}(\tau_1 \land \tau_2^e)) \Rightarrow (\forall k \cdot \exists l \cdot \xi.l \models -\text{En}(\tau_1))
\]

and
\[
(\forall k \cdot \exists l \geq k \cdot \xi.l, \xi.(l+1) \models (\tau_1 \land \tau_2^e)) \Rightarrow (\forall k \cdot \exists l \geq k \cdot \xi.l, \xi.(l+1) \models \tau_1)
\]

If we identify \( k \) and \( l \) in the consequences of the implications with the \( k \) and \( l \) on the left-hand-sides, respectively, the proofs are immediate. \( \square \)
4 Safety Properties

This section introduces proof principles for safety properties of a state machine. A typical safety property is invariance, which means that an assertion over the variables of the state machine holds in every state of every execution.

The proof principles for safety properties are inspired by the UNITY theory [27]. In Section 4.1 the constrains operator co of UNITY is adapted to our state machine framework; Section 4.2 introduces some verification rules. In particular, the axioms of UNITY’s co are shown to be valid in our framework.

4.1 Predicates and Properties

State machine properties are expressed using assertions that relate communication histories and the values of the attribute variables.

A state predicate of a state machine \( S = (I, O, A, I, T) \) is an assertion \( \Phi \) where the free variables range over the variables in \( V = I \cup O \cup A \); a history predicate is a formula where the free variables range only over the input and output variables \( I \cup O \).

An example for a state predicate is the initialization assertion \( I \) of the state machine. Below is the initialization assertion of the state machine Merge (Figure 3):

\[
\sigma = \text{Merge} \land i^+_1 = i_1 \land i_1^* = \langle \rangle \land i^+_2 = i_2 \land i_2^* = \langle \rangle \land o = \langle \rangle
\]

An example for a history predicate is the black box specification of Merge (Section 2.2):

\[
M_i(\Box) o = i_1 \land M_i(\Box) o = i_2
\]

State predicates relate the communication histories and state variables at a given point in a system execution. To express properties about the complete execution, predicates are lifted to executions by one of the following two operators:

- Initially \( I \) holds for a state machine \( S \) and a state predicate \( \Phi \), iff \( \Phi \) is true under the initial value of the first time point of each system run:

\[
\forall \xi \in \langle S \rangle \bullet \xi.1 \models \Phi
\]

This is denoted by \( S \models \text{initially} \Phi \). It holds if the characterization of the initial states imply \( \Phi \), i.e. if \( I \Rightarrow \Phi \) is valid.

- \( \Phi \text{ co } \Psi \) holds for a state machine \( S \) and state predicates \( \Phi \) and \( \Psi \) (\( \Phi \text{ constrains } \Psi \)), iff whenever \( \Phi \) evaluates to true at a point in a system execution, then so does \( \Psi \) at the subsequent point:

\[
\forall \xi \in \langle S \rangle \bullet \forall k \bullet (\xi.k \models \Phi \Rightarrow \xi.(k + 1) \models \Psi)
\]

This is denoted by \( S \models \Phi \text{ co } \Psi \). The operator co is defined to have a weaker binding than all other logical operators.
We also use the following abbreviations:

\[ \mathcal{S} \models \text{stable } \Phi \Leftrightarrow \mathcal{S} \models \Phi \co \Phi \]

\[ \mathcal{S} \models \text{inv } \Phi \Leftrightarrow \mathcal{S} \models \text{stable } \Phi \text{ and } \mathcal{S} \models \text{initially } \Phi \]

Informally, a predicate is stable if its validity is preserved by all transitions of a system, and we call it an invariant, if it holds in all reachable states.

The abbreviations can also be expressed at the level of executions: By induction on \( k \) it can be shown that

\[ \mathcal{S} \models \text{inv } \Phi \Leftrightarrow \forall \xi \in \langle \mathcal{S} \rangle \cdot \forall k \cdot \xi.k \models \Phi \]

This characterization can be used to lift tautologies and general results from the state machine level to the property level. If we have

\[ \mathcal{S} \models \text{inv } \Phi \]

and know

\[ \forall v \in \text{free}(\Phi) \cup \text{free}(\Psi) \cdot \Phi \Rightarrow \Psi \]

we can also deduce

\[ \mathcal{S} \models \text{inv } \Psi \]

As another example, we know that in every execution \( \xi \in \langle \mathcal{S} \rangle \) and for every input \( i \in I \) we have \( \forall \kappa \cdot \xi.k \models i^* \sqsubseteq i \). We can apply this knowledge in property proofs since it can be lifted to \( \mathcal{S} \models \text{inv } i^* \sqsubseteq i \).

Free variables can be introduced to relate the left and the right side of a \( \co \) property. This technique can be used to lift the fact that outputs are only extended within an execution, either expressed directly with the output variable, or with the output variable’s length:

\[ \mathcal{S} \models x = o \co x \sqsubseteq o \]

\[ \mathcal{S} \models \#o = k \co \#o \geq k \]

Free variables as \( x \) and \( k \) are universally qualified (comparable to so-called rigid variables). In the semantics, the first of the two properties above is denoted by

\[ \forall \xi \in \langle \mathcal{S} \rangle, k \in \mathbb{N}, x \in X \cdot (\xi.k \models x = o \Rightarrow \xi'.(k + 1) \models x \sqsubseteq o') \]

where \( X \) is the type of the variable \( x \) (which should be the same as the type of the state machine output variable \( o \)).

Note that \( \Phi \Rightarrow \Psi \) cannot be concluded from \( \Phi \co \Psi \), as the following counterexample shows: Assume a state machine \( \mathcal{S} \) with an integer variable \( x \), that is initialized with the value \( 0 \) and that can only be incremented. Obviously we have \( \text{true } \co x \geq 0 \), while \( \text{true } \Rightarrow x \geq 0 \) is not valid. Properties using \( \co \) have only to be valid for all reachable states, while an implication must be true for all valuations of the variables.
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4.2 Verification Rules

With suitable verification rules it is possible to verify system properties from the abstract syntax of state machines, without having to expand the definitions of initially and co and to verify properties semantically.

In this section, we state and prove some verification rules.

4.2.1 Basic Rules

Figure 5 shows a number of rules that are frequently used in verification:

The initialization and consecution rules (Figure 5(a), 5(b)) lift the semantic definitions of initially $\Phi$ and $\Phi \bowtie \Psi$ to the level of the abstract syntax of state machines. The conjunction and disjunction rule (Figure 5(c)) combine two co-properties into one. Note the similarity of this rule—as well as the strengthening and weakening rules in Figure 5(e),
5(f) — to the usual rules for logical implication. Indeed, as Misra remarks [27], the \( \mathbf{co} \) operator is a kind of temporal implication. Finally, \( \mathbf{co} \) is transitive (Figure 5(d)).

**Proof:**

*Initialization.* The validity of the initialization rule follows immediately from the definition of *initially* \( \Phi \).

*Consecutive.* For the consecutive rule, assume that \( \xi \in \langle S \rangle \) and that \( \xi, k \models \Phi \) for an arbitrary \( k \in \mathbb{N} \). Then,

\[
\xi, k, \xi', (k + 1) \models \Phi
\]

since \( \text{free}(\Phi) \subseteq V \), i.e. \( \Phi \) contains no primed variables. From the definition of executions, we know that

\[
\xi, k, \xi', (k + 1) \models \tau^e \lor \bigvee_{\tau \in \mathcal{T}} \tau
\]

Assume now that

\[
\xi, k, \xi', (k + 1) \models \tau^e
\]

and therefore

\[
\xi, k, \xi', (k + 1) \models \Phi \land \tau^e
\]

From the first premise we conclude

\[
\xi, k, \xi', (k + 1) \models \Psi'
\]

On the other hand, if for a \( \tau \in \mathcal{T} \)

\[
\xi, k, \xi', (k + 1) \models \tau
\]

we know

\[
\xi, k, \xi', (k + 1) \models \Phi \land \tau
\]

Because of the second premise also

\[
\xi, k, \xi', (k + 1) \models \Psi'
\]

Since \( \text{free}(\Psi') \subseteq V' \),

\[
\xi'(k + 1) \models \Psi'
\]

therefore

\[
\xi'(k + 1) \models \Psi
\]
which concludes the proof.

Conjunction and Disjunction. We just show the conjunction part of the rule. Assume that
\[ \xi.k \models \Phi_1 \land \Phi_2 \]
or, equivalently
\[ \xi.k \models \Phi_1 \land \xi.k \models \Phi_2 \]
From the premises we conclude
\[ \xi.(k + 1) \models \Psi_1 \land \xi.(k + 1) \models \Psi_2 \]
and thus
\[ \xi.(k + 1) \models \Psi_1 \land \Psi_2 \]
The proof of the disjunction part is similar. The rules for the strengthening of the left hand side and weakening of the right hand side of \( \text{co} \) are corollaries of the conjunction and disjunction rule.

Transitivity rule. The validity of the rule is not obvious: The conclusion relates two consecutive states, as do the two premises. Intuitively, then, \( \chi \) should hold not in the state following \( \Phi \), but in the one after that. The rule is proven by introducing a stuttering step via an additional environment transition into an execution. Given arbitrary \( \xi \in \langle S \rangle \) and \( k \in \mathbb{N} \) such that \( \xi.k \models \Phi \), we need to show that
\[ \xi.(k + 1) \models \chi \]
First, we construct a sequence \( \hat{\xi} \) from \( \xi \) by repeating the \( k \)-th state of \( \xi \):
\[
\hat{\xi}.l = \begin{cases} 
\xi.l & \text{if } l \leq k \\
\xi.k & \text{if } l = k + 1 \\
\xi.(l - 1) & \text{if } l > k + 1
\end{cases}
\]
The repetition of the state \( \xi.k \) corresponds to an environment transition \( \tau^e \) which leaves the external variables unchanged; hence \( \hat{\xi} \), too, is an execution of \( S \).
Now,
\[ \xi.k \models \Phi \Rightarrow \hat{\xi}.k \models \Phi, \quad \text{since } \hat{\xi}.k = \xi.k \]
\[ \Rightarrow \hat{\xi}.(k + 1) \models \Psi, \quad \text{since } S \models \Phi \text{ co } \Psi \]
\[ \Rightarrow \hat{\xi}.(k + 2) \models \chi, \quad \text{since } S \models \Psi \text{ co } \chi \]
\[ \Rightarrow \xi.(k + 1) \models \chi, \quad \text{since } \hat{\xi}.(k + 2) = \xi.(k + 1) \]
4.2.2 Invariant Substitution Rules

The two rules in Figure 6 are related to UNITY’s substitution axiom; they are taken from Paulson’s Isabelle formalization of UNITY [30].

\[
\begin{align*}
S & \models \text{inv } \chi \\
S & \models \Phi \land \chi \co \Psi \\
S & \models \Phi \co \Psi
\end{align*}
\]

(a) LHS Invariant Elimination

\[
\begin{align*}
S & \models \text{inv } \chi \\
S & \models \Phi \co \Psi
\end{align*}
\]

(b) RHS Invariant Introduction

Figure 6: Invariant substitution rules

The first rule allows us to remove invariants on the left hand side, while the second one allows us to to introduce invariants on the right hand side. The proofs of these rules are shown below. Invariant introduction on the left side and invariant elimination on the right side is also possible: This can be handled by the strengthening and weakening rules of Figure 5.

Proof:

Invariant elimination on the left side. We need to show that if

(1) \( \forall \xi \in \{\langle S \rangle\}, \ k \cdot \xi.k \models \chi \)

and

(2) \( \forall \xi \in \{\langle S \rangle\}, \ k \cdot \xi.k \models \Phi \land \chi \Rightarrow \xi.(k+1) \models \Psi \)

then for arbitrary \( \xi \in \{\langle S \rangle\}, \ k:\)

\( \xi.k \models \Phi \Rightarrow \xi.(k+1) \models \Psi \)

After instantiating the quantifiers in (2), we have

\( \xi.k \models \Phi \land \chi \Rightarrow \xi.(k+1) \models \Psi \)

hence

\( \xi.k \models \chi \land \xi.k \models \Phi \Rightarrow \xi.(k+1) \models \Psi \)

or, equivalently,

\( \xi.k \models \chi \Rightarrow (\xi.k \models \Phi \Rightarrow \xi.(k+1) \models \Psi) \)
Instantiating (1), we have
\[ \xi.k \models \chi \]
and therefore
\[ \xi.k \models \Phi \Rightarrow \xi.(k + 1) \models \Psi \]
which concludes the proof.

*Invariant introduction on the right side.* We need to show that if
\[ (1) \ \forall \xi \in \langle S \rangle, \ k \cdot \xi.k \models \chi \]
and
\[ (2) \ \forall \xi \in \langle S \rangle, \ k \cdot \xi.k \models \Phi \Rightarrow \xi.(k + 1) \models \Psi \]
than for arbitrary \( \xi \in \langle S \rangle, \ k: \)
\[ \xi.k \models \Phi \Rightarrow \xi.(k + 1) \models \Psi \land \chi \]
After instantiating the quantifiers in (2) and (1), we have
\[ \xi.k \models \Phi \Rightarrow \xi.(k + 1) \models \Psi \quad \text{and} \quad \xi.(k + 1) \models \chi \]
Thus,
\[ \xi.k \models \Phi \Rightarrow (\xi.(k + 1) \models \Psi \land \xi.(k + 1) \models \chi) \]
which concludes the proof. \( \square \)

### 4.3 Example

As an example of how to use the verification rules in practice, we continue our example of Section 3.3 and show that the state machine of Merge (Figure 3) only produces output that has been received on its input channels before:

We need to show that
\[ \text{Merge} \models \mathbf{inv} \ M_1 \otimes o \sqsubseteq i_1 \quad \text{and} \quad \text{Merge} \models \mathbf{inv} \ M_2 \otimes o \sqsubseteq i_2 \]

Note that this is not identical to the prefix properties of the Merge component as formulated in Section 2.4; here we only show that the prefix properties hold in every state of an execution, not that it holds for the complete I/O behavior of an execution. In Section 6, we show how to relate complete I/O behavior with invariants.
The two properties are symmetrical; we just show the one for \( i_1 \). With \( i_1 = i_1^* \cup i_1^+ \) we know that

\[
(M_i \circ \circ) = i_1^* \quad \Rightarrow \quad (M_i \circ \circ) \sqsubseteq i_1
\]

so that according to the observation of Section 4.1 it suffices to show

\[\text{Merge} \models \text{inv } M_i \circ \circ = i_1^*\]

According to the definition of \text{inv} \ and the verification rules for \text{initially} \ and \text{co} \ this expands to the following proof obligations:

\begin{align*}
\mathcal{I} & \Rightarrow M_i \circ \circ = i_1^* && (1) \\
M_i \circ \circ = i_1^* \land \tau^e & \Rightarrow M_i \circ \circ' = i_1'' && (2) \\
M_i \circ \circ = i_1^* \land \tau_1 & \Rightarrow M_i \circ \circ' = i_1'' && (3) \\
M_i \circ \circ = i_1^* \land \tau_2 & \Rightarrow M_i \circ \circ' = i_1'' && (4)
\end{align*}

\textbf{Proof:} Since \( \mathcal{I} \) implies \( o = i_1^* = \langle \rangle \), (1) is trivial. The idle transition \( \tau^e \) implies \( i_1'' = i_1^* \) and \( o' = o \), so that (2) is also obvious.

Expanding \( \tau_1 \) in (3) shows its validity:

\[
M_i \circ \circ' = i_1'' \iff \\
M_i \circ \circ (a \leftarrow \langle a \rangle) = i_1^* \leftarrow \langle a \rangle \overset{a \in M_i}{\overline{\equiv}} \\
(M_i \circ \circ) \leftarrow \langle a \rangle = i_1^* \leftarrow \langle a \rangle \iff \\
M_i \circ \circ = i_1^*
\]

Using the definition of \( \tau_2 \) in (4) completes the proof:

\[
M_i \circ \circ' = i_1'' \iff \\
M_i \circ \circ (a \leftarrow \langle a \rangle) = i_1^* \overset{a \in M_i}{\overline{\equiv}} \\
M_i \circ \circ = i_1^*
\]

\( \square \)

### 4.4 Compositionality

From the compositionality result of Section 3.5 we can derive the following rules:

\[
\begin{array}{c|c|c|c}
\mathcal{S}_1 \models \text{initially } \Phi & \mathcal{S}_1 \models \Phi \circ \circ \Psi & \mathcal{S}_1 \models \Phi \circ \circ \Psi \\
\mathcal{S}_1 \upharpoonright \mathcal{S}_2 \models \text{initially } \Phi & \mathcal{S}_1 \upharpoonright \mathcal{S}_2 \models \Phi \circ \circ \Psi
\end{array}
\]
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**Proof:** Let $\xi$ be an arbitrary execution from $[S_1 || S_2]$. From Section 3.5 we know that then $\xi \in [S_1]$ also holds. The premises of the two rules imply

$$\xi.1 \models \Phi$$

and

$$\forall k \bullet (\xi.k \models \Phi \Rightarrow \xi.(k + 1) \models \Psi)$$

Since $\xi$ is also a run of $[S_1 || S_2]$, this also means

$$S_1 || S_2 \models \text{initially } \Phi$$

and

$$S_1 || S_2 \models \Phi \circ \Psi$$

$\square$

A corollary of the above rules is that every invariant of a system remains an invariant after composition:

$$\begin{array}{c}
S_1 \models \text{inv } \Phi \\
S_1 || S_2 \models \text{inv } \Phi
\end{array}$$

The compositionality of initiality, constraints and invariants is due to the dataflow structure of our systems: Components interact only by the transmission of messages, and since the arrival of new messages cannot disable component transitions, components cannot interfere in an unexpected way.

In UNITY, components can interfere; hence, compositionality rules like the ones above are not valid in general.
5 Progress Properties

Safety properties are useful to show that the system does not enter an illegal state or output illegal data. It is easy to build a system that fulfills safety properties: A system that simply does nothing fulfills any safety property.

To ensure that a system indeed processes its input and produces output, progress properties are used. As for safety properties, the progress properties are related to UNITY [26]. They are based on a “leadsto” operator $\Rightarrow$ (Section 5.1).

5.1 Leads-To Properties

Progress is expressed by the leadsto operator $\Rightarrow$. Intuitively, $\Phi \Rightarrow \Psi$ means that whenever in a state machine execution a state is reached where $\Phi$ holds, at the same or at a later point in the execution a state is reached where $\Psi$ holds.

The semantic definition of $S \models \Phi \Rightarrow \Psi$ is as follows. For all $\xi \in \llangle S \rrangle$,

$$\forall k \cdot (\xi.k \models \Phi) \Rightarrow (\exists l \geq k \cdot \xi.l \models \Psi)$$

From the semantic definition it follows immediately that $\Rightarrow$ is transitive, and that whenever $\Phi \Rightarrow \Psi$, then also $\Phi \Rightarrow \Psi$.

5.2 Verification Rules

For the leadsto operator there is also a set of verification rules so that properties can be shown at the level of state transition systems without reasoning about the system executions themselves.

5.2.1 Basic Rules

Figure 7 shows a number rules that are frequently used in verification. Essentially, leadsto properties are proved as follows. With the ensure rule (Figure 7(a)) leadsto properties that relate states that are separated by only a single proper transition are shown; this transition is called the helpful transition. From this basis, more elaborate properties are derived by the transitivity (Figure 7(b)) and disjunction (Figure 7(c)) rules.

Rule 7(f) (RHS weakening) is a special case of Rule 7(c) (disjunction). It would be sufficient for finite state systems; the disjunction rule is needed to show properties of infinite state systems (see [26] for a detailed explanation).

Proof: $\text{Ensure}$. The proof is by contradiction. Assume that the premises of the rule in Fig-
\[
\begin{array}{l}
S \models \Phi \land \neg \Psi \text{ co } \Phi \lor \Psi \\
\text{For a transition } \tau \in \mathcal{T}:
\Phi \land \neg \Psi \Rightarrow \text{En}(\tau)
\text{ and}
\Phi \land \neg \Psi \land \tau \Rightarrow \Psi' \\
S \models \Phi \land \neg \Psi \Rightarrow \Psi'
\end{array}
\]

(a) Ensure

\[
\begin{array}{l}
S \models \Phi(x) \Rightarrow \Psi \text{ for all } x \in X
\end{array}
\]

(b) Transitivity

\[
\begin{array}{l}
S \models \exists x \in X \bullet \Phi(x) \Rightarrow \Psi
\end{array}
\]

(c) Disjunction

\[
\begin{array}{l}
S \models \Phi \Rightarrow \Psi
\end{array}
\]

\[
\begin{array}{l}
S \models \Phi \land \chi \Rightarrow \Psi
\end{array}
\]

(d) Implication

\[
\begin{array}{l}
S \models \Phi \land \chi \Rightarrow \Psi
\end{array}
\]

\[
\begin{array}{l}
S \models \Phi \Rightarrow \Psi
\end{array}
\]

(e) LHS Strengthening

\[
\begin{array}{l}
S \models \Phi \Rightarrow \Psi
\end{array}
\]

\[
\begin{array}{l}
S \models \Phi \Rightarrow \Psi \lor \chi
\end{array}
\]

(f) RHS Weakening

Figure 7: Basic rules for $\Rightarrow$
ure 7(a) hold, but not its conclusion. Then there is an execution $\xi \in \langle S \rangle$ and a $k \in \mathbb{N}$ with
\[ \xi \cdot k \models \Phi \]
but for all $l \geq k$
\[ \xi \cdot l \models \neg \Psi \]
In particular, then
\[ \xi \cdot k \models \neg \Psi \]
and, by induction and the first premise, for all $n \geq k$:
\[ \xi \cdot n \models \Phi \land \neg \Psi \]
By the first part of the second premise, there is a $\tau \in T$ such that for all $n \geq k$
\[ \xi \cdot n \models \mathcal{E}_{\Pi}(\tau) \]
Because of the fairness assumption of state machine executions (Section 3.4), this means that there is an $m \geq k$ such that
\[ \xi \cdot m, \xi' \cdot (m + 1) \models \tau \]
and thus
\[ \xi \cdot m, \xi' \cdot (m + 1) \models \Phi \land \neg \Psi \land \tau \]
Because of the second part of the second premise, this implies
\[ \xi \cdot m, \xi' \cdot (m + 1) \models \Psi' \]
hence
\[ \xi \cdot (m + 1) \models \Psi \]
which contradicts the assumption that there is no $l \geq k$ which validates $\Psi$.

**Transitivity and implication.** These rules are immediate consequences of the semantic definition of $\rightarrow$ (Section 5.1).

**Disjunction.** Let $X$ be an arbitrary set, $\Phi(x)$ a shear of state predicates parameterized by $x \in X$. Assume that $\xi \in \langle S \rangle$, and $k$ and $x$ such that
\[ \xi \cdot k \models \Phi(x) \]
From the premise we know that
\[ \exists l \geq k \cdot \xi \cdot l \models \Psi \]
Hence, the rule is valid.

**Strengthening and weakening.** The validity of these rules follows immediately from the semantic definition of $\rightarrow$. $\square$
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5.2.2 Induction Rule

Non-trivial progress proofs often make use of some kind of a ranking function or measure, based on well-founded orders. This is formalized in the following rule. Let \((W, \prec)\) be a well-founded order, \(m\) a variable that ranges over \(W\), and \(M\) a \(W\)-valued expression with free variables from \(V\).

\[
\begin{align*}
S \models (p \land M = m) & \Rightarrow (p \land M < m) \lor q \quad \text{for all } m \in W \\
S \models p & \Rightarrow q
\end{align*}
\]

The validity proof of this rule in analogous to the proof of this rule in [27].

5.2.3 Invariant Substitution Rules

The UNITY substitution axiom holds for leadsto properties as well; the four rules in Figure 8 correspond to the substitution rules for \(\text{inv}\) in Section 4.2.

\[
\begin{align*}
S \models \text{inv } \chi & \\
S \models \Phi \land \chi \rightarrow \Psi & \\
S \models \Phi \rightarrow \Psi
\end{align*}
\]

(a) LHS Invariant Elimination

\[
\begin{align*}
S \models \text{inv } \chi & \\
S \models \Phi & \\
S \models \Phi \rightarrow \Psi \land \chi
\end{align*}
\]

(b) RHS Invariant Introduction

Figure 8: Invariant substitution rules

The proof of these rules is analogous to the proof of the corresponding rules in Section 4.2. Again, invariant introduction on the left side and invariant elimination on the right side follow immediately from the strengthening and weakening rules.

5.2.4 Output Extension Rule

The typical application for leadsto properties in dataflow systems is to show that a component produces output. Such properties can be formalized using the following property pattern:

\[
S \models \#o = k \land k < \ell \rightarrow \#o > k
\]

where \(o \in O\) is an output variable of the component, and \(\ell\) is a \(\mathbb{N}\)-valued expression with \(\text{free}(\ell) \subseteq I \cup O\) that is monotonic in the values of its free variables.
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For output extension, the ensure rule can be further simplified. For the first premise of ensure, we need to show

\[ S \models \#o = k \land k < \ell \land \#o \leq k \]
\[ \co (\#o = k \land k < \ell) \lor \#o > k \]

By predicate logic, this is equivalent to

\[ S \models \#o = k \land k < \ell \co \#o \geq k \land (k < \ell \lor \#o > k) \]

We now show that in dataflow systems this property always holds. For all variables \( v \in I \cup O \),

(1) \[ S \models \#v = k \co \#v \geq k \]

(see Section 4.1). This implies in particular that \( \ell \) cannot become smaller because \( \ell \) is monotone, i.e.

(2) \[ S \models k < \ell \co k < \ell \]

By LHS strengthening (1) with \( k < \ell \) we obtain

\[ S \models \#o = k \land k < \ell \co \#o \geq k \]

Similarly, we strengthen the LHS of (2) with \( \#o = k \) and weaken its RHS with \( \#o > k \):

\[ S \models \#o = k \land k < \ell \co k < \ell \lor \#o > k \]

These two properties can be combined with the conjunction rule of \( \co \) to yield the first premise of the ensure rule.

Thus, for output extension, the following rule is already sufficient:

| For a transition \( \tau \in \mathcal{T} \):
| \#o = k \land k < \ell \Rightarrow \text{En}(\tau) 
| and \#o = k \land k < \ell \land \tau \Rightarrow \#o' > k |
| \( S \models \#o = k \land k < \ell \mapsto \#o > k \) |

Note that this is a quite substantial reduction in practice: It reduces the number of verification conditions from \( n + 3 \) to 2, where \( n \) is the number of transitions in \( \mathcal{T} \).

The output extension rule is still valid, when \( o \) is replaced by \( f(o) \), where \( f \) is a function that is monotonic according to the prefix order \( \sqsubseteq \).

Another useful variation is the following rule, where the left hand sides of the \( \mapsto \) operator are strengthened by \( \Phi \).
For a transition \( \tau \in \mathcal{T} \):
\[
\Phi \land \#o = k \land k < \ell \Rightarrow \text{En}(\tau)
\]
and
\[
\Phi \land \#o = k \land k < \ell \land \tau \Rightarrow \#o' > k
\]
\[\mathcal{S} \models \Phi \land \#o = k \land k < \ell \land \tau \Rightarrow \#o > k\]

5.3 Example

To demonstrate the verification rules for \( \rightarrow \), we continue the example of Section 3.3 and Section 4.3.

In Section 4.3, we learned that

\[
\text{Merge} \models \text{inv } M_i \otimes o = i_i^\circ
\]

and therefore

\[
\text{Merge} \models \text{inv } M_i \otimes o \subseteq i_i
\]

This is a pure safety property: no \( M_i \)-output is emmitted by the merge component, that has not been received on \( i_i \) before; moreover, the order of the messages from \( M_i \) on \( i_i \) and \( o \) is identical.

This property also holds for a component that never reads from its input channels and never outputs anything on its output channel.

However, for the merge component we can show that

\[
\text{Merge} \models \#M_i \otimes o = k \land \#i_i > k \Rightarrow \#M_i \otimes o > k
\]

Informally, this property means that whenever data is available on the input channel \( i_i \), the component will at some time output further data of type \( M_i \) on its output channel. Note that this does not mean that the output on \( o \) is indeed the same data that the component received from \( i_i \); this has already been shown by the safety property of Section 4.3.

\textbf{Proof:} In this case, it is sufficient to just use the output extension rule. The rule has two premises, where we have to choose a transition \( \tau \in \mathcal{T} \). The obvious choice is transition \( \tau_i \).

- For showing the first premise, we assume

\[
\#M_i \otimes o = k \land k < \#i_i
\]
and have to show that $\tau_1$ is enabled, i.e. we need values for the primed variables that evaluate $\tau_1$ to true. From Section 4.3 we know $(M_i(\overline{S}o) = \bar{r}_1^i$, so we have

$$\#\bar{r}_1 = \#(\bar{r}_1^i \cup \bar{r}_1^+\overline{\bar{r}_1^i}) = \#\bar{r}_1^i + \#\bar{r}_1^+ = \#(M_i(\overline{S}o) + \#\bar{r}_1^+ = k + \#\bar{r}_1^+$$

Therefore we have with $k < \#\bar{r}_1$

$$\#\bar{r}_1^+ > 0 \Rightarrow \exists a \in M_1 \bullet \text{ft.} \bar{r}_1^+ = a$$

The values for the remaining primed variables can be chosen according to $\tau_1$.

- The second premise states

$$\#(M_i(\overline{S}o) = k \land k < \#\bar{r}_1 \land \tau_1 \Rightarrow \#(M_i(\overline{S}o') > k$$

and is easy to show:

$$\#(M_i(\overline{S}o') = \#(M_i(\overline{S}o \leftarrow \langle a \rangle)^{a \in M_1} \#(M_i(\overline{S}o) + 1 = k + 1 > k$$

Note that we only showed that the output is eventually produced when input is available on $\bar{r}_1$. This does not necessarily imply that indeed all input from $\bar{r}_1$ appears on $o_1$; in Section 6 this gap is closed.

The proof that $M_2(\overline{S})o$ is extended when messages are available on channel $\bar{r}_2$ is analogous. \(\blacksquare\)

### 5.4 Compositionality

Leadsto properties are compositional. The validity of the following rule follows from the compositionality result from Section 3.5; the proof is similar to the compositionality result of Section 4.4.

\[
\begin{align*}
| S_1 | \models \Phi \rightarrow \Psi \\
S_1 || S_2 | \models \Phi \rightarrow \Psi
\end{align*}
\]
6 Black Box Views of State Machines

Both safety and liveness properties of state machines are based on state and history predicates. These predicates relate communication histories up to a time point and attribute values at this time point.

Typical dataflow properties cannot be expressed in this way. For example, the Merge component property that all input of channel \( i_i \) is forwarded to the output is a property about the complete state machine execution, and not of the individual states in the execution.

This section closes the gap between state machines and black box views that describe the I/O behavior of a system for complete executions. In Section 6.1 the black box view of a state machine is defined; Sections 6.2 and 6.3 show how safety and liveness properties of a state machine can be used to deduce properties of its black box view.

6.1 Black Box Views

Within a state machine execution \( \xi \), changes in the valuations for the input and output variables \( I, O \) are restricted to the prefix order \( \sqsubseteq \): For each variable \( v \in I \cup O \) and every \( k \in \mathbb{N} \),

\[
(\xi,k)(v) \sqsubseteq (\xi,(k + 1))(v)
\]

Thus the valuations of each input and output variable within an execution form a chain, and for each execution and each variable \( v \in I \cup O \) there is a least upper bound

\[
\xi,\infty(v) \overset{def}{=} \bigsqcup \{ (\xi,k)(v) \mid k \in \mathbb{N} \}
\]

Note that \( \xi,\infty(v) \) is only defined for the input and output variables, not for the attribute variables of a state machine.

The black box view of a state machine \( S = (I, O, A, I, T) \) is a set of valuations for the variables \( I \cup O \). It is denoted by \( [S] \) and defined via the least upper bounds of the input and output histories of the machine’s executions:

\[
[S] = \{ \alpha \mid \exists \xi \in \llangle S \rrangle \cdot \bigwedge_{i \in I} \alpha(i) = \xi,\infty(i) \land \bigwedge_{o \in O} \alpha(o) = \xi,\infty(o) \}
\]

Since both the proper transitions \( \tau \in T \) and the environment transition \( \tau^e \) of a state machine allow arbitrary extension of the input variable valuations, it is possible to successively approximate every possible input history. This means that the black box view \( [S] \) is complete with respect to the input variables of \( S \): For an arbitrary input there is always some reaction of the system. Formally, this reads as: For each valuation \( \alpha \) for the variables \( I \cup O \) there exists a valuation \( \beta \) for \( I \cup O \) such that

\[
\alpha \vdash \beta \quad \text{and} \quad \beta \in [S]
\]
6.2 Safety Properties

In practice, it is difficult to directly use the black box semantics of a state machine defined in Section 6.1. Instead, we deduce properties about the black box view from properties of the state machine. Technically, a property of the black box view \([S]\) is a history predicate \(\Phi\) (see Section 4.1) which is valid for each valuation in a system’s black box view:

\[
\forall \alpha \in [S] \bullet \alpha \models \Phi
\]

We then write \([S] \Rightarrow \Phi\).

A useful class of history predicates is that of admissible predicates [28]. A history predicate \(\Phi\) is admissible in a set of variable \(W \subseteq \text{free}(\Phi)\) if it holds for the limit of a chain of valuations for its variables, provided that it holds for each element of the chain. If predicate \(\Phi\) is admissible in \(\text{free}(\Phi)\) it is simply called admissible. The free variables in a history predicate all range over the CPO of streams; the concepts of chain and limit are taken from Section 2.1).

If \(\Phi\) is an admissible invariant history property of a state machine, it holds not only in every state of a system run, but also for the complete communication history:

\[
\begin{array}{l}
\text{free}(\Phi) \subseteq I \cup O \\
\text{adm } \Phi \\
S \models \text{inv } \Phi \\
\hline
\end{array}
\]

\([S] \Rightarrow \Phi
\]

Proof: Expanding the definition of \(S \models \text{inv } \Phi\), we have

\[
\forall \xi \in \langle S \rangle, k \in \mathbb{N} \bullet \xi.k \models \Phi
\]

In other words, \(\Phi\) holds when its free variables \(v\) (where \(v \in I \cup O\)) are replaced by

\(\xi.k(v)\)

for each \(k \in \mathbb{N}\). Since \(\Phi\) is admissible, it also holds when its free variables are replaced by the least upper bounds

\(\xi.\infty(v)\)

This implies the conclusion of the rule. \(\Box\)

It is in general not trivial to show the admissibility of a given property. However, Paulson gives in [28] some simple syntactical criteria for admissibility. For example, conjunctions and disjunctions of the following expressions over streams \(s, t, u\) are admissible in both \(s\) and \(t\), but not in \(u\):
\[s = t \quad \#s = \#t\]
\[s \subseteq t \quad \#s \leq \#t\]
\[u \subseteq s \quad \#u < \#s\]

Here \(s, t, u\) need not be simple stream variables or constants; they can also be terms built from continuous functions (according to the prefix order \(\subseteq\)), because admissibility is compositional through continuous functions.

**Example**

In Section 4.3, the following invariant property of the merge component has been derived:

\[\mathcal{S} \models M(\otimes) a \subseteq i_1 \land M(\otimes) o \subseteq i_2\]

Since this property is admissible — see above —, the following black box property of the component holds:

\[[\text{Merge}] \Rightarrow M(\otimes) a \subseteq i_1 \land M(\otimes) o \subseteq i_2\]

**6.3 Liveness Properties**

In general, progress properties expressed with the leadsto operator \(\Rightarrow\) cannot be lifted to complete executions. Still, from output extension properties (Section 5.2), liveness properties of a state machine’s black box view can be derived.

Let \(\ell\) be an \(\mathbb{N}\)-valued expression with \(\text{free}(\ell) \subseteq I\) that is monotonic in the values of its free variables, and \(o \in O\).

\[
\begin{align*}
\text{free}(\ell) & \subseteq I \cup O \\
\mathcal{S} & \models \#o = \nu \land \nu < \ell \mapsto \#o > \nu \\
& \quad \Rightarrow \mathcal{S} \Rightarrow \#o \geq \ell
\end{align*}
\]

**Proof:** The proof is by contradiction. Assume that the premises of the rule hold, but not its conclusion. Thus, there is a valuation \(\alpha \in \mathcal{S}\) with \(\alpha \models \#o < \ell\), and hence \(\alpha \models \#o < \infty\). This means that there is an execution \(\xi \in \langle\mathcal{S}\rangle\) with

\(\alpha(o) = \xi.\infty(o)\)

With \(\nu \overset{\text{def}}{=} \#\xi.\infty(o)\) there is an \(n_1\), such that

\(\#\xi.n_1(o) = \nu\)

and an \(n_2\) with

\(\xi.n_2 \models \nu < \ell\)
With \( n \equiv \max(n_1, n_2) \) we have
\[
\xi \vdash \#o = \nu \land \nu < \ell
\]
since \( o \) cannot be extended beyond \( \nu \) in \( \xi \), and because of monotonicity \( \ell \) cannot become smaller, as its arguments are not shortened.

Semantically, the second premise then implies
\[
\exists m \geq n : \xi \vdash \#o > \nu
\]
which contradicts the assumption that \( \#o \) does not exceed \( \nu \).

Hence the assumption that \( \alpha \vdash \#o < \ell \) is invalid, and for all \( \alpha \in [S] \)
\[
\alpha \vdash \#o \geq \ell
\]
\( \square \)

In the rule above, \( o \) can be replaced by \( f(o) \), where \( f \) is a continuous function. The rule is also valid if the constant value \( \infty \) is used for \( \ell \): The component then produces infinite output for any input.

**Example**

In Section 5.3, the following progress properties of the merge component have been derived:

\[
\text{Merge} \vdash \#M(S)o = k \land \#i_1 > k \rightarrow \#M(S)o > k
\]

\[
\text{Merge} \vdash \#M(S)o = k \land \#i_2 > k \rightarrow \#M(S)o > k
\]

With the length function \( \ell \equiv \#i_1 \) (and \( \ell \equiv \#i_2 \) for the second input channel), and since \( S \) is continuous, the rule above allows us to conclude

\[
[Merge] \Rightarrow (\#M(S)o \geq \#i_1) \land (\#M(S)o \geq \#i_2)
\]

### 6.4 Methodology

That only length properties are lifted to the black box specification level seems to be quite restrictive. In practice, however, length properties are sufficient for the verification of liveness properties of a state machine’s black box view. In Section 2.4 we stated that typical dataflow properties can be formulated as a set of equations, one for each output variable of a component. Each equation can be split into a prefix property (the safety part) and a length property (the liveness part).

The safety part can be verified using the techniques of Section 4; the liveness part can be verified using the techniques of Section 5. For both parts, properties of the black box view can be deduced as shown above.
Example

From Section 6.2, we know the following prefix property of the Merge component:

\[ \text{[Merge]} \Rightarrow M_{\text{in}}(\sigma) \subseteq i_1 \land M_{\text{out}}(\sigma) \subseteq i_2 \]

The following length property of Merge has been shown in Section 6.3:

\[ \text{[Merge]} \Rightarrow (\#M_{\text{in}}(\sigma) \geq \#i_1) \land (\#M_{\text{out}}(\sigma) \geq \#i_2) \]

Together, these properties imply

\[ \text{[Merge]} \Rightarrow M_{\text{in}}(\sigma) = i_1 \land M_{\text{out}}(\sigma) = i_2 \]

In other words, the state machine from Figure 3 indeed fulfills the black box specification given in Section 2.2.

6.5 Compatibility of the composition operators

The black box composition operator \( \odot \) and the state machine composition operator \( \parallel \) are syntactically compatible: They coincide on the definition of the input and output channels of the composed system. Concerning the behavior of the resulting system, the following holds:

\[ \llbracket S_1 \parallel S_2 \rrbracket \Rightarrow \llbracket S_1 \rrbracket \odot \llbracket S_2 \rrbracket \]

The implication is easily proved:

**Proof:** For the implication, we need to show that when \( \alpha \in \llbracket S_1 \parallel S_2 \rrbracket \), then also \( \alpha \in \llbracket S_1 \rrbracket \) and \( \alpha \in \llbracket S_2 \rrbracket \). Given the left hand side, we know that there exists an execution \( \xi \in \langle S_1 \parallel S_2 \rangle \) with

\[ \forall v \in I \cup O \cdot \alpha(v) = \xi.\alpha(v) \]

where \( I = (I_1 \cup I_2) \setminus (O_1 \cup O_2) \) and \( O = O_1 \cup O_2 \).

From Section 3 we know that \( \xi \) is also a run of \( S_1 \). Since \( I_1 \subseteq I \cup O \) and \( O_1 \subseteq I \cup O \) we can conclude that

\[ \alpha \in \llbracket S_1 \rrbracket \]

Similarly, we get \( \alpha \in \llbracket S_2 \rrbracket \).

A counterexample shows that the opposite direction does not hold:

**Proof:** Assume a system \( S_1 \) that reads from channel \( y \), and writes on channel \( x \). Both channels can only transmit the message \( a \). The system has only one state and one transition:

\[ y?a \triangleright x!a \]
Obviously, if the system is fed with $a^\infty$ as input, it reacts by sending $a^\infty$. System $S_2$ is similar, but it reads from channel $x$, writes onto $y$.

The composed system $S_1 \otimes S_2$ has no input channels and two output channels. Assigning $a^\infty$ to both $x$ and $y$ represents a possible behavior of this system.

However, this is not a behavior of $S_1 \parallel S_2$. Here both machines wait for a first message of the other machine; they never send output a message and the only behavior is the one that assigns $\langle \rangle$ to both $x$ and $y$. \qed

Black box views are an abstraction of a system’s behavior. In this abstraction operational information, such as the causality between input and output messages, is lost [4]. One approach to include the causality information also in the black box views is to explicitly introduce time into the communication histories [7, 20]; however, this makes the black box specifications more complex.
7 Example: Communication System

Figure 9 shows a communication system (originally proposed by the VSE group in the DFKI, Saarbrücken, [22]). The system consists of a sender and a receiver connected via a queue component. The queue’s buffer can hold \( N \) data elements. To ensure that the buffer does not overflow a handshaking protocol is used. We assume that the sender “pushes” data (it sends a datum, then waits for an acknowledgment from the queue), while the receiver “pulls” data (it sends a request to the queue, then awaits a datum). Request and acknowledgment signals are modeled with the singleton set \( \text{Signal} = \{\oplus\} \).

![Bounded Buffer Diagram]

Figure 9: Bounded Buffer

This section first gives black box specifications (Section 7.1) and state machine specifications (Section 7.2) for the communication system’s components. Section 7.3 proofs that the state machines imply the safety part of the black box specifications; Section 7.4 shows the same for the liveness part. A discussion about the verification techniques is in Section 7.5.

7.1 Black Box Specifications

The specification of the three components are divided into prefix (safety) and length (progress) properties. The prefix parts simply state the obvious requirement that each component’s output is a prefix of its data input.

\[
\begin{array}{|c|}
\hline
\text{Sender} \\
\hline
\text{in} \: i : \text{Msg}, \text{ack} : \text{Signal} \\
\text{out} \: x : \text{Msg} \\
\hline
x \sqsubseteq i \\
\#x \geq \min(\#i, 1 + \#\text{ack}) \\
\hline
\end{array}
\]

The length property of the sender expresses its “push” behavior: The length of the output is one more than the number of acknowledgments received from the queue, provided there is still data from the environment available.
The receiver’s length property expresses its “pull” behavior: It sends requests initially and after receiving each message from the queue.

Note that here the length property for the requests is an equality. This is because it also incorporates the safety property that the length of \( req \) must be less or equal than \( 1 + \#y \); since it is only the number of requests that is relevant, instead of a prefix property a numerical inequality is used as an upper bound on the length of the communication history.

The specification for the composition of sender, queue and receiver in our example is shown below.

From the specification of \( System(N) \) above, we can immediately see that the output is a prefix of the input. By some case analysis it can also be shown that the length of the
output equals the length of the input. This implies
\[ o = i \]
for all input streams \( i \). The communication system implements the identity relation.

### 7.2 State Machine Specifications

Figure 10 shows the state transitions diagrams of the sender, queue and receiver components. The queue component has an attribute variable \( q \), which holds a finite sequence of messages.

Following Section 3.3, the diagrams can be converted schematically into state transition systems. Below is the STS for each component. For brevity, the names of the STS components and transitions are not differentiated. In the proofs of the verification conditions, it will be clear from the context, which component is referred to.

**Sender STS**

The STS for the sender is formally defined by

\[
\begin{align*}
I &= \{ i, \text{ack} \} \\
O &= \{ x \} \\
V &= \{ i, i', \text{ack}, \text{ack}' \} \\
T &= \sigma = \text{Transmit} \land i' = \langle \rangle \land \text{ack} = \langle \rangle \land x = \langle \rangle \\
&= \{ \tau_1, \tau_2 \}
\end{align*}
\]

The transitions \( \tau_1 \) and \( \tau_2 \) are the following assertions; they correspond to the arrows in the sender’s STD (Figure 10).

\[
\begin{align*}
\tau_1 &= \exists d. \\
&\text{We move from the source state} \\
&\land \sigma' = \text{WaitAck} \\
&\land ft.i^+ = d \\
&\land i'' = i'' \land \langle d \rangle \\
&\land x' = x \land \langle d \rangle \\
&\land \text{ack} = \langle \rangle \\
&\land i \subseteq i' \land \text{ack} \subseteq \text{ack}' \\
&\text{The input channels can be extended.}
\end{align*}
\]

\[
\begin{align*}
\tau_2 &= \sigma = \text{WaitAck} \\
&\land \sigma' = \text{Transmit} \\
&\land ft.\text{ack} = \oplus \\
&\land \text{ack} = \text{ack} \land \langle \oplus \rangle \\
&\land i'' = i'' \\
&\land x' = x \\
&\land i \subseteq i' \land \text{ack} \subseteq \text{ack}'
\end{align*}
\]
Figure 10: Sender, Receiver and Queue STDs
The environment transition $\tau^e$ is defined according to the schema in Section 3.2:

$$\tau^e \overset{df}{=} \sigma = \sigma'$$
$$\land \ i^{st} = i^s$$
$$\land \ ack^{st} = ack^s$$
$$\land \ x' = x$$
$$\land \ i \subseteq i' \land ack \subseteq ack'$$

Queue STS

The Queue STS contains the sets

$$I \overset{df}{=} \{x, req\}$$
$$O \overset{df}{=} \{y, ack\}$$
$$V \overset{df}{=} \{x, x^s, req, req^s, y, ack, q, \sigma\}$$
$$I \overset{df}{=} \sigma = \text{Empty} \land x^s = \langle\rangle \land req^s = \langle\rangle \land y = \langle\rangle \land ack = \langle\rangle \land q = \langle\rangle$$
$$\mathcal{T} \overset{df}{=} \{\tau_1, \tau_2, \tau_3, \tau_4, \tau_5, \tau_6\}$$

where the transitions are defined by

$$\tau_1 \overset{df}{=} \exists d. \quad \sigma = \text{Empty} \quad \tau_2 \overset{df}{=} \sigma = \text{Nonempty}$$
$$\land \ \sigma' = \text{Nonempty} \quad \land \ \sigma' = \text{Nonempty}$$
$$\land \ ft.x^+ = d \quad \land \ #q > 1$$
$$\land \ x^{st} = x^s \cap \langle d'\rangle \quad \land \ req^{st} = req^s$$
$$\land \ y' = y \quad \land \ req^{st} = req^s \cap \langle\oplus\rangle$$
$$\land \ ack' = ack \cap \langle\oplus\rangle \quad \land \ y' = y \cap \langle ft.q\rangle$$
$$\land \ q' = q \cap \langle d\rangle \quad \land \ ack' = ack$$
$$\land \ x \subseteq x' \land req \subseteq req' \quad \land \ q' = rt.q$$
$$\land \ x \subseteq x' \land req \subseteq req'$$

$$\tau_3 \overset{df}{=} \exists d. \quad \sigma = \text{Nonempty} \quad \tau_4 \overset{df}{=} \sigma = \text{Full}$$
$$\land \ \sigma' = \text{Nonempty} \quad \land \ \sigma' = \text{Nonempty}$$
$$\land \ #q < N - 1 \quad \land \ ft.req^+ = \oplus$$
$$\land \ x^{st} = x^s \cap \langle d'\rangle \quad \land \ req^{st} = req^s \cap \langle\oplus\rangle$$
$$\land \ y' = y \quad \land \ x^{st} = x^s$$
$$\land \ ack' =ack \cap \langle\oplus\rangle \quad \land \ y' = y \cap \langle ft.q\rangle$$
$$\land \ q' = q \cap \langle d\rangle \quad \land \ ack' = ack \cap \langle\oplus\rangle$$
$$\land \ x \subseteq x' \land req \subseteq req' \quad \land \ q' = rt.q$$
$$\land \ x \subseteq x' \land req \subseteq req'$$
\[
\tau_5 \overset{\text{df}}{=} \exists d. \quad \sigma = \text{Nonempty} \quad \tau_6 \overset{\text{df}}{=} \quad \sigma = \text{Nonempty} \\
\land \quad \sigma' = \text{Full} \quad \land \quad \sigma' = \text{Empty} \\
\land \quad \#q = N - 1 \quad \land \quad \#q = 1 \\
\land \quad \text{ft.} x^+ = d \quad \land \quad \text{ft.} \text{req}^+ = \emptyset \\
\land \quad x^{*s} = x^s \land \{d\} \quad \land \quad \text{req}^{*s} = \text{req}^s \land \{\emptyset\} \\
\land \quad \text{req}^{*t} = \text{req}^t \\
\land \quad y' = y \\
\land \quad \text{ack}^t = \text{ack} \\
\land \quad \text{ack}^t = \text{ack} \\
\land \quad q' = q \land \{d\} \quad \land \quad q' = \text{rt} \cdot q \\
\land \quad x \subseteq x' \land \text{req} \subseteq \text{req}' \\
\land \quad x \subseteq x' \land \text{req} \subseteq \text{req}'
\]

The environment transition \(\tau^e\) is defined as follows:

\[
\tau^e \overset{\text{df}}{=} \quad \sigma = \sigma' \\
\land \quad x^{*t} = x^s \\
\land \quad \text{req}^{*t} = \text{req}^s \\
\land \quad q' = q \\
\land \quad y' = y \\
\land \quad \text{ack}^t = \text{ack} \\
\land \quad x \subseteq x' \\
\land \quad \text{req} \subseteq \text{req}'
\]

**Receiver STS**

The receiver is defined formally through

\[
I \overset{\text{df}}{=} \{y\} \\
O \overset{\text{df}}{=} \{\text{req, o}\} \\
V \overset{\text{df}}{=} \{y, y^s, \text{req, o, } \sigma\} \\
\mathcal{I} \overset{\text{df}}{=} \sigma = \text{Init} \land y^s = \{\} \land \text{req} = \{\} \land o = \{\} \\
\mathcal{T} \overset{\text{df}}{=} \{\tau_1, \tau_2\}
\]

with just the following two transitions:

\[
\tau_1 \overset{\text{df}}{=} \quad \sigma = \text{Init} \\
\land \quad \sigma' = \text{Receive} \\
\land \quad y^{*t} = y^s \\
\land \quad \text{req}^{*t} = \text{req} \land \{\emptyset\} \\
\land \quad o^t = o \\
\land \quad y \subseteq y' \\
\tau_2 \overset{\text{df}}{=} \exists d. \quad \sigma = \text{Receive} \\
\land \quad \sigma' = \text{Receive} \\
\land \quad \text{ft.} y^+ = d \\
\land \quad y^{*t} = y^s \land \{d\} \\
\land \quad o^t = o \land \{d\} \\
\land \quad \text{req}^{*t} = \text{req} \land \{\emptyset\} \\
\land \quad y \subseteq y'
\]
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Again, the environment transition $\tau^e$ is defined schematically:

$$
\begin{align*}
\tau^e & \overset{def}{=} \sigma = \sigma' \\
& \land y'' = y' \\
& \land \text{req}' = \text{req} \\
& \land o' = o \\
& \land y \subseteq y'
\end{align*}
$$

### 7.3 Safety Proofs

In this section we show that for each of the system’s three components, the state machine specification implies the safety part of the black box specification.

For all components, the proof is structured identically:

1. Show that the data output of a component equals the processed part of its input;
2. Conclude that the output is a prefix of the input;
3. Conclude that this also holds for the black box view.

**Sender**

We show the following property:

\[ \text{Sender} \models \text{inv } x = i^x \]

According to the rules in sections 4.1 and 4.2 we need to prove

\[ \mathcal{I} \Rightarrow x = i^x \]

\[ \bigwedge_{\tau \in \mathcal{T}} \tau \land (x = i^x) \Rightarrow x' = i'}^x \]

Since $\mathcal{I} \Rightarrow x = i^x$, obligation (5) is trivially fulfilled. We now show (6) for all $\tau$:

- **Transition $\tau_1$:**
  \[
x = i^x \land \tau_1 \\
  \Rightarrow x \leftarrow \langle d \rangle = i^x \leftarrow \langle d \rangle \\
  \Rightarrow x' = i'}^x
  \]

- **Transition $\tau_2$:**
  \[
x = i^x \land \tau_2 \\
  \Rightarrow x' = i'}^x
  \]
• Transition $\tau^c$:

$$x = i^n \land \tau_2$$
$$\Rightarrow x' = i^{n'}$$

Since $i^n \sqsubseteq i$ is also an invariant of the sender, we can conclude that

$$\text{Sender} \models \text{inv } x \sqsubseteq i$$

and therefore

$$[\text{Sender}] \Rightarrow x \sqsubseteq i$$

Thus, the state machine of the sender implies the safety part of the sender's black box specification.

**Queue**

For the queue component, we show the following property:

$$\text{Queue} \models \text{inv } y \land q = x^n$$

Since $I \Rightarrow y = q = x^n = \emptyset$ the property above holds initially. We now show that is also stable, and therefore indeed an invariant:

• Transition $\tau_1$:

$$y \land q = x^n \land \tau_1$$
$$\Rightarrow y \land q \land \langle ft.x^+ \rangle = x^n \land \langle ft.x^+ \rangle$$
$$\Rightarrow y' \land q' = x^{n'}$$

The proof is analogous for the transitions $\tau_3$ and $\tau_5$.

• Transition $\tau_2$:

$$y \land q = x^n \land \tau_2$$
$$\Rightarrow y \land \langle ft.q \rangle \land rt.q = x^n$$
$$\Rightarrow y' \land q' = x^{n'}$$

The proof is analogous for the transitions $\tau_4$ and $\tau_6$.

• Transition $\tau^c$:

$$y \land q = x^n \land \tau^c$$
$$\Rightarrow y \land q = x^n \land y' = y \land x^{n'} = x^n \land q' = q$$
$$\Rightarrow y' \land q' = x^{n'}$$
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From the invariants $y \prec q = x^*$ and the invariant $x^* \subseteq x$, we conclude

$$\text{Queue} \models \text{inv } y \subseteq x$$

Hence, the queue component fulfills the safety part of its black box specification, since

$$[\text{Queue}] \Rightarrow y \subseteq x$$

**Receiver**

For the receiver, we show

$$\text{Receiver} \models \text{inv } o = y^*$$

That this property holds initially is immediate since

$$\mathcal{I} \Rightarrow o = y^* = \emptyset$$

It remains to show that the property is stable under the two receiver transitions $\tau_1$ and $\tau_2$ and the environment transition $\tau^e$.

- **Transition $\tau_1$** (the proof is analogous for $\tau^e$):

  $$o = y^* \land \tau_1$$
  $$\Rightarrow o' = y^{*'}$$

- **Transition $\tau_2$**:

  $$o = y^* \land \tau_2$$
  $$o \prec (\text{ft. } y^*) = y^* \prec (\text{ft. } y^*)$$
  $$\Rightarrow o' = y^{*'}$$

Thus, $o = y^*$ is an invariant of the receiver. Since also $i^* \subseteq y$ is an invariant, we can conclude

$$\text{Receiver} \models \text{inv } o \subseteq y$$

From this, we can immediately conclude the safety part of the receiver’s black box specification:

$$[\text{Receiver}] \Rightarrow o \subseteq y$$
7.4 Liveness Proofs

For each component, the liveness part of the black box specification is derived from the
component’s output extension properties.

Usually, the liveness proofs require some knowledge about the relation between control
state, attribute values and the length or contents of the variables \(i^\circ\). Such relations are
expressed by additional invariants of the components. For the liveness proofs below, we
just list the invariants. Their proof is analogous to the proof of the prefix properties in
the previous section.

**Sender**

We need to prove that the output \(x \in O\) is extended; the length function \(\ell\) is the
\(\text{min}\)-Term of the black box specification: \(\ell = \text{min}(\#i, 1 + \#\text{ack})\).

First we prove the following two properties that reflect the effect of the sender’s two
transitions.

- Transition \(\tau_1\) indeed extends the output:
  \[
  (1) \quad \sigma = \text{Transmit} \land \#x = k \land k < \ell \rightarrow \#x > k
  \]

- Transition \(\tau_2\), however, leaves the output unchanged. The length expression may
  become larger, but in any case it will stay larger than \(k\):
  \[
  (2) \quad \sigma = \text{WaitAck} \land \#x = k \land k < \ell \rightarrow \sigma = \text{Transmit} \land \#x = k \land k < \ell
  \]

The first property is proven with the output extension rule. We need to show the
following premises, where we choose \(\tau_1\) as the helpful transition:

\[
\begin{align*}
(1.1) & \quad \sigma = \text{Transmit} \land \#x = k \land k < \ell \Rightarrow \text{En}(\tau_1) \\
(1.2) & \quad \sigma = \text{Transmit} \land \#x = k \land k < \ell \land \tau_1 \Rightarrow \#x' > k
\end{align*}
\]

Premise (1.1) is fulfilled, since the enabledness condition of \(\tau_1\) corresponds to
\[
\sigma = \text{Transmit} \land \#i^+ > 0
\]

which holds since

\[
\#i \geq \text{min}(\#i, 1 + \#\text{ack}) = \ell > k = \#x = \#i^\circ
\]

using the fact that \(\#x = \#i^\circ\) as shown in Section 7.3. Hence, \(\#i^+ = \#i - \#i^\circ > 0\).

Premise (1.2) follows immediately from the definition of \(\tau_1\) with \(x' = x \setminus \langle d \rangle\).
For property (2), we use the ensure rule; the helpful transition in this case is \( \tau_2 \). We need to discharge the following three premises:

\[
\begin{align*}
(2.1) \quad & S \models (\sigma = \text{WaitAck} \land \#x = k \land \ell > k) \land \neg (\sigma = \text{Transmit} \land \#x = k \land \ell > k) \\
& \quad \text{co} \\
& (\sigma = \text{WaitAck} \land \#x = k \land \ell > k) \lor (\sigma = \text{Transmit} \land \#x = k \land \ell > k)
\end{align*}
\]

\[
(2.2) \quad (\sigma = \text{WaitAck} \land \#x = k \land \ell > k) \land \\
\neg (\sigma = \text{Transmit} \land \#x = k \land \ell > k) \Rightarrow \text{En}(\tau_2)
\]

\[
(2.3) \quad (\sigma = \text{WaitAck} \land \#x = k \land \ell > k) \land \\
(\sigma = \text{Transmit} \land \#x = k \land \ell > k) \land \\
\tau_2 \Rightarrow \sigma' = \text{Transmit} \land \#x' = k \land \ell' > k.
\]

Premise (2.1) holds, since transition \( \tau_1 \) is not enabled in states that satisfy the premise’s left hand side; the environment transition leaves \( \sigma \) as well as \( \#x \) unchanged, while \( \ell \) cannot become smaller. Finally, transition \( \tau_2 \) leads to a state where \( \sigma = \text{Transmit} \land \#x = k \land \ell > k \). This also implies premise (2.3).

For premise (2.2), we need to show that \( \#ack^+ > 0 \). This premise requires an additional invariant, namely

\[
S \models \text{inv}(\sigma = \text{Transmit} \Rightarrow \#x = \#ack^+ \land \sigma = \text{WaitAck} \Rightarrow \#x = 1 + \#ack^+)
\]

The proof of this invariant follows the structure of the proofs in Section 7.3.

From this invariant and the left hand side of the implication (2.2), we conclude

\[
1 + \#ack \geq \ell > k = \#x = 1 + \#ack^+
\]

Hence, \( \#ack^+ = \#ack - \#ack^+ > 0 \).

The two lead to properties (1) and (2) can be combined by the transitivity rule, which yields:

\[
(3) \quad \sigma = \text{WaitAck} \land \#x = k \land \ell > k \Rightarrow \#x > k
\]

Properties (1) and (3) are combined by the disjunction rule:

\[
(4) \quad (\sigma = \text{WaitAck} \lor \sigma = \text{Transmit}) \land \#x = k \land \ell > k \Rightarrow \#x > k
\]

Since the two control states \( \text{WaitAck} \) and \( \text{Transmit} \) are the only control states of the sender, the disjunction on the left hand side of (4) is equivalent to true; thus, (4) can be simplified which yields

\[
(5) \quad \#x = k \land \ell > k \Rightarrow \#x > k
\]

Now, from (5) we obtain

\[
[\text{Sender}] \Rightarrow \#x \geq \min(\#i, 1 + \#ack)
\]
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Queue

The queue has two output variables. For each output, the following extension properties are valid:

\[ \#y = k \land \min(\#x, \#\text{req}) > k \quad \rightarrow \quad \#y > k \]
\[ \#ack = k \land \min(\#x, \#\text{req} + N) > k \quad \rightarrow \quad \#\text{ack} > k \]

We want to show only the first property here.

To prove the first property, we need the following invariants which relate control and data state, as well as control state and the lengths of the processed input variables. These invariants can be shown in the same style as the prefix property in Section 7.3.

\[
\begin{align*}
\text{Queue} & \models \text{inv} \ (\sigma = \text{Empty} \land \#q = 0) \lor \\
& \quad (\sigma = \text{Nonempty} \land 1 \leq \#q \leq N - 1) \lor \\
& \quad (\sigma = \text{Full} \land \#q = N) \\
\text{Queue} & \models \text{inv} \ (\sigma = \text{Empty} \Rightarrow \#y = \#\text{req}^* \land \#\text{ack} = \#x^*) \land \\
& \quad (\sigma = \text{Nonempty} \Rightarrow \#y = \#\text{req}^* \land \#\text{ack} = \#x^*) \land \\
& \quad (\sigma = \text{Full} \Rightarrow \#y = \#\text{req}^* \land \#\text{ack} + 1 = \#x^*) \\
\text{Queue} & \models \text{inv} \ \#x^* = \#\text{req}^* + \#q
\end{align*}
\]

The transitions that extend \( y \) are \( \tau_2, \tau_4, \tau_6 \). Choosing these transitions as helpful transitions in the output extension rule, we can show (with \( \ell = \min(\#x, \#\text{req}) \)):

1. \( \sigma = \text{NonEmpty} \land \#q > 1 \land \#y = k \land \ell > k \quad \Rightarrow \quad \#y > k \)
2. \( \sigma = \text{Full} \land \#q = N \land \#y = k \land \ell > k \quad \Rightarrow \quad \#y > k \)
3. \( \sigma = \text{NonEmpty} \land \#q = 1 \land \#y = k \land \ell > k \quad \Rightarrow \quad \#y > k \)

In each rule application, the invariants above has to be used to show that the transitions \( \tau_2, \tau_4, \tau_6 \), respectively, are enabled.

Examining the first two invariants above, we note that the only state where no helpful transition is enabled when \( \ell > k \) is the control state \( \text{Empty} \).

Now, because of the invariants, we know that when \( \sigma = \text{Empty} \), then also \( \#q = 0 \), and

\[ \#x^* = \#\text{req}^* = \#y = k < \ell \leq \#x \]
This means that transition $\tau_1$ is enabled, since $\#x^+ > 0$. Therefore, with

$$
\Phi \equiv \sigma = \text{Empty} \land \#q = 0 \land \#y = k \land \ell > k
$$

$$
\Psi \equiv \sigma = \text{NonEmpty} \land \#q = 1 \land \#y = k \land \ell > k
$$

we got

$$
\Phi \land \neg \Psi \Rightarrow \text{En}(\tau_1)
$$

Since $\tau_1$ leads to the state $\text{NonEmpty}$ and increases the length of $q$ to 1, without changing $y$ and not decreasing $\ell$, we also have

$$
\Phi \land \neg \Psi \land \tau_1 \Rightarrow \Psi'
$$

The property

$$
\Phi \land \neg \Psi \text{ co } \Phi \lor \Psi
$$

holds for $\tau_1$, as already seen. The other transition in $T$ are not enabled, and for $\tau^e$ the validity of $\Phi$ does not change. So, we can use the ensure rule and conclude

$$
(4) \; \sigma = \text{Empty} \land \#q = 0 \land \#y = k \land \ell > k

\Rightarrow \sigma = \text{NonEmpty} \land \#q = 1 \land \#y = k \land \ell > k
$$

By transitivity of $\Rightarrow$, we obtain from (4) and (3):

$$
(5) \; \sigma = \text{Empty} \land \#q = 0 \land \#y = k \land \ell > k \Rightarrow \#y > k
$$

The properties (1), (2), (3), (5) can be combined with a finite variant of the disjunction rule; after invariant elimination on the left hand side, we obtain

$$
\#y = k \land \min(\#x, \#req) > k \Rightarrow \#y > k
$$

Receiver

The liveness proof of the receiver is quite similar to the one for the sender. We omit the proof here. For each output of the receiver, it needs two applications of the output extension rule, one application of the transitivity rule and one application of the disjunction rule.

7.5 Comments

The proofs that the state machines satisfy the black box specifications might seem frighteningly complicated. We believe, however, that this is less a matter of complexity,
and more a matter of the total size of the proof. The verification conditions themselves can be reduced to implications in predicate logic, and are not too difficult to discharge. The deal with the sheer number of verification conditions, obviously some kind of tool support in the form of interactive theorem provers is needed. Since the verification conditions themselves are mainly first-order logic, and no elaborate theory of streams is needed (see [17] for a discussion of the difficulties of stream formalizations), the demands of the prover are not very high.

Another problem is the structure of the proofs. A solution might be the use of verification diagrams [5] which represent proof structures as directed diagrams. The vertices are labeled with state predicates, the labels with transitions. Each transition represents a verification condition.
8 Conclusion

This report shows how to combine state-based and history-based specification and verification of safety and liveness properties of distributed systems. Properties for state machines are formulated in a UNITY-like language; since our approach is based on proof principles for invariants and leads to properties, other linear-time temporal logics [25, 24] can be used as well.

Dataflow systems are interference free: Components cannot disable transitions of other components. Noninterference means that our proof system is compositional for both safety and liveness properties. This has also been exploited for UNITY by Charpentier and Chandy [16]; however, they do not use their dataflow properties to reason about complete communication histories.

Since the number of verification conditions for concrete systems can be quite large, some kind of tool support is needed. Tool support is not infeasible, since each condition itself is rather simple and can be expressed in first-order logic. In particular, the black box properties that refer to potentially infinite streams are derived from state properties that refer only to finite streams. Hence, the comparatively simple theory of lists is sufficient to discharge the verification conditions; the difficulties of the encoding of infinite streams or lazy lists—which requires corecursion or a CPO theory [17]—can be avoided.

As a case study in tool support, the safety properties of the communication system example have been verified using the STeP [2] proof environment. Except for the instantiation of some stream axioms, the verification conditions are discharged automatically. Using a theorem prover with stronger automatization, such as Isabelle [29], would further reduce the manual effort for discharging the proof obligations. Recently, a Unity formalization in Isabelle has been developed [30], which could probably be adapted to our framework.

Previous work on the combination of state machine descriptions and the stream-based specification of Focus has dealt primarily with stream-based semantics of state machines [11, 19]; the connection of that work to the proof principles in this report and Brow’s verification of the Alternating Bit Protocol [6] has to be explored. An open question is also the connection to state machine refinement calculi [32] and refinement in general [9, 10]. For the special case of architectural refinement [31], our proof techniques allow the formulation and verification of invariants.

Our specification and proof techniques are so far only suited for time-independent systems. The extension of history-based specifications raises some interesting questions [8]. A straightforward solution might be to explicitly include “time ticks” in the message streams [18]. Such time ticks can also be used to ensure progress of a state machine. But also without explicit time, progress is not restricted to the weak fairness condition of Section 3.4. An alternative would be to just demand that some transition is taken whenever at least one transition is persistently enabled; the definition of interleaving composition, however, would be slightly more complicated.

Finally, our techniques can be adapted to different state-based description techniques.
SDL [1, 23] and ROOM [33], in particular, would be good candidates for a concrete state machine syntax, given their use in the specification of communication protocols.
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