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Abstract

We investigate different methods for computing a sparse approximate inverse $M$ for a given sparse matrix $A$ by minimizing $\|AM - E\|$ in the Frobenius norm. Such methods are very useful for deriving preconditioners in iterative solvers, especially in a parallel environment. We compare different strategies for choosing the sparsity structure of $M$ and different ways for solving the small least-squares problem that are related to the computation of each column of $M$. Especially we show how we can take full advantage of the sparsity of $A$. Furthermore, we give assistance how to design and apply an algorithm for computing sparse approximate inverses for a general sparse matrix.
1. Introduction

Sparse approximate inverses $M \approx A^{-1}$ for preconditioning linear systems

$$Ax = b, \quad A \text{ a sparse } n \times n \text{ matrix,}$$

are very interesting especially in a parallel environment. To solve (1) we can apply an iterative method like BCG, CGS, BiCGSTAB, QMR, or GMRES (see e.g. [2] for an overview over these algorithms), on the preconditioned equations

$$AMy = b, \quad x = My.$$

Here, $M$ should be a good approximate right-inverse matrix for $A$. Similarly, one can consider the left-preconditioned system $N Ax = Nb$ with an approximate left-inverse matrix $N$.

One possible method to derive such a matrix $M$ is to compute an incomplete $LU$-factorization $A \approx LU$ with sparse lower and upper triangular matrices $L$ and $U$. Then, we can define $M = U^{-1}L^{-1}$. In many applications this is a very satisfactorily approach. But solving sparse triangular equations with $L$ and $U$ is strongly sequential. Therefore, in a parallel environment, other methods should be considered.

In recent papers it is shown that the direct computation of sparse approximate inverses leads to suitable preconditioners in a parallel environment [3,6,13,14,5,11,12,10,1]. The main approach is the minimization problem

$$\min \|AM - E\|_F^2 = \sum_{k=1}^n \min \|AM_k - e_k\|_2^2,$$

for a given sparsity pattern of $M$. This minimization problem is embarrassingly parallel. Here and in the following $E$ denotes the identity matrix. If we allow only a few nonzero entries in the $k$-th column $M_k$ of $M$, then (2) reduces to the solution of $n$ small least-squares problems

$$\min \|AM_k - e_k\|, \quad k = 1, \ldots, n.$$
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Let us denote by $J$ the set of indices with nonzero entries in $M_k$, and $I$ the corresponding shadow of $J$ in $A$ [10], that means the set of indices of nonzero rows in the submatrix $A(:, J)$. Hence, (3) can be reduced to

$$\min \| A(I, J) M_k (J) - e_k(I) \| = \| \hat{A} \hat{M}_k - \hat{e}_k \|, \quad k = 1, \ldots, n, \quad (3')$$

with $\hat{A} = A(I, J)$, $\hat{M}_k = M_k (J)$, and $\hat{e}_k = e_k(I)$.

First, let us consider the least-squares problems (3'). To reduce the costs for computing $M$ we want to take full advantage of the sparsity of $A$. This can be achieved with the Givens method, with sparse formulations of the Householder- or Gram-Schmidt-QR-decomposition [4,9], or by solving the normal equations iteratively in sparse mode. We will compare these different approaches to determine the fastest numerical stable methods for solving (3').

If we want to solve (3') based on a QR-decomposition, then we consider

$$\| Q \begin{pmatrix} R & 0 \\ 0 & 0 \end{pmatrix} \hat{M}_k - \hat{e}_k \| = \| (Y \ Z) \begin{pmatrix} R \\ 0 \end{pmatrix} \hat{M}_k - \hat{e}_k \|, \quad (4)$$

which is equivalent to

$$\| \begin{pmatrix} R \hat{M}_k \\ 0 \end{pmatrix} - \begin{pmatrix} Y^T \hat{e}_k \\ Z^T \hat{e}_k \end{pmatrix} \| \ . \quad (5)$$

Hence, the solution $M_k$ of (3) is given by

$$\hat{M}_k = R^{-1}(Y^T \hat{e}_k), \quad (6)$$

and the remaining residual norm is

$$\| A M_k - e_k \| = \| \hat{A} \hat{M}_k - \hat{e}_k \| = \| Z^T \hat{e}_k \| \ . \quad (7)$$

In the Givens- and Householder approach we compute elementary Givens- or Householder matrices that eliminate the subdiagonal entries in $\hat{A}$. Hence, we get

$$G_{i} \ldots G_{1} \hat{A} = \begin{pmatrix} R \\ 0 \end{pmatrix}$$

or

$$H_{m} \ldots H_{1} \hat{A} = \begin{pmatrix} R \\ 0 \end{pmatrix}$$
with Givens matrices $G_i$ or Householder matrices $H_i = E - 2q_i q_i^T$, $q_i$ a vector of length 1. Hence, to solve (3'), we have to compute also $G_1 \ldots G_m \hat{e}_k$ or $H_m \ldots H_1 \hat{e}_k$, to get $Y^T \hat{e}_k$ and apply (6). To reduce the number of operations, the matrix $Q$ is never computed explicitly.

If we use a Gram-Schmidt-type method, we orthogonalize each new column of $\hat{A}$ against the previous columns which leads to an explicit representation of $Y$ and we get $\hat{A} = Y R$. We subtract from one column $A(I, j)$ the projections on all the previous orthogonalized columns $q_i$, and normalize the result. The Modified Gram-Schmidt approach is numerically more stable. Here, in the $j$-th step we subtract the orthogonalized parts immediately from $A(I, j)$, as soon as they are available, while in the original Gram-Schmidt method the orthogonalization is done against the original $\hat{A} \hat{e}_j$. The matrix $Y$ and the right hand side in (6) are always given explicitly.

We can also consider the normal equations, and apply the conjugate gradient algorithm with Jacobi preconditioner on $\hat{A}^T \hat{A} \hat{M}_k = \hat{A}^T \hat{e}_k$. Then, the multiplication with $\hat{A}$ and $\hat{A}^T$ can be done in sparse mode. In this case, we have no further information about the least-squares problem (3').

In implicit QR-decompositions like the Givens- or Householder approach, where we do not compute $Q$ explicitly, the factors $Q$ and $R$, and the right hand side $Y^T \hat{e}_k$ in (6) have to be updated if we add new indices to $J$. Updates are unnecassary in the iterative solution, and appear naturally in the Gram-Schmidt method without additional costs.

Now let us give an overview over different strategies for choosing indices in $M_k$. We assume that we have already computed an optimal solution $M_k(J)$, resp. the sparse $n$-vector $M_k$ with residual $r_k$, by solving (3') for an given index set $J$. Now, we want to define dynamically new entries in $M_k$ and solve (3') for this enlarged index set $\tilde{J}$ such that we derive a reduction in the norm of the new residual $\tilde{r}_k = A(I, \tilde{J}) M_k(\tilde{J}) - \hat{e}_k(I)$. We consider only indices $j$ which appear in rows of $A$ that are connected to the nonzero entries in the old residual $r_k$, otherwise they lead to no reduction of the residual norm. This is equivalent to determine the column indices $j$, that satisfy $r_k^T A e_j \neq 0$ with the old residual $r_k$ (see the following equations (9)). Let us denote the index set of nonzero entries in $r_k$ by $L$. Until the very first step, $L$ will be always equal to $I$, the shadow of $J$ in $A$. As $\tilde{J}_i$ we define the set of new indices that are related to the nonzero elements in the $i$-th row of $A$, and the set of all possible new indices by $J_n = \cup_{i \in L} \tilde{J}_i$. As set of possible index candidates $J$, we can take all indices in $J_n$ or we can consider only the indices
Now, there are two different ways to determine new profitable indices from the index set $J_c$. We want to test one possible new index $j \in J_c$. Therefore, we can consider the reduced 1D problem [6,11]

$$\min_{\lambda} \|A(M_k + \lambda e_j) - e_k\|,$$  

or with $J^j = J \cup \{j\}$ the more expensive, but also more accurate problem [10]

$$\min_{M_k(J^j)} \|A(:,J^j)M_k(J^j) - e_k\|.$$  

Then, we add one or more new indices to $J$ which are optimal in the sense of (8a) or (8b). If we want more than one new index in $J$ in one step, it is necessary to first eliminate "bad" indices that may lead to an unsatisfactorily improvement. This can be done by deleting all indices with new residual norm larger than the mean value of all the computed residual norms (8a), resp. (8b), for all index candidates out of $J_c$.

The solution of (8a) for $J$ with optimal solution $M_k$ and corresponding residual $r_k$, and a new index $j \in J_c$ is given by [6,11]

$$\rho_j^2 = \|r_k\|^2 - \frac{(r_k^T A e_j)^2}{\|A e_j\|^2}.$$  

The solution of (8b) can be derived by [10]

$$\sigma_j^2 = \|r_k\|^2 - \frac{(r_k^T A e_j)^2}{\|A e_j\|^2 - \|Y^T A e_j\|^2}.$$  

The access on the matrix $A$ is necessary in two steps. First, in (9) we need inner products with the $j$-th column of $A$. Hence, $A$ should be stored columnwise. Next, for finding the index sets $\tilde{J}_i$ of possible candidates, for every $i$-th row of $A$ we have to know the corresponding column indices. Hence, we need for example an array of size $n$ that contains for every row $i$ of $A$ the list of corresponding nonzero column indices.

We have seen, that there is a whole variety of different methods for finding enlarged index sets $J$ and solving (3') for this $J$. We add new profitable indices as long as $\|r_k\| > \epsilon$ or $|J| \leq q$, where $0 < \epsilon < 1$ and $q$ is an upper bound for the number of nonzero entries in $M_k$. Especially, if we set $\epsilon = 1,$
then we get $M = M_0$ the optimal solution corresponding to the start sparsity, and if we set $\epsilon$ very small and $q = n$ then we would get $M = A^{-1}$ in exact arithmetic.

In the following, we will compare these different algorithms for computing sparse approximate inverses. We state the following general guidelines that are justified theoretically and/or by numerical experiments:

(i) We compute $M_k$ as fast and good as possible, but not necessarily optimal. The objective is not to satisfy exactly $\|r_k\| \leq \epsilon$ for all $k$ or for very small $\epsilon$, but to reach a small residual for many columns $M_k$ with still sparse $M$. If $M_k$ has too many entries then solving the least-squares problem $(3')$ gets too expensive (in the extreme case we would have to solve a least-squares problem with the full matrix $A$).

(ii) On a sequential computer the costs for solving all the least-squares problems should be not much more expensive than the explicit solution of (1).

(iii) The number of nonzero entries in $M_k, k = 1, \ldots, n$, should differ not too widely. Note, that in a parallel environment the total costs are ruled by the most expensive $M_k$.

(iv) It is better to add more indices in one step. Sometimes, if we add only one optimal solution of $(8a)$ or $(8b)$ to $J$, then we do not reach an profitable index set. The criteria $(8)$ do not guarantee to find optimal index sets, they are only related to an optimal enlargement of the previous $J$ with one new entry. If we add three or more indices per step we can avoid this difficulty and raise the possibility of finding profitable index sets. Furthermore, we save also a lot of comparisons in $(8)$ and $(9)$, because it is not necessary to determine new index candidates for every new entry $j$. Note, that if in one step we add exactly one superfluous index that leads to no reduction in $r_k$, then also in the following steps we will find no profitable extensions and $\|r_k\|$ will remain unchanged while $J$ is getting larger and larger.

(v) We apply $(8)$ not on all possible indices $J_n$, but only on the indices corresponding to large entries in $r_k$. Hence, we start with the maximum entry in $r_k$, say the $i$-th entry, and define as the set of possible new index
candidates \( J_c \) all the indices in \( \tilde{J}_i \) related to the corresponding \( i \)-th row of \( A \). Next, we consider the second large entry in \( r_k \), add the related indices to \( J_c \), and continue, as long as a prescribed number \( m_i \) for the size of \( J_c \) is not reached. With this method we don’t have to compute (9) for every index candidate. But, we have to allow enough possible indices such that we are able to include “good” entries in \( J \).

(vi) If we have computed \( \rho_j \) or \( \sigma_j \) with (9) for all possible new indices \( J_c \), we eliminate indices with values near the old residual \( \| r_k \| \). To this aim, we delete all indices with values larger than the mean value of all possible candidates in \( J_c \). Then, we add not more than a prescribed number \( s \) of new indices to \( J \). Here, we use the arithmetic mean value \( \sum \rho_j / |J_c| \). The mean value lies between \( \| r_k \| \) and \( \rho_{optimal} \), and we can hope that it separates promising indices from indices with values near \( \| r_k \| \). The same idea can be applied on \( \sigma_j \) and (8b).

(vii) Other preconditioners may be much cheaper (or even free) to compute compared to constructing sparse approximate inverses. But the main measure for the effectiveness of a preconditioner is the number of iterations in the unpreconditioned iterative scheme that takes the same number of flops or CPU-time. This is also interesting because some important preconditioners can be implemented in such a way that the preconditioned step has the same complexity as the unpreconditioned step (e.g. Eisenstat-trick). The costs for computing a preconditioner should be not much more than the costs of a "few" steps of the iterative solver for (1). Then, in the case of fast convergence the total costs for solving (1) are of the order of a "few" iteration steps.

Hence, in view of (i)-(iii) we have to reduce \( q \), the allowed size of \( J \), to be of the order of \( p \), where \( p \) denotes the average number of nonzero entries in columns of \( A \). We can choose \( \epsilon \) for example in \([0.2, 0.6]\), but the stronger limitation will be given by \( q \).

In the following sections we will analyse the different approaches for solving (3') especially with regard to utilizing the sparsity of \( A(I, J) \). In Section 5, we present numerical results that allow to compare these different methods for computing a sparse approximate inverse. In the conclusions we will give
guidelines, what kind of method and what parameters should be used in constructing sparse approximate inverses with (3).

2. Iterative Solution

If we want to use an iterative solver for (3'), we can apply the conjugate gradient method on the normal equations $\hat{A}^T \hat{A} \hat{M}_k = \hat{A}^T \hat{e}_k$. No further evaluation is necessary, if we do not multiply both matrices. As preconditioner we can define $\text{diag}(\hat{A}^T \hat{A})$. The matrix×vector-multiplications in the cg-method can be done in sparse mode in two steps with $y = \hat{A}x$ and $z = \hat{A}^T y$, where $x$, $y$, and $z$ are small dense vectors. Note, that the matrix $\hat{A}$ is stored column-wise in sparse mode. Hence, the sparse multiplication $\hat{A}x$ is carried out by $|J|$ SAXPY’s of sparse column vectors, while $\hat{A}^T y$ is computed as $|J|$ inner products of a sparse column of $\hat{A}$ with the full vector $y$. Hence, the total costs for solving (3') are mainly given by $2|J|p \times \#\text{iterations} \leq 2|J|^2p$.

The advantage of this approach is, that we need no additional memory, no updates, and we need no old information on (3’) if we want to solve (3’) for an enlarged index set $J$. Furthermore, sometimes we want to find factorized sparse approximate inverses that minimize for example

$$\| \hat{A}M_1...M_{i-1} - E \|_F.$$

Hence, in every step for given $M_1,...,M_{i-1}$ we have to compute the new approximate sparse inverse to $\hat{AM}_1...M_{i-1}$. If we solve the resulting least-squares problems iteratively we can avoid the explicit product $\hat{A}M_1...M_{i-1}$, that will be much denser than the original $\hat{A}$. For computing a column of $M_i$ with index set $J_i$, we need the index set $I_i = J_{i-1}$, defined by the shadow of $J_i$ in $M_{i-1}$, and similarly $J_{i-2} = I_{i-1},...,J_0 = I_1$.

The disadvantage of this iterative method is that it takes more arithmetic operations to solve every enlarged least-squares problem, especially if we add only one new index in every step. Hence, with this iterative solution method, one should add more indices in one step, because there are fewer systems (3’) to solve.
3. Implicit QR-Decomposition

First, let us assume that we add only one new index in $J$ per step. Then we begin with index sets $J_1 = \{j_1\}$ and $I_1$, and we have to compute the QR-decomposition of $\hat{A}_1 = A(I_1, j_1)$. In the Householder approach, we use one elementary Householder matrix $H_1 = E - 2q_1 q_1^T$, that transforms the matrix $\hat{A}$ via $H_1 \hat{A}_1 = \begin{pmatrix} R_1 \\ 0 \end{pmatrix}$ in upper triangular form.

In the second step we add one profitable new index $j_2$ to $J$, which leads to the new matrix

$$\hat{A}_2 = \begin{pmatrix} \hat{A}_1 \\ 0 \\ \hat{B}_1 \end{pmatrix},$$

where $\hat{B}_1$ is the part of the new column that is related to indices in $I_1$, while $\hat{B}_2$ is related to new indices that are only induced by the shadow of $j_2$. Now, we have to update the QR-decomposition. Therefore, we have to compute the QR-decomposition of

$$\begin{pmatrix} R_1 \\ 0 \\ 0 \\ H_1 \hat{B}_1 \\ 0 \end{pmatrix} = \begin{pmatrix} R_1 \\ 0 \\ \hat{B}_1 \end{pmatrix}.$$

We compute the new Householder vector $q_2$ related to the matrix $\hat{B}_2$ with $H_2 \hat{B}_2 = \begin{pmatrix} R_2 \\ 0 \end{pmatrix}$. This leads to the equation

$$\begin{pmatrix} 1 \\ 0 \\ H_2 \end{pmatrix} \begin{pmatrix} H_1 \\ 0 \\ E \end{pmatrix} \hat{A}_2 = \begin{pmatrix} R_1 \\ 0 \\ \hat{B}_2 \end{pmatrix}.$$

We can write this equation in a more convenient form by adding zeros in the vectors $q_1$ and $q_2$, to extend these vectors to the row length of $A_2$. Then, we get

$$H_2 H_1 \hat{A}_2 = \begin{pmatrix} \bar{R}_2 \\ 0 \end{pmatrix}$$

with

$$\begin{pmatrix} \bar{q}_1 \bar{q}_2 \end{pmatrix} = \begin{pmatrix} q_1 \\ 0, \end{pmatrix} \begin{pmatrix} \bar{q}_2 \end{pmatrix}.$$
If we continue to add new indices to $J$, and to extend the vectors $q_i$ and $\tilde{q}_k$ to the corresponding row length, then we get the matrix

$$\hat{A}_m = \begin{pmatrix}
\hat{A}_1 & \ast & \cdots & \ast & \ast \\
0 & B_2 & \ast & \vdots & \\
0 & 0 & B_3 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ast \\
0 & \cdots & 0 & 0 & B_m
\end{pmatrix}$$

and Householder vectors of the form

$$H_m \cdots H_1 \hat{A}_k = \begin{pmatrix}
\hat{R}_m \\
0
\end{pmatrix}$$

with

$$\begin{pmatrix}
q_1 & 0 & \cdots & 0 & 0 \\
0_{i_1} & q_2 & \ddots & \vdots & \\
0_{i_2} & 0_{i_2} & \ddots & 0 & 0 \\
\vdots & \ddots & \ddots & q_{m-1} & 0 \\
o_{i_m} & 0_{i_m} & \cdots & 0_{i_m} & q_m
\end{pmatrix}.$$ 

This matrix is a lower triangular matrix where additionally the last entries in every column are zero. Hence, we have to store only the short nonzero kernels $q_i$ and the related lengths of these vectors. Then, every multiplication with $H_i$ can be reduced to nontrivial arithmetic operations. In this way we can use the sparsity of $A$ in the Householder matrices $H_i$.

To solve the least-squares problem $(3')$, we have to compute

$$Q^T \hat{e}_k = H_m \cdots H_1 \hat{e}_k.$$ 

We can update this vector for every new index $j_{m+1}$, hence in every step there is only one product with the new Householder matrix $H_{m+1}$ necessary. For computing the new optimal $M_k$, we solve a linear equation in the triangular matrix $\hat{R}_m$ and the upper part of the vector $Q^T \hat{e}_k$ (6). Note also, that with $(7)$ we can read off the new residual norm $\|AM_k - \epsilon_k\|$ by the norm of the lower part of $Q^T \hat{e}_k$.

If we add more than one new index per step we can derive the same sparsity structure in $\hat{A}_m$ and the Householder matrices $H_i$ if we partition the
index set $I$ in such a form that $I = I_1 \cup I_2 \cup \cdots \cup I_m$ where $I_i$ is the set of new row indices induced by the column index $j_i$.

If we want to choose new profitable indices with the criterion (8b), then for indices $j \in J$, we have to evaluate (9b). Especially, we need $Y^T \hat{A} \epsilon_j$, the upper part of the vector $Q^T \hat{A} \epsilon_j$. To this aim, for every $j$ we have to compute the longer vector $\bar{H}_m \cdots \bar{H}_1(\hat{A} \epsilon_j)$. Hence, for (8b) this implicit representation of $Q$ is not suited very well. But for (8a) it is numerically very stable and fast.

Similarly, instead of Householder matrices we can apply Givens or fast Givens transformations [9]. Then, the sparsity structure of $A$ is also preserved, but with a loss of speed and/or accuracy (see the numerical results in Section 5).

4. Gram-Schmidt Orthogonalization

Here, in the original form, we orthogonalize the new column $A \epsilon_j$ against all the previous orthogonalized columns. Again, let us assume that the index set $I$ is of the form $I = I_1 \cup \cdots \cup I_m$ with $I_i$ related to a column index $j_i$. The QR-decomposition is of the form

$$\hat{A} = Q \begin{pmatrix} R \\ 0 \end{pmatrix} = (Y \ Z) \begin{pmatrix} R \\ 0 \end{pmatrix} = YR.$$ 

The orthogonalization of the new column is evaluated by

$$r_j = Y^T(\hat{A} \epsilon_j) , \quad q_j = \hat{A} \epsilon_j - Y r_j , \quad r_{jj} = \| q_j \| , \quad q_j = q_j / r_{jj} .$$ 

Then, the new matrix $R$ is given by

$$\begin{pmatrix} R_{i-1} \\ r_j \\ r_{jj} \end{pmatrix}$$

and the matrix $Y$ is built up by the vectors $q_j$, and of the form (10) with the same sparsity structure as $\hat{A}$.

Unfortunately, the Gram-Schmidt process is numerically unstable, and in many examples it will be necessary to find a stable generalization. A common more robust variant is the Modified Gram-Schmidt algorithm. In the $k$-th step, the $k$-th column of $Q$ and the $k$-th row of $R$ are determined.
But, in contrast to the classical Gram-Schmidt procedure the inner products are computed not with $\hat{A}\hat{e}_j$ but with $\hat{A}\hat{e}_j - \hat{Y}\hat{R}\hat{e}_j$, where $\hat{Y}$ and $\hat{R}$ are all the previous evaluated columns and rows of $Q$ and $R$. The increase of numerical stability causes a loss of sparsity: $(\hat{A} - \hat{Y}\hat{R})\hat{e}_j$ will be denser then $\hat{A}\hat{e}_j$. Hence, the evaluation of $Y^T(\hat{A} - \hat{Y}\hat{R})\hat{e}_j$ will be more expensive than in the classical Gram-Schmidt algorithm with sparse $\hat{A}\hat{e}_j$.

For some classes of ill-conditioned matrices also the Modified Gram-Schmidt procedure gets numerically unstable. This occurs mainly for matrices with small, but very ill-conditioned submatrices $A(I,J)$. In this case, we have to use the Householder approach or some iterative refinement of the Gram-Schmidt algorithm, for example the method, introduced by Daniel, Gragg, Kaufmann, and Stewart [7]. Here, the columns $q_k$ are refined iteratively to ensure the orthogonality against the previous columns. The main step in every iteration is like in the Gram-Schmidt algorithm. This method is described in [10], in our numerical tests we did not use it.

Note, that with these Gram-Schmidt-like approaches $Y$ will have the special sparsity pattern (10) if we order the index set $I$ relative to the new columns of $\hat{A}$. For (3'), we have to solve a linear equation with $R$ and the right hand side $Y^T\hat{e}_j$, the $j$-th column of $Q$ that is given explicitly. For the multiplication with $Y^T$ and $Y$ we can use the sparsity structure of $Y$, if we store one vector that contains the number of nonzero entries in every column of $Y$, resp. $\hat{A}$. In the same way, for evaluating (9b) we need one matrix-vector product $Y^T(\hat{A}\hat{e}_j)$, and can take advantage of the structure of $Y$ and the sparsity of $\hat{A}\hat{e}_j$. Hence, for (8b) this approach is very favourable, but to be numerically stable we need robust generalizations of the Gram-Schmidt orthogonalization.

5. Numerical results

We used MATLAB programs

- with different parameters for choosing enlarged index sets,
- different orthogonalization methods,
- with and without using the sparsity of $\hat{A}$ and $Y$,
- based on (8a) or (8b).

The programs have the following input parameters:

- $1 > c > 0$, with $M_k$ is accepted as soon as $\|r_k\| \leq c$;
- $m$, the maximum number of steps, where new entries are added;
- $s$, the maximum number of new entries in column $M_k$ in one step;
- $q$, the maximum allowed number of nonzero entries per column of $M$;
- $m_i$, the maximum number of indices for that we evaluate (9a) or (9b) (in the order of the magnitude of the entries of the actual residual); if $m_i = 0$, then all entries of $r_k$ are used without ordering.

We always start with $J = \emptyset$ and use $\varepsilon = 0.4$. In the iterative method of Section 2, we stop the cg-method after $|J|$ steps or if the relative residual is smaller than $10^{-8}$.

As iterative solver we consider only BiCGSTAB. We stop, if the relative residual is smaller than $10^{-8}$. Other iterative methods like BCG, CGS, or GMRES show a similar convergence behaviour. As examples we present the matrices ORSIRR2, PORES2 transposed, and SHERMAN2 from the Harwell-Boeing collection [8], that are of increasing difficulty. The right hand side are random vectors, or the provided vector for SHERMAN2.

First, we consider the matrix ORSIRR2 with $n = 886$, $nnz(A) = 5970$ ($nnz$ denotes the number of nonzero entries). In the following we consider the condition (8a) for choosing new indices and compare different methods for solving (3'). In Table 1 with $(m, s, q)$ and $(10, 5, 15)$ we define $m = 10$, $s = 5$, $q = 15$. 
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Table 1. Sparse approximate inverses for various parameters, ORSIRR2

<table>
<thead>
<tr>
<th>mi=15, (8a), (m,s,q):</th>
<th>(10,5,15)</th>
<th>(5,5,10)</th>
<th>(20,1,20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nnz((M))</td>
<td>3944</td>
<td>3739</td>
<td>3744</td>
</tr>
<tr>
<td>(|AM - E|_F)</td>
<td>8.799</td>
<td>8.953</td>
<td>9.869</td>
</tr>
<tr>
<td># k with (|r_k| &gt; 0.4)</td>
<td>0</td>
<td>40</td>
<td>2</td>
</tr>
<tr>
<td>max (|r_k|)</td>
<td>&lt; 0.4</td>
<td>0.416</td>
<td>0.493</td>
</tr>
<tr>
<td>maximum # of entries in (M_k)</td>
<td>15</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>average # of steps</td>
<td>1.87</td>
<td>1.85</td>
<td>4.23</td>
</tr>
<tr>
<td>maximum # of steps</td>
<td>5</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>average # of new entries/step</td>
<td>2.38</td>
<td>2.28</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Number of flops for computing sparse approximate inverses, ORSIRR2

<table>
<thead>
<tr>
<th>mi=15, (8a), (m,s,q):</th>
<th>(10,5,15)</th>
<th>(5,5,10)</th>
<th>(20,1,20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS</td>
<td>1.94E6</td>
<td>1.57E6</td>
<td>2.68E6</td>
</tr>
<tr>
<td>sparse GS</td>
<td>1.49E6</td>
<td>1.26E6</td>
<td>2.35E6</td>
</tr>
<tr>
<td>Modified GS</td>
<td>2.50E6</td>
<td>1.93E6</td>
<td>3.10E6</td>
</tr>
<tr>
<td>sparse Mod. GS</td>
<td>2.01E6</td>
<td>1.62E6</td>
<td>2.77E6</td>
</tr>
<tr>
<td>Householder</td>
<td>2.71E6</td>
<td>2.13E6</td>
<td>3.13E6</td>
</tr>
<tr>
<td>sparse Househ.</td>
<td>1.96E6</td>
<td>1.59E6</td>
<td>2.53E6</td>
</tr>
<tr>
<td>Givens</td>
<td>3.02E6</td>
<td>2.40E6</td>
<td>3.33E6</td>
</tr>
<tr>
<td>Fast Givens</td>
<td>2.35E6</td>
<td>1.93E6</td>
<td>2.95E6</td>
</tr>
<tr>
<td>Iteratively</td>
<td>2.76E6</td>
<td>2.35E6</td>
<td>5.52E6</td>
</tr>
</tbody>
</table>

Table 1 shows that it is better to add more than one new index per step. The error \(\|AM - E\|\) in the Frobenius norm and in the 1-norm and the computational costs are smaller for \(s = 5\) than for \(s = 1\). Hence, \(s > 1\) helps to find profitable index sets. From Table 2, we see, that the sparse Gram-Schmidt-Orthogonalization needs the smallest number of flops, followed by the sparse Householder factorization.

In the next table we concentrate on the fastest QR-method, the sparse Gram-Schmidt-method, and display the sparse approximate inverses that are related to different choices of parameters.
These tables show that it is better to consider a limited but not too small number of indices $mi$ related to the larger entries of $r_k$, and to add more than one element per step.

Next, we consider sparse approximate inverses by choosing new indices using (8b).

Table 3. Sparse approximate inverses for various parameters $mi$, ORSIRR2

<table>
<thead>
<tr>
<th>$m=10$, $s=5$, $q=15$, (8a):</th>
<th>$mi=0$</th>
<th>$mi=15$</th>
<th>$mi=10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$nnz(M)$</td>
<td>4139</td>
<td>3944</td>
<td>4100</td>
</tr>
<tr>
<td>$| AM - E |_F$</td>
<td>8.78</td>
<td>8.80</td>
<td>8.81</td>
</tr>
<tr>
<td>$# k$ with $| r_k | &gt; 0.4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>flops</td>
<td>2.0E6</td>
<td>1.5E6</td>
<td>1.7E6</td>
</tr>
</tbody>
</table>

Table 4. Sparse approximate inverses for various parameters $mi$, ORSIRR2

<table>
<thead>
<tr>
<th>$m=20$, $s=1$, $q=20$, (8a):</th>
<th>$mi=0$</th>
<th>$mi=15$</th>
<th>$mi=10$</th>
<th>$mi=5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$nnz(M)$</td>
<td>4162</td>
<td>3744</td>
<td>3862</td>
<td>4587</td>
</tr>
<tr>
<td>$| AM - E |_F$</td>
<td>9.94</td>
<td>9.87</td>
<td>9.86</td>
<td>9.82</td>
</tr>
<tr>
<td>$# k$ with $| r_k | &gt; 0.4$</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$max | r_k | $</td>
<td>0.54</td>
<td>0.49</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>flops</td>
<td>5.1E6</td>
<td>2.4E6</td>
<td>2.3E6</td>
<td>3.2E6</td>
</tr>
</tbody>
</table>

Table 5. Sparse approximate inverses for various parameters $s$ and $mi$, ORSIRR2

<table>
<thead>
<tr>
<th>$m=q=15$, (8a):</th>
<th>s=6, $mi=15$</th>
<th>s=5, $mi=15$</th>
<th>s=4, $mi=15$</th>
<th>s=3, $mi=9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>flops</td>
<td>1.491E6</td>
<td>1.493E6</td>
<td>1.492E6</td>
<td>1.846E6</td>
</tr>
</tbody>
</table>

Table 6. Sparse approximate inverses for various parameters, ORSIRR2

<table>
<thead>
<tr>
<th>$m=q=15$, (8b):</th>
<th>s=1, $mi=0$</th>
<th>s=1, $mi=10$</th>
<th>s=3, $mi=15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$nnz(M)$</td>
<td>3543</td>
<td>3967</td>
<td>3748</td>
</tr>
<tr>
<td>$| AM - E |_F$</td>
<td>9.36</td>
<td>9.34</td>
<td>8.80</td>
</tr>
<tr>
<td>$# k$ with $| r_k | &gt; 0.4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>maximum $#$ of entries in $M_k$</td>
<td>10</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>average $#$ of steps</td>
<td>4.00</td>
<td>4.48</td>
<td>2.05</td>
</tr>
<tr>
<td>maximum $#$ of steps</td>
<td>10</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>average $#$ of new entries/step</td>
<td>1</td>
<td>1</td>
<td>2.06</td>
</tr>
</tbody>
</table>
The fastest method is again the sparse Gram-Schmidt algorithm. Hence, in the following we compare various sparse approximate inverses computed by the sparse Gram-Schmidt orthogonalization. Again we see, that appropriate chosen \(mi > 0\) and \(s > 1\) give the best results.

<table>
<thead>
<tr>
<th>(m=q=15, (8b):)</th>
<th>(s=1, mi=0)</th>
<th>(s=1, mi=10)</th>
<th>(s=3, mi=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS</td>
<td>6.6E6</td>
<td>3.9E6</td>
<td>2.2E6</td>
</tr>
<tr>
<td>sparse GS</td>
<td>5.3E6</td>
<td>3.1E6</td>
<td>1.7E6</td>
</tr>
<tr>
<td>sparse Mod. GS</td>
<td>5.5E6</td>
<td>3.5E6</td>
<td>1.9E6</td>
</tr>
<tr>
<td>sparse Househ.</td>
<td>27.3E6</td>
<td>10.3E6</td>
<td>5.1E6</td>
</tr>
</tbody>
</table>

Table 7. Number of flops for computing sparse approximate inverses, ORSIRR2

Next, we display the total costs for solving a linear equation (1) with BiCGSTAB and computing the sparse approximate inverse with the sparse Gram-Schmidt method. The examples in Table 10 are related to optimal choices of the parameters with minimal total costs. The number of flops for computing \(M\) is more than a factor 2 smaller than the number of flops for the BiCGSTAB iteration in this sequential computation. Hence, also in a parallel environment the computation of \(M\) will be not expensive compared with the actual iteration for solving (1).
Next, we consider the transpose of the matrix PORES2 ($n = 1224$, $nnz = 9613$) from the Harwell-Boeing collection. Here, the Gram-Schmidt process was not stable for some columns, especially for the parameter $s = 1$. Hence, we use the Modified Gram-Schmidt method in the sparse version.

For the last example, the matrix SHERMAN2 ($n = 1080$, $nnz = 23094$), only the Householder-QR-algorithm gave acceptable solutions of the least-squares problems. Gram-Schmidt, Modified Gram-Schmidt and the Givens-method failed. We present here two examples that gave satisfactorily results based on the sparse Householder approach.
Here, the total costs are ruled by the costs for computing \( M \). But, if we try to use an approximate inverse with less entries, then we loose also the convergence in the iterative method. If we use the criterion (8b), then like described in [10], we need some iterative refined (and more expensive) Gram-Schmidt algorithm, e.g. the Daniel-Gragg-Kaufman-Stewart-method, or we apply also the Householder factorization like in Table 12. But this is not so effective in connection with (8b) in view of the implicit representation of \( Q \).

### 6. Conclusions

Let us state some results of our theoretical and numerical considerations.

- Adding more than one new index per step by choosing \( s > 1 \) leads to slightly overshooting but helps to find profitable index sets and not to be caught with unprofitable indices. A good choice can be \( s \approx p \) in connection with (8a) or \( s \approx p/2 \) with (8b) \( (p = \text{nnz}(A)/n) \). The mean value criterion helps to delete unprofitable indices.

- The total number \( q \) of allowed entries per column should be of the order of \( p \). If this can not be satisfied the costs for computing \( M \) may be much higher then the costs for the iterative solver (compare Table 12).

- Considering not all possible new indices but only the indices related to
larger entries in $r_k$, saves costs. A good choice is $mi \approx 3p$, then there are enough candidates, and we can find profitable indices.

- The best choice for the QR-decomposition is the implicit Householder method for (8a), or the modified or the iteratively refined Gram-Schmidt method for (8b). The classical Gram-Schmidt algorithm would always be the fastest method, but is numerically unstable. In all QR-methods it is possible to reduce the costs by using the sparsity of $A$ and $Q$.

- For problems with ill-conditioned submatrices $\hat{A}$ the exact minimization (8b) needs less entries in columns of $M$. Hence, for better load balancing between the columns $M_k$, (8b) may be favourable in this case. But in general our numerical results show that (8a) is preferable.

- In some examples also the iterative solution of the least-squares problem may be advisable. But then $s$ should be large ($\geq 5$) and $m$ should be small ($\leq 3$), in order to reduce the number of least-squares problems that have to be solved.
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