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Foreword

The distributed systems laboratory in the Mathematics and Computer Science Division of the Argonne National Laboratory and Lehrstuhl für Rechnertechnik und Rechnerorganisation (LRR-TUM) of Technische Universität München share common interests in the development of software for parallel and distributed computing. Argonne has developed the GLOBUS metacomputing infrastructure, LRR-TUM has developed many instances of online tools for distributed program and development.

Günther Rackl, a researcher at LRR-TUM’s grant “Methods and Tools for parallel and distributed Systems” (German Science Foundation grant: DFG SFB 342, TP A1) had developed the MIMO Middleware monitor with CORBA-based interfaces. It was a very good opportunity for him to use MIMO to observe the behaviour of GLOBUS components. For this purpose, Günther Rackl had a research stay at Argonne National Laboratory from September to November 1999. This paper reports on the work done at Argonne.

LRR-TUM is especially grateful to the Argonne National Laboratory, especially to Ian Foster for hosting Günther Rackl and thereby strengthening the research links between both institutions.

Munich, March 10th 2000

Arndt Bode
Abstract

This report describes work done during a research stay at Argonne National Laboratory from September to November 1999. It is about connecting components of the Globus metacomputing infrastructure developed at Argonne National Laboratory to the MIMO monitoring system developed at LRR-TUM.

MIMO Middleware monitor is built to enable easy connection of diverse middleware platforms. This is enabled by introducing a well defined interface for data collection components (“intruders”). This report shows how to realize an adapter for the Globus metacomputing infrastructure to MIMO, allowing to observe the behavior of several Globus components. As MIMO’s interfaces are CORBA-based and Globus is completely implemented in C, an ORB providing a C language mapping was used for this purpose. With the resulting C-adapter for MIMO, exemplary instrumentations of the Globus gatekeeper and jobmanager components have been carried out in order to show the appropriateness of the approach. The C-adapter itself is kept generic and allows for usage with other C-based middleware platforms.
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1 Introduction

Developing and maintaining large distributed software environments is one of the major challenges in computer science at the time. The usage of middleware platforms abstracting from diverse and heterogeneous computing platforms is a common approach to handle the complexity of such systems. Middleware platforms include general purpose distributed object-computing environments [RZB99] like CORBA or DCOM, message-oriented middleware (MOM), transaction processing monitors (TPMs), or meta-computing infrastructures like Globus.

This report first introduces the MIMO Middleware MOnitor infrastructure, a monitoring and management system that addresses the following issues:

- **Support for the whole software lifecycle:** In order to be able to build tools for the complete software lifecycle, information on all abstraction levels of the system has to be gathered. This includes low-level information, e.g. needed for debugging purposes, as well as high-level information for application management issues. MIMO solves this problem by introducing a multi-layer-monitoring model that is used to classify data collected from the observed system.

- **Integration of monitoring and management functionality:** Supporting the complete software lifecycle allows us to use a single system for monitoring and management tasks; as the term “monitoring” is mostly used for low-level aspects, and “management” rather for high-level administrative tasks, the multi-layer-model makes it possible to build both kinds of tools only using MIMO.

- **Integration of heterogeneous middleware platforms:** MIMO is designed to enable monitoring of different middleware platforms simultaneously. This is done by introducing a generic interface for middleware platforms to MIMO, such that heterogeneous systems can be easily integrated. As interoperable applications are getting more and more popular (see e.g. CORBA-COM bridges), the ability to observe heterogeneous systems simultaneously is one of the key features for future monitoring systems.

Subsequently, we describe the connection of the Globus metacomputing infrastructure [FK98] to the MIMO system. This possibility to easily add very diverse middleware platforms to the monitoring system is one of the key features of MIMO’s design. The integration of Globus is enabled by means of an adapter providing functionality to instrument Globus components implemented in C to MIMO. All communication is handled via CORBA, which abstracts from difficulties arising when different programming languages and hardware/operating system platforms might be used.
2  MIMO MIddleware MOonitor

This section gives a brief overview of the MIMO system. First, we introduce the applied multi-layer-monitoring model (MLM), and subsequently we give an overview of MIMO’s features and usage policies.

2.1  The Multi-Layer-Monitoring Model

Here we describe the system model and multi-layer-monitoring approach, on which the MIMO system is based. Figure 1 shows an illustration of a typical distributed middleware environment that we consider.

![Multi-Layer Monitoring Model](image)

Figure 1: Multi-Layer Monitoring Model

The system to be monitored consists of six abstraction layers, from which the monitor collects information and provides it to tools only by means of the tool-monitor interface. All information gathered by the monitoring system is classified according to this layer model. For various middleware platforms, this abstract model can be mapped to concrete entity types related to the respective middleware environments. Consequently, a multi-layer monitoring (MLM) approach [Rae99] which closely reflects the structure of distributed object-environment is well suited for a large class of online tools. For obtaining information from all abstraction layers, specialized modules adapted to requirements of the layer to be observed can be inserted into the monitoring system. Thus, the monitor is kept very modular and flexible and can easily be adjusted to changes of the distributed environment.
2.2 MIMO Monitoring Scenario

MIMO’s architecture is based on the monitoring scenario shown in Figure 2. The fundamental architecture relies on the separation of the tools from the monitoring system and the observed applications [LWSB97]. The resulting 3-tier model shows tools making use of MIMO by means of a tool-monitor-interface, while MIMO collects information from the monitored applications by means of intruders or adapters which communicate with MIMO through a intruder-monitor-interface. The difference between intruders and adapters is that intruders are transparently integrated into the application (without rebuilding the application), while adapters might be built by inserting code into the application (and rebuilding it).

2.3 MIMO Architecture

An illustration of the basic MIMO architecture is shown in Figure 3. Every instance of MIMO keeps information about the current system state, i.e. data about the applications currently attached to this instance via the intruders/adapters. Furthermore, information about currently attached tools and their active requests is stored. Information can also be exchanged between various MIMO instances, but it is only stored once at the MIMO instance who’s intruder/adapter provided the data.

2.3.1 Tool-Monitor-Interaction

The only entrance point for tools to MIMO is the tool-monitor-interface, which is a CORBA IDL interface that basically provides methods for attaching to and detaching from MIMO, and for starting and stopping requests.

When requests are started, the result can either be returned synchronously if this is possible (e.g. for system state queries), or in an event-based manner, which is
necessary for passing results of asynchronously occurring events (e.g. interactions between entities). Events are passed from MIMO to the tool through a CORBA event channel which is set up during the attachment of the tool.

### 2.3.2 Intruder/Adapter-Monitor-Interaction

The entrance point for adapters and intruders is the intruder-monitor-interface, which provides methods for attaching and detaching intruders/adapters. After initialization, communication between MIMO and the clients is only handled via two CORBA event channels which are set up at startup. Event channels are mandatory because an asynchronous way of interaction is needed in order to influence the observed system as little as possible. Whenever an “interesting” event occurs within the monitored application, the intruder builds a CORBA event and passes it to MIMO via the monitor-intruder event channel. Similarly, whenever MIMO needs to pass information to the intruder, e.g. for configuring the intruder, it passes a CORBA event to the intruder via its intruder-monitor event channel. This way of communication results in a decoupled intruder/adapter-MIMO interaction scheme. Moreover, it is very flexible due to the standardized protocol which allows for easy integration of different types of middleware platforms which need to be attached by very different intruder/adapter implementations.

For details see [RLRS00].
3 Globus Adapter for MIMO

This section describes the design and implementation of a Globus adapter for MIMO, i.e. a component for collecting information from Globus applications and delivering it to MIMO in an appropriate way.

3.1 MLM Mapping for Globus

First, the MLM model needs to be mapped to Globus entities, yielding the following assignment of MIMO’s abstract entities to concrete Globus entities shown in Table 1.

<table>
<thead>
<tr>
<th>Abstract MIMO layer</th>
<th>Concrete Globus Entities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>Globus applications</td>
</tr>
<tr>
<td>Interface</td>
<td>Globus gatekeeper</td>
</tr>
<tr>
<td>Distributed Objects</td>
<td>Globus job identification</td>
</tr>
<tr>
<td>Implementation</td>
<td>Local executable</td>
</tr>
<tr>
<td>Run-time</td>
<td>Local PID</td>
</tr>
<tr>
<td>Hardware</td>
<td>Node</td>
</tr>
</tbody>
</table>

Table 1: Mapping of MIMO layers to Globus job execution

This mapping mainly concentrates on running Globus jobs, which are started on different hosts by using the gatekeeper’s interface to authenticate and authorize a user. Other Globus information sources like the heartbeat monitor or MDS could also be integrated into the model, but have not been taken into account up to now.

3.2 Globus Adapter Design Issues

The Globus adapter delivering gathered data to MIMO has to use MIMO’s CORBA interfaces for attaching and detaching, and CORBA event channels for asynchronous communication. Therefore, an ORB handling the communication with MIMO needs to be integrated into the adapter. As the Globus adapter needs to be integrated and linked with Globus components, it is conveniently implemented in C like the Globus components used for the prototype implementation. Under given circumstances, it would also be possible to develop a C++ library which could be linked with wrapping C-Code, but the proper approach is to use C for implementing the adapter itself.
3.2.1 ORBs Providing a C Language Mapping

The following criteria were important for selecting a C ORB to implement the Globus adapter:

- Light-weight:
  The ORB should be light in size and performance in order to influence the observed system as little as possible

- Free Availability:
  The chosen ORB should be freely available without any constraints.

- Functionality:
  The ORB has to provide a C-mapping (clearly) and basic naming and event services.

- CORBA compliance:
  Many ORBs still show a lack of CORBA compliance. This results in a lacking interoperability with other ORBs provided by different vendors. As MIMO is implemented using the ORBacus ORB [Obj99], CORBA compliance and interoperability are crucial criteria for the selected ORB.

Unfortunately, the number of ORBs fulfilling the above requirements is rather small, because C-mappings are not provided at all with most ORB implementations. For an overview of ORBs and their properties, also see [Eng99].

After comparing existing ORBs fulfilling our requirements the ORBit ORB [Red99] was chosen. ORBit is developed under the GNOME projects (and therefore freely available with a GNU license), provides a C-mapping, and is a very light-weight and high-performing implementation. Also CORBA compliance and interoperability with ORBacus is given. ORBit’s implementation is still ongoing and therefore some bugs can be expected in the code, but the developers are very responsive and provide good support.

The only alternative to ORBit is ILU by Xerox, which also provides a C-mapping, but has the disadvantage of being a very heavy-weight product (supporting even more than “just” CORBA). Thus, ORBit was favored because of its compactness.

3.2.2 Globus Adapter Design

The Globus adapter is implemented as a C library providing basic functions for attaching to and detaching from MIMO, and for providing event-based asynchronous data in case of state changes. At present, only event flow from the adapter to MIMO has been implemented, whereas manipulation events for e.g. steering applications by MIMO have not yet been considered.
4 Globus Adapter Realization

As said above, the Globus adapter is implemented as a set of C functions to be called from Globus components. The instrumentation of the C code itself can be done in various ways, e.g. source code instrumentation or transparent instrumentation of other libraries.

4.1 Globus Adapter Interface

Figure 4 shows the functions that are available for communicating with MIMO.

/* attach to and detach from MIMO: */

int MIMO_attach(int argc, char *argv[]);
int MIMO_detach(void);

/* push events: */

/* generic event: */
int MIMO_event(char *evtype, CORBA_any descr);

/* object lifecycle and interaction: */
int MIMO_newEvent(char *entities[6] );
int MIMO_delEvent(int layer,char *entname);
int MIMO_interactionEvent(int layer1, char *entname1,
                          int layer2, char* entname2,
                          char *method);

Figure 4: Globus Adapter Functions

The attach and detach operations are used for setting up and terminating connections to MIMO. Whenever no MIMO is running within the environment, any function call to the adapter will fail without further influence to the observed program.

4.2 Attach and Detach Operations

The parameters to be passed with the above attach and detach operations are defined in MIMO’s intruder-monitor interface defined using the CORBA IDL interface description language shown in Figure 5.
module MIMO {
    typedef long T_IntruderID;

    interface IntruderMonitor {
        // Attach:
        // result is an intruder id, and two event
        // channels, one for
        // communication from the intruder to the monitor,
        // the other one for a command channel from the
        // monitor to the intruder

        T_IntruderID attach(in string iname,
                            out CosEventChannelAdmin::EventChannel ievch,
                            out CosEventChannelAdmin::EventChannel mevch)
            raises(MIMOException);

        // Detach:
        // intruder id needed as parameter
        void detach(in T_IntruderID iid)
            raises(MIMOException);
    };
};

Figure 5: MIMO Intruder-Monitor Interface

4.3 Event Passing

The generic MIMO_event operation can be used to generate any kind of event for MIMO. Its format contains a string giving the type of the event and a CORBA any keeping the description. The time of the event is automatically added by the Globus adapter.

For often occurring events like lifecycle events (construction and destruction of objects) and object interaction, additional operations have been added to the Globus adapter. The operations are MIMO_newEvent, MIMO_delEvent, and MIMO_interaction event.

The parameters passed to them comply with the IDL description of possible MIMO intruder events shown in Figure 6. All MIMO types are based on the general notion of an entity, who’s IDL description is given in Figure 7.
module MIMO {

    // general event definition:
    struct IntruderEvent {
        // time of event:
        string time; // long long (= java long)
        // type of event:
        string etype; // new/del, interaction, mw_call
        // description of the event:
        any description;
    }

    // new event:
    struct newIntruderEvent {
        EntityList e6list; // list of entity-ids on all layers
    }

    // delete event:
    struct delIntruderEvent {
        Entity delEnt; // the entity to be deleted
    }

    // interaction event:
    struct interactionIntruderEvent {
        Entity e1,e2; // the two interacting entities
        string method; // the method name
    }
};

Figure 6: MIMO Intruder Events
module MIMO {
    typedef long ToolID;
    typedef long RequestID;
    typedef string RequestName;
    typedef long Result;

    // Possible Entity Types:
    enum EntityType { E_Appl, E_Interface, E_Object,
                     E_Impl, E_Runtime, E_Node };

    // an identifier for an entity:
    typedef string EntityID;

    // a single entity:
    struct Entity {
        EntityType etype;
        EntityID eid;
    };

    // a list of arbitrary entities:
    typedef sequence<Entity> EntityList;

    // a list of entities with the same type:
    typedef sequence<EntityID> EntityIDList;
    struct EEntityList {
        EntityType etype;
        EntityIDList elist;
    };
}

Figure 7: MIMO Entity Definition
5 Instrumentation of Globus Components

An important concept of MIMO is not to depend on any special kind of instrumentation. Therefore various instrumentation techniques can be applied, as long as communication with MIMO is handled through its IDL interfaces and event channels.

5.1 Source Code Instrumentation

For simplicity, the gatekeeper and jobmanager Globus components were instrumented by inserting code into the Globus sources. The following things need to be done to apply this kind of instrumentation:

- Include the “globus-adap.h” header file
- Add MIMO_attach and MIMO_detach operations at the beginning and at the end
- Add MIMO event operations wherever events need to be generated
- Link the Globus adapter library with the executable

Clearly, the drawback of this approach is that sources have to be modified and rebuilt, but the advantage is that events can be generated with a very fine granularity, determined by the programmer in order to concentrate on specific aspects to be monitored. Moreover, the basic changes to the sources are kept very small as only three lines of code have to be added.

5.2 Gatekeeper and Jobmanager Instrumentation

In order to test the techniques described above, the Globus gatekeeper and jobmanager have been instrumented. By observing the gatekeeper, authentication and authorization behavior within Globus can be monitored, because the gatekeeper serves as the “entrance point” for users to a machine; this is the reason why is is classified in the interface layer of the MLM. Instrumenting of the jobmanager then allows for monitoring of running Globus jobs and their queuing system behavior.

Thus, instrumentation of both components with the approach described above enables generation of events for MIMO whenever new job submissions arrive at the observed nodes.

Of course, the instrumentation technique used here could be improved in order not to require source code manipulation, e.g. by means of instrumenting libraries used by the gatekeeper and jobmanager. In this case, no recompilation and no re-linking would be necessary, but event evaluation gets more complicated in this case.
6 Conclusion and Future Work

This report showed how to connect job submission components of the Globus meta-computing infrastructure to the MIMO monitoring system. For this purpose, an adapter for the CORBA C-language mapping has been developed and successfully deployed with the Globus gatekeeper and jobmanager components. This proof of concept demonstrates the applicability and flexibility of MIMO’s multi-layer-monitoring approach. Moreover, the developed C-adapter can be used for other C-based middleware platforms.

What remains to be done is a more sophisticated instrumentation of Globus components, including performance measurements and evaluation of the gained results using appropriate tools.

Also, other Globus information sources could be included to provide information for MIMO, for example the Globus heartbeat monitor and Globus MDS. Hence, MIMO could then be seen as an “information-source broker”, providing a central point for collecting different information coming from different sources. This could be a step to a more general approach for discovering information or event sources within a distributed computing environment.
A Software

All the developments were made using the following software environment:

<table>
<thead>
<tr>
<th>Hardware/OS</th>
<th>Sun with Solaris 2.6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MIMO:</strong></td>
<td></td>
</tr>
<tr>
<td>Java</td>
<td>JDK 1.2</td>
</tr>
<tr>
<td>ORB</td>
<td>ORBacus Java 3.2</td>
</tr>
<tr>
<td><strong>Globus Adapter:</strong></td>
<td></td>
</tr>
<tr>
<td>C compiler</td>
<td>gcc (egcs-1.1.2 release)</td>
</tr>
<tr>
<td>ORB</td>
<td>ORBit 0.5.1</td>
</tr>
</tbody>
</table>

The interoperability between ORBacus 3.2 and ORBit 0.5.1 caused no problems.
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