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Abstract

State-based specification and verification techniques can be used to derive properties of the data flow I/O relation of distributed systems. Safety properties of the I/O relation are typically expressed as a prefix relation on streams; they can be derived from state machine invariants. Liveness properties are typically formulated as a lower bound for the length of output streams; they can be derived from response or leadsto properties of state machines.

While the proof principles for invariance and leadsto properties are well known, proofs for larger systems tend to be rather complex: It is often difficult to get an overview over the complete proof structure, although each single proof step itself is quite simple and usually consists only of the verification of a predicate logic formula. This report shows how verification diagrams can be used to structure the proofs of invariance and leadsto properties. To provide some tool support, the approach is formalized in the theorem prover Isabelle.

*This work was supported by the Sonderforschungsbereich 342 “Werkzeuge und Methoden für die Nutzung paralleler Rechnerarchitekturen”.
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1 Introduction

"Once you get into this great stream of history, you can't get out"

Richard Nixon

To allow precise reasoning about a hard- or software system, a mathematical foundation for both systems and properties is a prerequisite. For some classes of systems — in particular, clocked hardware — temporal logics have been used successfully to formalize and to reason about their properties.

Temporal logic and model checking are less successful, however, when the data flow between loosely coupled components that communicate asynchronously via communication channels is examined. For such systems, a black box view which just relates input and output is more useful than the state-based glass box view of a component. Black box properties of data flow components and systems can be concisely formulated as relations over the communication history of components [6, 7]; such properties are inherently modular and allow easy reasoning about the global system behavior.

For individual data flow components, however, a state-based glass box view is helpful. State machines are good design documents for a component’s implementation. Moreover, they provide an operational intuition that can aid in structuring proofs: Safety properties, for example, are typically shown using induction over the machine transitions.

In a related report [1] we show how state-based and history-based specification and verification techniques for safety and liveness properties of distributed systems can be combined. State machine properties are expressed using a UNITY-like linear temporal logic; history properties are expressed as relations between input and output streams. Still, proofs for larger systems tend to be rather complex; it is often difficult to get an overview over the complete proof structure, although each single proof step itself is quite simple and usually consists only of the verification of a predicate logic formula.

Verification diagrams [4, 13] visualize the proof structure of temporal logic proofs and reduce temporal reasoning to the proof of verification conditions in first-order predicate logic. In this report, we introduce verification diagrams for the invariance and leadsto properties used in the derivation of black box properties for state machines. To help in the book keeping of the verification conditions, we present a formalization of our approach in Isabelle/HOL [17].

This report is structured as follows. In Section 2 we summarize the definitions for state machines and proof principles for the derivation of data flow properties of state machines; we refer to [1, 5] for a more detailed presentation. In Section 3 we introduce verification rules and verification diagrams for invariance and leadsto properties. Section 4 outlines the embedding into the theorem prover Isabelle. Section 5 contains a small example, and Section 6 concludes.
2 State Machines

A system in our framework is a network of components. Each component has input and output ports. The ports are connected by directed channels used for the communication between the components of a system. Component behavior can be specified by state machines that define the reaction of a component depending on the current input and the current state of the machine.

In this section, after repeating some preliminaries in 2.1, we introduce state transition systems and their executions (Section 2.2 and 2.3) as the mathematical basis of state machines. A subset of temporal logic is introduced in Section 2.4 to describe properties of state machine executions. Section 2.5 presents a graphical notation for state machines. Section 2.6 introduces state machine composition, and in Section 2.7 we summarize how state machine properties can be used to derive properties of the I/O history of state machines.

2.1 Streams and Valuations

The communication history between components is modeled by streams. A stream is a finite or infinite sequences of messages. Finite streams can be enumerated, for example: \( \langle 1, 2, 3, \ldots, 10 \rangle \); the empty stream is denoted by \( \langle \rangle \). For a set of messages \( \text{Msg} \), the set of finite streams over \( \text{Msg} \) is denoted by \( \text{Msg}^* \), that of infinite streams by \( \text{Msg}^\infty \). By \( \text{Msg}^w \) we denote \( \text{Msg}^* \cup \text{Msg}^\infty \). Given two streams \( s, t \) and \( j \in \mathbb{N} \), \( \#s \) denotes the length of \( s \). If \( s \) is finite, \( \#s \) is the number of elements in \( s \); if \( s \) is infinite, \( \#s = \infty \). We write \( s \sim t \) for the concatenation of \( s \) and \( t \). If \( s \) is infinite, \( s \sim t = s \). We write \( s \subseteq t \), if \( s \) is a prefix of \( t \), i.e. if \( \exists u \in \text{Msg}^w : s \sim u = t \). The \( j \)-th element of \( s \) is denoted by \( s.j \), if \( 1 \leq j \leq \#s \); it is undefined otherwise. \( \text{ft}.s \) denotes the first element of a stream, i.e. \( \text{ft}.s = s.1 \), if \( s \neq \langle \rangle \), while \( \text{rt}.s \) denotes the rest of a stream when this first element was removed, i.e. \( \langle \text{ft}.s \rangle \sim \text{rt}.s = s \) if \( s \neq \langle \rangle \).

We assume an (infinite) set \( \text{Var} \) of variable names. A valuation \( \alpha \) is a function that assigns to each variable in \( \text{Var} \) a value from the variable's type. By \( \text{free}(\Phi) \) we denote the set of free variables in a logical formula \( \Phi \). If an assertion \( \Phi \) evaluates to true when each variable \( v \in \text{free}(\Phi) \) is replaced by \( \alpha(v) \), we write \( \alpha \models \Phi \).

Variable names can be primed: For example, \( v' \) is a new variable name that results from putting a prime behind \( v \). We extend priming to sets \( V' \triangleq \{ v' \mid v \in V \} \) and to valuations: Given a valuation \( \alpha \) of variables in \( \text{Var} \), \( \alpha' \) is a valuation of variables in \( V' \) with \( \alpha'(v') = \alpha(v) \) for all variables \( v \in \text{Var} \). Priming can also be extended to predicates, functions and other expressions: If \( \Psi \) is an assertion with \( \text{free}(\Psi) \subseteq V \), then \( \Psi' \) is the assertion that results from priming all free variables.

Note that an unprimed valuation \( \alpha \) assigns values to all unprimed variables, while a primed valuation \( \beta' \) only assigns values to all primed variables. If an assertion \( \Phi \) contains both primed and unprimed variables, we need two valuations to determine its truth. If \( \Phi \)
evaluates to true when each unprimed variable \( v \in \text{free}(\Phi) \) is replaced by \( \alpha(v) \) and each primed variable \( v' \in \text{free}(\Phi) \) is replaced by \( \beta'(v) \), we write \( \alpha, \beta \models \Phi \). Two valuations \textit{coincide} on a subset \( V \subseteq \text{Var} \) if \( \forall v \in V \cdot \alpha(v) = \beta(v) \). We then write \( \alpha \equiv \beta \).

### 2.2 State Transition Systems

A state transition system is a tuple \( S = (I, O, A, I, T) \), where \( I, O, A \) are sets of variables. A state of our system is described by a valuation \( \alpha \), that assigns values to all variables in \( V = I \cup O \cup A \). \( I \) is an assertion with \( \text{free}(I) \subseteq V \) that characterizes the initial states of the state transition system. \( T \) is a finite set of transitions; each transition \( \tau \in T \) is an assertion with \( \text{free}(\tau) \subseteq V \cup V' \). The tuple elements have to obey the following restrictions.

The sets \( I \) and \( O \), with \( I \cap O = \emptyset \), contain the input and output channel variables. The variables range over finite streams which represent the communication history to and from the component. The set \( A \) contains local state attributes, as e.g. a variable \( \sigma \) for a control state and variables for data states. Additionally, \( A \) contains for every \( i \in I \) a variable \( i^+ \). These variables hold the part of the external input stream \( i \) that has already been processed by \( \mathcal{S} \). The restrictions on the initialization and transition assertions defined below ensure that \( i^+ \sqsubseteq i \) holds in all reachable states. We define \( i^+ \) indirectly as the part of the message history that has not yet been processed by requiring \( i = i^+ \sim i^+ \).

The assertion \( I \) characterizes the initial states of the system. We require \( I \) to be satisfiable for arbitrary input streams

\[
\exists \alpha \cdot \alpha \models I \land (\forall \beta \cdot \beta \equiv \alpha \Rightarrow \beta \models I)
\]

and to assert that initially no input has been processed and no output has yet been produced:

\[
I \Rightarrow \bigwedge_{i \in I} i^+ = \langle \rangle \land \bigwedge_{o \in O} o = \langle \rangle
\]

The set \( T \) contains the allowed transitions of \( \mathcal{S} \). Every transition \( \tau \in T \) is an assertion over \( V \cup V' \) and relates states with their successor states. Unprimed variables in \( \tau \) are evaluated in the current state, while primed variables are evaluated in the successor state. All transitions must guarantee that the system does not take back messages it already sent, that it can not undo the processing of input messages, that it can only read messages that have been sent to the component and that it does not change the variables for input streams, since these are controlled by the environment:

\[
\tau \Rightarrow \bigwedge_{o \in O} o \subseteq o' \land \bigwedge_{i \in I} i^+ \sqsubseteq i'^+ \land \bigwedge_{i \in I} i'^+ \sqsubseteq i \land \bigwedge_{i \in I} i = i'
\]

In addition to the transitions in \( T \), there is an implicit \textit{environment transition} \( \tau_e \). This transition allows the environment to extend the input, while it leaves the controlled
variables \( v \in O \cup A \) unchanged:

\[
\tau_e \overset{\text{def}}{=} \bigwedge_{v \in O \cup A} v = v' \land \bigwedge_{i \in I} i \subseteq i'
\]

A transition is enabled in a state \( \alpha \), written as \( \alpha \models \text{En}(\tau) \), iff there is a state \( \beta' \) such that \( \alpha, \beta' \models \tau \).

**Example.** As an example, we consider a simple buffer: The buffer has two input channels \( i \) and \( r \), and one output channel \( o \) (Figure 1). The buffer is intended to store all messages it receives on \( i \). For every request message \( \textcircled{\text{r}} \) it receives on the channel \( r \), it re-sends the stored data in a FIFO-manner via the output channel.

![Figure 1: Simple Buffer](image)

As local attributes we choose (besides to the variables \( i^r \) and \( r^s \) and \( \sigma \) for the control state) an integer variable \( c \) to count pending request, and a sequence variable \( q \) to store the sequence of messages stored in the buffer: When the buffer receives a message, we append it at the end of \( q \). If we receive a request, we output the first element of \( q \), and remove it from \( q \). If there are no messages in \( q \) that can be sent, we count the pending request by incrementing \( c \). If we receive some message later, we can immediately forward it and decrement \( c \) in this case. Obviously, the initial values are \( c = 0 \) and \( q = \langle \rangle \). Thus, we have the following variable sets:

\[
I = \{i, r\} \quad O = \{o\} \quad A = \{i^r, r^s, \sigma, c, q\}
\]

The initial condition \( I \) is formalized as an example for a state predicate in Section 2.4. A convenient way to describe \( T \) of a STS is by state transition diagrams, so we describe the detailed behavior of the buffer in Section 2.5.

### 2.3 Executions

An execution of an STS \( S \) is an infinite stream \( \xi \) of valuations that satisfies the following three requirements:

1. The first valuation in \( \xi \) satisfies the initialization assertion:

\[
\xi.1 \models I
\]
2. Each two subsequent valuations $\xi_k$ and $\xi_{k+1}$ in $\xi$ are related either by a transition in $T$ or by the environment transition $\tau_e$:

$$\xi_k, \xi_{k+1} \vdash \tau_e \lor \bigvee_{\tau \in T} \tau$$

3. Each transition $\tau \in T$ of the STS is taken infinitely often in an execution, unless it is disabled infinitely often (weak fairness):

$$\left( \forall k \cdot \exists l \geq k \cdot \xi_l \models \neg \text{En}(\tau) \right) \lor \left( \forall k \cdot \exists l \geq k \cdot \xi_l, \xi_{l+1} \models \tau \right)$$

By $\langle S \rangle$ we denote the set of all executions of a system $S$.

### 2.4 Predicates and Properties

State machine properties are expressed using assertions that relate communication histories and the values of the attribute variables.

A state predicate of a state machine $S = (I, O, A, I, T)$ is an assertion $\Phi$ where the free variables range over the variables in $V = I \cup O \cup A$.

An example for a state predicate is the initialization assertion $I$ of the state machine Buffer (Figure 1):

$$\sigma = \text{Empty} \land q = \langle \rangle \land c = 0 \land i^+ = i \land i^- = \langle \rangle \land r^+ = r \land r^- = \langle \rangle \land o = \langle \rangle$$

State predicates relate the communication histories and state variables only at a given point in a system execution. To express properties about the complete execution, predicates are lifted to executions by one of the following two operators:

- **initially** $\Phi$ holds for a state machine $S$ and a state predicate $\Phi$, iff $\Phi$ is true under the variable valuation of the first time point of each system run:

$$\forall \xi \in \langle S \rangle \cdot \xi.1 \models \Phi$$

This is denoted by $S \models \text{initially} \, \Phi$. It holds if the characterization of the initial states imply $\Phi$, i.e. if $I \Rightarrow \Phi$ is valid.

- $\Phi \text{ co } \Psi$ holds for a state machine $S$ and state predicates $\Phi$ and $\Psi$ ($\Phi$ constrains $\Psi$), iff whenever $\Phi$ evaluates to true at a point in a system execution, then so does $\Psi$ at the subsequent point:

$$\forall \xi \in \langle S \rangle \cdot \forall k \cdot \left( \xi.k \models \Phi \Rightarrow \xi.(k+1) \models \Psi \right)$$

This is denoted by $S \models \Phi \text{ co } \Psi$. The operator $\text{ co }$ is defined to have a weaker binding than all other logical operators.
We also use the following abbreviations:

\[ \mathcal{S} \models \text{stable } \Phi \iff \mathcal{S} \models \Phi \text{ co } \Phi \]

\[ \mathcal{S} \models \text{inv } \Phi \iff \mathcal{S} \models \text{stable } \Phi \text{ and } \mathcal{S} \models \text{initially } \Phi \]

Informally, a predicate is stable if its validity is preserved by all transitions of a system, and we call it an invariant, if it holds in all reachable states.

Progress is expressed by the leaddto operator \( \rightarrow \). Intuitively, \( \Phi \rightarrow \Psi \) means that whenever in a state machine execution a state is reached where \( \Phi \) holds, at the same or at a later point in the execution a state is reached where \( \Psi \) holds.

The semantic definition of \( \mathcal{S} \models \Phi \rightarrow \Psi \) is as follows. For all \( \xi \in \langle S \rangle \),

\[ \forall k \cdot (\xi.k \models \Phi) \Rightarrow (\exists l \geq k \cdot \xi.l \models \Psi) \]

From the semantic definition it follows immediately that \( \rightarrow \) is transitive, and that whenever \( \Phi \Rightarrow \Psi \), then also \( \Phi \rightarrow \Psi \).

### 2.5 State Transition Diagrams

Typically, an STS is not specified by defining formally all elements of the quintuple, but by a state transition diagram (STD). STDs are directed graphs where the vertices represent (control) states and the edges represent transitions between states. One vertex is a designated initial state; graphically this vertex is marked by an opaque circle in its left half. Edges are labeled; each label consists of four parts: A precondition, a set of input statements, a set of output statements and a postcondition. In STDs, a transition (with the name name) is labeled using the following schema:

\[ \text{name :: } \{ \text{Precondition} \} \text{ Inputs } \triangleright \text{ Outputs } \{ \text{Postcondition} \} \]

Inputs and Outputs stand for lists of expressions of the form \( i?x \) and \( o!exp \) (\( i \in I, o \in O \)), respectively, where \( x \) is a constant value or a (transition-local) variable of the type of \( i \), and \( \exp \) is an expression of the type of \( o \). The Precondition is a boolean formula containing data state variables and transition-local variables as free variables, while Postcondition and \( \exp \) may additionally contain primed state variables. The distinction between pre- and postconditions does not increase the expressiveness, but improves readability. If the pre- or postconditions are equivalent to \( \text{true} \), they can be omitted.

The informal meaning of a transition is as follows: If the available messages in the input channels can be matched with Inputs, the precondition is and the postcondition can be made \( \text{true} \) by assigning proper values to the primed variables, the transition is enabled. If it is chosen, the inputs are read, the outputs are written and the postcondition is made true.
Example The behavior of the buffer is specified by the STD in Figure 2. We start in the state Empty. If we receive some data on i, we store this data in q, and move to the state Store. In this state, receiving a request, we output the first element of q, and stay in this state or move back to Empty, depending on the length of q. If we receive further data in the state Store, we append these in q. If there are no stored messages (in the state Empty), but a request arrives, we have to remember this open request, and do this by incrementing c. If c > 0, we are in state Count. If we get some data now, we immediately forward it on o, and decrement c, until there are no more pending requests and we return to the state Empty.

The buffer can also be specified differently, with fewer control states or fewer transitions. We chose this specification since it leads to verifications diagrams that are more interesting but still not too difficult.

\[ \tau_3 :: \]
\[ i\oplus d \triangleright \{q' = q \ominus \langle d \rangle \} \]

\[ \tau_4 :: \]
\[ \{\# q = 1\} \]
\[ r? \oplus \triangleright o! \otimes q \]
\[ \{q' = \langle \rangle \} \]

\[ \tau_5 :: \]
\[ \{c = 1\} \]
\[ \tau_6 :: \]
\[ \{c > 1\} \]
\[ i\oplus d \triangleright o! d \]
\[ \{c' = c - 1\} \]

\[ \tau_7 :: \]
\[ \{c = 0\} \]
\[ r? \oplus \triangleright \{c' = c + 1\} \]

\[ \var q : \text{Msg}^* = \langle \rangle \]
\[ \var c : \text{Nat} = 0 \]

Figure 2: STD for the Buffer

2.6 Composition of State Machines

Two state machines can be composed if they are compatible: The controlled variables must be disjoint, and no machine may read the internals of the other. Both components can interact since one component may read the output of the other. A transition of the composed system consists of the conjunction of a transition of one component with the environment transition of the other. The composed components operate in an interleaved manner.

The formal definition of this interleaving composition is in [1], where it is also shown that a composed system inherits the invariance and progress properties of its components.
2.7 Black Box Views of State Machines

An STS $\mathcal{S}$ describes operationally how component or system behavior is realized step by step. But sometimes a more abstract black box view of component behavior is desirable. It models a component as a relation over its possible input and output communication histories. This relation is denoted by $[\mathcal{S}]$; it is described by predicates, where all free variables belong to $I \cup O$.

The black box specification of the buffer is as follows:

$$[\text{Buffer}] \overset{\text{def}}{=} o \subseteq i \wedge \#o \leq \#r \wedge \#o \geq \min(\#i, \#r)$$

Note that the formula only refers to the input and output message streams, but not to the internal attributes $\sigma$, $q$ or $c$, nor to the internal history variables $i^\ast$, $r^\ast$ representing the already processed input.

This specification pattern is typical for black box specifications: The specification is a conjunction of prefix patterns which restrict the data values on the output channels, and by (in-)equalities which specify the length of the output histories in terms of the length of the input histories.

The first two conjuncts are safety properties: They restrict the messages on the output channel $o$, as well as the number of messages transmitted over $o$. They hold even if the buffer produces no output at all. The third conjunct is a liveness property. It gives a lower bound for the length of the output; thus, the buffer must produce output.

Black box views for an STS $\mathcal{S}$ can be derived systematically from temporal logic properties. When $\Phi$ is an admissible predicate with free variables from $I \cup O$, it is sufficient to show that $\Phi$ is an invariant:

$$[\mathcal{S}] \Rightarrow \Phi \quad \text{iff} \quad \mathcal{S} \models \text{inv } \Phi$$

This technique is used for the safety part of a black box specification. The liveness part is typically expressed as inequalities of the form $\#u \geq f(v_1, \ldots, v_n)$ for an output channel $u$, input channels $v_1, \ldots, v_n$ and a function $f$ from the input channel histories to $\mathbb{N}$; the function $f$ is assumed to be monotonic. Such inequalities can be shown by proving leadsto properties for the state machine (where $k \in \mathbb{N}$ is a constant distinct from all channel names):

$$[\mathcal{S}] \Rightarrow \#u \geq f(v_1, \ldots, v_n) \quad \text{iff} \quad \mathcal{S} \models \left(\#u = k \land f(v_1, \ldots, v_n) > k\right) \rightarrow \#u > k$$

In this paper, we do not treat this topic further, but concentrate on state machines and their properties together with proof techniques. The transition from state machines to black box views is formally treated in [1, 3]: The black box view of a STS is defined as a valuation for $I \cup O$ that coincides with the least upper bounds of the valuations in an execution of the STS.

Due to the asynchronous message passing between components in a composed system, it is possible to describe a systems black box behavior as the conjunction of the components
black box properties. Frequently, the combination of the black box properties is easier to understand than the composition of the underlying state machines, which leads to a complex state machine with a large state space. As a methodological conclusion for building systems from components, we suggest to handle the composition on the more abstract level of black box views, and analyze the behaviors of single components separately using the techniques of this paper.
3 Verification Diagrams

Black box properties of a component are derived from invariance and leadsto properties of the component state machine. In order to prove invariance and leadsto properties for state machines, one can use a number of verification rules. These rules reduce properties to simpler properties, and finally to a number of verification conditions in predicate logic. The usual linear presentation of such proofs, however, does not reflect the operational intuition behind the proof and can be confusing and hard to understand. Verification diagrams have been introduced as a graphical means to help in the representation of property proofs [13, 12, 4]. They can easily be adapted to our framework.

In this section, we first present some verification rules for the constrains and leadsto operators. In Section 3.2 we introduce verification diagrams for the graphical proof outline. Sections 3.3 and 3.4 present specific diagrams for invariance and leadsto properties, proof obligations and examples for each diagram class.

3.1 Verification Rules

Figures 3 and 4 contain typical verification rules for constrains and leadsto properties. They correspond to the UNITY verification rules of [15, 14]. In our framework, $\infty$ and $\mapsto$ are defined over state machine executions, while in [15, 14] they are defined over the transition relation of a state machine. We refer to [1] for a more detailed discussion and a justification of the rules.

3.2 Verification Diagrams

A verification diagram is always used in the context of a state transition system $S = (I, O, A, I, T)$. Similar to state transition diagrams, a verification diagram is a directed graph. Verification diagrams may not contain unreachable nodes. The diagram’s nodes are labeled by assertions $\Phi_0, \ldots, \Phi_n$. The free variables of each assertion are a subset of the STS variables $V = I \cup O \cup A$. Nodes marked by opaque circles in the left half are called initial nodes. A node marked by an opaque circle in the right half is called the terminal node. Initial and terminal nodes are optional, and there must be at most one terminal node. We tacitly assume that all node assertions are syntactically different and logically exclusive, and refer to the nodes by just their assertions. The edges in a verification diagram are labeled by transitions $\tau \in T$. A transition from a node $\Phi_a$ to a node $\Phi_b$ labeled with a list of transitions $\tau_k, \ldots, \tau_m$ are a shorthand for a group of transitions between $\Phi_a$ and $\Phi_b$ labeled with $\tau_k$ to $\tau_m$.

With each verification diagram we associate a set of verification conditions for the STS $S$; if all verification conditions are valid, we say that the diagram is valid. Depending on the structure of the diagram and the associated verification conditions, a valid diagram implies either a constrains or a leadsto property.
\[
\begin{array}{c}
\displaystyle T \Rightarrow \Phi \\
\hline
S \models \text{initially } \Phi
\end{array}
\quad
\begin{array}{c}
\Phi \land \tau \Rightarrow \Psi' \\
\Phi \land \tau \Rightarrow \Psi' \quad \text{for all } \tau \in T
\end{array}
\quad
\begin{array}{c}
S \models \Phi \land \tau \\
S \models \Phi \land \tau \Rightarrow \Psi'
\end{array}
\]

(a) Initiality

(b) Consequence

\[
\begin{array}{c}
S \models \Phi_1 \land \Phi_2 \\
S \models \Phi_1 \land \Phi_2 \Rightarrow \Psi_1 \land \Psi_2
\end{array}
\quad
\begin{array}{c}
S \models \Phi_1 \land \Phi_2 \land \chi \\
S \models \Phi_1 \land \Phi_2 \land \chi \Rightarrow \Psi_1 \land \Psi_2
\end{array}
\quad
\begin{array}{c}
S \models \Phi_1 \land \Phi_2 \land \chi \\
S \models \Phi_1 \land \Phi_2 \land \chi \Rightarrow \Psi_1 \land \Psi_2
\end{array}
\]

(c) Conjunction and Disjunction

(d) Transitivity

\[
\begin{array}{c}
S \models \Phi \land \chi \\
S \models \Phi \land \chi \Rightarrow \Psi
\end{array}
\quad
\begin{array}{c}
S \models \Phi \land \chi \land \chi \\
S \models \Phi \land \chi \land \chi \Rightarrow \Psi
\end{array}
\quad
\begin{array}{c}
S \models \Phi \land \chi \land \chi \\
S \models \Phi \land \chi \land \chi \Rightarrow \Psi
\end{array}
\]

(e) LHS Strengthening

(f) RHS Weakening

\[
\begin{array}{c}
S \models \neg \chi \\
S \models \Phi \land \chi \Rightarrow \Psi
\end{array}
\quad
\begin{array}{c}
S \models \neg \chi \\
S \models \Phi \land \chi \Rightarrow \Psi
\end{array}
\quad
\begin{array}{c}
S \models \neg \chi \\
S \models \Phi \land \chi \Rightarrow \Psi
\end{array}
\]

(g) LHS Invariant Elimination

(h) RHS Invariant Introduction

Figure 3: Verification rules for \( \text{co} \)
\[
\begin{array}{l}
S \models \Phi \land \Phi \lor \Psi \\
\text{For a transition } \tau \in \mathcal{T}: \\
\quad \Phi \Rightarrow \text{En}(\tau) \\
\quad \text{and} \\
\quad \Phi \land \tau \Rightarrow \Psi' \\
S \models \Phi \Rightarrow \Psi \\
\hline
S \models \Phi \Rightarrow \Psi \\
S \models \Psi \Rightarrow \chi \\
S \models \Phi \Rightarrow \chi \\
\end{array}
\]

(a) Ensure  

(b) Transitivity

\[
\begin{array}{l}
S \models \Phi(x) \Rightarrow \Psi \quad \text{for all } x \in X \\
S \models (\exists x \in X \cdot \Phi(x)) \Rightarrow \Psi \\
\Phi \Rightarrow \Psi \\
S \models \Phi \Rightarrow \Psi \\
\hline
S \models \Phi \Rightarrow \Psi \\
S \models \Phi \land \chi \Rightarrow \Psi \\
\hline
S \models \Phi \Rightarrow \Psi \\
S \models \Phi \Rightarrow \Psi \\
\end{array}
\]

(c) Disjunction  

(d) Implication

\[
\begin{array}{l}
S \models \Phi \Rightarrow \Psi \\
S \models \Phi \land \chi \Rightarrow \Psi \\
\hline
S \models \Phi \Rightarrow \Psi \\
S \models \Phi \Rightarrow \Psi \\
S \models \Phi \Rightarrow \Psi \lor \chi \\
\end{array}
\]

(e) LHS Strengthening  

(f) RHS Weakening

\[
\begin{array}{l}
S \models \text{inv } \chi \\
S \models \Phi \land \chi \Rightarrow \Psi \\
S \models \Phi \Rightarrow \Psi \\
\hline
S \models \text{inv } \chi \\
S \models \Phi \Rightarrow \Psi \\
S \models \Phi \Rightarrow \Psi \land \chi \\
\end{array}
\]

(g) LHS Invariant Elimination  

(h) RHS Invariant Introduction

Figure 4: Verification rules for \( \Rightarrow \)
Verification diagrams can be hierarchical: A node can contain a sub-diagram. Hierarchical diagrams can be flattened, so that assertions from a node higher in the hierarchy are conjoined with the assertion of the nodes below it; arrows entering or exiting higher-level nodes are connected to all lower-level nodes. Figure 5 shows the hierarchical and flattened version of a part of a verification diagram.

Since all hierarchical verification diagrams are equivalent to a flattened diagram, we discuss only flattened diagrams in the next section.

![Figure 5: Hierarchical and Flattened Verification Diagrams](image)

### 3.3 Invariance Diagrams

A invariance diagram is a verification diagram which contains no terminal node.

**Verification conditions.** The following verification conditions are associated with each node $\Phi$ of an invariance diagram:

- For each transition $\tau \in \mathcal{T}$ with $\tau$-labeled edges leaving $\Phi$ and entering nodes $\Phi_k, \ldots, \Phi_m$:
  $$\Phi \land \tau \Rightarrow \Phi_k \lor \cdots \lor \Phi_m$$

- For each transition $\tau \in \mathcal{T}$ with no $\tau$-labeled edge leaving $\Phi$:
  $$\Phi \land \tau \Rightarrow \Phi'$$

- Finally, for the environment transition $\tau_e$:
  $$\Phi \land \tau_e \Rightarrow \Phi'$$
\[ \Phi_2 \equiv \\
\sigma = \text{Store} \\
c = 0 \\
\#q > 0 \]

\[ \Phi_1 \equiv \\
\sigma = \text{Empty} \\
\bullet c = 0 \\
\#q = 0 \]

\[ \Phi_3 \equiv \\
\sigma = \text{Count} \\
c > 0 \\
\#q = 0 \]

\[ \hat{i}^v = o \cap q \land \# r^v = c + \# o \land \# r^v + \# q = \# \hat{i}^v + c \]

Figure 6: Invariance Diagram for the Buffer

The three classes of verification conditions cover for each node the complete set of transitions \( T \) as well as the environment transition \( \tau_e \) of \( S \). The right hand side of each implication can be weakened to include all node labels \( \Phi_0, \ldots, \Phi_n \). Thus, the validity of an invariance diagram implies for the each assertion \( \Phi \):

\[ S \models \Phi \text{ co } \Phi_0 \lor \ldots \lor \Phi_n \]

Using the disjunction rule for \( \text{co} \), this means that a valid invariance diagram implies the following property:

\[ S \models ( \forall_{0 \leq i \leq n} \Phi_i ) \text{ co } ( \forall_{0 \leq i \leq n} \Phi_i ) \]

If, in addition

\[ S \models \text{initially } ( \forall_{0 \leq i \leq n} \Phi_i ) \]

then

\[ S \models \text{inv } ( \forall_{0 \leq i \leq n} \Phi_i ) \]

Frequently, the initiality assertion of the state transition system is sufficiently strong that there is a subset \( N \subseteq \{0, \ldots, n\} \) with

\[ S \models \text{initially } ( \forall_{i \in N} \Phi_i ) \]

In this case, the nodes from \( N \) can be marked as initial nodes to further clarify the proof structure.

Example. Figure 6 shows an invariance diagram for the buffer. The following formula is an invariant:

\[ \Psi \equiv \\
\hat{i}^v = o \cap q \land \# r^v = c + \# o \land \# r^v + \# q = \# \hat{i}^v + c \]

To find such an invariant, an understanding of the operation of the STS is necessary. The intended meaning of the variables \( q \) and \( c \) must be encoded in the formulas:
• Messages read from $i$ are either already output on $o$, or are still stored in $q$.

• Received requests are either still pending (counted in $c$) or are already answered (by sending a message on $o$).

• The difference $\#r^* - c$ of the number of received requests and the number of open requests is the number of answered requests, and therefore equal to the number of received messages ($\#i^*$) minus the number of messages still buffered ($\#q$).

Thus, the Buffer can have messages in $q$, or it can have can have pending requests, or can be in an balanced state where $q$ is empty and there are no pending requests. These three case are reflected in three nodes in our diagram:

$\Psi_1 = \Psi \land \sigma = \text{Empty} \land c = 0 \land \#q = 0$

$\Psi_2 = \Psi \land \sigma = \text{Store} \land c = 0 \land \#q > 0$

$\Psi_3 = \Psi \land \sigma = \text{Count} \land c > 0 \land \#q = 0$

All in all, there are 27 proof obligations associated with the diagram:

• All transitions between nodes are correct:

  $\Psi_1 \land \tau_1 \Rightarrow \Psi'_2$

  $\Psi_1 \land \tau_5 \Rightarrow \Psi'_3$

  $\Psi_2 \land \tau_4 \Rightarrow \Psi'_1$

  $\Psi_3 \land \tau_8 \Rightarrow \Psi'_1$

• If there are no edges leaving a node, the corresponding transitions do not invalidate that node’s assertion:

  $\Psi_1 \land \tau_2 \Rightarrow \Psi'_1$

  $\Psi_2 \land \tau_7 \Rightarrow \Psi'_2$

  $\Psi_3 \land \tau_1 \Rightarrow \Psi'_3$

  $\Psi_1 \land \tau_3 \Rightarrow \Psi'_1$

  $\Psi_2 \land \tau_2 \Rightarrow \Psi'_2$

  $\Psi_3 \land \tau_2 \Rightarrow \Psi'_3$

  $\Psi_1 \land \tau_4 \Rightarrow \Psi'_1$

  $\Psi_2 \land \tau_3 \Rightarrow \Psi'_2$

  $\Psi_3 \land \tau_3 \Rightarrow \Psi'_3$

  $\Psi_1 \land \tau_6 \Rightarrow \Psi'_1$

  $\Psi_2 \land \tau_5 \Rightarrow \Psi'_2$

  $\Psi_3 \land \tau_4 \Rightarrow \Psi'_3$

  $\Psi_1 \land \tau_7 \Rightarrow \Psi'_1$

  $\Psi_2 \land \tau_6 \Rightarrow \Psi'_2$

  $\Psi_3 \land \tau_5 \Rightarrow \Psi'_3$

  $\Psi_1 \land \tau_8 \Rightarrow \Psi'_1$

  $\Psi_2 \land \tau_7 \Rightarrow \Psi'_2$

  $\Psi_3 \land \tau_6 \Rightarrow \Psi'_3$

  $\Psi_2 \land \tau_8 \Rightarrow \Psi'_2$

  $\Psi_3 \land \tau_7 \Rightarrow \Psi'_3$

• Finally, the environment transition does not invalidate node assertions:

  $\Psi_1 \land \tau_e \Rightarrow \Psi'_1$

  $\Psi_2 \land \tau_e \Rightarrow \Psi'_2$

  $\Psi_3 \land \tau_e \Rightarrow \Psi'_3$
The invariance diagrams is shown to be valid in Section 4.3. Moreover, the initialization predicate of the buffer implies $\Psi_1$, i.e.

$$Buffer \models \text{initially}(\Psi_1 \lor \Psi_2 \lor \Psi_3)$$

Thus, the disjunction of the node assertion is an invariant:

$$Buffer \models \text{inv}(\Psi_1 \lor \Psi_2 \lor \Psi_3)$$

and, since $\Psi_1 \lor \Psi_2 \lor \Psi_3 \Rightarrow \Psi$, also

$$Buffer \models \text{inv} \Psi$$

From the invariant $\Psi$ we can also deduce properties of the buffer’s I/O histories. Note that since $i^* \subseteq i$ and $r^* \subseteq r$ we have $\Psi \Rightarrow \chi$ with

$$\chi \overset{\iff}{=} o \subseteq i \land \#o \leq \#r$$

This means that also

$$Buffer \models \text{inv} \chi$$

Since the free variables of $\chi$ are channel variables of the buffer, and since $\chi$ is admissible, we can conclude (see Section 2.7) that it holds not only in each state of a buffer’s execution, but also for the complete I/O history:

$$[Buffer] \Rightarrow o \subseteq i \land \#o \leq \#r$$

### 3.4 Response Diagrams

A response diagram is a verification diagram that is acyclic: Its nodes can be ordered such that for each pair of nodes $\Phi_i$ and $\Phi_j$, if there is an edge from $\Phi_i$ to $\Phi_j$, then $i > j$. There is a single node with no outgoing edges. This node is marked as the terminal node and labeled with the assertion $\Phi_0$.

**Verification conditions.** No verification conditions are associated with the terminal node $\Phi_0$ of the diagram. For each non-terminal nodes $\Phi_i$, with $i > 0$, the following verification conditions are associated:

- Let $\tau_k, \ldots, \tau_m$ be the labels of the edges leaving $\Phi_i$. Then at least one of the corresponding transitions must be enabled in a state where $\Phi_i$ holds:

  $$\Phi_i \Rightarrow \text{En}(\tau_k) \lor \ldots \lor \text{En}(\tau_m)$$

  Note that since $i > 0$ there is at least one outgoing edge from $\Phi_i$.
• For each transition $\tau \in T$ with $\tau$-labeled edges leaving $\Phi_i$ and entering nodes $\Phi_k, \ldots, \Phi_m$:

$$\Phi_i \land \tau \Rightarrow \Phi_k' \lor \ldots \lor \Phi_m'$$

Since the diagram is acyclic, the node indices $k, \ldots, m$ are less than $i$.

• For each transition $\tau \in T$ with no $\tau$-labeled edge leaving $\Phi_i$:

$$\Phi_i \land \tau \Rightarrow \Phi_i'$$

• Finally, for the environment transition $\tau_e$:

$$\Phi_i \land \tau_e \Rightarrow \Phi_i'$$

The verification conditions cover for each node the complete set of transitions $T$ as well as the environment transition $\tau_e$ of $S$. Thus, the following constrains property can be shown to hold for each node $\Phi_i$, $i > 0$, where $\Phi_k, \ldots, \Phi_m$ are the nodes reachable from $\Phi_i$ by one edge ($k, \ldots, m < i$):

$$S \models \Phi_i \land \Phi_k \lor \ldots \lor \Phi_m$$

Using the ensure rule, this property together with the first two verification conditions implies:

$$S \models \Phi_i \land \Phi_k \lor \ldots \lor \Phi_m$$

and thus, by weakening of the right hand side,

$$S \models \Phi_i \land \left( \lor_{j<i} \Phi_j \right)$$

(†) By induction we now show that for all $i > 0$:

$$S \models \Phi_i \land \Phi_0$$

• For $i = 1$, the property above immediately implies

$$S \models \Phi_1 \land \Phi_0$$

• For a node $\Phi_i$ with $i > 1$, we know from the induction hypothesis that for all

$$S \models \Phi_j \land \Phi_0$$

By the disjunction rule,

$$S \models \left( \lor_{j<i} \Phi_j \right) \land \Phi_0$$

and thus by transitivity with (†),

$$S \models \Phi_i \land \Phi_0$$
By the disjunction rule of $\rightarrow$, this implies:

$$S \models (\forall_{0 \leq i \leq n} \Phi_i) \rightarrow \Phi_0$$

For two properties $\Phi$ and $\Psi$ with

$$\Phi \Rightarrow (\forall_{0 \leq i \leq n} \Phi_i) \quad \text{and} \quad \Phi_0 \Rightarrow \Psi$$

the verification diagram then implies

$$S \models \Phi \Rightarrow \Psi$$

because of the weakening and strengthening rules for $\Rightarrow$.

**Example.** Figure 7 shows the response diagram for our example of the simple buffer needed to show the following property, which states that the buffer outputs a message on channel $o$ provided there are enough message inputs and requests:

$$\#o = k \land k < \min (\#i, \#r) \Rightarrow \#o > k$$

This property holds immediately for states where only transitions are enabled that produce output ($\tau_2$, $\tau_1$, $\tau_6$ and $\tau_8$). From all other states, the system must move closer to a state where output must be produced. In the verification diagram, the state space is split into five partitions, $\Phi_1$ to $\Phi_5$. The terminal node $\Phi_0$ is the target node, where output on $o$ has been produced. Transitions that send a message on $o$ immediately reach the target node. Other transitions may keep a node assertion valid, or lead to a node closer to the target. Proofs of the enabledness of the transitions depend on the left hand side of the property, which implies that there is input waiting on $i$ or $r$.

For example, initially the buffer would be in a state that satisfies $\Phi_5$. Now, since $\#o < \min (\#i, \#r)$, both transition $\tau_1$ (which reads a message from $i$ and stores it in the queue) and transition $\tau_6$ (which increments the number of pending requests) are enabled. Assume the buffer executes $\tau_1$; it then moves into a state that satisfies $\Phi_2$. Executing $\tau_4$ from this state would read a request from $r$ and output the (only) message in the queue. Executing $\tau_3$, on the other hand, moves the system into a state that satisfies $\Phi_1$. In such a state, we have two choices: Either reading more input from $i$ into the queue (repeating $\tau_3$, again ending in a state that satisfies $\Phi_1$), or answering a request on $r$ with output on $o$ (by $\tau_2$). Note that in a state that satisfies $\Phi_1$ (and the assertions higher in the node hierarchy), we have

$$\#r^* + \#q = \#i^* = \#(o \cap q) = \#o + \#q$$

and therefore $\#r^* = \#o$. Because $\#o = k < \min (\#i, \#r) = \#r$, we have $\#r^* < \#r$, which implies that $\tau_2$ is enabled. Because of the fairness assumption of state transition systems, the transition $\tau_2$ has to be executed at some point of the execution: The buffer produces output on $o$. 
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From the diagram we can deduce that the buffer satisfies the following property:

\[(\#o = k \land k < min(\#i, \#r) \land (\Psi_1 \lor \Psi_2 \lor \Psi_3)) \Rightarrow \#o > k\]

where \(\Psi_1, \Psi_2, \Psi_3\) are the predicates from the buffer’s invariance diagram (see Figure 6). Note that since \(\Psi_1 \lor \Psi_2 \lor \Psi_3\) is an invariant of the buffer, we can use the invariance elimination rule (Figure 4(g)) to derive

\[(\#o = k \land k < min(\#i, \#r) \Rightarrow \#o > k)\]

Like the invariant of the previous section, this property also tells us something about the buffer’s I/O behavior, namely that

\[\#o \geq min(\#i, \#r)\]

holds for the buffer’s black box view (see Section 2.7 and [1] for details).

Finding response diagrams is not easy: One needs an operational understanding of the system. Nevertheless, we think that these diagrams are quite intuitive.

The following 50 proof obligations are associated with the diagram:
• From each node, at least one of the departing transitions is enabled:

\[ \Phi_5 \Rightarrow \text{En}(\tau_1) \lor \text{En}(\tau_5) \]
\[ \Phi_4 \Rightarrow \text{En}(\tau_7) \lor \text{En}(\tau_8) \]
\[ \Phi_3 \Rightarrow \text{En}(\tau_6) \]
\[ \Phi_2 \Rightarrow \text{En}(\tau_3) \lor \text{En}(\tau_4) \]
\[ \Phi_1 \Rightarrow \text{En}(\tau_2) \]

• The transitions between two nodes are correct:

\[ \Phi_5 \land \tau_1 \Rightarrow \Phi'_2 \]
\[ \Phi_5 \land \tau_5 \Rightarrow \Phi'_4 \]
\[ \Phi_4 \land \tau_7 \Rightarrow \Phi'_3 \]
\[ \Phi_4 \land \tau_8 \Rightarrow \Phi'_0 \]
\[ \Phi_3 \land \tau_6 \Rightarrow \Phi'_0 \]
\[ \Phi_2 \land \tau_3 \Rightarrow \Phi'_1 \]
\[ \Phi_2 \land \tau_4 \Rightarrow \Phi'_0 \]
\[ \Phi_1 \land \tau_2 \Rightarrow \Phi'_0 \]

• For each transition \( \tau \in \mathcal{T} \) with no \( \tau \)-labeled edge leaving a node \( \Phi_i \), the node assertion remains valid:

\[ \Phi_5 \land \tau_2 \Rightarrow \Phi'_5 \quad \Phi_4 \land \tau_1 \Rightarrow \Phi'_4 \quad \Phi_2 \land \tau_1 \Rightarrow \Phi'_2 \]
\[ \Phi_5 \land \tau_3 \Rightarrow \Phi'_5 \quad \Phi_4 \land \tau_2 \Rightarrow \Phi'_4 \quad \Phi_2 \land \tau_2 \Rightarrow \Phi'_2 \]
\[ \Phi_5 \land \tau_4 \Rightarrow \Phi'_5 \quad \Phi_4 \land \tau_3 \Rightarrow \Phi'_4 \quad \Phi_2 \land \tau_5 \Rightarrow \Phi'_2 \]
\[ \Phi_5 \land \tau_6 \Rightarrow \Phi'_5 \quad \Phi_4 \land \tau_4 \Rightarrow \Phi'_4 \quad \Phi_2 \land \tau_6 \Rightarrow \Phi'_2 \]
\[ \Phi_5 \land \tau_7 \Rightarrow \Phi'_5 \quad \Phi_4 \land \tau_5 \Rightarrow \Phi'_4 \quad \Phi_2 \land \tau_7 \Rightarrow \Phi'_2 \]
\[ \Phi_5 \land \tau_8 \Rightarrow \Phi'_5 \quad \Phi_4 \land \tau_6 \Rightarrow \Phi'_4 \quad \Phi_2 \land \tau_8 \Rightarrow \Phi'_2 \]
\[ \Phi_3 \land \tau_1 \Rightarrow \Phi'_3 \]
\[ \Phi_3 \land \tau_2 \Rightarrow \Phi'_3 \]
\[ \Phi_3 \land \tau_3 \Rightarrow \Phi'_3 \]
\[ \Phi_3 \land \tau_4 \Rightarrow \Phi'_3 \]
\[ \Phi_3 \land \tau_5 \Rightarrow \Phi'_3 \]
\[ \Phi_3 \land \tau_7 \Rightarrow \Phi'_3 \]
\[ \Phi_3 \land \tau_8 \Rightarrow \Phi'_3 \]
\[ \Phi_1 \land \tau_1 \Rightarrow \Phi'_1 \]
\[ \Phi_1 \land \tau_3 \Rightarrow \Phi'_1 \]
\[ \Phi_1 \land \tau_4 \Rightarrow \Phi'_1 \]
\[ \Phi_1 \land \tau_5 \Rightarrow \Phi'_1 \]
\[ \Phi_1 \land \tau_6 \Rightarrow \Phi'_1 \]
\[ \Phi_1 \land \tau_7 \Rightarrow \Phi'_1 \]
\[ \Phi_1 \land \tau_8 \Rightarrow \Phi'_1 \]

• Finally, the environment transitions do not invalidate the node assertions:

\[ \Phi_1 \land \tau_e \Rightarrow \Phi'_1 \]
\[ \Phi_2 \land \tau_e \Rightarrow \Phi'_2 \]
\[ \Phi_3 \land \tau_e \Rightarrow \Phi'_3 \]
\[ \Phi_4 \land \tau_e \Rightarrow \Phi'_4 \]
\[ \Phi_5 \land \tau_e \Rightarrow \Phi'_5 \]
**Generalized Response Diagrams.** Response diagrams are based on the transitivity of \( \rightarrow \); thus, they allow only proofs of properties \( \Phi \rightarrow \Psi \) where a state for which \( \Psi \) holds is reached in finitely many transitions from a state where \( \Phi \) holds.

A variation of the response diagrams are *generalized response diagrams*, which are based on the induction rule of \( \rightarrow \):

\[
\begin{array}{c}
\mathcal{S} \models (p \land M = m) \rightarrow (p \land M < m) \lor q & \text{for all } m \in W \\
\mathcal{S} \models p \rightarrow q
\end{array}
\]

Here nodes are labeled with a ranking function from the state variables to elements of a well-founded order. Generalized response diagrams may contain cycles, but it is required that in each transition the ranking function decreases.

### 3.5 Invariants as Lemmas

Frequently, the node assertions in response diagrams also imply an invariance property. For example, the formula

\[
i^* = o \land q \land \# r^* + \# q = \# i^* + c
\]

at the top of Figure 7 is part of the invariant from the invariance diagram of Figure 6. This means that part of the proof effort for this invariant is repeated in the proof of the liveness property.

For verification purposes, it is desirable to use previously proven invariants as lemmas for invariance and response diagrams. Note that verification diagrams actually represent formulas such \( \Phi \text{ co } \Phi \) and \( \Phi \rightarrow \Psi \), respectively. For both constrains and leadsto properties invariants can be introduced and removed on the left hand side (see Figures 3(e), 3(g) and 4(e), 4(g)). Consequently, given an invariant \( \Gamma \) of a state machine, for each verification condition of the form

\[
\Phi \land \tau \Rightarrow \Psi' \text{ and } \Phi \Rightarrow \text{En}(\tau)
\]

it is sufficient to prove

\[
\Gamma \land \Phi \land \tau \Rightarrow \Psi' \text{ and } \Gamma \land \Phi \Rightarrow \text{En}(\tau)
\]

instead.
4 Formalization in Isabelle

Even for the simple buffer example, verification diagrams require the proof of a large number of verification conditions: For a non-hierarchical verification diagram with \(n\) nodes and a state machine with \(m\) transitions, about \(n \times m\) verification conditions have to be proved. Many of these conditions are trivial: The precondition of a transition \(\tau\) originating from a control state \(c\) is obviously not valid for a node assertion \(\Phi\) which implies \(\sigma \neq c\); thus, the validity of any verification condition of the form \(\Phi \land \tau \Rightarrow \Psi\) is immediate. Also, many verification conditions are quite similar, so that their proofs are almost identical. Still, some kind of tool support is necessary to discharge the remaining proof obligations and also to check whether a set of verification conditions is complete, so that indeed the verification diagram is valid.

As a first step towards tool support for state machines and verification diagrams, we have formalized the state machine theory from Section 2 in the HOL instantiation of the theorem prover Isabelle [17]. Section 4.1 contains an overview over the resulting Isabelle theory files. As an example of how to use the formalization, Section 4.2 shows how state machines are encoded in Isabelle; Section 4.3 demonstrates how proof obligations from verification diagrams are discharged and combined to show the validity of the verification diagram.

We only give part of the Isabelle formalization; the theory files and proof scripts can be accessed electronically [2]. Introductory texts to Isabelle are also available electronically [11].

4.1 Theory Overview

Our state machine formalization is essentially an adaption of Shankar’s work on compositional state machine verification with PVS [19]. While Shankar treats only invariants, however, we also included support for fairness assumptions and liveness properties. The formalization is split into five theories:

- **Executions.thy** defines state machine executions, predicates over states and pairs of states, as well as invariance and leadsto properties for executions.

- **Machines.thy** formalizes state machines, fairness of state machine executions and the set of fair executions of a state machine. Invariance and leadsto properties are lifted from single executions to state machines.

- **Composition.thy** defines state machines composition.

- **IOMachines.thy** adds definitions for input and output over directed channels. It is based on the theory **Prefix.thy**, which provides a prefix operator \(\subseteq\) for lists.

- **Focus.thy** combines the other theories and adds some specialized tactics for state machine verification and verification diagrams.
Figure 8: Theory Graph

Figure 8 shows the theory structure of our formalization. The arrows denote dependencies between the theories.

**Executions**

The theory `Executions.thy` (Figure 9) defines an uninterpreted type `state`. A state machine variable is represented by a state function, which maps from states to the variable’s domain. State predicates and actions are defined as predicates over states and pairs of states, respectively. An execution is an infinite sequence of states. A state predicate $P$ is invariant in an execution if it holds in every state of the execution. Leadsto properties $P \Rightarrow Q$ for single executions are expressed using `resp` (for “response”): Each state of the execution where $P$ holds is followed by a state where $Q$ holds.

An action $act$ is enabled in a state $s$, if there is a state $t$ such that $act(s, t)$ is true. In a formalization based on an uninterpreted state type, proving enabledness by finding a suitable witness for $t$ is impossible for nontrivial actions. The special syntax `basevars <v_1, ..., v_n>` generates axioms

$$\forall c_1, \ldots, c_n \bullet \exists s \bullet v_1(s) = c_1 \land \ldots \land v_n(s) = c_n$$

which postulate the existence of a state $s$ for each possible valuation of distinct state functions $v_1, \ldots, v_n$. From these axioms, theorems for proving enabledness properties can be derived:

$$\left( \exists x_1, \ldots, x_n \bullet \forall t \bullet v_1(t) = x_1 \land \ldots \land v_n(t) = x_n \Rightarrow act(s, t) \right) \Rightarrow \exists t. act(s, t)$$
Instead of finding a witness for a state \( t \), it is then sufficient to find witnesses for values of the state functions \( v_1, \ldots, v_n \).

```
Executions = Main +

types
  state
  exec = "nat => state"
  'a stfun = "state => 'a"
  stpred = "bool stfun"
  'a trfun = "state => state => 'a"
  action = "bool trfun"
  expred = "exec => bool"

arities
  state :: term

syntax
  "_bv" :: "idts => bool" ("basevars <_>")

consts
  Enabled :: action => stpred
  inv :: stpred => exec => bool
  resp :: stpred => stpred => exec => bool

defs

  Enabled_def
    "Enabled act s = (? t. act s t)"

  inv_def
    "inv P ex == (! k. P (ex k))"

  resp_def
    "resp P Q ex == (! k . P (ex k) --> (? l . k <= l & Q (ex l)))"

end
```

**Figure 9: Executions.thy**

**Machines**

State machines are formalized in Machines.thy as records of an initialization predicate, an action \texttt{strans} for proper transitions, an action \texttt{etrans} for environment transitions, and a fairness set. The action \texttt{strans} usually is equal to the disjunction \( \forall \tau \in T \tau \) of all state machine transitions. Note that in our formalization, state machines have no explicit state variable set: Machine variables must be explicitly defined as state functions. This is the reason we need an environment action \texttt{etrans}: state functions that represent input channel variables are not immediately recognizable.

An execution is fair if each action in the fairness set is either persistently disabled from a given state on, or infinitely often executed. The fairness set usually is equal to the set
of proper transitions, but allows the modeling of other fairness assumptions. When it is
equal to \( \forall \tau \exists T \tau \), we obtain a minimal progress model where any enabled transition may
be taken.

Runs of a state machine are state sequences that respect the machine's initialization
predicate and transition actions; executions are runs that in addition are fair according
to the machine’s fairness set. Invariance and leadsto properties are lifted to the set of
executions of a state machine. \( \text{WCo} \) represents the constraints operator \( \text{co} \).

Machines = Executions +

record mach =
  init :: stpred
  strans :: action
  etrans :: action
  fairness :: action set

consts
  isfair :: action => exec => bool
  isrun :: mach => exec => bool
  isexec :: mach => exec => bool

  WCo :: mach => stpred => stpred => bool
  Inv :: mach => stpred => bool
  Resp :: mach => stpred => stpred => bool

defs
  isfair_def
    "isfair act ex =
      (! k . ? l. k <= 1 & ~ (Enabled act (ex l))) |
      (! k . ? l. k <= 1 & act (ex l) (ex (Suc l)))"

  isrun_def
    "isrun M ex = ((init M) (ex 0)) &
      (! k . ((strans M) (ex k) (ex (Suc k))) |
        ((etran M) (ex k) (ex (Suc k))))"

  isexec_def
    "isexec M ex = isrun M ex & (a : (fairness M) . isfair a ex)"

  WCo_def
    "WCo M P Q = (! ex k. (isexec M ex) -->
      (P (ex k) --> Q (ex (Suc k))))"

  Inv_def
    "Inv M P = (! ex . (isexec M ex) --> (inv P ex))"

  Resp_def
    "Resp M P Q = (! ex . (isexec M ex) --> (resp P Q ex))"

end

Figure 10: Machines.thy

From the machine theory, numerous theorems can be derived. In particular, all verifica-
tion rules from Section 3.1 (Figures 3 and 4) are proven.
The Isabelle formalization of the ensure rule looks as follows:

\[
\begin{align*}
& \text{ensure } \text{M P (\forall s. P s \land Q s);} \\
& \quad \text{act : (fairness M);} \\
& \quad ! s. \text{act s t} \rightarrow (\text{trans M}) s t; \\
& \quad ! s. \text{P s} \rightarrow \text{Enabled act s;} \\
& \quad ! s. \text{P s & act s t} \rightarrow Q t \\
& \rightarrow \Rightarrow \text{Resp M P Q}
\end{align*}
\]

This rule is more general than the ensures rule of Figure 4(a), because of the fairness sets of our state machines. Instead of demanding there is a single transition that leads to a state where \(Q\) holds, this rule is parameterized by an action \(\text{act}\) which is both in the fairness set, and respects the machine's transition relation. Thus, this rule can be used not only under weak fairness, but also under minimal progress, where both the fairness set \(\text{fairness M}\) and the transition relation \(\text{trans M}\) are equal to \(\bigvee_{t \in T} t\). In this case, the only choice for \(\text{act}\) is \(\text{trans M}\): All enabled transitions must lead to a state where \(Q\) holds.

**Composition**

The composition of two state machines is again a state machine (Figure 11). The initialization predicate is the conjunction of the component initialization predicates; a transition consists of a proper transition of one component machine and environment transition of the other; the environment transition is an environment transition of both component machines; fairness is defined as the union of the fairness sets of the component machines.

\[
\text{Composition = Machines +}
\]

\[
\text{consts}
\]

\[
\text{compos :: mach => mach => mach}
\]

\[
\text{defs}
\]

\[
\text{compos_def}
\]

\[
"\text{compos M1 M2 == (| init = \% s. (init M1 s) & (init M2 s), strans = \% s t. ((strans M1 s t) & (etrans M2 s t)) | ((strans M2 s t) & (etrans M1 s t)), etrans = \% s t. (etrans M1 s t) & (etrans M2 s t), fairness = (fairness M1) Un (fairness M2) |)"}
\]

**Figure 11: Composition.thy**
The main properties of state machine composition is that it is commutative and associative, and that each execution of a composed machine is also an execution of each component machine. As a consequence, invariance and leads-to properties can be lifted from single components to compositions:

\[
\begin{align*}
S_1 \models \text{inv } \Phi \\
S_1 || S_2 \models \text{inv } \Phi
\end{align*}
\]

**IOMachines**

The theory IOMachines.thy (Figure 12) introduces input and output on channels. We use the convention that for a channel \( c \), the part of a channel history that has already been processed is denoted by \( r_c \). The theory defines the following predicates as state function, state predicate or action:

- **Current** is a state function that returns the \( n \)-th element of the channel history \( x \), where \( n = \#x^+ \). If \( x^+ \neq x \), this is the first message on \( x \) that has not yet been processed.
- **Input** is an action that appends the first unread message from \( x \) to \( x^+ \); it requires that \( \#x^+ \leq x \), so that this message indeed exists.
- **Output** is an action that appends a value \( a \) to the channel history \( x \).
- **isEmpty** is a state predicate that is true when there are no unread messages on a channel \( x \).
- **Unch** is an action that forces a state function to remain unchanged.
- **Extend** is an action that allows a list-valued state function to be extended. This action is used to model environment transitions.

**Focus**

The theory Focus.thy combines the previous theories. It introduces no new definitions, but defines a number of verification tactics for state machines. In Section 4.3, we use these tactics for the formal verification of the buffer example.

### 4.2 The Buffer in Isabelle

In this section we formalize the buffer in a theory file BUFFER.thy based on the state machine theories from the previous section. We give a detailed description of the formalization, and only omit redundant aspects, such as some of the transition definitions.
IOMachines = Machines + Prefix +

consts
Current :: "'a list stfun => 'a list stfun => 'a stfun"
Input  :: "'a list stfun => 'a list stfun => action"
Output :: "'a list stfun => 'a => action"
isEmpty :: "'a list stfun => 'a list stfun => stpred"
Unch   :: "'a stfun => action"
Extend :: "'a list stfun => action"
defs
Current_def
  "Current r_x x s == (x s) ! (length (r_x s))"
Input_def
  "Input r_x x s t == (length (r_x s) < length (x s)) &
     (r_x s) <= (x s) &
     (r_x t) = (r_x s) @ [Current r_x x s]"
Output_def
  "Output x a s t == (x t = x s @ [a])"
isEmpty_def
  "isEmpty r_x x s == length (r_x s) = length (x s)"
Unch_def
  "Unch v s t == v t = v s"
Extend_def
  "Extend v s t == v s <= v t"
end

Figure 12: IOMachines.thy

Besides the formalization of the buffer state machine, we also define the node assertions of the buffer's invariance and response verification diagrams (Figures 6 and 7).

Buffer State Machine

First, we declare the theory based on the theories Focus and a theory FIFO. FIFO contains enqueue and dequeue operations on lists, since we need a data structure for buffering data in a First-In-First-Out manner.

We then introduce a data type State for the control state of the buffer as well as two types for messages and requests; rqu is an arbitrary element of the request type Rqu.

BUFFER = Focus + FIFO +
datatype State = Store | Empty | Count

types
  Msg
  Rqu

arities
Msg :: term
Rqu :: term

consts
  req :: Rqu

We now add the declarations for the channels $i$, $r$ and $o$, and call them $I$, $R_{eq}$ and $Out$. For the input channels, we also need variables $i^*$ and $r^*$, which we call $R_I$ and $R_{Req}$. Additionally, we introduce the variables $q$, $c$ and $\sigma$ of the appropriate types. Note that all variables are declared as state functions, which map execution states into the variables’ values. The constant $k$ is used later for expressing the progress property.

consts
  I :: Msg list stfun
  R_I :: Msg list stfun
  Req :: Rqu list stfun
  R_Req :: Rqu list stfun
  Out :: Msg list stfun

  Q :: Msg list stfun
  C :: nat stfun
  Sigma :: State stfun
  k :: nat

The STS is described by an initialization assertion, the transitions as well as the environment transition, and a fairness set. We define all these variables of the appropriate type, and define the transition as the disjunction of the eight transitions of the buffer. The initial values of the variables are defined in the predicate Init.

consts
  STS :: mach
  Init :: stpred
  Trans :: action
  Tau1, Tau2, Tau3, Tau4, Tau5, Tau6, Tau7, Tau8, TauE :: action
defs
  STS_def
  "STS == ( Init = Init,
  strans = Trans,
  strans = TauE,
  fairness = { Tau1, Tau2, Tau3, Tau4, Tau5, Tau6, Tau7, Tau8 } )"

Init_def
"Init s == R_I s = [] & R_Req s = [] & Out s = [] &
Sigma s = Empty & Q s = [] & C s = 0"

Trans_def
"Trans s t == Tau1 s t | Tau2 s t | Tau3 s t | Tau4 s t |
            Tau5 s t | Tau6 s t | Tau7 s t | Tau8 s t "

The transition definitions are based on the theory IOMachines; since they are quite similar, we just present two of them, $\tau_4$ and the environment transition $\tau_e$. Remember
that variables are encoded as state functions. For example, \( \Sigma m s \) denotes the value of \( \sigma \) in state \( s \), while \( \Sigma m t \) is the value of \( \sigma \) in state \( t \). Therefore, the first line of the definition of \( \text{Tau4} \) describes the change of value \( \sigma \) from \text{Store} to \text{Empty}. The next line states the precondition \( \#q = 1 \). While \( i^* \) remains unchanged, i.e. nothing is read from \( i \), we read from \( r \), and therefore we assume there is some unread message that we append to \( r^* \). This is described very concisely using the predicates Unch and Input. The Output conjunct states that the transition produces output on Out, namely the first element of \( q \). The input variables \( I \) and \( R_{\text{req}} \) remain unchanged. Finally, the effect on the data variables is stated: the queue \( Q \) is set to empty, the number of pending requests \( C \) remains unchanged. The other seven transitions are all defined similarly (the full theory is available online [2]).

```plaintext
defs
Tau4_def
"\text{Tau4} \ s \ t ==
\begin{align*}
\Sigma m s &= \text{Store} \land \Sigma m t = \text{Empty} \land \\
\text{length} (Q \ s) &= 1 \land \\
\text{Unch} \ R_I \ s \ t &
\end{align*}
\text{Input} \ R_{\text{req}}\ R_{\text{req}}\ s \ t &
\text{Output} \ Out \ ((\text{hd} (Q \ s)) \ s \ t &
\text{Unch} \ I \ s \ t &
\text{Unch} \ \text{Req} \ s \ t &
Q \ t = [] \land \\
\text{Unch} \ C \ s \ t"
```

The environment transition \( \text{TauE} \) leaves all variables that are controlled by the buffer unchanged. Only the input channels \( I \) and \( R_{\text{req}} \) may be extended.

```plaintext
TauE_def
"\text{TauE} \ s \ t ==
\begin{align*}
\text{Unch} \ \Sigma m s \ s \ t &
\text{Unch} \ Q \ s \ t &
\text{Unch} \ C \ s \ t &
\text{Unch} \ Out \ s \ t &
\text{Unch} \ R_{\text{req}} \ s \ t &
\text{Unch} \ R_I \ s \ t &
\text{Extend} \ I \ s \ t &
\text{Extend} \ R_{\text{req}} \ s \ t"
```

**Verification Diagram Definitions**

For the property proofs, we use a simple invariant for all input channels, which states that the processed input is a prefix of the complete input, i.e. \( i^* \sqsubseteq i \) for all \( i \in I \). We declare this property as \text{ChannelInv}; it is proved in the next section.

The axiom \text{Base} enumerates the state variables of the buffer system. It is used to prove that a transition is enabled in a state.

```plaintext
consts
\text{ChannelInv} :: \text{stpred}
```
defs
   ChannelInv_def
   "(\text{ChannelInv} \ s \ == \ \text{R} \_\text{I} \ s \ (= I \ s \ & \\\n   \quad \text{length} \ (\text{R} \_\text{I} \ s) \ (= \text{length} \ (I \ s) \ & \\\n   \quad \text{R} \_\text{Req} \ s \ (= \text{Req} \ s \ & \\\n   \quad \text{length} \ (\text{R} \_\text{Req} \ s) \ (= \text{length} \ (\text{Req} \ s) \)"

rules
Base "\text{basevars} <\text{Sigma} \ Out \ \text{R} \_\text{I} \ I \ \text{R} \_\text{Req} \ \text{Req} \ Q>"

Below are the node definitions for the invariance diagram. We can reflect the hierarchical
structure of the diagram by composing the properties in a similar way: \( \text{Psi} \ s \) states the
topmost assertion of the diagram hierarchy. The three predicates \( \text{Psi1}, \text{Psi2} \) and \( \text{Psi3} \)
include \( \text{Psi} \). The invariant \text{BufferInv} is the disjunction of the three predicates, stating
that the system always fulfills one of these predicates.

\text{consts}s
\( \text{Psi,Psi1,Psi2,Psi3} :: \text{stpred} \)
\( \text{BufferInv} :: \text{stpred} \)

defs
\( \text{Psi\_def} \ "\text{Psi} \ s \ == \ (\text{R} \_\text{I} \ s) \ (= \text{Out} \ s) \ = (Q \ s) \ & \\\n   \; 0 \ (= (C \ s)) \ & \\\n   \; \text{length} \ (\text{R} \_\text{Req} \ s) \ (= (C \ s) + \text{length} \ (\text{Out} \ s)) \ & \\\n   \; \text{length} \ (\text{R} \_\text{Req} \ s) + \text{length} \ (Q \ s) \ (= (C \ s) + \text{length} \ (\text{R} \_\text{I} \ s))"
\)
\( \text{Psi1\_def} \ "\text{Psi1} \ s \ == \ \text{Psi} \ s \ & \text{Sigma} \ s \ = \ \text{Empty} \ & \text{C} \ s \ = \ 0 \ & \text{length} \ (Q \ s) \ = \ 0 "
\)
\( \text{Psi2\_def} \ "\text{Psi2} \ s \ == \ \text{Psi} \ s \ & \text{Sigma} \ s \ = \ \text{Store} \ & \text{C} \ s \ = \ 0 \ & \text{length} \ (Q \ s)" \)
\( \text{Psi3\_def} \ "\text{Psi3} \ s \ == \ \text{Psi} \ s \ & \text{Sigma} \ s \ = \ \text{Count} \ & \text{C} \ s \ = \ 0 \ & \text{length} \ (Q \ s) = 0 "\)
\( \text{BufferInv\_def} \ "\text{BufferInv} \ s \ == \ \text{Psi1} \ s \ | \ \text{Psi2} \ s \ | \ \text{Psi3} \ s" \)

The response diagram is formalized in a similar way. Again we introduce properties
\( \text{Phi12}, \text{Phi34}, \) and \( \text{Phi} \) for the super-states.

\text{consts}s
\( \text{Phi0,Phi1,Phi2,Phi3,Phi4,Phi5,Phi12,Phi34,Phi} :: \text{stpred} \)

\text{Phi\_def}
"\text{Phi} \ s \ == \ (\text{R} \_\text{I} \ s) \ (= \text{Out} \ s) \ = (Q \ s) \ & \\\n\quad \text{length} \ (\text{R} \_\text{Req} \ s) + \text{length} \ (Q \ s) \ (= (C \ s) + \text{length} \ (\text{R} \_\text{I} \ s) \ & \\\n\quad \text{length} \ (\text{Out} \ s) = k \ & \\\n\quad k < \text{min} \ (\text{length} \ (I \ s)) \ (\text{length} \ (\text{Req} \ s))""

\( \text{Phi0\_def} \ "\text{Phi0} \ s \ == \ k < \text{length} \ (\text{Out} \ s)"
\)
\( \text{Phi12\_def} \ "\text{Phi12} \ s \ == \ \text{Phi} \ s \ & \text{Sigma} \ s \ = \ \text{Store} \ & \text{C} \ s \ = \ 0 "\)
Phi1_def "Phi 1 s == Phi2 s & 1 < length (Q s)"
Phi2_def "Phi 2 s == Phi2 s & 1 = length (Q s)"
Phi34_def "Phi 34 s == Phi s & Sigma s = Count & 0 = length (Q s)"
Phi3_def "Phi 3 s == Phi34 s & 1 < C s"
Phi4_def "Phi 4 s == Phi34 s & 1 = C s"
Phi5_def "Phi 5 s == Phi s & Sigma s = Empty & 0 = C s & 0 = length (Q s)"

This completes the formalization of the buffer state machine and the verification diagram nodes.

The translation of the state transition and verification diagrams to an Isabelle theory is quite schematic and straightforward, yet error-prone when done by hand. Clearly, the automatic generation of the theories from a CASE tool or diagram editor is desirable.

### 4.3 Buffer Verification

In this section we describe how the validity of the diagrams can be proved with Isabelle. Again, we go through the whole proof file BUFFER.ML and only omit similar proof obligations.

First, we gather the theories from the Buffer theory in lists for easier access:

```plaintext
val Buffer_defs = [STS_def, BufferInv_def, ChannelInv_def,
    Init_def, Trans_def, TauE_def,
    Tau1_def, Tau2_def, Tau3_def, Tau4_def,
    Tau5_def, Tau6_def, Tau7_def, Tau8_def ];
val Psi defs = [Psi1_def,Psi2_def,Psi3_def,Psi_def ];
val Phi_defs = [Phi0_def,Phi1_def,Phi2_def,Phi3_def,Phi4_def,
    Phi5_def, Phi12_def,Phi34_def,Phi_def ];
```

From the base variable axiom, we automatically derive an enabledness theorem for the buffer (see page 25). Below is the resulting theorem BaseEnabled:

```plaintext
? x_1 x_2 x_3 x_4 x_5 x_6 x_7 x_8.
    ALL t.
        Sigma t = x_1 & Out t = x_2 & R_I t = x_3 &
        I t = x_4 & R_Req t = x_5 & Req t = x_6 &
        Q t = x_7 & C t = x_8 --> P s t
  ==> ? t. P s t" : thm
```

Then, we prove the channel invariant using the specific tactic channelinv_tac, which takes the state machine definitions as a parameter:
bind_thm("BaseEnabled", base_thm thy Base);

Goal "Inv STS ChannelInv";
by (channelinv_tac Buffer_defsl);
qed "ChannelInv";

Proof of the Invariance Diagram
The proof obligations for the invariance diagram for the buffer are listen in Section 3.3. Isabelle easily proves all of them. We first define a simple prover function, and then apply it to the list of proof obligations.

fun prover g = (writeln g;
  prove_goal thy (Buffer_defsl @ Psi_defsl @ Phi_defsl) g
  (fn prems => [cut_facts_tac prems 1, chan_tac 1]));

val invariance_vc = map prover [
  "[| Psi1 s ; Tau1 s t |] ==> Psi2 t",
  "[| Psi1 s ; Tau5 s t |] ==> Psi3 t",
  ...
  "[| Psi2 s ; TauE s t |] ==> Psi2 t",
  "[| Psi3 s ; TauE s t |] ==> Psi3 t"
];

The resulting theorems together with the buffer definitions are then used to combine the results into an invariance diagram. The invariance diagram tactic invdiag_tac assembles the property

\[ \text{Buffer} \models (\Psi_1 \lor \Psi_2 \lor \Psi_3) \land (\Psi_1 \lor \Psi_2 \lor \Psi_3) \]

The tactic can use other invariants as lemmas (see Section 3.5); here we include the channel invariant.

Finally, auto_tac solves two remaining subgoals: The buffer's initial state satisfies \( \Psi_1 \lor \Psi_2 \lor \Psi_3 \), and the diagram implies the buffer invariant BufferInv.

Goal "Inv STS BufferInv";
by (invdiag_tac "STS"
  [STS_def,Trans_def] ["Psi1","Psi2","Psi3"]
  [ChannelInv] invariance_vc);
by (auto_tac (claset(),simpset() addsimp (Buffer_defsl @ Psi_defsl)));
qed "BufferInv";

Proof of the Response Diagram
The 50 proof obligations for the progress diagram are already listed in Section 3.4. Most of them can be proven with the same technique as used for invariants. We apply the prover function to all combinations of node assertions and transitions, with appropriate target nodes:
val progress_vc = map prover [
  "[| ChannelInv s; BufferInv s; Phi5 s; Tau1 s t |] ==> Phi2 t",
  "[| ChannelInv s; BufferInv s; Phi5 s; Tau2 s t |] ==> Phi5 t",
  "[| ChannelInv s; BufferInv s; Phi5 s; Tau3 s t |] ==> Phi5 t",
  ...
  "[| ChannelInv s; BufferInv s; Phi1 s; Tau7 s t |] ==> Phi1 t",
  "[| ChannelInv s; BufferInv s; Phi1 s; Tau8 s t |] ==> Phi1 t",
  "[| ChannelInv s; BufferInv s; Phi1 s; TauE s t |] ==> Phi1 t"
];

Note that we strengthened the left hand side of each verification conditions with the invariants ChannelInv and BufferInv; these invariants are later removed via the invariant elimination rules.

To show the enabledness conditions, we use the tactic enabled_tac, which takes the base variable theorem as a parameter. We show only two of the proofs here:

Goalv (Buffer_defs @ Phi_defs @ [Enabled_def])
  "[| ChannelInv s; BufferInv s; Phi5 s |] ==> Enabled Tau1 s";
by (enabled_tac BaseEnabled);
qed "EnPhiSTau1";

...

Goalv (Buffer_defs @ Phi_defs @ [Enabled_def])
  "[| ChannelInv s; BufferInv s; Phi1 s |] ==> Enabled Tau2 s";
by (enabled_tac BaseEnabled);
qed "EnPhiITau2";

The verification conditions can now be combined to show the response properties. First we show that from each diagram node, we can either reach the terminal node \(\Phi_0\), or at least a node that is closer to it. Besides lists of definitions, the tactic ensures_tac takes a transition name as a parameter; this is a hint which transitions is used to progress to the target node. The tactic also takes a list of the invariants used in the verification conditions; they are removed via the invariant elimination rules and do not appear in the final property.

val ensures_vc = [EnPhi5Tau1,EnPhiSTau5,EnPhi4Tau8,EnPhi3Tau6, EnPhi2Tau4,EnPhiITau2];

Goal "Resp STS Phi1 Phi10";
by (ensures_tac [STS_def,Trans_def] [ChannelInv, BufferInv]
  "Tau2" (progress_vc @ ensures_vc));
qed "r_1_2_0";

Goal "Resp STS Phi3 Phi10";
by (ensures_tac [STS_def,Trans_def] [ChannelInv, BufferInv]
"Tau6" (progress_vc @ ensures_vc));
qd "r_3_6_0";

Goal "Resp STS Phi4 (% s. Phi0 s | Phi3 s)";
by (ensures_tac [STS_def,Trans_def] [ChannelInv, BufferInv]
  "Tau8" (progress_vc @ ensures_vc));
qd "r_4_8_03";

Goal "Resp STS Phi2 (% s. Phi0 s | Phi1 s)";
by (ensures_tac [STS_def,Trans_def] [ChannelInv, BufferInv]
  "Tau4" (progress_vc @ ensures_vc));
qd "r_2_4_01";

Goal "Resp STS Phi5 (% s. Phi2 s | Phi4 s)";
by (ensures_tac [STS_def,Trans_def] [ChannelInv, BufferInv]
  "Tau1" (progress_vc @ ensures_vc));
qd "r_5_1_24";

Finally, we combine these theorems to prove the main result of the diagram: We reach $\Phi_0$ from all nodes. The response diagram tactic \texttt{invresdiag_tac} requires several parameters: the invariant list, the state transition system name, the list of the basic response properties, and a list with the diagram node assertion names. The linear order of this last list has to be compatible with the partial order underlying the response diagram (Section 3.4).

The diagram tactic leaves a subgoal: Using lower-level proof commands we show that $\Phi \Rightarrow \bigwedge_{1 \leq i \leq 5} \Phi_i$.

Goal "Resp STS Phi Phi0";
by (invresdiag_tac "STS"
  ["Phi0", "Phi1", "Phi2", "Phi3", "Phi4", "Phi5"]
  [ChannelInv, BufferInv]
  [r_1_2_0, r_3_6_0, r_4_8_03, r_2_4_01, r_5_1_24]);
by (Blast_tac 1);
by (rtac allI 1);
by (simp_tac (simpset() addsimp (Buffer_defs @ Phi_defs @ Psi_defs)) 1);
by (tidy_tac 1);
by (etac disjE 1);
by (etac disjE 2);
by (ALLGOALS Force_tac);
qd "BufferResponse";

The tactics we used are just ad-hoc solutions that seem to be powerful enough to prove the obligations that we encountered so far. They certainly need to be improved, made more general, more elegant and more efficient. Given a tool that generates theory files from state transition diagrams and verification diagrams, it would be easy to generate tailored verification tactics that require fewer parameters.
5  Example: Communication System

Figure 13 shows a communication system (originally proposed by the VSE group of the DFKI, Saarbrücken, [10]). The system consists of a sender and a receiver connected via a queue component. The queue’s buffer can hold $N$ data elements. To ensure that the buffer does not overflow a handshaking protocol is used. We assume that the sender “pushes” data (it sends a datum, then waits for an acknowledgment from the queue), while the receiver “pulls” data (it sends a request to the queue, then awaits a datum). Request and acknowledgment signals are modeled with the singleton set $\text{Signal} = \{\oplus\}$.

The example is also treated in [1], where parts of the property proofs are presented based on the verification rules for $\infty$ and $\rightarrow$. We first give the state machine and black box specifications of the communication system (Sections 5.1 and 5.2), and then present the verification diagrams and some of the proof obligations that imply that the state machines indeed fulfill the safety and liveness parts of the black box specifications (Sections 5.3-5.4). In Section 5.5 we also show that the communication system can be implemented with finite channel buffers for the internal communication channels.

The Isabelle formalization and the proof scripts of the communication system are similar to those of the buffer example. Because of their length we do not include them in this report; all files can be accessed electronically [2]. For some of the proofs we give informal justifications. Isabelle can discharge all of them using the same tactics that were used in the buffer example of Section 4.3.

![Diagram of Communication System](Figure13.png)

Figure 13: Bounded Buffer

5.1  State Machine Specifications

Figure 14 shows the state transitions diagrams of the sender, queue and receiver components. The queue component has an attribute variable $q$, which holds a finite sequence of messages.

5.2  Black Box Specifications

The purpose of the communication system is to realize data transmission with bounded internal channel buffers with a handshaking protocol. Thus, the overall black box behavior should imply

$$o = i$$
Sender

\[ \tau_1 :: i?d \triangleright x!d \]

\[ \tau_2 :: \text{ack}\!\?b \triangleright \]

Receiver

\[ \tau_2 :: y?d \triangleright o!d, \text{req}\!\@ \]

\[ \tau_1 :: \triangleright \text{req}\!\@ \]

Queue

\[ \tau_5 :: \{ \#q < N - 1 \} \ x?d \triangleright \text{ack}\!\@ \{ q' = q \conc \{d\} \} \]

\[ \tau_2 :: \{ \#q > 1 \} \ \text{req}\!\?b \triangleright y!\text{ft}.q \{ q' = \text{rt}.q \} \]

\[ \tau_1 :: x?d \triangleright \text{ack}\!\@ \{ q' = q \conc \{d\} \} \]

\[ \tau_6 :: \{ \#q = 1 \} \ \text{req}\!\?b \triangleright y!\text{ft}.q \{ q' = \text{rt}.q \} \]

\[ \tau_4 :: \text{req}\!\?b \triangleright \text{ack}\!\@, y!\text{ft}.q \{ q' = \text{rt}.q \} \]

\[ \tau_5 :: \{ \#q = N - 1 \} \ x?d \triangleright \{ q' = q \conc \{d\} \} \]

\[ \text{var } q : \text{Msg}^* = \langle \rangle \]

Full

Nonempty

Empty

Figure 14: Sender, Receiver and Queue STDs
so that the communication system can be used instead of a simple unidirectional communication channel with unbounded capacity.

Below we give black box specifications for each of the three components. They are divided into prefix (safety) and length (liveness) properties.

\[
\text{Sender} \\
\text{in } i : \text{Msg}, \text{ack} : \text{Signal} \\
\text{out } x : \text{Msg} \\
x \subseteq i \\
\#x \geq \min(\#i, 1 + \#\text{ack})
\]

The prefix part of the sender specification simply states the obvious requirement that the output channel history is a prefix of the input channel history.

The length property of the sender expresses its “push” behavior: The length of the output is one more than the number of acknowledgments received from the queue, provided there is still data from the environment available.

\[
\text{Receiver} \\
\text{in } y : \text{Msg} \\
\text{out } req : \text{Signal}, o : \text{Signal} \\
o \subseteq y \\
\#o \geq \#y \\
\#\text{req} = 1 + \#y
\]

For the receiver’s data output channel, the safety and and liveness properties are similar to the sender. The length property for the request channel expresses the “pull” behavior of the receiver: Immediately after initialization and after each message received from the queue a request is sent.

Note that here the length property for the requests is an equality. This is because it also incorporates the safety property that the length of req must be less than or equal to 1+\#y; since it is only the number of requests that is relevant, instead of a prefix property a numerical inequality is used as an upper bound for the length of the communication history.

\[
\text{Queue}(N) \\
\text{in } x : \text{Msg}, req : \text{Signal} \\
\text{out } ack : \text{Signal}, y : \text{Msg} \\
y \subseteq x \\
\#y \geq \min(\#x, \#\text{req}) \\
\#\text{ack} = \min(\#x, \#\text{req} + N - 1)
\]
For the queue's data output channel \( y \), the specification is again split into a prefix and a length property. For the handshake signal \( \text{ack} \), safety and liveness aspects are again combined into a single equality.

Black box specifications are composed by conjunction; a precondition is that their output channels are disjoint. Channels that are both input to a component and output from another, become output channels of the complete system. The specification for the composition of sender, queue and receiver in our example is shown below.

\[
\begin{array}{l}
\text{System}(N) \\
\text{in } i : \text{Msg} \\
\text{out } o : \text{Signal}, x : \text{Msg}, \text{ack} : \text{Signal}, y : \text{Msg}, \text{req} : \text{Signal} \\
x \subseteq i \\
y \subseteq x \\
o \subseteq y \\
\#x \geq \min(\#i, 1 + \#\text{ack}) \\
\#y \geq \min(\#x, \#\text{req}) \\
\#\text{ack} = \min(\#x, \#\text{req} + N - 1) \\
\#o \geq \#y \\
\#\text{req} = 1 + \#y \\
\end{array}
\]

From the specification of \( \text{System}(N) \) above, we can immediately see that the output is a prefix of the input. By some case analysis it can also be shown that the length of the output equals the length of the input. This implies \( o = i \) for all input streams \( i \); The communication system indeed implements the identity relation.

### 5.3 Safety Properties

For the safety part of the black box specifications, we need to show the following properties:

\[
\begin{align*}
\text{[Sender]} & \implies x \subseteq i \\
\text{[Receiver]} & \implies o \subseteq y \\
\text{[Receiver]} & \implies \#\text{req} \leq 1 + \#y \\
\text{[Queue]} & \implies y \subseteq x \\
\text{[Queue]} & \implies \#\text{ack} \leq \min(\#x, \#\text{req} + N - 1)
\end{align*}
\]

All of these properties are admissible [16], hence it is sufficient to show that the properties are invariants of the state transitions systems. For example, we have to show:

\[
\text{Sender} \models \text{inv } x \subseteq i
\]
That these properties are invariants cannot be proven directly. Instead, we derive stronger invariants, which imply the safety properties above. The stronger invariants relate the length of the output channel histories with the length of the already processed part of the input channel histories. Typically, this relation depends on the current control state of a component.

For the sender, the following is a suitable stronger invariant:

\[
\begin{align*}
x &= i^* \\
(\sigma = Transmit \land \#x = \#ack^*) \lor (\sigma = Waiting \land \#x = 1 + \#ack^*)
\end{align*}
\]

The proof of this invariant is straightforward; since the sender state machine only has two transitions, the proof is straightforward and we do not use a verification diagram. For the receiver, we use the following invariant; again, the proof is straightforward:

\[
\begin{align*}
o &= y^* \\
(\sigma = Init \land \#req = \#y^*) \lor (\sigma = Receive \land \#req = 1 + \#y^*)
\end{align*}
\]

The queue invariant is a bit more elaborate. It is visualized by the invariance diagrams of Figure 15, which follows the structure of the queue’s state transition diagram (see Figure 14).

Since there are three nodes in the invariance diagram and the queue has six proper transitions and one environment transition, a total of 21 verification conditions has to be discharged. The verification conditions are then assembled by the invariance diagram tactic to yield the complete queue invariant:

\[
\begin{align*}
x^* &= y \land q \\
\#req^* &= y \\
\#x^* &= \#req^* + \#q \\
\left( (\sigma = Empty \land \#q = 0 \land \#x^* = \#ack) \lor \\
(\sigma = Nonempty \land 1 \leq \#q \leq N - 1 \land \#x^* = \#ack) \lor \\
(\sigma = Full \land \#q = N \land \#x^* = 1 + \#ack) \right)
\end{align*}
\]

It is easy to show that the sender, receiver and queue invariants indeed imply the required safety properties.

In the Isabelle formalization, the proofs of all three invariants require a channel invariance lemma similar to that of the Buffer in Section 4.2.
\[ x^* = y \sim q \]
\[ \#\text{req}^* = y \]
\[ \#x^* = \#\text{req}^* + \#q \]

\[ \sigma = \text{Empty} \]
\[ \bullet \]
\[ \#q = 0 \]
\[ \#x^* = \#\text{ack} \]

\[ \sigma = \text{Nonempty} \]
\[ 1 \leq \#q \leq N - 1 \]
\[ \#x^* = \#\text{ack} \]

\[ \sigma = \text{Full} \]
\[ \#q = N \]
\[ \#x^* = 1 + \#\text{ack} \]

Figure 15: Queue Invariance Diagram

5.4 Liveness Properties

For the liveness part of the black box specifications, we have to show the following properties:

\[ [\text{Sender}] \Rightarrow \#x \geq \min(\#i, 1 + \#\text{ack}) \]
\[ [\text{Receiver}] \Rightarrow \#o \geq \#y \]
\[ [\text{Receiver}] \Rightarrow \#\text{req} \geq 1 + \#y \]
\[ [\text{Queue}] \Rightarrow \#\text{ack} \geq \min(\#x, \#\text{req} + N - 1) \]
\[ [\text{Queue}] \Rightarrow \#y \geq \min(\#x, \#\text{req}) \]

These properties all have the form \( \#u \geq f(v_1, \ldots, v_n) \) for an output channel \( u \), input channels \( v_1, \ldots, v_n \) and a function \( f \) from the input channel histories to \( N \); the function \( f \) is assumed to be monotonic. According to Section 2.7 such a liveness property can be shown by proving the following leadsto property on the state machine (where \( k \) is a constant distinct from all channel names):

\[ \#u = k \land f(v_1, \ldots, v_n) > k \implies \#u > k \]
For the communication system we regard the following leadsto properties:

\[
\begin{align*}
    \text{Sender} & \models \#x = k \land \min(\#i, 1 + \#ack) > k \quad \Rightarrow \quad \#x > k \\
    \text{Receiver} & \models \#o = k \land \#y > k \quad \Rightarrow \quad \#o > k \\
    \text{Receiver} & \models \#req = k \land 1 + \#y > k \quad \Rightarrow \quad \#req > k \\
    \text{Queue} & \models \#y = k \land \min(\#x, \#req) > k \quad \Rightarrow \quad \#y > k \\
    \text{Queue} & \models \#ack = k \land \min(\#x, \#req + N - 1) > k \quad \Rightarrow \quad \#ack > k
\end{align*}
\]

The first property means that the sender's only output channel \( x \) is extended; the next two properties imply the output extension of the two receiver output channels; the last two properties imply the output extension for the two output channels of the queue. For each of these properties, we use a verification diagram. The diagrams use the component invariants shown in the previous section as lemmas.

The sender's response diagram is shown in Figure 16. From the sender's invariant we know that the system is either in state “Transmit” or in state “Waiting”. In the former case, transition \( \tau_1 \) (which copies a message from \( i \) to \( x \)) immediately leads to the target node; in the other case, we first have to return via \( \tau_2 \) (which consumes an acknowledgment signal) to “Transmit”.

The enabledness of the two transitions is easy to show: When the sender is in state “Transmit”, we know from the invariant that \( \#x = \#i \) and hence \( \#i = \#x = k < \min(\#i, 1 + \#ack) \leq \#i \); thus, \( \tau_1 \) is enabled. When the sender is in state “Waiting”, we know from the invariant that \( \#x = 1 + \#ack \), and hence \( 1 + \#ack = \#x = k < \min(\#i, 1 + \#ack) \leq 1 + \#ack \); thus, \( \tau_2 \) is enabled.

Figure 17 shows the leadsto diagrams for the two liveness properties of the receiver; the reasoning behind these two diagrams is similar to that of the sender's. Note that transition \( \tau_1 \) is always enabled when the receiver is in its initial state.

Figure 18 shows the two leadsto diagrams for the queue component. The diagram in Figure 18(a) is used to show that acknowledgments are produced when the queue is not completely filled. Similarly, the diagram in Figure 18(b) is used to prove the queue output data on \( y \), provided it is not empty and the receiver sent a request.

In Figure 18, an acknowledgment is produced immediately when a message is received from the sender while the queue is empty (with transition \( \tau_1 \)), or when the queue is full and receives a request from the receiver (transition \( \tau_4 \)). If the queue is neither empty nor completely filled, it can receive and acknowledge further input with transition \( \tau_3 \); it might also first answer requests by transitions \( \tau_2 \) until it is empty, before following transition \( \tau_1 \). The case that the buffer is filled to just below capacity is handled separately: The input of an additional message from the sender does not result immediately in an acknowledgment. The enabledness of the transitions in the diagram is again shown by reasoning with (in)equalities, similar to the sender's diagram above.

The diagram in Figure 18 is quite similar; here the situation that only one message is stored in the queue has to be treated as a special case.
5.5 Boundedness

So far we have shown that the communication system outputs all messages received on $i$, and that it outputs only those messages.

Now we prove that the system also fulfills its purpose: to realize error-free transmission over channels with finite buffer size. We show the following invariant, which states that each of the internal channel buffers contains at most one message:

$$\text{(Sender$\parallel$Queue$\parallel$Receiver)} \models \text{inv} \left( \#x^+ \leq 1 \land \#ack^+ \leq 1 \land \#y^+ \leq 1 \land \#req^+ \leq 1 \right)$$

Boundedness is a global system property. Without resorting to assumption/guarantee techniques, it can only be shown for the complete system, which is defined by an interleaving composition of the three components:

```
SystemSTS_def
"SystemSTS == compos SenderSTS (compos QueueSTS ReceiverSTS)"
```

Each transition of the complete system is the conjunction of one transition each of sender, queue and receiver; at most one of these transitions is a non-environment transition. Thus, the boundedness invariant follows from the validity of the trivial invariance diagram of Figure 19.

To prove the verification conditions of the diagram, the invariants and channel invariants of each component are used as lemmas; they are lifted to the system level by the compositionality theorems for invariants (see Section 4.1).
Figure 17: Leadsto Diagrams for the Receiver
(a) Output extension of “ack”

(b) Output extension of “y”

Figure 18: Leadsto Diagrams for the Queue
Figure 19: Invariance Diagram for Boundedness
6 Conclusion

In a previous report we showed how to close the gap between relational I/O specifications with temporal logic properties [1]. Verification diagrams and Isabelle tool support move this more theoretical foundation closer to practice.

Verification diagrams are a concise, yet readable, documentation of the structure of some classes of temporal logic proofs. The verification conditions associated with a diagram are comparatively simple formulas in predicate logic. Discharging these proof obligations with a theorem prover is quite feasible, at least with the level of automatization offered by Isabelle.

Our formalization of the theory of state machines provides more than proof support for verification conditions: Verification rules for the temporal logic operators co, \(\rightarrow\) and inv are proven correct, and the validity of verification diagrams is derived automatically from verification conditions using tactics that mimic the proof structure from Sections 3.3 and 3.4.

From a tool support technique, the automatic generation of theory files, proof obligations and —as far as possible— proof scripts from system structure, state transition and verification diagrams is obviously desirable. In a recent project [20], the CASE tool AUTOFOCUS [8, 9] has been linked with the theorem proving environment VSE II [18]; similar interfaces between AUTOFOCUS and Isabelle would benefit from this existing work.

In this report, we did not delve into the tactics and proof scripts that we used to solve the verification conditions of the examples or that assemble them to yield invariance and leadsto properties. Much more work is necessary to handle more complicated systems that require a formalization of the data types stored in state attributes and sent over communication channels. Unfortunately, while from a technical point of view, Isabelle tactics are well-documented, from a methodological point of view the art of writing Isabelle tactics seems hardly explored.

Often, compositional reasoning about state machine systems requires a separation of component properties into assumptions about their input and guarantees about their output in relation to the input. For a component’s input/output relation, such assumption/guarantee (A/G) specifications and their logical properties are well known [22, 21]. As future work, we attempt to find temporal logic formula classes that can be used to derive black box A/G specifications, and that have simple proof rules and suggestive verification diagrams.
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