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Abstract

We present a tableau system for model checking Petri nets with a fragment of the linear time \( \mu \)-calculus (without the strong nexttime operator). The model checking problem is already known to be decidable for the full linear time \( \mu \)-calculus \cite{Esp}, but the algorithm has non-elementary complexity and gives no insight into the proof process. In contrast to this, tableau systems give a good intuition why a property holds. Although the tableau system is sound and complete and yields a decision procedure, it is not intended to be used as such, but rather as a method for proving and understanding properties expressed in this calculus.
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1 Introduction

Model checking is a very successful technique for verifying temporal properties of concurrent systems, which is viewed as being essentially algorithmic. The corresponding standard algorithms fall into two classes: the iterative algorithms and the tableaux-based algorithms. The iterative algorithms compute all the states of the system which have the desired property, and usually yield higher efficiency in the worst case. The tableaux-based algorithms are designed to check whether a particular expression has a temporal property. This is called local model checking which avoids the investigation of for the verification irrelevant parts of the process being verified. This is due to the fact that the truth of a property at a state may depend on a small neighborhood of the state, rather than the whole system. Therefore this method is applicable for the verification of systems with infinite state spaces. In local model checking the proof system is developed in a goal directed fashion (top down).

Tableau systems consist of tree parts: deduction rules, termination conditions and success conditions. The rules are goal-directed; they transform a goal into subgoals that must be proved, in order to establish the truth of the root-sequent. The termination conditions tell when to stop the construction of the tableau (the proof tree). This is the case when enough information has been collected to decide the truth/falsity of a branch.
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in the tableau. Finally, the success conditions tell if the tableau succeeds in establishing the truth of the root-sequent.

Tableau systems are particularly suitable for computer-assisted verification, i.e. theorem provers with human interaction. This is due to the fact that they give a good intuition on why a property holds and allow the user to apply his knowledge on the system to guide the construction of the tableau by choosing the most promising branches of the tableau, which will be explored first. Although some tableau systems (like the one in this paper) are complete in the sense that they yield a decision procedure for the chosen logic and model of systems, they are not intended to be used as such, but rather as a proof method.

In the field of fixpoint logics, $\mu$-calculi have become very popular in the formal verification community. Most important are the modal $\mu$-calculus, which is interpreted over the states of systems, and the linear time $\mu$-calculus, which is interpreted over runs. Complete tableau systems for these calculi and finite state systems have been described in [SW90] and [SW91, BEM96], respectively.

For infinite state systems the situation is different. While model checking with the modal $\mu$-calculus is undecidable even for very simple models of infinite state concurrent systems (for example BPP) [Esp], the tableau systems for model checking Petri nets described in [Bra92] still provide a useful tool for proving properties. In contrast to this, model checking Petri nets with the linear time $\mu$-calculus is decidable [Esp], but no tableau method existed yet. This is the contribution of this paper. We use a restricted version of the linear time $\mu$-calculus without the strong nexttime operator, but including the weak nexttime operator.

Section 2 contains basic definitions about the linear time $\mu$-calculus. Section 3 defines the tableau system, while section 4 contains the proofs of its soundness and completeness. In section 5 we discuss an example and in section 6 we show some possible generalizations of the tableau method. The paper closes with a section about complexity matters and related work.

## 2 The Linear Time $\mu$-Calculus

We now define the linear time $\mu$-calculus and the restricted fragment that will be used in the next section. The language is built from a set of propositions, variables, boolean connectives, the minimal and maximal fixpoint operators $\mu$ and $\nu$, and two temporal operators, the strong nexttime $\bigcirc$ and the weak nexttime $\Diamond$. Intuitively, $\bigcirc \Phi$ means ‘there is a next moment in time and $\Phi$ is true at this moment’, whereas $\Diamond \Phi$ means ‘if there is a next moment in time, then $\Phi$ is true at this moment’.

**Definition 2.1** Fix two disjoint countable sets, $\mathcal{Z}_C$, the set of propositions, and $\mathcal{Z}_V$, the set of variables, and define $\mathcal{Z} = \mathcal{Z}_C \cup \mathcal{Z}_V$. Let $\text{Act}$ be a countable set of atomic actions. Atomic actions will be denoted by $a, b, c, \ldots$ and sets of actions by $A, B, \ldots$. The formulae of $\mu TL$ are defined by the abstract syntax:

$$\Phi ::= Q | Z | \Phi_1 \land \Phi_2 | \Phi_1 \lor \Phi_2 | \Box_4 \Phi | \Diamond_4 \Phi | \mu Z.\Phi | \nu Z.\Phi$$

where $Q$ ranges over $\mathcal{Z}_C$ and $Z$ over $\mathcal{Z}_V$. The symbol $\sigma$ ranges over $\{\mu, \nu\}$. An occurrence of a variable $Z$ in $\Phi$ is bound if it is within a subformula $\sigma Z.\Phi'$ of $\Phi$ and free otherwise.
If $Z$ is a variable, $\Phi[\Phi'/Z]$ is the result of simultaneously substituting $\Phi'$ for all free occurrences of $Z$ in $\Phi$.

Furthermore, we assume that in any $\mu T_1$ formula the bound variables are distinct, and all occurrences of bound variables are guarded, i.e. that each occurrence of a variable $Z$ in $\sigma Z.\Phi$ is in a subformula of the type $\bigcirc A \Phi'$ or $\bigcirc A \Phi'$. Any formula can be effectively transformed into an equivalent one fulfilling these restrictions.

**Definition 2.2** A labelled transition system $T$ over a set of actions $\text{Act}$ consists of a (possibly infinite) set of states $S$ and a binary relation $\xrightarrow{a} \subseteq S \times S$ for each $a \in \text{Act}$. The system is called rooted if it has a distinguished initial state $s_0 \in S$. A path of $T$ is either an infinite sequence $s_0 \xrightarrow{a_0} s_1 \xrightarrow{a_1} s_2 \xrightarrow{a_2} s_3 \ldots$ or a finite sequence $s_0 \xrightarrow{a_0} s_1 \xrightarrow{a_1} \ldots s_n$ such that $s_n$ has no successors. A run is a path that starts at the initial state. Let $R$ be the set of runs. We shall let $\sigma$ range over runs, and if $\sigma = s_0 \xrightarrow{a_0} s_1 \xrightarrow{a_1} \ldots$ then we write $\sigma(i)$ for $s_i$ and $\sigma^i$ for the path $s_i \xrightarrow{a_i} s_{i+1} \xrightarrow{a_{i+1}} \ldots$. The $i$-th action $a_i$ will be denoted by $\sigma_i$.

A $\mu$-calculus model is a transition system $T$ together with a valuation $V : Z \rightarrow 2^S$ and a valuation $W : Z \rightarrow 2^S$. The denotation $\| \Phi \|_{T,V,W}$ of a $\mu$-formula $\Phi$ in the model $(T,V,W)$ is given by the following rules (omitting the superscript $T$ and the subscript $W$, which do not change):

$$
\| Z \|_V = V(Z)
$$
$$
\| Q \|_V = \{ \sigma \mid \sigma(0) \in W(Q) \}
$$
$$
\| \Phi_1 \land \Phi_2 \|_V = \| \Phi_1 \|_V \cap \| \Phi_2 \|_V
$$
$$
\| \Phi_1 \lor \Phi_2 \|_V = \| \Phi_1 \|_V \cup \| \Phi_2 \|_V
$$
$$
\| \bigcirc A \Phi \|_V = \{ \sigma \mid \sigma_0 \in A \land \sigma^1 \in \| \Phi \|_V \}
$$
$$
\| \bigcirc A \Phi \|_V = \{ \sigma \mid \sigma_0 \in A \land \sigma^1 \in \| \Phi \|_V \} \cup \{ \sigma \mid \sigma_0 \not\in A \lor \sigma(0) \not\rightarrow \}
$$
$$
\| \nu Z.\Phi \|_V = \{ R \subseteq R \mid \| \Phi \|_{V[Z := R]} \supseteq R \}
$$
$$
\| \mu Z.\Phi \|_V = \{ R \subseteq R \mid \| \Phi \|_{V[Z := R]} \subseteq R \}
$$

where $V[Z := R](Z') := \{ V(Z), \text{ if } Z \neq Z' \}
\{ R, \text{ if } Z = Z' \}$.

A state $s$ satisfies a formula $\Phi$, $s \models \Phi$, if all runs starting at $s$ satisfy $\Phi$, i.e. $\{ \sigma \mid \sigma(0) = s \} \subseteq \| \Phi \|$. For a run $\sigma$ we also write $\sigma \models \Phi$ instead of $\sigma \in \| \Phi \|$.

**Definition 2.3** For all ordinals $\alpha \in \text{Ord}$, the fixpoint approximants $\mu^\alpha Z.\Phi$ and $\nu^\alpha Z.\Phi$ are defined by: $\mu^0 Z.\Phi = \perp$ and $\nu^0 Z.\Phi = \top$, $\sigma^{\alpha+1} Z.\Phi = \Phi[\sigma^\alpha Z.\Phi/Z]$, $\mu^\alpha Z.\Phi = \bigwedge_{\alpha \leq \lambda} \mu^\alpha Z.\Phi$, $\nu^\alpha Z.\Phi = \bigwedge_{\alpha \leq \lambda} \nu^\alpha Z.\Phi$, where $\lambda$ is a limit ordinal.

**Proposition 2.4 (Knaster-Tarski)** $\mu Z.\Phi = \bigwedge_{\alpha} \mu^\alpha Z.\Phi$, $\nu Z.\Phi = \bigwedge_{\alpha} \nu^\alpha Z.\Phi$.

**Definition 2.5** The $\mu$-signature $\mu - \text{sig}(\sigma, \Phi)$ of a run $\sigma$ w.r.t. a formula $\Phi$ (where $\sigma \models \Phi$) is the lexicographically least sequence $\zeta_1, \ldots, \zeta_k$ such that $\sigma \models \Phi[\mu^{\zeta_i} Z.\Phi_i/\mu Z.\Phi_i]$ where $\mu Z.\Phi_i$ are the $\mu$-subformulae of $\Phi$ in order of depth (i.e. in some (fixed) order such that subformulae appear after any containing subformulae).

Dually, the $\nu$-signature of $\sigma \models \Phi$ is the least sequence s.t. $\sigma \not\models \Phi[\nu^{\zeta_i} Z.\Phi_i/\nu Z.\Phi_i]$.

These preliminary definitions apply to finite or infinite systems. For a thorough treatment of finite systems refer to [BEM96] and [SW91]. Here we are interested in infinite systems described by general Petri nets. Esperaz [Esp] has proved that model checking
Petri nets with the linear time \( \mu \)-calculus is decidable, provided that the propositions satisfy certain restrictions. The algorithm works by reduction to the reachability problem for Petri nets and Büchi-automata. One problem is that this algorithm has non-elementary complexity and is therefore not useful in practice. (The problem is at least as hard as the reachability problem for Petri nets and therefore EXPSPACE-hard). Even more important is that the algorithm yields hardly any insight on why a property holds and is useless as a proof method. The tableau method described in this paper is a generalization of the tableau method of [BEM96] and can be used as a proof technique.

**Definition 2.6** A labelled Petri net \( N = (S, T, W, L, \text{Act}) \) consists of a finite set of places \( S \), a finite set of transitions \( T \), a function \( W : S \times T \cup T \times S \to \mathbb{N} \) that assigns weights to the arcs, a set of actions \( \text{Act} \) and a labelling function \( L : T \to \text{Act} \) that assigns actions to the transitions. Markings of nets will be denoted by \( \Sigma \). As a technicality markings will be mappings \( S \mapsto (\mathbb{N} \cup \{\omega\}) \) instead of \( S \mapsto \mathbb{N} \), where \( \omega \) is the first limit ordinal.

In the rest of the paper we will use a restricted version of the linear time \( \mu \)-calculus.

**Definition 2.7 (Restrictions)**

- The strong nexttime operator \( \Box \) will be left out completely. This is done in order to make it impossible to express the state of deadlock with the calculus and so to avoid having to solve the reachability problem for Petri nets in the tableau. As mentioned earlier the model checking problem is decidable for the full linear time \( \mu \)-calculus [Esp], but so far there exist no tableau methods for solving the reachability problem for Petri nets.

So we only use the weak nexttime operator \( \Diamond \).

- The propositions \( Q \in \mathcal{Z}_C \) must satisfy two restrictions.

\[
\begin{align*}
Q_1 & \quad \Sigma \in W(Q) \Rightarrow \forall \Sigma' \leq \Sigma. \Sigma' \in W(Q) \\
Q_2 & \quad (\Sigma + \omega \Sigma') \notin W(Q) \Rightarrow \exists k \in \mathbb{N} \forall k' \geq k. (\Sigma + k' \Sigma') \notin W(Q).
\end{align*}
\]

### 3 The Tableau System

#### 3.1 The Sequents

An important difference between the modal \( \mu \)-calculus and the linear time \( \mu \)-calculus is the treatment of disjunction. In a tableau system for the modal \( \mu \)-calculus (see [SW91]) the sequents have the form \( \Sigma \vdash \Phi \), which means that the state \( s \) satisfies the formula \( \Phi \). So \( \Sigma \vdash \Phi \lor \Psi \) means \( \Sigma \in \| \Phi \| \cup \| \Psi \| \) and therefore implies either \( \Sigma \vdash \Phi \) or \( \Sigma \vdash \Psi \). Thus the two rules

\[
\begin{align*}
\Sigma \vdash \Phi \lor \Psi & \quad \Sigma \vdash \Phi \\
\Sigma \vdash \Phi & \quad \Sigma \vdash \Psi
\end{align*}
\]

are complete.

For the linear time \( \mu \)-calculus the situation is different, because here \( \Sigma \vdash \Phi \lor \Psi \) means \( \{\sigma \mid \sigma(0) = \Sigma\} \subseteq \| \Phi \| \cup \| \Psi \| \). As \( \{\sigma \mid \sigma(0) = \Sigma\} \) is a set of runs (that can have more than one element) we can no longer infer \( \Sigma \vdash \| \Phi \| \) or \( \Sigma \vdash \| \Psi \| \) if some runs starting at \( \Sigma \)
may satisfy $\Phi$ but not $\Psi$, while others may satisfy $\Psi$ and not $\Phi$. The solution is to allow sets of formulae in the right hand side of the sequent that are interpreted disjunctively (see [BEM96]). This way, the rule

$$
\Sigma \vdash \Phi \lor \Psi \\
\Sigma \vdash \Phi, \Psi
$$

is sound and complete.

### 3.2 The Rules

The rules for the tableau can be divided into two groups: the basic rules and the special rules. While the basic rules are sufficient for finite state systems the special rules are needed for the treatment of Petri nets. We will define and discuss the basic rules first as they are more intuitive, and make the necessary adjustments and extensions by the special rules later. For convenience of notation we define that $\Gamma, \Delta, \ldots$ denote sequences of formulae (i.e. $\Gamma = \Phi_1, \Phi_2, \ldots, \Phi_n$ and $\circ A \Gamma = \circ A \Phi_1, \ldots, \circ A \Phi_n$).

\[
\begin{align*}
\wedge & \quad \frac{\Sigma \vdash \Gamma, \Phi \land \Psi}{\Sigma \vdash \Gamma, \Phi, \Sigma \vdash \Gamma, \Psi} \\
\lor & \quad \frac{\Sigma \vdash \Gamma, \Phi \lor \Psi}{\Sigma \vdash \Gamma, \Phi, \Sigma \vdash \Gamma, \Psi} \\
Q & \quad \frac{\Sigma \vdash \Gamma, Q}{\Sigma \vdash \Gamma} \quad \text{where } \Sigma \notin W(Q) \\
\circ & \quad \frac{\Sigma \vdash \circ A_1 \Gamma_1, \ldots, \circ A_n \Gamma_n}{\Sigma_1 \vdash \Delta \ldots \Sigma_k \vdash \Delta} \quad \text{where } \Delta = \Gamma_1, \ldots, \Gamma_k \text{ and } \\
& \quad \{\Sigma_1, \ldots, \Sigma_k\} = \{\Sigma' \mid \exists a \in \bigcap_{i=1}^n A_i, \Sigma \xrightarrow{a} \Sigma'\} \\
\sigma Z & \quad \frac{\Sigma \vdash \Gamma, \sigma Z, \Phi}{\Sigma \vdash \Gamma, \Phi[\sigma Z/Z]}
\end{align*}
\]

Additionally use the following “cleanup-procedure” after each rule application: If a formula $\Phi$ occurs more than once in a sequence $\Gamma$, then delete all occurrences but the first.

**Lemma 3.1** The antecedent of a rule is true if and only if all its consequents are true.

**Proof** Trivially from the definitions.

For these basic rules the result of the application of a rule to a sequent is completely determined by the sequent. In other words, the children are completely determined by the parent. We’ll see later that this is not the case for the special rules. There several ancestors (in the path from the root to the sequent) must be taken into account.

### 3.3 Paths and Internal Paths

A *proof tree* is a tree of sequents constructed by the iterated application of rules, starting with a root $\Sigma_0 \vdash \Phi_0$. Associated with a path $\pi$ in a proof tree is a sequence $\sigma = t_1, t_2, \ldots, t_n$ of transitions arising from the applications of the $\circ$-rule in $\pi$. We denote this by $\sigma = \text{trans}(\pi)$. 


In a tableau each node is assigned a unique label \( n_i \). Let \( n_i : \Sigma_i \vdash \Phi_i \) and \( n_j : \Sigma_j \vdash \Phi_j \) be two nodes in the tableau. By \( n_i \succeq n_j \) we mean that \( \Sigma_i = \Sigma_j \) and \( \Phi_i = \Phi_j \). We write \( n_i \gg n_j \) if \( n_j \) occurs earlier on the path from the root to \( n_i \). It follows that \( \gg \) is a partial order on the set of nodes in a tableau.

The price we pay for allowing sets of formulae in the right hand side of a sequent is that a path in the proof tree has a more complex internal structure: a set of internal paths describing the dependencies between formulae at different nodes. The path

\[
\frac{n_1 : \Sigma \vdash (\square_{\{a,b\}} \Phi \land \Psi) \lor \square_{\{a,c\}} \Psi}{n_2 : \Sigma \vdash \square_{\{a,b\}} \Phi \land \Psi, \square_{\{a,c\}} \Psi}
\]

\[
\frac{n_3 : \Sigma' \vdash \Phi \land \Psi, \Psi}{n_4 : \Sigma \vdash \Phi, \Psi}
\]

has the following internal paths:

\[
\begin{align*}
n_1 &: (\square_{\{a,b\}} \Phi \land \Psi) \lor \square_{\{a,c\}} \Psi \\
n_2 &: \square_{\{a,b\}} \Phi \land \Psi \\
n_3 &: \Phi \land \Psi \\
n_4 &: \Phi
\end{align*}
\]

(n_1, \Sigma_1, \Phi_1), (n_2, \Sigma_2, \Phi_2), \ldots

are ordered on the set of nodes in a tableau.

Intuitively the truth of a sequent depends on the structure of the internal paths starting at it, particularly on which \( \mu \) or \( \nu \)-variables are unfolded in those paths.

**Definition 3.2 (Internal paths, Internal circuits)** Let \( \pi \) be a path of the proof tree. An internal path of \( \pi \) is a finite or infinite sequence of triples \((n_1, \Sigma_1, \Phi_1), (n_2, \Sigma_2, \Phi_2), \ldots \) s.t. \( \Phi_1 \) appears in \( n_1 \), and for any two consecutive pairs \((n_i, \Sigma_i, \Phi_i), (n_{i+1}, \Sigma_{i+1}, \Phi_{i+1})\), one of the following cases holds:

- \( n_{i+1} \) is a child of \( n_i \), no rule is applied to \( \Phi_i \) and \( \Phi_{i+1} = \Phi_i \), or

- \( n_{i+1} \) is a child of \( n_i \), some rule different from \( Q \) is applied to \( \Phi_i \), and \( \Phi_{i+1}, \Sigma_{i+1} \) are the formula/marking given by the rule application.

An internal circuit of a finite path \( \pi = n_1 n_2 \ldots n_k \) such that \( n_1 : \Sigma_1 \vdash \Gamma \), \( n_k : \Sigma_k \vdash \Gamma \) and \( \Sigma_k \supseteq \Sigma_1 \) is a finite sequence of internal paths of \( \pi \)

\[
((n_1, \Sigma_1, \Phi_1), (n_2, \Sigma_2, \Phi_2), \ldots, (n_k, \Sigma_k, \Phi_k)) \quad \text{for } j \in \mathbb{N}
\]

such that \( \Phi_{ik+1} = \Phi_{ik}, \Phi_1 = \Phi_{(j+1)k} \) and \( \Sigma_1 \leq \Sigma_k \) and \( \Phi_1 \in \Gamma \).

The characteristic of a finite internal path is the highest variable that is unfolded (by the \( \sigma Z \)-rule) or the symbol \( \bot \) if no variable is unfolded; the characteristic of an infinite internal path is the highest variable that is unfolded infinitely often. If the characteristic of an internal path is a \( \nu \)-variable (\( \mu \)-variable), then we say that the path has \( \nu \)-characteristic (\( \mu \)-characteristic). For a path \( n \ldots n' \) the set \( \text{Int}(n, n') \) is defined as the set of triplets \((\Phi, \Phi', Z)\) such that there exists an internal path \((n, \Phi) \ldots (n', \Phi')\) with characteristic \( Z \).
It is easy to see that if the formula at the root of the proof tree is guarded, then the characteristic of any internal circuit is always different from $\bot$.

Before defining the special rules we must make some additions. We assign each node a label consisting of a finite set of pairs $\in \mathbb{N}^l \times N$, where $l$ is the number of places of the Petri net and $N$ the set of nodes in the tableau. The label of the root node is the empty set. For a node $n$ with state $\Sigma$, label $D$ and sequence of formulae $\Gamma$ we write $n(D) : \Sigma \vdash \Gamma$. If the label is of no concern we just write "?" for it.

Child-nodes do not inherit these labels; they are only introduced by special rules.

### 3.4 The Special Rules

Now that we have defined these notions we can define the special rules. Here $n \rightarrow n'$ means that node $n$ is replaced by $n'$.

\[
\omega \quad n_2(D) : \Sigma_2 \vdash \Gamma \rightarrow n_3(D) : \Sigma_2 + \omega(\Sigma_2 - \Sigma_1) \vdash \Gamma
\]

if there is a previous node $n_1(?) : \Sigma_1 \vdash \Gamma$ s.t. $n_2 \gg n_1$, $\Sigma_2 \geq \Sigma_1$

and there is a place $s$ s.t. $\Sigma_1(s) < \Sigma_2(s) \neq \omega$ 

\[
M \quad n(D) : \Sigma \vdash \Gamma \rightarrow n(D \cup \{\delta, n''(s)\}) : \Sigma \vdash \Gamma
\]

if there are two ancestors $n''(?) : \Sigma \vdash \Gamma$ and $n''(?) : \Sigma \vdash \Gamma$ s.t. $n \gg n' \gg n''$

$\text{Int}(n'', n') = \text{Int}(n'', n)$ and $\delta$ is the Parikh-vector of the sequence of transitions fired between $n'$ and $n$

Special rules take precedence over basic rules and rule $\omega$ takes precedence over rule $M$.

The intuition for the special rules is as follows:

\[
\omega \quad \text{Let } \Sigma \text{ be a marking and } \Sigma' \geq \Sigma. \text{ If there is an unsuccessful run starting at } \Sigma, \text{ then the same run can also start at } \Sigma'. \text{ So the chance to find an unsuccessful run is better if the start-marking is larger. The new marking with } \omega \text{ represents the infinitely many reachable markings with arbitrarily high numbers of tokens in these places. Note that the } \omega \text{ does not mean that there are infinitely many tokens on this place, but only that there are reachable markings with arbitrarily high numbers of tokens.}
\]

\[
M \quad \text{If the conditions for the } M \text{-rule are satisfied then the path from node } n' \text{ to node } n \text{ gives us no new information for the construction of an unsuccessful run. This is because of the condition } \text{Int}(n'', n') = \text{Int}(n'', n). \text{ The only thing worth remembering are the changes } \delta \text{ in the marking of the net. By adding the vector to the label of the node we remember that we could insert this piece of the branch as often as we want, and change the marking by } \delta. \text{ This is necessary, because later in the tableau it might turn out that we should have inserted this piece of the branch between } n' \text{ and } n \text{ a certain number of times in order to be able to construct an infinite unsuccessful run. However, at the point where the } M \text{-rule is applied we don't know yet how often to insert this part of the branch.}
\]

Now we can define the terminal nodes.

**Definition 3.3** A node $n(?) : \Sigma \vdash \Gamma$ is a *terminal* if any of the following conditions is satisfied:
1. \( \Gamma = Q \) and \( \Sigma \notin \mathcal{W}(Q) \)

2. \( \Gamma = \bigcirc_{i=1}^{n} \Gamma_i \) and \( \exists \alpha \in \bigcap_{i=1}^{n} A_i, \Sigma' \rightarrow \Sigma' \)

3. \( Q \in \Gamma \) and \( \Sigma \in \mathcal{W}(Q) \)

4. \( n \) has an ancestor \( n' \equiv n \) s.t. \( n' \leq n \) and
   - every internal circuit of the path \( n' \ldots n \) has \( \mu \)-characteristic, and
   - Let \( \delta_0 \) be the Parikh-vector of the sequence of fired transitions between \( n' \) and \( n \). Let \( \{ \delta_1, \ldots, \delta_k \} = \{ \delta \mid \exists n', n'' \leq n' \leq \sigma / \exists (\delta, n) \in D, \sigma \geq n' \}. \)
     There are \( x_1, \ldots, x_k \in \mathbb{N} \) s.t. \( \delta_0 + x_1 \delta_1 + \ldots + x_k \delta_k \geq 0 \).

5. There are nodes \( n''(\sigma) : \Sigma \vdash \Gamma \) and \( n'(D) : \Sigma \vdash \Gamma \) s.t. \( n'' \leq n' \leq n \). Let \( \pi_1 \) be the path between \( n'' \) and \( n' \) and \( \pi_2 \) the path between \( n' \) and \( n \). Let \( \delta \) be the Parikh-vector of the sequence of transitions fired between \( \pi_1 \). \( \pi_1 = \pi_2 \) and \( \exists n. (\delta, n) \in D \).

Terminals of type 1 and 4 are \textit{unsuccessful}, and terminals of type 2, 3 and 5 are \textit{successful}.

A \textit{tableau} is a finite proof tree whose leaves (and no other nodes) are terminals. A tableau is \textit{successful} iff all its terminals are successful.

\textbf{Lemma 3.4} \textit{There is a unique tableau with a given root.}

\textbf{Proof} For the basic rules the children of a nonterminal node are determined only by the node and the rules are deterministic. For the special rules the changes of a node depend only on the node and its predecessors. The precedence conditions ensure that these changes are deterministic too. Finally the termination conditions are deterministic. \( \square \)

The intuition behind the definition of the special rules and the terminals is the following: Each path of the tableau can be seen as an attempt to construct a \textit{false} run of the system, i.e. a run that does not satisfy the formula at the root. The terminals identify the points at which we have gathered enough information either to construct such a run (unsuccessful terminal) or to give up searching the continuations of the path (successful terminal). Let \( \pi \) be a path of the tableau ending in a terminal \( n \), and let \( \sigma = \text{trans}(\pi) \).

- If \( n \) is of type 1, then it is of the form \( \Sigma \vdash Q \), and no run starting at \( \Sigma \) satisfies \( Q \). Therefore any run of the form \( \sigma \sigma' \) is false.

- If \( n \) is of type 2 then any run of the form \( \sigma \sigma' \) is a true run. This is due to the definition of \( \bigcirc_{A} \) as \( \sigma \) has no continuations \( \sigma' \) starting with an action in \( \bigcap_{i=1}^{n} A_i \).

- If \( n \) is of type 3 then any run of the form \( \sigma \sigma' \) is true.

- If \( n \) is of type 4, then an infinite unsuccessful run can be constructed. Basically this is because that in any chain of dependencies corresponding to this run some \( \mu \)-variable is unfolded infinitely often. The details will be explained in section 4.

- If \( n \) is of type 5, then nothing new has happened between \( n' \) and \( n \). This is because the same path has already occurred earlier in the tableau between \( n'' \) and \( n' \). Even the Parikh-vector of transitions fired between \( n' \) and \( n \) has already been recorded in the label of \( n' \). Basically this means that if any unsuccessful run can be found, then it can be found elsewhere in the tableau in an easier (shorter) way.
First recall a general lemma that is very useful for decidability problems about Petri nets.

**Lemma 4.1 (Dickson’s lemma)** Given an infinite sequence of vectors $M_1, M_2, M_3, \ldots$ in $\mathbb{N}^k$ there are $i < j$ s.t. $M_i \leq M_j$ ($\leq$ taken componentwise).

**Lemma 4.2** The tableau for a given root is finite.

**Proof** Let $\tau$ be the tableau with root $\Sigma_0 \vdash \Phi_0$ and $m$ the number of symbols in $\Phi_0$. It is easy to see that the size of the closure (i.e., the subformulae, modulo unfolding) of $\Phi_0$ is bounded by $m$. Therefore at most $2^m$ different sequents $\Gamma$ can occur in nodes of the tableau and there are at most $2^{m^3}$ different $Int$ relations. Let $t$ be the number of transitions in the Petri net. Then each node has at most $\max\{2, t\}$ children.

Assume that there is an infinite path in the tableau. Because of the special rule $\omega$ and Dickson’s lemma (4.1) the number of different markings $\Sigma$ occurring in nodes of the tableau is finite. Thus there are only finitely many different paths between different nodes with the same marking $\Sigma$ and the same sequence of formulae $\Gamma$.

Because of the special rule $M$ all the Parikh-vectors of these paths will eventually be stored in the labels of the nodes. So the path will end by termination condition 5.

Thus every path in the tableau has finite length. As each node has only finitely many children the tableau is finite. \qed

**Lemma 4.3** If $\Sigma_0 \vdash \Phi_0$ then there is a successful tableau.

**Proof** Starting with the root-node $n_0(\{\}) : \Sigma_0 \vdash \Phi_0$, apply the rules until the tableau is constructed. The construction terminates by Lemma 4.2.

We will assume that there exists an unsuccessful terminal $n(D) : \Sigma \vdash \Gamma$ and derive a contradiction. There are two cases:

1. $n$ is of type 1. Then $n$ is of the form $n(D) : \Sigma \vdash \Psi$ and $\Sigma$ doesn’t satisfy $\Psi$. Therefore $n$ is a false node. By condition Q1 and Q2 from Def. 2.7 it follows that we could construct another tableau without using the $\omega$-rule that has a path leading to a node $n_2(?) : \Sigma' \vdash Q$ s.t. $\Sigma' \leq \Sigma$ and $\forall s \in S, \Sigma'(s) \neq \Sigma(s) \Rightarrow \Sigma(s) = \omega$ and $\Sigma'$ fails $\Psi$. This is a contradiction, because by Lemma 3.1 the node $n_2$ should be true.

2. If $n$ is of type 4 then because of condition Q1 and Q2 for any $k \in \mathbb{N}$ it is possible to construct another tableau without using the $M$- and $\omega$-rules s.t. this tableau contains two nodes $n_1(?) : \Sigma_1 \vdash \Gamma, \Sigma_2 \geq \Sigma_1, \forall s \in S, \Sigma(s) = \omega \Rightarrow \Sigma_1(s) \geq k$ and every internal circuit of the path $n_1 \ldots n_2$ has $\mu$-characteristic. Let $\sigma = \text{trans}(n_1 \ldots n_2)$. By our assumption the run $\sigma^\omega$ starting at $\Sigma_1$ satisfies some formula of $\Gamma$. Let $\{\Phi_1, \ldots, \Phi_t\}$ be the satisfied formulae. Let $\bar{\sigma}$ be the Parikh-vector of $\sigma$. We know that $\bar{\sigma} \geq \bar{0}$. An internal path starting with $\Phi_1$ of the form $\Sigma_1 \vdash \Phi_1 \ldots \Sigma_2 = \Sigma_1 + \bar{\sigma} \vdash \Phi_2 \ldots \Sigma_1 + j \bar{\sigma} \vdash \Phi_3 \ldots$ which is constructed by certain rules must be periodic. Especially some formula $\Phi_i$ must occur infinitely often. Now construct this periodic internal path $\pi = \Sigma_1 \vdash \Phi_1 \ldots \Sigma_1 + 1 \ast m \bar{\sigma} \vdash \Phi_2 \ldots \Sigma_1 + j \ast m \bar{\sigma} \vdash \Phi_3 \ldots$. The construction is guided by inductively associating to each pair $\Sigma \vdash \Phi$ a suffix $\rho_\circ$ of $\sigma^\omega$ s.t. $\rho_\circ(0) = \Sigma$ and $\rho_\circ$ satisfies $\Phi$. For the initial pair $\Sigma_1 \vdash \Phi_1$ this is $\sigma^\omega$ itself. Now we define how to select the $(x + 1)$-th element $\Sigma' \vdash \Phi'$ and $\rho_{x+1}$, given the $x$-th element $\Sigma \vdash \Phi$ and $\rho_x$. 
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• If $\Phi = Q$ and the $Q$-rule is applied, then $\Sigma \vdash \Phi$ is the last node of $\pi$. In the original tableau there is a corresponding marking $\Sigma_\omega$ s.t. $\Sigma \leq \Sigma_\omega$ and $\forall s \in S, \Sigma_\omega(s) \neq \Sigma(s) \Rightarrow \Sigma_\omega(s) = \omega \land \Sigma(s) \geq k'$. $k' \in \mathbb{N}$ is finite, but we can choose it arbitrarily high, because we can choose $k$ arbitrarily high and $\delta' \geq 0$. As $\Sigma_\omega \not\models Q$ it follows that $\Sigma \not\models Q$, because of condition Q2 defined in Def. 2.7.

• If $\Phi = \Psi \land \Upsilon$ and $\land$ is applied to $\Phi$, then $\Sigma' = \Sigma$, $\Phi'$ is either $\Psi$ or $\Upsilon$, according to the choice in the path from $n_1$ to $n_2$, and $\rho_{i+1} = \rho_i$.

• If $\Phi = \Psi \lor \Upsilon$ and $\lor$ is applied to $\Phi$, then $\Sigma' = \Sigma$, $\rho_{i+1} = \rho_i$ and

$$\Phi' = \begin{cases} 
\Psi, & \text{if } \mu - \text{sig}(\rho_i, \Psi) \leq \mu - \text{sig}(\rho_i, \Upsilon) \\
\Upsilon, & \text{otherwise}
\end{cases}$$

• If $\Phi = \circ_A \Psi$ then $\circ$ is applied and $\Phi' = \Psi$, $\rho_{i+1} = \rho_i^{(1)}$ and $\Sigma'$ is the state corresponding to $\rho_{i+1}(0)$.

• If $\Phi = \sigma Z.\Psi$ and $\sigma Z$ is applied then $\Sigma' = \Sigma$, $\Phi' = \Psi[\sigma Z.\Psi/Z]$ and $\rho_{i+1} = \rho_i$.

There are two possible sub-cases:

(a) $\pi$ is finite.

Then the last node must be of the form $\Sigma \vdash Q$, and the $Q$-rule is applied. Therefore no run starting at $\Sigma$ satisfies $Q$. This is a contradiction, as the node $\Sigma \vdash Q$ should be true.

(b) $\pi$ is infinite.

Let $Z$ be the characteristic of $\pi$. Then $Z$ is also the characteristic of some internal circuit of $n_1 \ldots n_2$, and therefore a $\mu$-variable. Assign to each element $\Sigma \vdash \Phi$ of $\pi$ (with corresponding run $\rho$) a truncated prefix of $\mu - \text{sig}(\rho, \Phi)$ by removing all ordinals corresponding to $\mu$-variables lower than $Z$. Let $T_{\pi}$ be the sequence of truncated signatures associated with $\pi$.

The sequence $T_{\pi}$ is non-increasing, because no variable higher than $Z$ is ever unfolded, and because of the way we defined the internal path where the $\lor$-rule was applied. As we have shown before an infinite number of sequents of the form $\Sigma_1 + j \cdot m \delta \vdash \Phi_i$ for $i = 1, 2, \ldots$ occur in $\pi$, s.t. each has the associated run $\sigma^{\omega}$. So the associated truncated $\mu$-signatures are the same. This is a contradiction, because the truncated $\mu$-signature should decrease as the variable $Z$ is unfolded between two occurrences of this sequent.

$\square$

**Lemma 4.4** If there is a successful tableau, then $\Sigma_0 \vdash \Phi_0$.

**Proof** Assume that there is a successful tableau $\tau$ for $\Sigma_0 \vdash \Phi_0$, but $\Sigma_0 \not\models \Phi_0$. We will derive a contradiction.

Assuming that $\Sigma_0 \not\models \Phi_0$ there must be a run $\sigma_0$ starting at $\Sigma_0$ s.t. $\sigma_0 \not\in \| \Phi_0 \|$. We shall use this run to show the existence of an unsuccessful terminal, contradicting the success of $\tau$.

To do this, we first use $\sigma_0$ to construct a (possibly infinite) path $\pi'$ in a tableau $\tau'$ constructed without using the special rules (i.e. by the basic rules only). Using this
path we shall then prove the existence of a finite unsuccessful path \( \pi \) in the tableau \( \tau \) constructed by all rules.

To serve as guide during the construction of the path \( \pi' = n_0 n_1 n_2 \ldots \), we inductively associate to each node \( n_i \): a suffix \( \rho_i \); of \( \sigma_0 \) s.t. the state of \( n_i \) is \( \rho_i(0) \) and \( \rho_i \) fails every formula of \( n_i \). The suffix associated with the root \( n_0 \) is \( \sigma_0 \). If \( n_i \) is a terminal of type 1, 2, 3 or 4 then \( (\rho_i, n_i) \) is the last element of \( \pi \). Otherwise its successor \( n_{i+1} \) and associated suffix \( \rho_{i+1} \) are chosen as follows:

- If the \( \circ \)-rule is applied to \( n_i \), then \( \rho_{i+1} = \rho_i^{(1)} \), and \( n_{i+1} \) is the child of \( n_i \) having \( \rho_{i+1}(0) \) as state;
- If the \( \land \)-rule is applied then to \( n_i \), then \( \rho_{i+1} = \rho_i \) and \( n_{i+1} \) is a child of \( n_i \) s.t. the \( \nu \)-signature of \( \rho_i \) is preserved (if \( \rho \) fails \( \Phi \land \Psi \) with \( \nu \)-signature \( \xi \), then \( \rho \) fails either \( \Phi \) or \( \Psi \) with \( \nu \)-signature \( \xi \));
- If one of the rules \( \lor \), \( Q \) or \( \sigma Z \) is applied then \( \rho_{i+1} = \rho_i \) and \( n_{i+1} \) is the only child of \( n_i \).

As no special rules are used the labels of all nodes are empty. It follows from Lemma 3.1 that every node of \( \pi' \) is false. There are two cases:

1. \( \pi' \) is infinite.

As there are only finitely many subformulae of \( \Phi_0 \), there are only finitely many different sequents \( \Gamma \) in the tableau \( \tau' \). So \( \pi' \) must contain an infinite subsequence \( n_{m_1} \ldots n_{m_j} \ldots \) s.t. \( n_{m_i} (\{\}) : \Sigma_{m_i} \vdash \Gamma \). Let \( \Gamma = \Phi_1, \ldots, \Phi_n \). We assign to each node \( n_{m_i} \) a vector of signatures \( \vec{x}_i = (\nu - \text{sig}(\Phi_1, \rho_{m_i}), \ldots, \nu - \text{sig}(\Phi_n, \rho_{m_i})) \). By Dickson’s Lemma there are two indices \( i \leq j \) s.t. \( \vec{x}_i \leq \vec{x}_j \) and \( \Sigma_{m_i} \leq \Sigma_{m_j} \). Note that the relation between \( \vec{x}_i \) and \( \vec{x}_j \) is the pointwise order on vectors, while the order on their components is the lexicographic order.

Now we prove that every internal circuit of \( n_{m_1} \ldots n_{m_j} \) has \( \mu \)-characteristic.

Assume there is an internal circuit \( \gamma \) of \( n_{m_1} \ldots n_{m_j} \) with \( \nu \)-characteristic \( Z \). Assign to each element \( (n_k, \Phi_k) \) of \( \gamma \) a prefix of \( \nu - \text{sig}(\Phi_k, \rho_k) \) obtained by removing all ordinals corresponding to \( \nu \)-variables lower than \( Z \). Let \( T_\gamma \) be the sequence of truncated signatures corresponding to \( \gamma \). We claim that \( T_\gamma \) is non-increasing. Let \( n_k \) and \( n_{k+1} \) be two consecutive nodes of \( \gamma \). If \( n_k \neq n_{m_j} \) then \( n_{k+1} \) is a successor of \( n_k \) and the truncated signature cannot increase when moving from \( n_k \) to \( n_{k+1} \), because no variable higher than \( Z \) is ever unfolded and because of the way the branch is chosen at the \( \land \)-nodes. If \( n_k = n_{m_j} \), then \( n_{k+1} = n_{m_j+1} \) and since \( \vec{x}_i \leq \vec{x}_j \) the truncated signature cannot increase as well.

Since \( Z \) is unfolded somewhere in \( \gamma \), the last element of \( T_\gamma \) is lexicographically less than the first. This contradicts the assumption that \( \vec{x}_i \leq \vec{x}_j \). Therefore \( Z \) must be a \( \mu \)-variable.

Using these properties we will construct a tableau \( \tau'' \) by using the basic rules and the \( \omega \)-rule, but omitting the \( M \)-rule. The condition Q1 from Def. 2.7 ensures that \( \tau'' \) contains two nodes \( n_1 (\{\}) : \Sigma \vdash \Gamma \ll n_2 (\{\}) : \Sigma \vdash \Gamma \), s.t. every internal circuit between them has \( \mu \)-characteristic. (\( \Sigma \) will possibly contain \( \omega \)-s). There are two cases:
(a) Either the $\omega$-rule has been applied before $n_{m_1}$ and $n_1$ corresponds to $n_{m_i}$ and $n_2$ to $n_{m_j}$.

(b) Or the $\omega$-rule is applied at $n_{m_i}$. Let $\pi_\omega$ be the path from $n_{m_i}$ to $n_{m_j}$. Then $n_1$ corresponds to the modified $n_{m_j}$ and $n_2$ corresponds to the node that is reached from $n_1$ via $\pi_\omega$.

Note that now both $n_1$ and $n_2$ have the same marking $\Sigma$ (which can contain $\omega$s).

Let $\delta$ be the Parikh-vector of the sequence of transitions fired between $n_1$ and $n_2$. As $\Sigma_{m_1} \leq \Sigma_{m_j}$ we know that $\delta \geq \delta_0$.

Now we construct the tableau $\tau'''$ using all rules and show that it must contain a terminal of type 4 that occurs at the same place as $n_2$, or even before. Note that $n_2$ would be a candidate for such a terminal, were it not for the $M$-rule and termination condition $5$. We will start with the tableau $\tau''$ and successively cut out segments of the path leading from the root to $n_2$, thus obtaining a shorter path leading to a type 4 terminal. We repeat this until termination condition $5$ is not satisfied anywhere in this path. Thus we obtain a tableau that could have been constructed from scratch by using all rules. Let $n''$, $n'$ and $n$ be the nodes that satisfy the conditions of the $M$-rule and $\pi_1$ be the path from the root to $n_1$ in $\tau''$. Note that no application of the $\omega$-rule takes place between $n''$ and $n$, as well as between $n_1$ and $n_2$. There are four cases:

(a) $n \ll n_1$

Let $\alpha$ be the path from $n'$ to $n$. In the path from $n$ to $n_1$ we can cut out all the subpaths equal to $\alpha$, thus obtaining a shorter path, $n_2$ still satisfies the conditions to be a type 4 terminal.

(b) $n' \ll n_1 \ll n$

Let $\alpha$ be the path from $n$ to $n_2$ and $\beta$ the path from $n_1$ to $n$. Let $n_3$ be the node that can be reached from $n'$ with the path $\alpha \beta$. It follows that $n_3 \ll n_2$ and $n_3$ is a type 4 terminal.

(c) $n'' \ll n_1 \ll n'$

Let $\alpha$ be the path from $n$ to $n_2$ and $\beta$ the path from $n_1$ to $n$. Let $n_3$ be the node that can be reached from $n''$ with the path $\alpha \beta$. It follows that $n_3 \ll n_2$ and $n_3$ is a type 4 terminal.

(d) $n_1 \ll n''$

Let $\alpha$ be the path from $n'$ to $n$. In the path from $n$ to $n_2$ we can now cut out all subpaths equal to $\alpha$. All internal circuits of the path $n_1 \ldots n_2$ still have $\mu$-characteristic, because $Int(n'', n') = Int(n'', n)$. Let $\delta'$ be the Parikh-vector of the sequence of transitions fired in $\alpha$. $n_2$ is still a type 4 terminal, because $n$ now carries the additional label $(\delta', n'')$ and $n'' \Rightarrow n_1$.

So $\tau'''$ must contain an unsuccessful terminal. Since the tableau for a given root is unique it follows that $\tau''' = \tau$. This is a contradiction, as $\tau$ is successful.

2. $\pi'$ is finite.

Let $n$ be the last node of $\pi'$. $n$ cannot be a terminal of type 5, because all labels are empty in $\pi'$. $n$ cannot be a terminal of type 2 or 3, because $n$ is false. So $n$ must be a terminal of type 1 or 4.
5 Example

Figure 1: Does this system satisfy the formula $\nu x. \circ_a (x \land \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y)))$?

No. As the tableau is quite large we only describe one unsuccessful branch. $\Sigma$ is the initial marking. $\Sigma = (1,0,1,0), \Sigma_2 = (1,1,1,1), \Sigma_3 = (1,\omega,1,\omega), \Sigma_4 = (1,\omega,0,\omega).

\[
\Sigma \vdash \nu x. \circ_a (x \land \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y))) \xrightarrow{\sigma^Z} \Sigma \vdash \circ_a (x \land \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y)))
\]

\[
\xrightarrow{\sigma^0} \Sigma_2 \vdash x \land \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y))
\]

\[
\xrightarrow{\land} \Sigma_3 \vdash \nu x. \circ_a (x \land \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y)))
\]

\[
\xrightarrow{\sigma^Z} \Sigma_3 \vdash \circ_a (x \land \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y)))
\]

\[
\xrightarrow{\sigma^0} \Sigma_2 \vdash x \land \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y))
\]

\[
\xrightarrow{\land} n_1 : \Sigma_3 \vdash \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y)) \xrightarrow{\sigma^Z} \Sigma_3 \vdash \circ_b (\nu z. \circ_c (z \land \circ_d y))
\]

\[
\xrightarrow{\sigma^0} n_2 : \Sigma_4 \vdash \nu z. \circ_c (z \land \circ_d y)
\]

\[
\xrightarrow{\land} \Sigma_4 \vdash \nu z. \circ_c (z \land \circ_d y) \xrightarrow{\sigma^Z} \Sigma_4 \vdash \circ_c (z \land \circ_d y)
\]

\[
\xrightarrow{\sigma^0} \Sigma_4 \vdash \nu z. \circ_c (z \land \circ_d y)
\]

\[
\xrightarrow{\land+M} n_3 (\{(0,2,0,-1), n_2\}) : \Sigma_4 \vdash \nu z. \circ_c (z \land \circ_d y)
\]

\[
\xrightarrow{\sigma^Z} n_4 (\{\}) : \Sigma_4 \vdash \circ_c (z \land \circ_d y) \xrightarrow{\sigma^0} n_5 (\{\}) : \Sigma_4 \vdash z \land \circ_d y
\]

\[
\xrightarrow{\land} \Sigma_4 \vdash z \land \circ_d y \xrightarrow{\sigma^Z} \Sigma_4 \vdash \circ_d y
\]

\[
\xrightarrow{\sigma^0} \Sigma_3 \vdash \mu y. \circ_b (\nu z. \circ_c (z \land \circ_d y))
\]

The last node in this path already occurred earlier at $n_1$, and all internal paths between them (only one in this case) have $\mu$-characteristic, because the highest unfolded variable $y$
is a $\mu$-variable. The only problem is that the Parikh-vector of the sequence of transitions fired between them is not positive. It is $b + 3c + d = (0, -5, 0, 3)$. Fortunately we have a label at $n_3$ with an entry marked with $n_2$, which is below $n_1$ (and thus we may use it). The question is now if there is a $k \in \mathbb{N}$ s.t. $(0, -5, 0, 3) + k * (0, 2, 0, -1) \geq \vec{0}$? We see that there is one (in this case only 1) solution, $k = 3$. Thus termination-condition 4 is satisfied and the branch is unsuccessful.

It can be verified that even a slight change of the system makes it satisfy the formula. If the arc from $\beta$ to $b$ is labelled by 13 instead of 11, then no infinite sequence of the form $(bc^n d)^\omega$ is possible, although such sequences of arbitrary length are possible if enough $a$’s are done first. Thus the above construction is impossible. Any infinite path must contain infinitely many $a$’s and in the tableau each $a$-action is accompanied by an unfolding of the outermost $\nu$-variable $x$. Therefore the system satisfies the formula.

6 Extensions

The restrictions on the elementary predicates in Def. 2.7 basically amount to the fact that every predicate has the form $P := \{x_1 \leq k_1, x_2 \leq k_2, \ldots, x_n \leq k_n\}$, where $x_1, \ldots, x_n$ are the places in the net and $k_1, \ldots, k_n \in \mathbb{N} \cup \{\omega\}$. A marking $\Sigma$ satisfies the predicate $P$ if $\forall i \in \{1, \ldots, n\}. \Sigma(x_i) \leq k_i$.

A possible generalization is to allow conditions of the form $s_i = k$ instead of $s_i \leq k_i$. The only problem with this is the application of the $\omega$-rule. We can no longer assume that if a marking $\Sigma$ fails a predicate $P$, then every marking $\Sigma' \geq \Sigma$ also fails $P$. So we can no longer assume that whenever the $\omega$-rule is applicable, an infinite path could be created leading to markings with arbitrary high numbers of tokens in some places. This is because now it might be possible to terminate this path by termination condition 3.

The solution is to modify the $\omega$-rule appropriately.

$$n_2(D) : \Sigma_2 \vdash \Gamma \rightarrow n_3(D) : \Sigma_2 + \omega(\Sigma_2 - \Sigma_1) \vdash \Gamma$$ if there is a previous node $n_1(?): \Sigma_1 \vdash \Gamma$ s.t. $n_2 \gg n_1$ and

- $\Sigma_2 \geq \Sigma_1$ and there is a place $s$ s.t. $\Sigma_1(s) < \Sigma_2(s) \neq \omega$ and
- Let $\Sigma'_1, \ldots, \Sigma'_m$ be the states of nodes in the tableau between $n_1$ and $n_2$ where the $Q$-rule is applied and $P_1, \ldots, P_m$ the corresponding predicates. $\forall i \in \{1, \ldots, m\}. \forall k \in \mathbb{N}. \Sigma'_i + k(\Sigma_2 - \Sigma_1) \not\in W(P_i)$.

Note that this condition is still decidable for these predicates.

Now it can be seen that the tableau method can be generalized for predicates satisfying the following (weaker) conditions:

**P1** $\Sigma \not\in W(Q) \Rightarrow \Sigma + \omega \Sigma' \not\in W(Q)$

**P2** It is decidable for a marking $\Sigma$ and a vector $\delta \geq \vec{0}$ if there is an $i \in \mathbb{N}$ s.t. $\Sigma + i \delta \in W(Q)$.

**Q2** $\Sigma + \omega \Sigma' \not\in W(Q) \Rightarrow \exists k \in \mathbb{N}. \forall k' \geq k. (\Sigma + k' \Sigma') \not\in W(Q)$. 
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7 Conclusion

We have presented a tableau system for model checking Petri nets with a (fairly expressive) fragment of the linear time \( \mu \)-calculus. It uses the technique of examining internal paths that was first used for finite state systems in [BEM96]. In spite of the restrictions defined in Definition 2.7 this tableau system is still a true generalization of the one for finite systems in [BEM96]. This is due to the fact that the strong nexttime-operator \( \bigcirc \) can be expressed by the weak nexttime-operator \( \odot \) and a predicate \( P \) s.t. \( \Sigma \in W(P) \iff \exists \Sigma \xrightarrow{\omega} \Sigma' \). As we can model finite systems with Petri nets by assigning a place to each state and a transition to each arc the different states will be incomparable and thus \( P \) will satisfy the conditions \( Q_1 \) and \( Q_2 \) from Definition 2.7. Of course this is not the case for infinite state systems.

Even for finite state systems the complexity of the algorithm is exponential [BEM96]. For general Petri nets the method relies on Dickson’s lemma for termination and is therefore not primitive recursive.

Although the tableau is sound and complete it is not intended to be used as a decision procedure, but rather as a proof method that could be implemented in the framework of a theorem prover with human interaction.
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