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Prüfer der Dissertation: 1. Univ.-Prof. Dr. Rudolf Gross

2. apl. Prof. Dr. Martin S. Brandt

Die Dissertation wurde am 28.07.2011 bei der Technischen Universität München
eingereicht und durch die Fakultät für Physik am 05.09.2011 angenommen.





Abstract

A pure spin current, i.e., a flow of angular momentum without accompanying
net charge current, is a key ingredient in the field of spintronics. In this thesis,
we experimentally investigated two different concepts for pure spin current sources
suggested by theory.

The first is based on a time-dependent magnetization precession which “pumps”
a pure spin current into an adjacent non-magnetic conductor. Our experiments
quantitatively corroborated important predictions expected theoretically for this
approach, including the dependence of the spin current on the sample geometry and
the microwave power. Even more important, we could show for the first time that
the spin pumping concept is viable in a large variety of ferromagnetic materials and
that it only depends on the magnetization damping. Therefore, our experiments
established spin pumping as generic phenomenon and demonstrated that it is a
powerful way to generate pure spin currents.

The second theoretical concept is based on the conversion of charge currents into
spin currents in non-magnetic nanostructures via the spin Hall effect. We experimen-
tally investigated this approach in H-shaped, metallic nanodevices, and found that
the predictions are linked to requirements not realizable with the present experimen-
tal techniques, neither in sample fabrication nor in measurement technique. Indeed,
our experimental data could be consistently understood by a spin-independent trans-
port model describing the transition from diffusive to ballistic transport. In addition,
the implementation of advanced fabrication and measurement techniques allowed to
discover a new non-local phenomenon, the non-local anisotropic magnetoresistance.

Finally, we also studied spin-polarized supercurrents carried by spin-triplet Cooper
pairs. We found that low resistance interfaces are a key requirement for further
experiments in this direction.





Zusammenfassung

Spinströme, also reine Drehmomentströme bei verschwindendem Netto-Ladungs-
strom, stellen ein Schlüsselkonzept im Bereich der Spintronik dar. Im Rahmen
dieser Arbeit wurden zwei theoretische Vorschläge zur Erzeugung von Spinströmen
experimentell untersucht.

Das erste Konzept basiert auf einer zeitlich variierenden Magnetisierung, die einen
Spinstrom in einen benachbarten nichtmagnetischen Leiter“pumpt”. Unsere Experi-
mente konnten zentrale Vorhersagen der Spin-Pumpen-Theorie quantitativ bestäti-
gen, im Besonderen die Abhängigkeit des Signals von der Probengeometrie und der
Mikrowellenleistung. Wichtiger noch ist, dass wir zum ersten Mal zeigen konnten,
dass das Spin-Pumpen-Konzept für unterschiedlichste ferromagnetische Materialien
gültig ist und nur von der Dämpfung der Magnetisierung abhängt. Unsere Expe-
rimente haben gezeigt, dass das Spin-Pumpen ein generischer Effekt ist und damit
eine leistungsfähige Methode zur Erzeugung reiner Spinströme.

Das zweite Konzept beruht auf der Umwandlung von Spin- in Ladungsstrom in
nicht-magnetischen elektrischen Leitern mittels des Spin-Hall-Effektes. Wir haben
diesen Ansatz experimentell in H-förmigen metallischen Nanostrukturen untersucht
und konnten zeigen, dass die existierenden theoretischen Vorhersagen an Vorausset-
zungen geknüpft sind, die mit den derzeitigen experimentellen Techniken nicht zu
erfüllen sind, weder im Bereich der Probenherstellung noch im Bereich der Messtech-
nik. Tatsächlich konnten unsere Messdaten mittels eines spinunabhängigen Trans-
portmodells, das den Übergang von diffusivem zu ballistischem Transport beschreibt,
vollständig erklärt werden. Außerdem hat die Implementierung von hochentwi-
ckelten Herstellungs- und Messmethoden die Entdeckung eines neuen nicht-lokalen
Effektes ermöglicht, nämlich den des nicht-lokalen anisotropen Magnetwiderstandes.

Schließlich haben wir spinpolarisierte Supraströme untersucht, die aus Spin-Triplet
Cooper-Paaren bestehen. Dabei haben wir herausgefunden, dass niedrige Grenz-
flächenwiderstände eine essenzielle Voraussetzung für weitere Experimente in dieser
Richtung sind.
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Chapter 1

Introduction

The first electrical battery was discovered in 1799/1800 by A. Volta (1745-1827) and
is nowadays known as the Voltaic pile [1, 2]. Originally, it consisted of galvanic cells
connected in series, where one cell consists of a copper and a zinc disc separated by a
brine soaked cardboard or cloth. It was the first convenient current source supplying
a continuous electric current – long before the electric generator. This invention was
the basis for many scientific advances in the 19th century, such as the discovery of
the electrolysis (1800) or the investigation of electricity. Up to now, current sources
are essential in everyday life.

In 1897, the elementary charged particles forming the electrical current from such
current sources were discovered by J. J. Thomson [3]: the electrons. Due to their
electric charge, electrons couple to electromagnetic fields. The occurring forces are
the well known Coulomb and Lorentz forces. These interactions are the basis of
conventional electronics omnipresent in our high-tech civilization.

In the 20th century, it finally became clear that electrons do not only possess mass
and charge, but contain an internal degree of freedom, called spin. Ultimately, this
resulted in a new research field named spintronics whose aim is to exploit the spin
degree of freedom in new devices attaining an extended functionality. However, so
far the spin property is mainly used for data storage in form of the magnetization
orientation in ferromagnetic grains (e.g. in hard disks).

One prominent exception where the spin is used in dynamic systems, is spin trans-
fer torque [4, 5, 6]: an electric current is sent through a ferromagnet and becomes
spin-polarized, which means that an imbalance between spin-up and spin-down (the
two quantum mechanical states of the spin) electrons is created. After passing a
non-magnetic metal, the spin-polarized current impinges on a second ferromagnet,
whose magnetization then can be switched due to its interaction with the transported
spin angular momentum. Spin transfer torque thus allows to switch the magneti-
zation of a ferromagnetic electrode without any external magnetic field. So far,
however, high current densities (and nanoscale devices) are required for spin trans-
fer torque, which results in strong heating of the devices. This heating is caused by
the unneeded charge current which accompanies the spin actually required for the
switching. Therefore, it would be highly advantageous if the spin transport could be
decoupled from the charge degree of freedom: in other words, a current source which
generates a pure spin current, that is a flow of spin angular momentum without ac-
companying charge current, would be ideal. Such a pure spin current is predicted
to be dissipationless (Chapter 2).

1



2 Chapter 1 Introduction

The aim of this thesis was to experimentally study and compare fundamental
properties of different spin current sources predicted theoretically. In the first in-
stance, we experimentally investigated the so-called spin pumping concept, where a
precessing magnetization emits a pure spin current into an adjacent non-magnetic
conductor [7, 8] (Chapter 3). More precisely, we studied fundamental properties of
this spin current source and in particular addressed the following key questions: (i)
which types of ferromagnets can be used, (ii) how does the generation efficiency de-
pend on the ferromagnetic properties, and (iii) what is the influence of the device ge-
ometry and the excitation power. Our experiments, for the first time, unambiguously
demonstrated that spin pumping is possible from any ferromagnet, independent of
the exchange mechanism, the saturation magnetization, the spin polarization, the
charge carrier transport mechanism and the charge carrier polarity. The spin current
magnitude is well described by a scaling relation within the entire investigated tem-
perature range of 2 K ≤ T ≤ 290 K which allowed us to quantitatively corroborate
the present spin pumping/inverse spin Hall effect theories [7, 8, 9, 10, 11, 12].

The second studied spin current source concept is based on the prediction that
any charge current flowing in an electrical conductor with spin-orbit interaction
generates a perpendicular pure spin current. This generation mechanism is predicted
to be observable in H-shaped nanoscale devices [13, 14, 15]. To detect this effect in
metallic nanostructures, we fabricated and studied intersecting metallic nanowires
with wire widths and separations well below 100 nm (Chapter 4). This required
the development of a highly optimized electron beam fabrication process and a
sophisticated low-level, low-noise measurement setup. However, our experiments
show that the requirements for the generation and detection of pure spin currents in
purely non-magnetic devices are so severe that a reliable experimental detection is
very difficult, if not impossible. However, during these measurements, we discovered
a new effect, the non-local anisotropic magnetoresistance.

Spin-polarized supercurrents are discussed at the end of this thesis (Appendix A).
In this part, we investigate the prerequisites for the generation of spin-triplet Cooper
pairs and find that low resistance interfaces are the key requirement for further
experiments.

To sum things up, the discovery of the conventional battery supplying a contin-
uous flow of electrons (charge) revolutionized every day life. With the discovery of
the electron’s internal degree of freedom, the spin, a completely new research field
evolved. Thereby, many well known physical effects related to for example carrier
transport, tunneling processes or interface effects are now investigated including the
spin degree of freedom. This already resulted in many new effects such as the dis-
covery of the giant magnetoresistance which was awarded with the Nobel prize in
physics in 2007 for Albert Fert and Peter Grünberg [16]. For spin electronics, a
major step forward would be the availability of a new type of current source sup-
plying a pure spin current, thus a pure flow of spin angular momentum without net
charge current. Different concepts of such spin current sources are experimentally
investigated in this thesis. We proved several predictions from theory and quantified
various parameters crucial in spin transfer torque, spin pumping, and spin Seebeck
effect [17] measurements.
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The thesis is organized as follows: the next chapter (Chapter 2) gives a theo-
retical introduction to the concepts of spin currents and related phenomena. In
Chapter 3, theory and experiment for a spin current source based on spin pumping
are presented. Chapter 4 discusses theory and experiment of a spin current source
based on nanoscale H-shaped devices made of a single electric conductor. The main
part of this thesis concludes with a summary and an outlook (Chapter 5). Finally,
the Appendices A and B include a brief discussion on our experiments related to
spin-polarized supercurrents (Appendix A) and calculations which unambiguously
discern DC voltages due to spin pumping from voltages due to microwave rectifica-
tion (Appendix B).
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Chapter 2

Spin currents – Theory

This theory chapter gives an introduction to the concepts of spin currents and related
phenomena such as spin-orbit coupling and the spin Hall effect. We hereby focus on
spin-1/2 particles and take in particular electrons with charge −e1 as example. As
mentioned in the introduction, electrons contain an internal degree of freedom, the
spin. The spin is a quantum mechanical observable described by the spin angular
momentum operator [18]

S =
~
2
σ, (2.1)

where ~ is Planck’s constant and σ is the vector of the Pauli spin matrices

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (2.2)

The two-component spin wave function can be written as [18]

|Ψ〉 = a |↑〉+ b |↓〉 ≡:

(
a
b

)
, (2.3)

where a and b are complex numbers (normalized as |a|2 + |b|2 = 1), and |↑〉 and
|↓〉 are the two eigenstates of S called “spin-up” and “spin-down” which correspond
to the eigenvalues ±~/2, respectively. A direct consequence of the electron’s spin
(Eq. (2.1)) is a magnetic moment of [19]

µ = −gµB
S

~
(2.4)

which is oriented antiparallel to S [20]. Here, g is the electron g-factor and µB = e~
2m

the Bohr magneton.

2.1 Charge current and spin current
In this section, various properties of spin currents are derived and discussed in
analogy to the well known charge currents. In the following, we consider a and b as
position dependent functions resulting in the fact that the wave function of Eq. (2.3)

1In the following, we use e for the positive elementary charge and −e for the negative one.

5



6 Chapter 2 Spin currents – Theory

describes both spin and position. We now use the normalization a2 + b2 = n↑+n↓ =
n, where n↑ and n↓ denote the classic carrier densities for spin-up and spin-down
particles and n is their sum. The charge density ρc and the spin density ρs,ŝ for spins
with a quantization axis along ŝ can then be defined as [21, 22]

ρc = 〈Ψ|Q|Ψ〉, ρs,ŝ = ŝ · 〈Ψ|S|Ψ〉 (2.5)

with the “charge operator” for an electron Q = −e12 and the spin operator S
from Eq. (2.1). Inserting Ψ from Eq. (2.3) and choosing, without loss of generality,
ŝ = (0, 0, 1) yields

ρc (x)=− e〈Ψ|Ψ〉=− e
(
a2 + b2

)
ρs,ŝ (x)=ŝ · 〈Ψ|S|Ψ〉 =

~
2
a2 − ~

2
b2

=− e (n↑ + n↓) , =
~
2

(n↑ − n↓) .
(2.6)

Multiplying the spin density with the carrier velocity v gives the spin current density
Js = ρs,ŝ v in analogy to the relation between charge density and charge current
density Jc = ρc v [23]. Inserting the calculated densities of Eq. (2.6) and using the
charge current densities for the two carrier species J↑ = −e n↑ v↑ and J↓ = −e n↓ v↓
give the charge and the spin current density as

Jc = (J↑ + J↓) , Js = − ~
2e

(J↑ − J↓) . (2.7)

Thus, Jc is given by the sum of the current densities of the two carrier species,
whereas Js by their difference2. The spin quantization axis of Js is determined by
the experimental environment and henceforth, the direction of |↑〉 is referred to as
the “spin orientation ŝ” of the spin current. The prefactor −~/2e in the spin current
density reflects the fact that the electron is considered as angular momentum carrier
(~/2) in Js, whereas it is seen as charge carrier (−e) in Jc. The spin current density
is then given in units of [A/m2 · ~/e], whereas Jc, J↑ and J↓ are given in units of
[A/m2].

Of course, a separate treatment of the two spin states (|↑〉 and |↓〉) is only ap-
propriate if the spin flip time is reasonably long in comparison to the momentum
relaxation time (τsf � τt, see Sec. 2.4) [29, 30].

With Eq. (2.7), three types of currents can be distinguished: in Fig. 2.1(a), the
current densities of both spin states J↑ and J↓ are equal. This corresponds to a net
charge transport without accompanying spin transport which is called pure charge
current. In general, this is the situation in a conventional, paramagnetic conductor
without spin-orbit coupling. In Fig. 2.1(b), a situation is sketched, where one current
density is larger than the other (here J↑ > J↓). Hence, both charge and spin are
transported. This case is called spin-polarized current and is the prevalent condition
in ferromagnetic materials. In the third case (Fig. 2.1(c)), both current densities
are equal in magnitude, but they propagate in opposite directions (J↑ = −J↓). This
results in a spin transport without accompanying net charge current and is called
pure spin current. It corresponds to a pure flow of angular momentum.

2Note that the definition used here is based on the two channel model. There are more general
approaches to define the spin current density as discussed in Refs. [24, 25, 26, 27, 28].
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J↑

J↓

J↑

J↓

J↑

J↓

= = =
Jc Jc

Js Js

(a) Pure Charge Current (b) Spin-Polarized Current (c) Pure Spin Current

Figure 2.1: Currents. (a) Pure charge current. (b) Spin-polarized current. (c) Pure
spin current. In analogy to [31].

In general, electron transport in a diffusive channel is the result of a difference in
the electrochemical potential between two reservoirs [32, 33]. The force acting on
an electron is then given by F = −∇µ↑(↓), where the (spin-resolved) electrochemical
potential µ↑(↓) = µch,↑(↓) − eΦ consists of the (spin-resolved) chemical potential µch

and the (obviously spin-independent) electric potential Φ. For small deviations
from equilibrium, µch,↑(↓) can be written as µch,↑(↓) = n↑(↓)/N↑(↓), where N↑(↓) is the
(spin-resolved) density of states at the Fermi energy. From this, it becomes clear
that electron transport can originate either from a spatial variation of µch,↑(↓) via a
gradient in the carrier density n↑(↓) (diffusion), or from an electric field E = −∇Φ
(drift)3. The resulting current densities are given by [32, 33]

J↑(↓) =
σ↑(↓)
e
∇µ↑(↓) (2.8)

with the spin-dependent electric conductivity σ↑(↓). In the steady state, the conti-
nuity equations for charge and spin current density are [34]

∇ · (J↑ + J↓) = 0, ∇ · (J↑ − J↓) = e
δn↑
τsf,↑
− e δn↓

τsf,↓
, (2.9)

where δn↑(↓) = n↑(↓) − n̄↑(↓) is the deviation from the equilibrium carrier density,
τsf,↑ the scattering time from spin-up to spin-down state, and τsf,↓ the scattering
time for the inverse process. Equations (2.9) elucidate that the spin current is a
not conserved quantity in contrast to the charge current. From these equations, the
relations for the electrochemical potential describing charge and spin transport can
be derived [34, 35, 36, 37, 38, 39]:

∇2 (σ↑µ↑ + σ↓µ↓) = 0, ∇2 (µ↑ − µ↓) =
1

λ2
sd

(µ↑ − µ↓) , (2.10)

where the spin diffusion length λsd is linked to the diffusion constant and the spin flip
scattering time (see Sec. 2.4). The difference between the electrochemical potentials

3In the linear response regime, diffusion and drift approach are related to each other via the
Einstein relation σ↑(↓) = e2N↑(↓)D↑(↓), where D↑(↓) is the (spin-resolved) diffusion constant.
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of spin-up and spin-down charge carriers can be defined as spin accumulation

µs = µ↑ − µ↓. (2.11)

In a normal metal, conductivity and diffusion constant are identical for both spin
orientations (σ↑ = σ↓ = σ and D↑ = D↓ = D). Therefore, with Eqs. (2.7) and
(2.8), one obtains the relation between the electrochemical potential and the charge
respective spin current density

Jc =
σ

e
∇ (µ↑ + µ↓) , Js = − ~σ

2e2
∇µs. (2.12)

This reveals the different origins: Jc is caused by a gradient in the sum of µ↑ and
µ↓, whereas Js originates from a gradient in the spin accumulation.

Dissipation of pure spin currents

Interestingly, it was predicted that pure spin currents are dissipationless [40, 41]
which means that they are not inevitably tied to heat-generating processes. This
prediction is based on the argument that spin currents are, in contrast to conven-
tional currents, invariant under time reversal. Upon time reversal, velocity and
spin reverse sign, whereas charge is invariant. Thus, a conventional charge current
Jc = ρc v transforms under time reversal into Jc → −Jc, whereas a pure spin current
Js = ρs v remains unchanged: Js → Js (Fig. 2.2).

J↑

J↓

J↑

J↓

= =
Jc

Js

(a) Pure Charge Current (b) Pure Spin Current

=
Jc

=
Js

J↑

J↓ J↓

J↑

t -t t -t

Figure 2.2: Effect of time reversal on (a) a pure charge current and (b) a pure spin
current. Upon time reversal t→ −t, velocity v→ −v and spin ŝ→ −ŝ invert sign,
whereas the charge q → q is invariant. This results in an inversion of the charge
current Jc → −Jc, whereas the pure spin current remains unchanged: Js → Js.

The prediction that spin currents are dissipationless attracted a lot of interest,
since this might allow to uncouple energy and/or information transport from heat-
ing. However, whether pure spin currents are dissipationless or not is the subject
of controversial discussions and could not be experimentally proven yet4. If spin

4In the here introduced two channel model, a dissipationless spin current is hard to imagine, as
the spin current is always linked to electron transport which generally is dissipative. Thus, very
likely, dissipationless spin currents ought to be decoupled from charge carrier transport. First
experiments in this direction were presented by Kajiwara et al. [42] who showed that a pure
spin current can cross a magnetic insulator.
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currents were dissipationless, they could, for example, be used to enhance the per-
formance of processors: to overcome a main problem, cooling [43]. Spin currents
might now enable to separate the regions of heat generation from those where the
logic operations are performed. So, in high performance processors, pure spin cur-
rents could be used for the logic operations in the center of the device, but their
generation, which is connected to heating, is located in the outer parts, where an
efficient cooling is possible.

2.2 Spin-orbit interaction
Charge current and spin current are closely related to each other via a microscopic
effect, the spin-orbit interaction (SOI). On the one hand, the SOI enables a conver-
sion of a charge current into a spin current and vice versa. On the other hand, it is
also one of the main origins of spin relaxation. In this section, only a brief overview
of the different mechanisms responsible for the conversion of a charge into a spin
current is given. Detailed information including mathematical derivations can be
found in books and review articles, e.g., Refs. [44, 45, 46, 47, 48].

The physical origin of the spin-orbit interaction can be understood as follows: an
electron moving with a velocity v in an external electric field E will feel a magnetic
field B = (1/c2)E×v [45], where c is the velocity of light. As B is perpendicular to
both E and v, it is parallel to the orbital angular momentum L of the electron. The
magnetic field B acts on the magnetic moment (antiparallel to S) of the electron,
such that the spin-orbit coupling can be written as λLS with the coupling constant
λ. The general Hamiltonian for the SOI is known as Pauli spin orbit term and can
be derived from the Dirac equation. For an electron in a lattice potential, it is given
by [44, 49]

HSOI = − ~
4m2c2

σ ·
(
p×∇Ṽ

)
. (2.13)

Here, ~, m, c, σ and p are Planck’s constant, the electron mass, the velocity of
light, the vector of Pauli matrices (see Eq. (2.2)) and the electron momentum. The

total potential Ṽ = Vc + Vap can be split into a periodic crystal potential Vc and an
aperiodic part Vap containing the potential due to impurities, external electric fields,
confinements, and boundaries [44].

There are three main mechanisms identified from semiclassical treatment of trans-
port theory that are discussed in the following: the two extrinsic contributions “side-
jump” and “skew scattering” being caused by impurity scattering and the “intrinsic”
contribution, originating from the bandstructure (Fig. 2.3).

Skew scattering

In 1929, Mott found that spin carrying particles were asymmetrically scattered by a
central potential [50]. The magnetic field B acting on an electron is inhomogeneous
as the scattering potential and the electron velocity are space dependent. This
generates a spin dependent force which is proportional to the gradient of the Zeeman
energy gµBBS/~ acting on the electron [45]. As the direction of the force depends
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(a) Skew Scattering (b) Side-Jump (c) Intrinsic

E

Q Q

δsj

δsj

Figure 2.3: Spin-orbit interaction: (a) Skew scattering at an impurity with charge
Q. (b) Side-jump scattering at an impurity with charge Q resulting in a spin
dependent displacement δsj. (c) Intrinsic mechanism. All effects lead to a spin
current transverse to the incoming particles. (a) and (b) are in analogy to [31] and
(c) to [46].

on the spin orientation of the electron, spin-up and spin-down electrons are deflected
in different directions as sketched in Fig. 2.3(a). Thus, the skew scattering leads to
a conductivity σss perpendicular to the incoming particles.

Side-jump scattering

The second extrinsic mechanism, side-jump scattering, originates from the anoma-
lous form of the velocity operator in spin-orbit coupled systems [46]. Berger semi-
classically interpreted this as a discontinuous, sideways displacement δsj of the cen-
ter of mass of an electron wave package upon collision, where the shift direction
depends on the spin orientation but not on the sign of the impurity potential
(Fig. 2.3(b)) [51, 52]. The side-jump is superimposed to the skew scattering and
leads to a conductivity σsj perpendicular to the incoming particles.

Intrinsic interaction

Besides the effects relying on impurity scattering, another SOI mechanism which is
also present in ideal crystals was predicted. It is referred to as “intrinsic” or “Berry-
phase” mechanism originating from the spin dependence of the so-called anomalous
velocity. It was first proposed by Karplus and Luttinger [53] to explain the anoma-
lous Hall effect and subsequently found by various other authors via different theo-
retical approaches as detailed in Refs. [54, 55, 56, 57]. In a semiclassical Boltzmann
approach, the carrier velocity is then written as [49, 58]

vk,↑(↓) =
1

~
∂Ek

∂k
+ eE×Ωk, (2.14)

where the first term is the “normal” velocity, thus the derivative of the band energy
with respect to the crystal momentum k. The second term, the anomalous con-
tribution, is linear in the applied electric field E and contains the so-called Berry
curvature Ω [59]. It leads to a spin current perpendicular to the electric field E with
conductivity σint as sketched in Fig. 2.3(c). The intrinsic effect was predicted to have
a substantial influence in certain metals, e.g., for Pt, large effects were predicted [60].
More details can be found, for instance, in Refs. [49, 58].
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2.3 The spin Hall effect and its inverse
In the previous section, several microscopic mechanisms generating a spin current
perpendicular to the incoming particles were presented. These mechanisms can turn
up as macroscopic effects. As in ferromagnets the numbers of spin-up and spin-down
charge carriers at the Fermi edge are different, the previously discussed mechanisms
lead to a spin-polarized current perpendicular to the charge carrier flow direction
even if no external magnetic field is applied (Fig. 2.4(a)). This macroscopic effect
is referred to as anomalous Hall effect and was discovered by E. H. Hall already
in 1880. However, a microscopic understanding was established not until about 70
years later by Karplus and Luttinger [53].

Jc Jc

Js

JsJc

(a) Anomalous Hall Effect (b) Spin Hall Effect (c) Inverse Spin Hall Effect

Jc

Js

Figure 2.4: Macroscopic manifestations of the spin-orbit interaction: (a) The anoma-
lous Hall effect in ferromagnets leads to a spin-polarized current perpendicular to
an initial charge current. (b) The spin Hall effect in paramagnets generates a pure
spin current transverse to an initial charge current. Its inverse process is shown in
(c). The inverse spin Hall effect generates a charge current transverse to an initial
spin current.

In paramagnetic conductors, the numbers of spin-up and spin-down charge carriers
are equal. Thus, the same mechanisms generate a pure spin current perpendicular
to an applied charge current (Fig. 2.4(b)). This conversion from charge current
to spin current is called spin Hall effect. It was predicted by Dyakonov and Perel
in 1971 [61], “rediscovered” by Hirsch in 1999 [13], and experimentally observed
for the first time by Kato et al. in 2004 [62]. Also the inverse effect, namely the
transformation of a pure spin current into a perpendicular charge current exists. It
is called inverse spin Hall effect (Fig. 2.4(c)).

Hence, charge and spin current are closely related and can be transformed into
each other by making use of the spin-orbit interaction. The contribution of the
single mechanisms and how to experimentally distinguish between them is still under
discussion [63, 64, 65].

As all mechanisms result in the same macroscopic effect, a perpendicular spin
current, one can define the spin Hall conductivity σSH as the sum of the single
conductivities: σSH = σss + σsj + σint [34]. Often, the spin Hall angle αSH = σSH/σ,
the ratio of the spin Hall conductivity σSH and the electric conductivity σ is used.
With this definition, the charge current generated by the inverse spin Hall effect and
the spin current generated by the spin Hall effect can be written as

J ISH
c = αSH

(
−2e

~

)
Js [ẑ× ŝ] , JSH

s = αSH

(
− ~

2e

)
Jc [ẑ× ŝ] , (2.15)
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where ẑ is the direction of the initial current and ŝ the spin orientation of the spin
current. From this equation, it can be seen that the crucial parameter determining
the conversion efficiency between charge and spin current is the spin Hall angle.
Therefore, huge efforts in theory and experiment have been undertaken to quantify
this material specific quantity and investigate its dependence on various parameters
as, e.g., band structure, impurity concentration or temperature [9, 10, 60, 64, 66,
67, 68, 69].

2.4 Relevant length scales
This section gives a short overview of different length scales relevant in the here
studied metallic samples.

In a normal metal, the charge carriers (electrons) are usually considered to be
particles which ballistically move between collisions. The mean distance between
collisions (independent of the collision type: spin conserving or spin flipping) is
called transport (momentum relaxation) mean free path λt. When defining a mean
time between collisions τt, one can relate λt to the Fermi velocity vF: λt = vFτt.
From the number of collisions while crossing a sample, two transport regimes can
be discerned: the ballistic (few collisions) and the diffusive (many collisions) one.

In the ballistic limit, the spin-flip length λsf is – in analogy to the transport
quantity λt – the mean distance between spin-flip scattering events which is given
by λsf = vFτsf , where τsf is the mean time between spin-flip collisions.

In the diffusive limit, the spin diffusion length λsd is used. It is the mean distance
which electrons diffuse between spin-flip events and is related via the (charge) diffu-
sion constant D to the spin-flip time: λsd =

√
Dτsf [36]. This length scale is crucial

for spin diffusion processes described by the spin diffusion equation (Eq. (2.10)).
The usual ordering of the different length scales is λt < λsd < λsf .
In ferromagnets, the situation is more complex as the scattering processes and

thus also the length scales are spin dependent. Here, we will not go into details,
since the focus of this section is on non-magnetic metals. A detailed discussion both
for normal metals and for ferromagnets can be found, e.g., in Ref. [70].

This concludes the theoretical introduction to spin currents and related effects.
In the next chapter, we discuss “spin pumping” a method for the generation of pure
spin currents.



Chapter 3

Spin pumping as a spin current
source

In this chapter, we discuss spin pumping – the emission of a pure spin current from a
ferromagnet into a normal metal due to a time-dependent magnetization – and its ex-
perimental realization. The concept of a “spin battery” emitting a pure spin current
was suggested in 2002 by Y. Tserkovnyak, A. Brataas and G. E. W. Bauer [7, 8, 12].
They predicted that a precessing magnetization injects a pure spin current into
an adjacent normal metal. To detect this effect, E. Saitoh et al. [71] suggested
to use the inverse spin Hall effect (see Sec. 2.3) which generates from a spin cur-
rent a charge current accessible with conventional electronics. Recently, in 2010,
Mosendz et al. [9, 10] developed a theory to quantify the resulting DC voltage.

The chapter starts with a short description of the spin pumping effect and its
detection principle, followed by a more detailed theory section. We also critically
compare the DC voltage generated by spin pumping with the DC voltage caused
by microwave rectification. The subsequent main part of the chapter deals with our
measurement results on various heterostructures and their interpretation.

3.1 Overview

For our spin pumping measurements, we used ferromagnet/normal metal (F/N)
heterostructures contacted for electrical measurements as sketched in Fig. 3.1. An
incident microwave AC magnetic field in combination with a static magnetic field
H0 (applied under an angle φ in the x-z-plane) causes a precession of the magne-
tization M (blue arrow in Fig. 3.1) around the effective magnetic field Heff with a
cone angle Θ. This angle becomes maximal under ferromagnetic resonance (FMR),
the resonant absorption of electromagnetic waves by a ferromagnet. The rotating
magnetization emits a pure spin current Js (orange arrow) perpendicular to the in-
terface with spin orientation ŝ1 (red arrow2) into the adjacent normal metal. Due to

1ŝ is antiparallel to the magnetic moment of the electron.
2For a magnetization relaxation, angular moment oriented in x̂-direction has to be added (red

arrow inside the ferromagnet in Fig. 3.1) which corresponds to an emission of angular momen-
tum in −x̂-direction. As magnetic moment and spin orientation are antiparallel, this equals
an emission of a spin current with spin orientation ŝ in x̂-direction (red arrow in the normal
metal).

13
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Figure 3.1: Sketch of the spin pumping measurement principle in a ferromag-
net/normal metal heterostructure with length L and width w. A microwave mag-
netic field HMW in combination with a static magnetic field H0 drives a precession
of the magnetization M. This generates a pure spin current Js (orange arrow)
across the ferromagnet/normal metal interface. Inside the normal metal, the spin
current causes via the inverse spin Hall effect a charge current Jc (yellow arrows)
which generates a potential difference VISH owing to the open circuit condition. For
details, see text.

the inverse spin Hall effect (see Sec. 2.3) inside the normal metal, the pure spin cur-
rent generates a pure charge current Jc (yellow arrows) perpendicular to both flow
direction of Js and ŝ. Under open circuit conditions, this charge current generates a
potential difference VISH between the two sides of the sample which can be detected
via the attached wires.

In a microscopic picture, the pure spin current Js injected into the normal metal
corresponds to a flow of electrons with spin orientation ŝ along x̂ from the ferro-
magnet into the normal metal and an equal flow of electrons with opposite spin
orientation, along −x̂, from the normal metal into the ferromagnet (Fig. 3.1). This
results in a pure spin current without an accompanying net charge current across the
interface. Theory [7, 8, 9, 12] predicts that the detected DC voltage VISH is closely
related to the precession cone angle Θ of the magnetization. One key goal of this
thesis was to quantitatively test this theoretical picture. Therefore, we performed
ferromagnetic resonance spectroscopy in combination with simultaneous DC volt-
age measurements on various samples at different microwave power and at different
temperatures.
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3.2 Theory
In this theory section, a short introduction to FMR and spin transfer torque is given.
Subsequently, the spin pumping effect and the spin current detection principle are
discussed in detail. Finally, DC voltages generated by microwave rectification effects
are treated.

3.2.1 Basics of the ferromagnetic resonance
In a quantum mechanic picture, a static external magnetic field µ0H0 leads to an
energy splitting of the eigenstates of an isolated magnetic dipole µJ, called Zeeman
splitting. The corresponding energy eigenvalues, characterized by their magnetic
quantum number mJ, are given by EJ = −µJµ0H0 = gµBmJµ0H0 with the g-
factor g and the Bohr magneton µB. Irradiation of a radio frequency microwave
magnetic field µ0H1(t) = µ0H1e

−iωt perpendicular to H0 can now induce magnetic
dipole transitions (allowed if ∆mJ = ±1) between energy eigenstates if the resonance
condition

~ω = ∆E = gµBµ0H0 (3.1)

is fulfilled (Fig. 3.2(a)). The corresponding resonant microwave absorption is called
electron paramagnetic resonance (EPR) [19].

En
er

gy

µ0H0µ0Hres

+1/2 gµB
µ 0

H0

mJ=+1/2

E = gµBµ0Hres

mJ=-1/2

-1/2 gµ
Bµ0H

0

(a) (b)
effH

M
effM- Hx

M x
dt
Md

Figure 3.2: (a) Basic principle of EPR/FMR. The Breit-Rabi diagram illustrates
how a radio frequency magnetic field can induce transitions between two energy
eigenstates split by a static magnetic field. (b) Illustration of the magnetization
relaxation after the radio frequency field is turned off. For details, see text.

We now turn from the quantum mechanic description of an isolated dipole to the
classic limit for large quantum numbers. In ferromagnets, the magnetic moments
are coupled via the exchange interaction, and therefore, the whole spin system with
magnetization M can be considered as one macrospin. Ferromagnetic resonance
(FMR) is the resonant absorption of electromagnetic waves in a ferromagnetic ma-
terial [19] resulting in an excitation of this macrospin: the magnetization M precesses
around an effective static magnetic field Heff . The time-dependent evolution of the
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magnetization orientation can be described by the Landau-Lifshitz-Gilbert (LLG)
equation [72, 73, 74]

∂M

∂t
= −γ [M× (µ0Heff)] +

η

Ms

[
M× ∂M

∂t

]
(3.2)

with the saturation magnetization Ms, the gyromagnetic ratio γ = gµB/~, and
the dimensionless phenomenological damping parameter η. The often used Gilbert
damping parameter is defined as G̃ = ηγMs [74]. The first term on the right of
Eq. (3.2) describes the torque acting on the magnetization due to Heff . The second
one accounts for the damping of the magnetization precession motion due to relax-
ation processes which tend to align the magnetization along Heff (Fig. 3.2(b)). The
damping term is important to quantify the energy absorption from the microwave
field and determines the linewidth of the FMR.

The effective magnetic field Heff in Eq. (3.2) consists of

Heff = H0 + Hex + Haniso + H1 (3.3)

with the static external magnetic field H0, the exchange field Hex which parametrizes
the exchange interaction between the magnetic moments, the anisotropy field Haniso

taking into account the magneto-crystalline and shape anisotropy, and the radio
frequency microwave magnetic field H1. A prominent application of FMR is the
determination of Haniso for different ferromagnetic films. More details of EPR and
FMR are given, e.g., in Refs. [19, 75, 76].

3.2.2 Spin transfer torque
In 1996, Slonczewski [77] and Berger [78] predicted that a spin-polarized current can
transfer angular momentum to the magnetization of a ferromagnet. This results in a
torque and thus leads to an excitation or even a switching of the magnetization. In
1999, this prediction was experimentally observed for the first time in F/N/F pillars
[4, 5, 6].

The transfer of angular momentum across a normal metal/ferromagnet interface
is determined by the interface scattering properties and can be treated in the frame-
work of magnetoelectronic circuit theory developed by Brataas et al. [79]. It can
be understood in analogy to Andreev scattering at a normal metal/superconductor
interface [80]. Let us consider a N/F bilayer, sketched in Fig. 3.3, for the simple case
of a half metallic ferromagnet in which only electrons of one spin orientation can
cross the interface and propagate. In the quantization system of the ferromagnetic
magnetization, the incident spin-“right” electron from the normal metal is a linear
combination of |↑〉 and |↓〉. The |↓〉 state can cross the interface, whereas the |↑〉 state
cannot and is reflected3. A comparison of the angular momentum before (|→〉) and
after (|↑〉/

√
2) the scattering process reveals a loss of transverse angular momentum

which was absorbed in the ferromagnet and acts as torque T on the magnetization.

3Note that we do not use the nomenclature of Brataas et al. [79]. In this work, | ↑〉 and | ↓〉
represent the spin states and not the orientation of the electron’s magnetic moment.
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Figure 3.3: Transfer of transverse angular momentum from a spin current to a mag-
netization at a N/F interface (in analogy to [81]3). For details, see text.

A second elementary scattering process, where a spin-“left” hole hits the interface
from the left causes an identical spin transfer torque but cancels the charge current
and the longitudinal momentum carried by the electron. The combination of both
processes represents a spin-flip reflection (right → left) and is equivalent to a trans-
verse polarized pure spin current that is completely absorbed at the interface. Thus,
the angular momentum of the transverse spin current is transferred as torque T to
the magnetization of the ferromagnet inducing a precession [81]. The efficiency of
such an angular momentum transfer across an interface is governed by a parameter
called spin mixing conductance g↑↓ which is discussed in Sec. 3.2.3.

When relaxing the condition of a fully spin-polarized ferromagnet, also spins ori-
ented transverse to the magnetization, represented as linear combination of the fer-
romagnet’s eigenstates |↑〉 and |↓〉, can enter the ferromagnet. However, due to the
exchange splitting, the components parallel and anti-parallel to the magnetization
differ in energy and wave vector k↑F and k↓F. This leads to a precession of the spin
orientation around the direction of the magnetization M which results in a destruc-
tive interference of the spin component transverse to the magnetization [81]. The
absorption of the transverse component happens within the ferromagnetic coherence
length

λc = π/
(
k↑F − k

↓
F

)
(3.4)

which is for typical transition metals usually in the range of a few Å [81].

3.2.3 Spin pumping
We just saw that spin transfer torque, the transfer of angular momentum from a
spin current in a normal metal into a ferromagnet, leads to an excitation of the
magnetization. Also the inverse process is possible, namely that a time-dependent
magnetization pumps a spin current into a normal metal. Indeed, this effect was
suggested by Berger [78] and Tserkovnyak et al. [7] in analogy to the parametric
pumping of charge carriers in mesoscopic systems [82, 83]. Parametric pumping is a
push-pull process, where two parameters of a system periodically vary with a phase
difference between them4.

The generation of a spin current due to a time-dependent magnetization is illus-
trated in Fig. 3.4. A simplified density of states (DOS) of the conduction electrons

4For example, a periodic variation of two gate voltages can create a DC current through a quantum
dot.
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Figure 3.4: Principle of spin pumping. The conduction electron density of states
of a ferromagnet for the two electron spin orientations is shown. (a) System in
equilibrium. (b) A sudden magnetization switching requires spin relaxation. An
additional spin relaxation channel is given via the emission of angular momentum
(a pure spin current) into an adjacent normal metal. (c) After a certain time,
equilibrium is restored [84].

in a ferromagnet, split into spin-up and spin-down states, is shown. The spin-up
and spin-down bands are shifted with respect to each other by the exchange energy
Eex, and both bands are filled up to the Fermi energy EF. A sudden switching of
the magnetization orientation leads to a relative energy shift of the two spin bands
(Fig. 3.4(b)). The electrons above the Fermi energy will relax via spin flip processes
to fill the lower energy spin band (dashed arrow). If there is a normal metal in
contact with the ferromagnet, an additional relaxation process, the emission of a
pure spin current, can take place. This happens until the system is in equilibrium
again (Fig. 3.4(c)) [84].

A periodical, sudden switching of the magnetization direction leads to an AC
spin current. In the adiabatic limit, where the magnetization precesses slowly in
comparison to the relaxation times of the system’s electronic degrees of freedom,
the x- and y-components of the magnetization vector act as the two push and pull
parameters of the parametric pump. This generates the desired DC spin current [12].

Tserkovnyak et al. [7] proposed this effect as the origin of the enhanced damp-
ing observed in FMR experiments on N/F/N heterostructures [85]. Using time-
dependent scattering theory, the authors calculated in the adiabatic approximation
for ferromagnets thicker than the ferromagnetic coherence length λc (see Eq. (3.4))
that a precessing magnetization generates a pumped spin current

Jpump
s ŝ =

~
4π

(
Re(g↑↓)m̂× ∂m̂

∂t
− Im(g↑↓)

∂m̂

∂t

)
, (3.5)

where ŝ is the spin orientation and m̂ the unit vector of the magnetization. In FMR
experiments, the first term of Eq. (3.5) (∝ Re(g↑↓)) has the same form as the Gilbert
term in Eq. (3.2) and thus leads to an additional damping of the magnetization
precession, whereas the second term (∝ Im(g↑↓)) acts as an additional field and
results in a shift of the resonance position.

For conventional scattering processes, the transfer of angular momentum across an
interface is governed by the real and imaginary part of the spin mixing conductance
g↑↓ =

∑
nm

[
δnm − r↑nm(r↓nm)∗

]
with the spin dependent reflection amplitudes r↑nm
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and r↓nm between transverse modes m and n in the normal metal at the interface
to the ferromagnet [12]. g↑↓ is a material combination dependent parameter that
describes how a given spin accumulation transmits torque across a certain interface.
It was introduced in the framework of magnetoelectronic circuit theory to describe
the transport between non-collinear ferromagnets. Details can be found in Refs. [12,
79, 81]. The spin mixing conductance used in the following represents the number
of transport channels per unit area for torque transport across an interface. For the
simple case of an isotropic free electron gas, g↑↓ can be calculated as [8]

g↑↓ =
k2

F

4π
(3.6)

with the Fermi wave vector kF of the normal metal. For real metals with a more
complex Fermi surface, band-structure calculations are needed to determine g↑↓.
First principle band-structure calculations for conventional 3d-transition metal in-
terfaces as Co/Cu, Fe/Cr or Fe/Au yield very small imaginary parts of g↑↓ [86, 87].
However, comparable values of real and imaginary part were predicted for interfaces
with half-metallic ferromagnets (Co2MnSi/Cr and (Ga,Mn)As/Cr) [88] or ferromag-
netic insulators [89]. In the following discussion, we concentrate on “conventional”
ferromagnets and thus assume Im(g↑↓) � Re(g↑↓) such that the imaginary part in
Eq. (3.5) can be neglected. Thus, Eq. (3.5) simplifies to

Jpump
s ŝ =

~
4π

Re(g↑↓)

[
m̂× ∂m̂

∂t

]
. (3.7)

Hence, the precessing magnetization of the ferromagnet generates a spin current
proportional to the real part of g↑↓ with spin orientation ŝ perpendicular to both
m̂ and ∂m̂/∂t (Fig. 3.5). The magnitude of the DC component of the spin cur-
rent is obtained by time averaging of Eq. (3.7) under the assumption of a circular
magnetization precession5 [9]. It reads

Jpump, circ
s =

1

2π

~
2
ωRe(g↑↓) sin2 Θ (3.8)

with the microwave frequency ω and the precession cone angle Θ of the magnetiza-
tion. Its spin orientation ŝ is parallel to Heff , and sin2 Θ is proportional to the area
of the magnetization precession trajectory S indicated in Fig. 3.5.

In magnetic thin films, the demagnetization field can significantly influence the
magnetization precession, changing it from circular to elliptical. Therefore, Ando
et al. [90] suggested to include the static and dynamic demagnetization fields into
Heff of Eq. (3.2), originating from the static and dynamic components of the magne-
tization. This leads to a correction factor P for the magnitude of the effective spin
current

Jpump, eff
s = P · Jpump, circ

s (3.9)

5For the moment, all anisotropy fields as the demagnetization field or the magneto-crystalline
anisotropy fields are neglected.
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Figure 3.5: The magnetization precession in F pumps a spin current Jpump
s across

the F/N interface which decays normal to the interface. The spin orientation ŝ of
the spin current is parallel to m̂ × (∂m̂/∂t) and always has a component parallel
to Heff . There is also a backflow Jback

s into the ferromagnet.

with

P =

2ω

[
γµ0Ms cos2 ΦM +

√
(γµ0Ms)

2 cos4 ΦM + (2ω)2

]
(γµ0Ms)

2 cos4 ΦM + (2ω)2 , (3.10)

where ΦM is the angle between the magnetization orientation and its projection onto
the film plane. A more detailed discussion of the influence of P on the measured
signal is given in Sec. 3.4.8.

To summarize, spin pumping is the result of a periodic change in the spin depen-
dent scattering matrix at the F/N interface due to magnetization precession. The
precessing magnetization pumps a pure spin current, without any net charge current,
across the interface. The spin current density is measured in units of torque per time
and area. Moreover, spin injection into an adjacent conductive material does not
suffer from a conductance mismatch [91] as the smallness of the mixing conductance
for a ferromagnet/semiconductor interface is compensated by the small spin current
that is necessary to saturate the spin accumulation [12].

3.2.4 Spin diffusion in a normal metal

The spin current transferred across the F/N interface creates a spin accumulation
µs = µ↑ − µ↓ (see Eq. (2.11)) in the normal metal at the F/N interface. The vector
orientation of µs = µs · ŝ gives the spin orientation of the injected spin current. It
is perpendicular to both m̂ and ∂m̂/∂t and thus has an AC and a DC component,
where the latter is parallel to Heff .

In the ballistic limit, the spin accumulation crosses the entire normal metal layer,
gets fully reflected at the normal metal/vacuum interface and is reabsorbed by the
ferromagnet without influencing the magnetization dynamics. In conventional, dif-
fusive normal metals, the spin accumulation is not a conserved quantity, but it is
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reduced by spin-flip processes (e.g., due to spin-orbit coupling or scattering on mag-
netic impurities) with the characteristic relaxation length λsd (see Sec. 2.4). The
propagation of the spin accumulation along ẑ in the normal metal can be described
by the one-dimensional spin diffusion equation [92]

∂µs
∂t

= DN
∂2µs
∂z2

− µs
τsf

, (3.11)

where ∂µs/∂t = iωMµs and the normal metal diffusion constant DN = v2
Fτt/3 with

the Fermi velocity vF and the normal metal momentum scattering time τ t. In the
case of ferromagnetic resonance, the magnetization precession frequency ωM equals
the microwave frequency ω: ωM = ω. We consider the limit of strong spin-flip
scattering ωτsf � 1, where the left side of Eq.(3.11) can be neglected (∂µs/∂t ≈ 0).
For the microwave frequency used in our setup (ω ≈ 1011 s−1) and for materials with
a high atomic number as platinum used in our experiments, this condition is easily
fulfilled [8].

The solution of the spin diffusion equation (Eq. (3.11)) depends on the boundary
conditions. We demand continuity of the total spin current J0

s at the F/N interface
(z = 0),

Js (z = 0) ŝ = J0
s ŝ = − ~

2e

σ

e

∂µs

∂z

∣∣∣∣
z=0

, (3.12)

and a vanishing spin current at the normal metal/vacuum interface (z = tN):

Js (z = tN) ŝ = 0 = − ~
2e

σ

e

∂µs

∂z

∣∣∣∣
z=tN

. (3.13)

With these conditions, one obtains for the spin accumulation [8, 11]

µs(z) = µ 0
s

cosh [(tN − z) /λsd]

sinh [tN/λsd]
. (3.14)

Its decay with z causes a spin current, whose time-independent component is given
by [9, 10]

Js (z) = J0
s

sinh [(tN − z) /λsd]

sinh [tN/λsd]
(3.15)

and depends on the ratio tN/λsd. Figure 3.6 shows the magnitude of the spin
current between the two interfaces ferromagnet/normal metal (z = 0) and normal
metal/vacuum (z = tN) for different tN/λsd ratios. For λsd > tN, an almost linear
decay occurs, whereas for λsd � tN the spin current vanishes already close to the
ferromagnet.

When determining J0
s , one has to take into account that the spin accumulation µs

at the F/N interface does not only lead to a spin current in the normal metal but
also to a backflow of spins into the ferromagnet [11, 12]. Thus, the total spin current
J0

s at the F/N interface propagating into the normal metal is reduced by Jback
s and

can be expressed as
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Figure 3.6: Decay of spin current and charge current with the distance from the
ferromagnet/normal metal interface for different ratios of tN/λsd.

J0
s = Jpump

s − Jback
s .

This effect can be accounted for by replacing the spin mixing conductance of Eq. (3.5)
by an effective g↑↓ [8, 10]. This effective spin mixing conductance is used in the
following.

3.2.5 Spin current detection via voltage measurements

As discussed in Sec. 2.3, spin currents generate charge currents via the inverse spin
Hall effect. This mechanism was suggested as detection principle for the spin pump-
ing effect by Saitoh et al. [71]. The inverse spin Hall effect is described by Eq. (2.15)

J ISH
c = αSH

(
−2e

~

)
Js [ẑ× ŝ]

with the efficiency αSH. The presence of the cross product reflects the symmetry of
the inverse spin Hall effect, where the DC charge current is perpendicular to both
the flow direction of the spin current (perpendicular to the interface, along ẑ) and
to the time-averaged spin orientation ŝ, defined by the equilibrium orientation of M
(Fig. 3.7).

Equation (2.15) reveals that the charge current J ISH
c (z) has the same z-dependence

as Js (z) and thus can be added as right axis to Fig. 3.6.

The calculation of the DC voltage resulting from the combination of spin pumping
and inverse spin Hall effect is performed along the lines of Mosendz et al. [9, 10]. As
our device is an open circuit (Fig. 3.7), the charge current caused by the inverse spin
Hall effect leads to a charge accumulation at the borders of the sample. This gener-
ates, in analogy to, e.g., the Hall effects [93], a compensating electric field Ecomp. If
the sample is much larger in y-direction (length) than in z-direction (thickness), this
field should be uniform over the whole sample thickness. Thus, the total current
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Figure 3.7: Magnetization precession generates a pure spin current Js which causes a

charge current Jc via the inverse spin Hall effect. Due to the open circuit condition,
an electric field Ecomp compensating for the electron flow is created.

density J (z) is given by

J (z) = J ISH
c (z) + σtotEcomp (3.16)

with the bilayer conductivity

σtot =
1

Rtot

L

w (tN + tF)
=

(
1

RN

+
1

RF

)
L

w (tN + tF)
=
σNtN + σFtF
tN + tF

. (3.17)

Here, RN, σN, tN, RF, σF and tF are the resistance, the conductivity and the thickness
of the N and F layer, respectively. Moreover, Rtot is the bilayer resistance, and L
and w are the sample length (in y-direction) and width (in x-direction) as indicated
in Figs. 3.1 and 3.7, respectively. The open circuit condition demands the overall
current

´
J (z) dz to be zero, leading to

0 =

ˆ tN

−tF
J ISH

c (z) dz +

ˆ tN

−tF
σtotEcompdz. (3.18)

Taking into account that σtotEcomp is independent of z for L� tN + tF, and that the
charge current is generated only in the normal metal, we obtain for the compensating
electric field along the measurement direction y

Ecomp =
−
´ tN

0
J ISH

c (z) dz

(tN + tF)σtot

. (3.19)

Solving the integral with J ISH
c from Eq. (2.15) and taking Js from Eq. (3.15) results

in

Ecomp =
e
[
αSHλSD tanh tN

2λSD

]
[ẑ× ŝ] g↑↓

σFtF + σNtN
νMWP sin2 Θ. (3.20)

The corresponding voltage VISH = Ecomp ·L between the left and right wire contact,
generated by spin pumping in combination with the inverse spin Hall effect, is thus
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given by6

VISH =
e
[
αSHλSD tanh tN

2λSD

]
g↑↓

σFtF + σNtN
νMWPL sin2 Θ. (3.21)

This equation has important implications on the experiments. VISH is proportional
to the spin Hall angle αSH determined by the conversion efficiency between spin
and charge current, proportional to g↑↓ given by the transfer of angular momentum
across the F/N interface, proportional to the sample length L and to the sin2 Θ,
where Θ is the precession cone angle of the magnetization. The denominator is the
sum of the conductivities of the single layers weighted by their thickness. This can
be understood as a partial shorting of the generated voltage by the conductive layer
stack. Several proportionalities predicted by Eq. (3.21) are experimentally verified
in the following sections. In anticipation of these more detailed discussions, let us
mention right away that Eq. (3.21) is quantitatively corroborated in experiment.

3.2.6 DC voltages due to microwave rectification
Besides spin pumping in combination with the inverse spin Hall effect, also other
mechanisms for the generation of a DC voltage in conjunction with FMR have been
suggested and were observed in experiment [94, 95, 96, 97]. In particular, microwave
rectification effects related to the anisotropic magnetoresistance or the anomalous
Hall effect are often superimposed onto the spin pumping signal if the sample is
not located exactly in a node of the microwave electric field [9, 98]. Figure 3.8
displays the field configuration of a bilayer sample positioned at the center of a
TE102 microwave cavity with the static magnetic field applied along x̂ (φ = 0°).
At the cavity center, an anti-node of the microwave magnetic field H1, oriented
parallel ŷ, and a node of the microwave electric field E1 are present. Thus, at the
sample position, H1 is maximal, whereas E1 is minimal. In this configuration, no
DC voltage should be generated via rectification effects. However, if the sample was
positioned slightly off center, a microwave electric field oriented parallel x̂ would
appear (Fig. 3.8). In this situation, a DC voltage can be created as the following
discussion will show.

3.2.6.1 Homodyning by AMR and AHE

In ferromagnetic materials, nonlinear conduction effects may occur as the electric
conductivity depends on the orientation of the current relative to the magnetiza-
tion [94]. In a simple phenomenological description for a ferromagnetic, isotropic
and monodomain sample, including AMR and AHE, the electric field inside the
conductor takes the form [93]

E = ρ⊥J +
∆ρ

M2
s

(J·M)M + µ0RA(J×M). (3.22)

Here, RA is the anomalous Hall coefficient and ∆ρ = ρ|| − ρ⊥ is the so-called resis-
tivity anisotropy with ρ|| and ρ⊥ being the diagonal components of the resistivity

6The cross product [ẑ× ŝ] in Eq. (3.20) is evaluated for the geometry depicted in Fig. 3.7. In this
case, it results in a factor of one. Note that, e.g., other orientations of M (and thus ŝ) result
in other values, in particular an inversion of M leads to a sign change.
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Figure 3.8: Electric and magnetic field configuration in spin pumping measurements.
If the sample is positioned exactly at the center of the microwave cavity, the mi-
crowave electric field vanishes: E1 = 0. However, for the calculations in this section,
we assume a finite value of E1.

tensor for two principal directions of the current density J, parallel and perpendicu-
lar to M. In Eq. (3.22), the effects of the applied static magnetic field are neglected
as they are normally much smaller than the anomalous effects and only play a role
at very large applied fields.

For the following analysis, magnetization M and current density J are split into
static (M0 and J0) and dynamic (M1 and J1) parts:

M = M0 + M1 and J = J0 + J1. (3.23)

As the precession amplitude is assumed to be small, we use the approximations
M0·M1 ≈ 0 and |M| ≈ |M0| = Ms. Inserting Eq. (3.23) into Eq. (3.22) results in

E =ρ(J0+J1)+
∆ρ

M2
s

[(J0+J1)(M0+M1)]·(M0+M1)+µ0RA[(J0+J1)×(M0+M1)]=

=ρ(J0+J1)+
∆ρ

M2
s

[(J0M0)M0 + (J0M1)M0 + (J1M0)M0 + (J1M1)M0+

+ (J0M0)M1 + (J0M1)M1 + (J1M0)M1 + (J1M1)M1]+

+ µ0RA[J0 ×M0 + J0 ×M1 + J1 ×M0 + J1 ×M1]. (3.24)

The terms containing J0, a constant current density, lead to a so-called photoresis-
tance discussed in detail in Ref. [97]. In our setup, no DC current is applied and thus
all parts comprising J0 are zero. Moreover, a photovoltage is exclusively created in
terms simultaneously containing J1 and M1. When neglecting second order effects
(M1M1 ≈ 0), Eq. (3.24) reduces to

E =
∆ρ

M2
s

[(J1M1)M0 + (J1 ×M1)×M0] + µ0RA(J1 ×M1) (3.25)

with time-dependent and time-independent contributions. To extract the time-
independent part relevant in DC measurements, a time averaging symbolized by
〈 〉 is carried out. The time-independent electric field generated by microwave recti-
fication can then be written as [94]
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EHD =
∆ρ

M2
s

[〈J1M1〉M0 + 〈J1 ×M1〉 ×M0]︸ ︷︷ ︸
∝AMR

+µ0RA〈J1 ×M1〉︸ ︷︷ ︸
∝AHE

(3.26)

with the first term proportional to the AMR (∝ ∆ρ) and the second to the AHE
(∝ RA). In the following, we call this DC electric field and the corresponding DC
voltage homodyne electric field and voltage as their origin is the nonlinear interaction
of the dynamic components of current density and magnetization, both varying at
the same frequency.

The explicit expressions for EHD and the DC voltage generated by homodyning
for our measurement geometry are calculated in Appendix B.

3.2.6.2 Transformation behavior of the homodyne voltage under field
inversion

To enable a comparison of the experimentally observed field dependence of the DC
voltage with theory, the effect of an inversion of the external magnetic field H on
Eq. (3.26) is discussed. Upon field inversion (H → −H), both the static and the
dynamic part of M invert: M0 → −M0 and M1 → −M1. The inversion of M1

can be justified as the sign of γ determines the precession direction of M. Thus,
a change from M0 → −M0 also requires an inversion of M1. The same result is
obtained when analyzing the high frequency susceptibility tensor in Appendix B. In
contrast, J1, generated by the microwave field, is independent of the static magnetic
field orientation: J1 → J1. Inserting these relations into Eq. (3.26) yields

EHD(−H) =
∆ρ

M2
s

[〈J1(−M1)〉(−M0)+〈J1×(−M1)〉×(−M0)+µ0RA〈J1×(−M1)〉=

=
∆ρ

M2
s

[〈J1M1〉M0 + 〈J1 ×M1〉 ×M0]︸ ︷︷ ︸
sign unchanged

−µ0RA〈J1 ×M1〉︸ ︷︷ ︸
sign changed

. (3.27)

A comparison with Eq. (3.26) shows that the part originating from the AMR re-
mains unchanged under magnetic field inversion, whereas the part arising from the
AHE reverses sign. This allows us to distinguish the different contributions to EHD.
Moreover, it is important to note that under magnetic field inversion, the calculated
DC voltage generated by spin pumping (Eq. (3.21)) reverses sign. The different
behavior of the term proportional to the AMR under field inversion and the differ-
ent symmetry with respect to the resonance field of the term arising from the AHE
will allow us to determine spin pumping and exclude microwave rectification as the
origin of our experimental observations (see Sec. 3.4.2 and Appendix B).

This concludes the theoretical part of spin pumping as spin current source. In the
following sections, our experiments in this field are discussed.
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3.3 Experimental techniques and sample properties
First, the experimental setup and a typical measurement are explained. Subse-
quently, a brief overview of the different studied materials, their properties, and the
actual sample fabrication is given.

3.3.1 Measurement technique

A sketch of the Bruker ESP300 setup used for FMR and spin pumping measure-
ments is shown in Fig. 3.9(a). The microwave radiation with a fixed frequency of
ν = 9.3 GHz (X-band) and a maximum power of 200 mW is generated by a Gunn
diode and then transferred via waveguides and a circulator into a TE102 microwave
resonator. Critical coupling between waveguide and resonator is achieved by a tun-
able iris. In tuned condition, the incident microwave is entirely absorbed within the
resonator. If the sample is in resonance, it absorbs part of the radiation and thus
detunes the cavity which leads to a partial reflection of the microwave radiation.
The reflected part passes the circulator and is guided to the detector. A reference
arm, connecting microwave source and detector, biases the detecting diode to im-
prove sensitivity. Moreover, it enables to determine the phase of the microwave
signal which allows to switch between absorption and dispersion experiments, corre-
sponding to the measurement of the imaginary or the real part of the high-frequency
susceptibility. All measurements within this thesis were performed in absorption.

The resonator is positioned between the poles of an electromagnet generating a
DC magnetic field 0 ≤ µ0H0 ≤ 1 T. µ0H0 is superimposed by a parallel AC magnetic
field with a modulation frequency of νmod = 100 kHz and a modulation amplitude of
0.4 mT or 0.8 mT. A lock-in amplifier (Stanford Research SR830) which is sensitive
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Figure 3.9: (a) Sketch of the measurement setup with microwave source, circula-
tor, resonator, detector, lock-in amplifier, electromagnet and nanovoltmeter. (b)
Sketch of the microwave resonator including field distribution, cryostat and rotat-
able sample holder. This sketch is rotated by 90° with respect to (a) [99]. (c)
Photograph of the sample mounted on a fused silica sample holder with wires for
DC measurements.
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Figure 3.10: (a) Resonant absorption at µ0Hres with a Lorentzian line shape, a full
width at half maximum FWHM=2∆H, and an amplitude A. (b) First deriva-
tive of the Lorentzian absorption in (a) with peak-to-peak linewidth µ0∆Hpp and
amplitude App.

only to signals modulated with νmod (and thus excludes random noise) is used for
FMR signal detection. This measurement technique considerably improves detection
sensitivity.

Figure 3.9(b) depicts a sketch of the resonator. The sample (black) is positioned
at the center of the cavity in a node of the microwave electric field and an anti-node
of the microwave magnetic field. It is surrounded by a He-flow cryostat which allows
to adjust the sample temperature T between 2 K and 300 K.

The close up in Fig. 3.9(c) shows a photograph of a sample mounted on a fused
silica sample holder. Great care was taken to position the sample surface exactly on
the rotation axis of the holder. Up to four aluminum bond wires on the sample run
into shielded coaxial wires that lead out of the cavity for DC measurements.

The DC voltage across the sample is detected via a Keithley Nanovoltmeter 2182.
In all measurements, FMR and DC voltage are recorded simultaneously as a function
of the static magnetic field µ0H0. Unless stated otherwise, the measurements are
performed at a microwave power of 200 mW. This corresponds to µ0H1 = 0.12 mT
as determined by separate paramagnetic resonance calibration experiments.

Due to the magnetic field modulation in combination with lock-in detection, the
measured FMR signal does not correspond to a Lorentzian microwave absorption
signal (Fig. 3.10(a)) but to its first derivative (Fig. 3.10(b)) [100]. The inflection
point of the derivative of the Lorentzian function corresponds to the resonance field
µ0Hres. From the difference in H0 between maximum and minimum, referred to as
peak-to-peak linewidth µ0∆Hpp, the precession cone angle of the magnetization at
resonance Θres can be calculated as [101]

Θres =
2H1√
3∆Hpp

(3.28)

with the microwave magnetic field H1 at the sample position. The relation between
the linewidth ∆H of the Lorentzian function and ∆Hpp of its derivative is given by

∆Hpp =
2√
3

∆H. (3.29)
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3.3.2 Material properties and sample fabrication

The measurements presented in this chapter were performed with ferromagnet/
platinum (F/Pt) bilayer samples and with two types of tri-layer structures: ferro-
magnet 1/normal metal/ferromagnet 2 (F1/N/F2) and ferromagnet/normal metal 1/
normal metal 2 (F/N1/N2). For the F layer, Ni, Co, Fe, Co2FeAl, Co2FeSi, Fe3O4,
and (Ga,Mn)As were used, and as normal metals Al or Pt were taken. In the
following, some material properties relevant for the later experiments and their in-
terpretation are briefly discussed. Furthermore, the respective fabrication method
is stated.

3d-transition metal ferromagnets

Ni, Co and Fe exhibit band or itinerant ferromagnetism which originates from a
spontaneous splitting of the energy bands in the crystal.

The polycrystalline films were deposited at the Walther-Meißner-Institute on
oxidized silicon substrates via electron beam evaporation at a base pressure of
1× 10−8 mbar.

Heusler compounds

Heusler compounds are ternary, intermetallic compounds with the chemical com-
position XYZ or X2YZ where X and Y usually are transition metal elements and
Z is a main group element [102, 103, 104]. This material class attracts a lot of
attention as band structure calculations predict half-metallicity for certain com-
pounds [105, 106, 107], making them interesting for spintronic applications. The
compounds Co2FeSi and Co2FeAl, studied in this work are predicted to be half-
metallic [108]. However, structural disorder, an important issue for Heusler com-
pounds, destroys half-metallicity and drastically decreases spin polarization [109].
The mechanism of the ferromagnetic exchange interaction between the localized
magnetic moments of the Co and Fe atoms is not clarified yet. For Co2MnSi, one
suggestion is that the magnetic moments of the Co and Mn atoms ferromagneti-
cally couple via the direct exchange interaction [110, 111]. Another model comes
to the conclusion that the localized magnetic moments are indirectly coupled via a
RKKY interaction mediated by the free electrons of the system [112]. An overview
on Co2-based Heusler compounds can be found in Refs. [104, 113].

The epitaxial Heusler thin films studied within this thesis were prepared in the
group of Andy Thomas by Inga-Mareen Imort at the University of Bielefeld. They
were sputtered on (001)-oriented MgO single crystal substrates at an Ar pressure of
1.5× 10−3 mbar followed by an annealing step in vacuum at 500° C [114].

Magnetite

For magnetite (Fe3O4) which exhibits a cubic inverse spinel structure at room tem-
perature [115], half-metallicity is predicted [116]. Magnetite undergoes a structural
phase transition, called Verwey transition, at TV ≈ 120 K [117] below which the crys-
tal structure changes to monoclinic [118]. Among other things, this influences elec-
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tric and magnetic properties (see e.g., Ref. [119]). For the charge transport above TV,
different models exist suggesting large polarons [120, 121], phonon-assisted electron
hopping [122], or a superposition of small-polaron band and small-polaron hopping
conduction [123] as the relevant mechanisms.

Epitaxial (001)- and (111)-oriented Fe3O4 films were grown at the Walther-Meißner-
Institute via pulsed laser deposition in an argon atmosphere of 0.7µbar with an en-
ergy density of 3.1 J/cm2 at a substrate temperature of 320° C [124] on (001)-oriented
MgO and (0001)-oriented Al2O3 substrates, respectively.

(Ga,Mn)As

Ga1−xMnxAs is one of the most widely studied dilute magnetic semiconductors with
a Curie temperature of up to 190 K [125, 126, 127]. The ferromagnetism is achieved
by doping GaAs with several percent of manganese atoms. This introduces both
localized magnetic moments in the Mn 3d-shell and itinerant holes as the Mn atoms
are preferentially incorporated at Ga lattice sites [128]. As the origin of the ex-
change interaction, hopping of delocalized holes in the Mn-derived impurity band is
suggested which mediates the ferromagnetic coupling of the Mn magnetic moments.
This mechanism has been successfully described by a p-d exchange interaction in
the Zener model. Further details can be found in Refs. [125, 129, 130] and references
therein.

The Ga1−xMnxAs films studied within this thesis were grown in the group of Wolf-
gang Limmer by Wladimir Schoch at the University of Ulm. The films have a Mn
concentration of x = 0.04 with respect to the Ga lattice sites and were grown via low
temperature (∼ 250 °C) molecular beam epitaxy on semi-insulating (001)-oriented
GaAs substrates. To improve crystalline quality a 30 nm thick high temperature
GaAs buffer layer was grown prior to the actual (Ga,Mn)As deposition [131].

Normal metals

For most of the samples, Pt was used as normal metal as it acts as a good spin sink,
due to its large spin flip probability ε & 10−2 [8]. ε is defined as [8]

ε =
τt

τsf

(3.30)

with the momentum scattering time τt and the spin flip scattering time τsf . The large
value of ε for Pt is due to its large atomic number (Z = 78) and the hybridization
of the conduction electrons with the d orbitals leading to a large spin-orbit coupling
and a large value of the spin Hall angle αSH (see Sec. 2.3).

The second normal metal used, Al, is a less good spin sink (ε . 10−2 [8, 132])
which is mainly due to its small atomic number Z = 13. We used this material
in tri-layer measurements as interlayer, separating the spin current generation in F
from its detection in Pt.

The Pt films were deposited via electron beam evaporation at a base pressure of
1× 10−8 mbar in the same chamber as the 3d-transition metals.
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The Al layer is deposited via Ar-ion sputtering at a pressure of 2.7× 10−3 mbar.
Note that the samples can be transferred between the electron-beam evaporation
chamber and the sputtering chamber without breaking the vacuum.

Sample preparation

All ferromagnetic layers have a thickness of tF = 10 nm except for the (111)-oriented
Fe3O4 film with tF = 35 nm and the (Ga,Mn)As films with tF = 200 nm, 175 nm, and
65 nm. As high-quality, transparent interfaces are crucial for spin pumping [133],
all F layers used for bilayer structures were in situ covered with a 7 nm thick Pt
layer, except the (Ga,Mn)As films which were covered after exposure to ambient
atmosphere. The tri-layer samples were fabricated without breaking the vacuum.

Subsequently to the deposition, all samples were cut into rectangular bars (length
L = 3 mm, width w = 1 mm or 2 mm) and contacted on the short sides via Al wedge
bonding for electrical measurements as shown in Fig. 3.1.
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3.4 Results and discussion
In this section, our spin pumping measurements are presented and discussed. We
show that spin pumping is the origin of our DC signal, and that microwave rectifi-
cation cannot explain our observations. Furthermore, some theory predictions con-
cerning sample geometry and power dependence are experimentally proven. Sub-
sequently, we show that the present theories for spin pumping are not limited to
transition metal-based bilayers, but also apply to the ferromagnetic Heusler com-
pounds Co2FeAl and Co2FeSi, the ferrimagnetic oxide spinel Fe3O4, and the dilute
magnetic semiconductor (Ga,Mn)As. In addition, measurements taken not only at
room temperature but down to 2 K and data taken at various angles of the external
magnetic field are discussed. In this context, spin pumping from the spin wave exci-
tations in (Ga,Mn)As/Pt is analyzed in detail. Finally, measurements on two types
of heterostructures consisting of three different layers, F1/N/F2 and F/N1/N2, are
discussed. The results of Secs. 3.4.7 and 3.4.9 were published on the preprint server
and in Physical Review Letters [134, 135]. To simplify the notation, the static mag-
netic field H0 is denoted as H in the following. We start with a phenomenological
introduction to our measurements.

3.4.1 Experimental data
Figure 3.11 shows simultaneous measurements of FMR and DC voltage of a Ni/Pt
bilayer for different orientations of the external magnetic field (in-plane: φ = 0° and
180°, and out-of-plane: φ = 90°). The FMR traces of both in-plane orientations are
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Figure 3.11: Simultaneously recorded FMR and VDC traces for different orientations
of the external magnetic field µ0H. VDC of both in-plane orientations (d,e) exhibits
an extremum at Hres, the inflection point of the FMR. The sign of VDC, however,
changed from φ = 0° to 180°. For the out-of-plane orientation (c,f), no extremum in
VDC co-occurring with the FMR is observable. The peak-to-peak linewidth µ0∆Hpp

of the FMR and the DC voltage at resonance VDC,res used in the later analysis are
exemplarily indicated in (a,d).
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identical with a resonance field of µ0Hres = 185 mT (Figs. 3.11(a,b)), whereas the
resonance position for φ = 90° is shifted to a higher value (µ0Hres = 602 mT) due
to the demagnetization field. The simultaneously recorded VDC traces for the two
in-plane orientations show one clear extremum with a magnitude of several µV at
Hres (Figs. 3.11(d,e)) with the sign changing between φ = 0° and 180°. The DC
voltage recorded for φ = 90° does not exhibit an extremum.

We have not only investigated Ni/Pt bilayers but also several other F/Pt samples
as shown in Fig. 3.12. A selection of FMR and VDC spectra, recorded for two mag-
netic field orientations in the film plane is shown: φ = 0° corresponds to H parallel to
x̂ (black full squares) while for φ = 180° H is antiparallel to x̂ (red open circles). For
the epitaxially grown films, φ = 0° corresponds to H along [100] for (001)-oriented
Fe3O4, along [1-10] for (111)-oriented Fe3O4 and along [110] for (Ga,Mn)As. All mea-
surements in Fig. 3.12 were taken at 290 K except for the (Ga,Mn)As data recorded
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Figure 3.12: (a,c,e,g,i,k,m,o) FMR signal for different F/Pt bilayers recorded for

H oriented in the film plane, parallel (full black squares) and antiparallel (open
red circles) to x̂. The traces for both orientations superimpose in each case.
(b,d,f,h,j,l,n,p) DC voltage measured simultaneously to the FMR. Upon magnetic
field inversion, a sign change is observed.
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at T = 10 K (Figs. 3.12(m-p)). Since the FMR is invariant with respect to magnetic
field inversion, the FMR traces for φ = 0° and φ = 180° should superimpose as is in-
deed observed in the experiment. The FMR signal of all samples in Fig. 3.12 consists
of a single resonance line with the exception of (Ga,Mn)As in which several standing
spin wave modes contribute to the FMR spectrum [136, 137]. All VDC traces show
one clear extremum at Hres; only in (Ga,Mn)As several VDC extrema corresponding
to the spin wave modes can be discerned. The magnitude of VDC ranges from a few
100 nV in Fe3O4 to a few 10µV in Co, Fe and Co2FeSi. In contrast to the FMR,
the extremum in VDC changes sign when the magnetic field is reversed. It also is
important to note that VDC always has a maximum (VDC > 0) for φ = 0°, whereas
always a minimum (VDC < 0) is observed for φ = 180°.

3.4.2 Interpretation of the DC voltage

As already discussed in the theory section (Sec. 3.2), microwave rectification and
spin pumping in combination with the inverse spin Hall effect can generate a DC
voltage co-occurring with FMR. In this section, we show that spin pumping is the
origin of the DC voltage observed in our experiments.

3.4.2.1 Microwave rectification

As discussed in Sec. 3.2.6, the DC voltage generated by microwave rectification
(Eq. (B.23)) obtained from the calculations detailed in Appendix B reads

VHD,y = ±1

2
E1LH1

(
∆ρ

ρ
AyyLabs +

µ0RAMs

ρ
AyzLdis

)
(3.31)

with a prefactor proportional to the length L of the sample and to the product
E1H1. Thus, as mentioned above, VHD,y ≡ 0 if the sample is positioned exactly at
the center of the microwave cavity with E1 = 0. When we consider the situation
where the sample is positioned slightly off center with E1 6= 0, a DC voltage can
be generated. The sum in Eq. (3.31) contains two terms, the first proportional
to the anisotropic magnetoresistance (AMR) ratio ∆ρ/ρ which has the lineshape
of a Lorentzian absorption function (Labs), and the second originating from the
anomalous Hall effect, proportional to µ0RAMs/ρ with the lineshape of the derivative
of a Lorentzian function, called dispersion (Ldis). The exact descriptions of the
parameters Ayy, Labs, Ayz and Ldis are given in Appendix B.

Figure 3.13(a) shows both terms of Eq. (3.31) (black dotted line: term propor-
tional to the AMR and blue dotted line: term proportional to the AHE). As the DC
voltages observed in our measurements (see Figs. 3.11 and 3.12) have the lineshape
of a Lorentzian absorption function, only the part proportional to the AMR could
be its origin. However, as discussed in Sec. 3.2.6.2, under inversion of the external
static magnetic field H, only the part proportional to the AHE reverses sign. The
AMR term remains unchanged (Figs. 3.13(a,b)). This excludes microwave rectifi-
cation due to AMR or AHE as the origin of our signal. Moreover, if microwave
rectification was the origin, our measurements should scale with the magnitude and
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after an inversion of H (φ = 180°). The part proportional to the AMR remains
unchanged, whereas the sign of the AHE part is changed.

sign of ∆ρ/ρ and µ0RAMs/ρ. Table 3.1 lists these quantities for a selection of in-
vestigated ferromagnets. Their values vary by orders of magnitude and even the
sign is different between the materials. This contradicts the experimental findings
(see Fig. 3.12) that for φ = 0° a maximum in VDC appears for all measured ferro-
magnet/Pt samples. Moreover, the scaling plot discussed in Sec. 3.4.7 cannot be
explained with the values listed in Table 3.1.

Another reason making microwave rectification extremely unprobable was given
by Mosendz et al. [133]. They introduced a tunnel barrier between the F and the
N layer. If microwave rectification was the origin of VDC, no change should be
observed. However, in their experiments, they found a suppression of VDC. This can
be explained in spin pumping theory. Due to the tunnel barrier, no spin current
can enter the Pt layer, and thus, no charge current can be generated by the inverse
spin Hall effect. We performed similar experiments (see Sec. 3.4.13), where a thin
Al layer causing interface scattering was introduced between the F layer and Pt. In
this case, also a drastic decrease of the signal was observed.

Table 3.1: Resistivity anisotropy ratio ∆ρ/ρ and µ0RAMs/ρ for different materials.
∗T = 4 K, ∗∗J || [100], ∗∗∗ J || [100] and T = 4.2 K.

∆ρ/ρ (10−2) µ0RAMs/ρ (10−4)

Ni 2.5 [93] -3.5 [93]
Co 3.0 [93] 10.7 [93]
Fe 0.8 [93] 40-100 [93]

Co2FeAl -0.13 [138] 113 [138]
Co2FeSi -0.8∗ [139] 58.3 [140]

Fe3O4 (001) 0.4∗∗ [141] -31.5 [142]
(Ga,Mn)As -5.0∗∗∗ [143] 932∗∗∗ [143]
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In addition, Inoue et al. [98] observed that if the sample is positioned in a region
of the microwave cavity where E1 6= 0, a DC voltage due to microwave rectification
is measured. However, the lineshape is of the dispersion type and thus can’t be
the origin of VDC observed in our experiments. It can be superimposed to the spin
pumping signal which then leads to an asymmetry with respect to µ0Hres in the DC
voltage spectrum. We minimize this effect by carefully locating the sample in a node
of the microwave electric field.

To summarize, the effect of microwave rectification can be excluded as the origin
of the DC voltage observed in our experiments due to the reasons given above.

3.4.2.2 Spin pumping

In contrast, spin pumping in combination with the inverse spin Hall effect will ac-
count for the extrema in VDC shown in Figs. 3.11 and 3.12 [7, 9, 71]. The spin
pumping mechanism naturally explains that VDC changes sign when the orientation
of H is inverted from φ = 0° to 180°. As H determines the spin orientation ŝ in
Eq. (2.15) (Jc ∝ (ẑ× ŝ)), Jc and consequently also VDC reverse if the magnetic
field is inverted. For φ = 90° (Figs. 3.11(c,f)), ŝ is parallel to ẑ which results in
zero for the cross product, and no DC voltage is expected. Furthermore, the ex-
perimental observation that VDC invariably has the same polarity for a given field
orientation φ irrespective of the ferromagnetic material used in the F/Pt bilayer is
fully consistent with spin pumping theory. Not the polarization of the conduction
electrons or the type of carriers is relevant but only the magnetization relaxation
process [7, 8, 9, 10, 11, 144]. We thus attribute VDC in our experiments to spin
pumping.

3.4.3 Magnetization dynamics – Spin pumping

Magnetization dynamics was predicted as the origin of the spin pumping voltage (see
Sec. 3.2.3). This implies that microwave absorption, a measure of the magnetization
excitation, and the spin pumping voltage are closely related. Indeed, when inte-
grating the FMR to recover the absorption line, and plotting this together with the
measured DC voltage, a perfect agreement is obtained (Fig. 3.14). No shift with re-
spect to the magnetic field can be observed and both lineshapes are identical within
measurement uncertainty. This confirms that the origin of VDC is magnetization
dynamics.

3.4.4 Geometry dependence of the spin pumping signal

A further prediction of the spin pumping theory in combination with the inverse
spin Hall effect can be seen from Eq. (3.21): the generated voltage should be inde-
pendent of the sample width w but proportional to its length L. These correlations
have technological relevance as they predict that a clever sample layout enables to
drastically increase the obtained DC voltage without enlarging the sample. This can
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Figure 3.14: DC voltage and integrated FMR of a Fe/Pt bilayer versus the external
DC magnetic field H. Both traces match very well. The inset shows both signals
over a larger range.

be achieved by decreasing w and connecting multiple narrow stripes as discussed be-
low. Moreover, it enables to quantify even small spin Hall angles as demonstrated
in Ref. [9]. However, so far, these predictions have not been proven experimentally.

First, the voltage dependence on the width w of the sample is studied. We compare
FMR and VDC measurements of two Fe/Pt bilayers with w = 1 mm and w = 100µm,
both having L = 3 mm (Fig. 3.15). The intensities of the FMR signals (Fig. 3.15(a))
are normalized to compensate for the different sample volumes in the cavity. Clearly,
the two traces are identical as are the VDC traces. The magnitude of VDC at resonance
is identical for both samples although their width differs by a factor of ten. Thus,
VDC is independent of the sample width w, confirming the theory (Eq. (3.21)).

To investigate the dependence of VDC on the length L, a plain Fe/Pt film was
patterned via argon ion etching into four parallel stripes of width w = 100µm
and length L0 = 3 mm. The stripes are connected via aluminum bond wires as
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Figure 3.15: FMR and VDC for two Fe/Pt samples of different width w. (a) The

normalized FMR of both samples are identical. (b) The magnitude of VDC is
independent of the sample width.
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Figure 3.16: (a) Photograph of the four 100µm wide Fe/Pt stripes patterned onto the
Si/SiOx substrate with a sketch of the different contacting configurations labeled
by the number of measured stripes. (b) VISH,res extracted at the resonance field
µ0Hres = 60.4 mT for different lengths L. The inset shows VDC versus H between
different contacts.

sketched in Fig. 3.16(a). The sensing leads are attached in a way that the voltages
generated by a different amount of stripes (numbers in Fig. 3.16(a)) can be measured
simultaneously. The results are presented in Fig. 3.16(b). The entire VDC traces for
one, two and four stripes are shown in the inset. More stripes (L > L0) generate
a larger DC voltage. For a quantitative analysis, the measured DC voltage at the
resonance field VDC,res = VISH,res is plotted versus the effective length L of the Fe/Pt
bilayer. Clearly, the measured points can be connected via a straight line through
the origin. This proves the prediction of a linear dependence between VDC and L
(Eq. (3.21)).

These results open the door to new sample designs which allow to significantly
increase the generated DC voltage. In many measurement setups, the homogeneity
of the field distribution is the limiting factor for the sample size. Our results show
that many parallel, narrow wires can be placed on a given sample dimension and
that, if they are connected to each other as indicated in Fig. 3.16(a), the expected
voltage is the voltage of one stripe multiplied by the number of stripes. This allows
to quantify even very small spin Hall angles of various normal metals.

3.4.5 Power dependence

In this section, we investigate the dependence of the DC voltage on the microwave
power PMW. Figures 3.17 (a,b) show various simultaneously recorded FMR and VDC

traces of a Fe/Pt sample for microwave powers in the range of 0.2 mW ≤ PMW ≤
200 mW. Assuming that the origin of VDC is spin pumping in combination with the
inverse spin Hall effect as suggested by theory (Sec. 3.2.3), Eq. (3.21) should describe
the DC voltage. A variation of PMW does not influence material properties, sample
geometry or microwave frequency so that these parameters can be represented by
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one single constant

A :=
e
[
αSHλSD tanh tN

2λSD

]
σFtF + σNtN

g↑↓νMWPL (3.32)

which reduces Eq. (3.21) to

VISH = A · sin2 Θ. (3.33)

Thus, disregarding saturation effects, VISH,res should be directly proportional to
sin2 Θres. In Fig. 3.17(c), the DC voltage at ferromagnetic resonance VDC,res =
VISH,res, extracted from Fig. 3.17(b), is plotted versus sin2 Θres. The magnetization
precession cone angle at resonance sin2 Θres is given by Eq. (3.28) with the microwave
magnetic field

H1 = H1, 200 mW

√
P

200 mW
, (3.34)
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where H1, 200 mW = 0.12 mT as determined in paramagnetic resonance calibration
experiments. All measured values lie on a straight line confirming the linear relation
expected from Eq. (3.33). This confirms that, within measurement uncertainty, A
is a constant, and, more importantly, it corroborates spin pumping theory. Fur-
thermore, the linear dependence in Fig. 3.17(c) up to the maximum precession cone
angle of 1.35 °, which is among the largest measured within this thesis, assures that
all measurements performed here are in the linear regime and not limited by FMR
saturation effects.

In previous publications (Refs. [10, 98]), a linear dependence between VISH,res and
the microwave power PMW was observed. We obtain the same result after further
simplifications: Equation (3.28) shows that Θres is proportional to 1/∆Hpp and to
the microwave magnetic field H1. ∆Hpp is virtually independent of PMW, and H1

is proportional to
√
PMW. This leads to VISH,res ∝ sin2

(
const. ·

√
PMW

)
. Using the

small angle approximation (sinα ≈ α) yields

VISH,res ∝ PMW. (3.35)

Figure 3.17(d) shows the measured values of VISH,res versus PMW. The straight line,
representing Eq. (3.35), describes the experimental data quite well which confirms
theory and justifies the small angle approximation for the range of PMW used within
this thesis.

3.4.6 Temperature dependence

To our knowledge, up to now, all spin pumping measurements in combination with
the inverse spin Hall effect have been performed at room temperature. However,
temperature might affect various parameters involved in our measurements, such as
magnetic anisotropy, spin Hall angle, exchange interaction, or sample conductivity
which makes such temperature dependent studies attractive. In this section, ex-
perimental FMR and VDC spectra for several bilayer samples measured at different
temperatures under an angle of φ = 0° are presented. The results are interpreted in
Secs. 3.4.7 and 3.4.9. All temperature variations were performed at zero magnetic
field, and all measurements were only started after the temperature had stabilized.

As representatives for 3d-transition metals, Fig. 3.18 displays data of a Fe/Pt
and a Co/Pt sample recorded for a series of temperatures 2 K ≤ T ≤ 290 K. The
original spectra for FMR and VDC are shown in Figs. 3.18(a-d). For both samples,
the resonance field of the FMR, Hres, and the field at which the maximum in VDC

occurs, HDC,max, shifts to lower H with decreasing T . Fig. 3.18(e) demonstrates
for Fe/Pt and Fig. 3.18(f) for Co/Pt that µ0Hres (full circles) and µ0HDC,max (open
triangles) are indeed identical, for all T . With varying temperature, also the peak-
to-peak linewidth µ0∆Hpp of the FMR (full circles) and the DC voltage at resonance
VISH,res (open triangles) change as shown in Figs. 3.18(g,h). For the Fe/Pt sample,
µ0∆Hpp increases from 5.9 mT at 290 K to 14.5 mT at 2 K, whereas VISH,res decreases
in magnitude from 72.3µV at 290 K to 5.6µV at 2 K. For the Co/Pt bilayer sample,
the evolution of µ0∆Hpp and VISH,res is qualitatively analogous to Fe/Pt with the
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Figure 3.18: Temperature dependence of FMR and VDC for (a,b) Fe/Pt and (c,d)
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(g,h) Temperature dependence of the extracted peak-to-peak linewidth µ0∆Hpp

and the inverse spin Hall voltage at resonance VISH,res.

difference that an extremum occurs at around 20 K: the linewidth reaches a maxi-
mum (28.1 mT) and decreases for further decreasing T , and VISH,res has a minimum
(2.2µV) before increasing slightly.

A shift and a broadening of the FMR-line with decreasing T were previously
observed for Fe thin films [145, 146]. Both effects are attributed to temperature
dependent inhomogeneous strain changing the magnetic anisotropy of the ferro-
magnetic film and the saturation magnetization. Further details can be found in
Refs. [145, 146].

Additional measurements below room temperature were performed on three differ-
ent epitaxially grown F/Pt bilayer samples, where (001)- and (111)-oriented Fe3O4

and (001)-oriented (Ga,Mn)As are used as F layers (Fig. 3.19). The FMR for (001)-
Fe3O4/Pt exhibits a linewidth of around 50 mT and its intensity reduces with de-
creasing temperature until it entirely vanishes between 100 K and 93 K. This might
be due to the Verwey transition and was previously observed in similar samples [147].
The additional sharp features around 150 mT originate from paramagnetic reso-
nances of the MgO substrate. In analogy to the FMR, also the co-occurring peak
in VDC (Fig. 3.19(b)) vanishes between 100 K and 93 K. The FMR of the (111)-
Fe3O4/Pt sample (Fig. 3.19(c)) with a linewidth of around 80 mT at 290 K changes
only slightly between 290 K and 172 K. For lower temperatures, strong changes are
observed. The FMR trace taken at 110 K has a decreased linewidth of 60 mT and



42 Chapter 3 Spin pumping as a spin current source

9 3 K
1 0 0 K
1 1 0 K
1 5 0 K
2 0 5 K

2 9 0 K
2 5 0 K

FM
R (

arb
. u

.)

( a )
F e 3 O 4  ( 0 0 1 )

5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0

( b )

V DC

µ0 H  ( m T )
0 . 2 5 µV 2 9 0 K

2 5 0 K
2 0 5 K
1 5 0 K
1 1 0 K
1 0 0 K
9 3 K

( c )
F e 3 O 4  ( 1 1 1 )

1 1 0 K
1 7 2 K
1 9 5 K
2 5 3 K
2 9 0 K

8 4 K
7 4 K
1 0 K

0 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0

1 0 K

1 1 0 K
1 7 2 K
1 9 5 K
2 5 3 K

0 . 1 2 5 µV

( d )

µ0 H  ( m T )

2 9 0 K

( e )
( G a , M n ) A s  1 7 5 n m

0 1 0 0 2 0 0 3 0 0 4 0 0 5 0 0 6 0 0

( f )

 

2 . 2  K
6  K

1 0  K
1 5  K
2 4  K
3 3  K
4 0  K
5 5  K
6 3  K

µ0 H  ( m T )
2 5 µV

7 7  K
7 7  K
6 3  K
5 5  K
4 0  K
3 3  K
2 4  K
1 5  K
1 0  K
6  K

2 . 2  K

Figure 3.19: (a-d) FMR and VDC of (001)- and (111)-oriented Fe3O4/Pt bilayers.
For Fe3O4 (001) the FMR and thus also VDC vanish below 100 K. (e,f) FMR and
VDC traces of a 175 nm thick (Ga,Mn)As film taken at different temperatures. The
additional peak at 155 mT in (e) is caused by the sample holder and does not have
a correspondence in VDC. For T ≥ 77 K, the FMR and the peak in VDC vanish.

the resonance positions of the FMR traces taken below 110 K shift to very low val-
ues prohibiting an analysis. The corresponding DC voltages shown in Fig. 3.19(d)
exhibit a maximum at the resonance position of the FMR down to 110 K. For lower
temperatures (110 K > T > 10 K), a strongly increased noise prevented the analysis
of VDC.

FMR and VDC of the (Ga,Mn)As/Pt sample with tF = 175 nm are shown in
Figs. 3.19(e,f). The most intense FMR-line is observed in the measurement at
2.2 K. With increasing temperature, the FMR intensity decreases, until it completely
vanishes around the Curie temperature of ca. 77 K. Analogously to the FMR, also
the maximum in VDC decreases in magnitude with increasing T , until at 77 K no
peak is observable anymore.

As the FMR of (Ga,Mn)As displays spin wave modes, a straightforward extrac-
tion of the peak-to-peak linewidth and of VDC,res is not possible.Therefore, both
FMR and VDC traces were fitted by Lorentzian lines as shown in Fig. 3.20. Hereby,
the same resonance positions and linewidths were used both for FMR and VDC.
Two Lorentzian lines were required to reproduce the data taken at 2.2 K and 10 K,
whereas one line was sufficient for higher temperatures.
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Figure 3.20: FMR and VDC of a (Ga,Mn)As/Pt sample with tF = 175 nm taken at

different temperatures. The black circles represent the measurements and the red
lines are the result of the fitting process with one (1LL) or two (2LL) Lorentzian
lines. With increasing temperature, both FMR and VDC decrease in magnitude.
At 77 K neither FMR nor VDC show structure. For the fit of FMR and VDC, the
same resonance position(s) and linewidth(s) were used.

3.4.7 Scaling behavior
In order to quantitatively compare our experimental data of the different F/Pt
bilayers with spin pumping theory, we start from Eq. (3.21) for the inverse spin Hall
voltage VISH arising due to spin pumping in F/N bilayers:

VISH =
e
[
αSHλSD tanh tN

2λSD

]
g↑↓

σFtF + σNtN
νMWPL sin2 Θ.

Since for all our bilayer samples, Pt with tN = 7 nm is used as normal metal,

C := αSHλSD tanh(tN/2λSD) (3.36)

is a constant at a given temperature. Moreover, the theoretical models for the spin
mixing conductance [7, 79, 81] suggest that g↑↓ of conductive ferromagnet/normal
metal interfaces is determined mainly by the N layer, i.e., the Pt layer in our case.
g↑↓ thus should be of comparable magnitude in all our samples. Since the Pt conduc-
tivity dominates the F/N bilayer conductivity, in particular in samples with small σF

such as Fe3O4 or (Ga,Mn)As, it also appears reasonable to assume that σFtF +σNtN
will be similar in all our samples. We thus expect a universal scaling behavior

VISH

νMWPL
= K sin2 Θ (3.37)

in all F/Pt bilayers made from conductive ferromagnets. Hereby, Eq. (3.37) is uni-
versal in the sense that

K :=
eCg↑↓

σFtF + σNtN
(3.38)

is virtually independent of the ferromagnetic material, its magnetic properties, or the
details of the charge transport mechanism such as band conduction or charge carrier
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Figure 3.21: In all F/Pt bilayers made from conductive ferromagnets,
VISH,res/(νMWPL) induced by a collective mode FMR scales with sin2 Θres with
a universal prefactor. Full symbols represent data taken at 290 K, open symbols
correspond to data measured at lower T . The line is a guide to the eye. The
permalloy (Py) and YIG data are taken from Refs. [9, 10, 42, 148].

hopping. Note that apart from the factor νMWP L, the constant K is identical to
the constant A introduced during the analysis of the power dependence (Sec. 3.4.5).
Here, however, K is assumed to be constant for different F/Pt samples, whereas A
was identical for all power dependent measurements on a single sample.

Now, we test the scaling relation of Eq. (3.37) against our experimental data.
At ferromagnetic resonance, the magnetization precession cone angle is given by
Eq. (3.28) with the microwave magnetic field H1 = 0.12 mT. We extract the FMR
peak-to-peak line width ∆Hpp from the experimental data and use the measured
DC voltage VDC,res at Hres to determine VISH,res = VDC,res (see Fig. 3.11).

Figure 3.21 shows VISH,res/(νMWPL) versus sin2 Θres thus obtained. Full symbols
indicate data measured at 290 K, while measurements at lower temperatures are
shown as open symbols and are discussed in Sec. 3.4.9. Data for permalloy/Pt
extracted from Refs. [9, 10, 148] are also included in the figure. As evident from
Fig. 3.21, VISH,res/(νMWPL) of all F/Pt bilayers made from conductive ferromagnets
condense on a single, universal line when plotted against sin2 Θres. This universal
behavior is observed over more than four orders of magnitude in VISH,res/(νMWPL)
and sin2 Θres, for samples made from ferromagnetic films with qualitatively differ-
ent exchange mechanisms, magnetic properties, crystalline quality, and crystalline
structure as discussed in Sec. 3.3.2. Moreover, the scaling behavior applies to fer-
romagnets with band-like conduction as well as to materials dominated by hopping
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Figure 3.22: VISH,res/(νMWPRw) versus sin2 Θres. The grey bar indicates the scaling
relation for all F/Pt bilayers made from conductive ferromagnets. It is observed
over more than four orders of magnitude. Full symbols represent data taken at
290 K, open symbols correspond to data measured at lower T . The permalloy (Py)
and YIG data are taken from Refs. [9, 10, 42, 148].

conduction such as Fe3O4. Last but not least, F/N bilayer samples fabricated and
investigated by different groups are consistently described.

For the sake of completeness, data for Y3Fe5O12/Pt (YIG/Pt) taken from
Ref. [42] are also shown. Since YIG is an insulator, g↑↓ is predicted to be dominated
by its imaginary part in contrast to the mostly real g↑↓ for conductive ferromag-
nets [7, 86, 88]. Moreover, spin wave modes govern the YIG FMR signal, impeding
a straightforward analysis [149]. Additionally, the Y3Fe5O12 films were exposed to
the atmosphere before the Pt layer was deposited. This might create a “bad” inter-
face which reduces the spin current injection into the Pt. Due to these limitations,
we only focus on conductive ferromagnet/Pt bilayers here.

Deviations from the scaling behavior can in particular be observed for the
(Ga,Mn)As samples. To investigate these deviations, the experimental data are
analyzed in more detail by dropping the assumption of a “constant” K. Its con-
stituents g↑↓ and σFtF + σNtN are only at first sight identical for all bilayer samples.
σFtF + σNtN can be experimentally determined via

σFtF + σNtN =
L

Rw
(3.39)

with the length L, the width w, and the four point resistance R of the bilayer. Using
this equation, we rewrite Eq. (3.21) as
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VISH

νMWPRw
= eCg↑↓ sin2 Θ. (3.40)

Figure 3.22 shows VISH,res/(νMWPRw) versus sin2 Θ thus obtained for the data al-
ready presented in Fig. 3.21. For all samples containing a conductive ferromagnet
(thus excluding YIG), VISH,res/ (νMWPRw) indeed scales as suggested by Eq. (3.40)
to within a factor of 10 (grey bar in Fig. 3.22). The deviations from perfect scal-
ing are due to a slight material dependence of g↑↓, as detailed in Sec. 3.4.9. The
scaling behavior is again observed over more than four orders of magnitude in
VISH,res/(νMWPRw) and sin2 Θ for samples made from conductive ferromagnetic
films with qualitatively different exchange mechanisms, transport properties, crys-
talline quality, and crystalline structure. Even the data for (Ga,Mn)As/Pt samples
measured at different temperatures now fit into the scaling plot. These findings are
discussed in detail in Sec. 3.4.9.

3.4.8 Ellipticity of the magnetization trajectory
The data shown in the scaling plots of Figs. 3.21 and 3.22 are corrected by P for
the ellipticity of the magnetization precession trajectory due to the demagnetization
fields. Potentially present magneto-crystalline anisotropies are not accounted for.
In the following, important properties of P , given by Eq. (3.10), are discussed.

The frequency dependence of P for three representative materials (Ga,Mn)As
(small saturation magnetization Ms), Ni (medium Ms) and Fe (high Ms) is shown in
Fig. 3.23(a) with a magnetization orientation ΦM in the film plane (ΦM = 0°). For
the calculations, values for g-factor and Ms of the respective materials were used
as listed in Table 3.3. To understand the curve shape, one has to consider that
microwave frequency νMW and resonance field µ0Hres of the FMR are closely linked
(see Eq. (3.1)): a small νMW requires only a small Zeeman split caused by µ0H.
This explains that for small νMW, the demagnetization fields dominate and force
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Figure 3.23: (a) Ellipticity correction factor P versus microwave frequency νMW for
different ferromagnets. (b) Magnetization orientation dependence of P for different
ferromagnets. ΦM is the angle of the magnetization orientation in the x-z-plane as
indicated, e.g., in Fig. 3.28.
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Table 3.3: Saturation magnetization Ms, g-factor, microwave frequency νMW and
ellipticity correction factor P of various studied samples. ∗measurements performed
at the University of Bielefeld by I.-M. Imort.

Ms(kA/m) g-factor νMW (GHz) P

Ni 490 [19] 2.185 [150] 9.3 1.20
Co 1422 [19] 2.15 [151] 9.3 0.636
Fe 1717 [19] 2.088 [152] 9.3 0.554

Co2FeSi 945∗ 2.0 9.3 0.914
Co2FeAl 864∗ 2.0 9.3 0.967

Fe3O4 (001) 471 [153] 2.12 [154] 9.3 1.23
Fe3O4 (111) 394 [155] 2.41 [155] 9.3 1.24
(Ga,Mn)As 25 [99] 2.00 [156] 9.3 1.05

Py (Ni80Fe20) [9] 852 [9] 2.01 [157] 4 0.489
Py (Ni81Fe19) [148] 593 [158] 2.01 [157] 9.43 1.15

YIG (Y3Fe5O12) [42] 155.7 [42] 0.633 [42] 9.4 1.09

the magnetization precession trajectory onto a strongly elliptical trajectory with
small area and thus an inefficient generation of spin currents. With increasing νMW,
the area of the ellipse and thus the generation efficiency increase. The optimum
condition is reached when the trajectory describes an ellipse with a ratio of

√
3

between major and minor axis [90]. For the (Ga,Mn)As sample, this condition is
already reached below 1 GHz due to the small Ms, whereas for Ni and Fe, it lies above
15 GHz and is not shown. All FMR measurements within this thesis are performed
at νMW = 9.3 GHz indicated as dashed vertical line.

The variation of P with the magnetization angle ΦM in the x-z-plane (see e.g.,
Fig. 3.28) at νMW = 9.3 GHz is displayed in Fig. 3.23(b). The three materials
show a very different behavior. Whereas P for (Ga,Mn)As with a low saturation
magnetization is essentially constant, P of the two other materials increases with
increasing angle, reaches a maximum value of 1.3 and then decreases to a value
of 1 at ΦM = 90°. For ΦM = 90°, the magnetization is perpendicular to the film
plane, leading to a circular precession which makes a correction unnecessary. Again,
the differences in lineshape for the different materials are due to the differences in
saturation magnetization.

As obvious from the previous argumentation, the saturation magnetization is a
crucial parameter. Therefore, Fig. 3.24 displays P versus Ms for g = 2.1, νMW =
9.3 GHz and the magnetization oriented in the film plane (ΦM = 0°) as blue line.
P begins at Ms = 0 kA/m with a value of 1, then it increases with increasing Ms,
reaches its maximum of 1.3 at Ms = 293 kA/m and then decreases continuously.
In this diagram, the calculated values of all studied samples are included as red
symbols, taking Ms, g-factor, and νMW as indicated in Table 3.3. The deviations of
the symbols from the blue line are due to different g-values for different materials
or different microwave frequencies used in the references.
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Figure 3.24: Dependence of the ellipticity correction factor P on the saturation
magnetization calculated for g = 2.1 and νMW = 9.3 GHz (blue line). The values of
P used for the samples shown in Figs. 3.21 and 3.25(a) are indicated as red circles.

To visualize the effect of the ellipticity correction on the scaling plot, Fig. 3.25
compares scaling with correction (a) to scaling without inclusion of P (b). As
expected for factors close to one, no drastic change between the two situations can be
observed. However, the magnetite and Ni data are shifted to slightly smaller values,
whereas the Fe and Co data are slightly increased in magnitude when the data are
corrected for P . The strongest influence can be observed on the measurement with
the largest cone angle, extracted from [9]. This is caused by the microwave frequency
of νMW = 4 GHz for that measurement, which drastically reduces P .
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Figure 3.25: Comparison of the scaling plot with (a) and without (b) the ellipticity
correction factor P . No drastic change can be observed.
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3.4.9 Quantification of the spin mixing conductance
A crucial parameter in spin transfer torque and spin pumping measurements is the
spin mixing conductance g↑↓ as discussed above in Secs. 3.2.2 and 3.2.3. So far,
however, the magnitude of g↑↓ is mainly discussed in terms of ab initio calcula-
tions [86, 88, 159], while little experimental data are available. Therefore, we have
further analyzed our measurements to extract quantitative values for g↑↓. The mag-
nitude of g↑↓ can be calculated from our data by writing Eq. (3.40) as

g↑↓ =
VISH,res

eC Rw νMW P sin2 Θres

, (3.41)

using the room temperature values αSH = 0.013 and λSD = 10 nm for Pt [10, 160].
P is calculated as detailed in Sec. 3.4.8, and literature values for the conductivities
of Py and Pt [9, 161] for the data points extracted from Refs. [9, 10, 148] are used.
g↑↓ obtained from these calculations is plotted in Fig. 3.26 versus temperature.

For highly conductive (“metallic”) ferromagnets, such as the 3d-transition metals,
permalloy, or the Heusler compounds, the assumption that g↑↓ is independent of the
F layer properties (see Sec. 3.4.7) is well fulfilled, since values of g↑↓ = (4± 3) ×
1019 m−2 are obtained. In the low-conductivity ferromagnet Fe3O4, g↑↓ is about a
factor of six smaller and the values for (Ga,Mn)As, measured at low temperature,
appear to be between these two regimes. However, in (Ga,Mn)As several spin wave
modes contribute to the FMR (see Fig. 3.12(o) and Sec. 3.4.11), and a fit with
multiple Lorentzian lines was required to reproduce the FMR and VDC data. So, the
assumption of a single, position-independent magnetization precession cone angle
Θres is not warranted [136, 137]. Moreover, in systems with large spin-orbit coupling
such as (Ga,Mn)As, magnetization precession can cause a charge pumping across the
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Figure 3.26: Taking into account the bilayer conductivity, the spin mixing conduc-
tance g↑↓ can be quantified from the scaling analysis. Full symbols represent data
taken at 290 K, open symbols correspond to data obtained at lower T .
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Figure 3.27: Temperature dependence of the conductivity for different F/Pt bi-
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(Ga,Mn)As/Pt layer with tF = 200 nm, the non-monotonic temperature depen-
dence is due to the ferromagnetic transition. For the single Pt layer (black line),
the measured conductivity σ(T ) equals the normal metal conductivity σN(T ).

(Ga,Mn)As/Pt interface. In combination with the anisotropic magnetoresistance,
this can result in an additional contribution to the DC voltage [162].

In Fig. 3.26, also the temperature dependence of g↑↓ for the Fe/Pt, Co/Pt and
Fe3O4/Pt samples is shown. As already mentioned in Sec. 3.4.6, the Fe3O4/Pt
samples could only be investigated above 100 K, since a vanishing FMR line and an
enhanced noise prevented measurements at lower T .

Interestingly, temperature has little influence on g↑↓. According to the present
theoretical understanding, g↑↓ in diffusive bilayers is governed by the conductivity
σN(T ) of the normal metal [7, 79, 81]. The weak temperature dependence of g↑↓

(Fig. 3.26) thus suggests that σN(T ) of our Pt films also should not substantially
change with temperature. This is corroborated by 4-point resistance measurements
shown in Fig. 3.27. Indeed, σN(T ) for Pt increases by less than a factor of 1.3 from
290 K to 2 K.

Moreover, since αSH ∝ σx with 0.6 ≤ x ≤ 1 [160, 163] is governed by σN(T ), and
since λSD in Pt increases from about 10 nm at 290 K to about 14 nm at 2 K [160, 164],
C = αSHλSD tanh(tN/2λSD) at most changes by a factor of three in the entire tem-
perature range investigated experimentally. (This warrants the use of eC g↑↓ as an
essentially temperature-independent scaling constant in Eq. (3.40) and explains the
nice scaling in Figs. 3.21 and 3.22. Moreover, the resistance R of the bilayer sample
entering Eq. (3.41) also varies by less than a factor of two in the entire studied tem-
perature range (see the bilayer conductivity in Fig. 3.27). These estimates explain
why g↑↓ is essentially temperature independent.

The results presented in this section are one main finding of this thesis. Our mea-
surements allow to quantify the spin mixing conductance g↑↓, a parameter crucial
for spin transfer torque, spin Seebeck and spin pumping measurements. The values
were determined for various F/Pt interfaces, where on the one hand, we used for the
F layer conductive materials such as the 3d-transition metals Ni, Co, Fe and Heusler
compounds. On the other hand, low conductive materials such as Fe3O4 and the
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dilute magnetic semiconductor (Ga,Mn)As were used. From our studies, we could
confirm that for conductive ferromagnets, g↑↓ is indeed independent of the ferromag-
netic layer properties as predicted by theory. For low-conductivity ferromagnets,
we measure values by a factor of six smaller. Moreover, our measurements showed
that temperature has little influence on g↑↓. Taken together, our experimental re-
sults represent an incentive to theory to calculate g↑↓ for ferromagnets with different
conductivity magnitude, transport mechanisms, and inhomogeneous spin texture.

3.4.10 Magnetic field orientation dependence for a Ni/Pt
bilayer

In addition to the spin pumping experiments with the static magnetic field applied
in the film plane (φ = 0° or 180°), measurements at various other field orienta-
tions were performed. Figures 3.28(a,b) present the FMR and VDC measurements
of a Ni/Pt sample wherein the resonance positions of the FMR and the extrema of
VDC are indicated as black squares, respectively. Due to the shape anisotropy, both
FMR resonance position and the extremum in VDC shift with φ. As evident from
Fig. 3.28(c), µ0Hres for FMR and VDC simultaneously move from 185 mT for φ = 0°
to 602 mT for the out-of-plane orientation (φ = 90°) and then back to 185 mT for
φ = 180°. At φ = 90°, the spin pumping signal is suppressed, and no extremum can
be observed. The FMR resonance position can be simulated by means of a free en-
ergy approach including one uniaxial anisotropy term along ẑ with Ku,z = 150 mT as
detailed in Ref. [147]. As a consequence of the shape anisotropy, M is generally not
aligned parallel to H. The angle ΦM of M with respect to the film plane (see sketch
in Fig. 3.28(a)) can be extracted from the free energy simulations and is sketched in
Fig. 3.28(d). For φ = 0°, 90° and 180°, ΦM = φ, whereas for other φ, M is oriented
further towards the film plane. This is crucial as the detected DC voltage depends
on the cross product ẑ × ŝ (compare Eq. (2.15)), where the spin orientation ŝ is
determined by the magnetization orientation and thus ΦM. To demonstrate the dif-
ference, Figs. 3.28(f,g) show VISH,res versus φ and VISH,res versus ΦM. The cosine (red
line) indicates the expected dependence due to the cross product. Clearly, VISH,res

versus ΦM much better fits the cosine function. This shows that indeed the mag-
netization (respectively spin) orientation is the relevant quantity. For Py/Pt, this
conclusion was drawn by Ando et al. [158]. Furthermore, the ellipticity correction
factor P (ΦM), as shown in Fig. 3.28(e) can be taken into account. The corrected
data together with a cosine (red line) are shown in Fig. 3.28(h). No drastic change
is observed. This is probably due to the relatively small variation of P for Ni in
comparison to, e.g., Fe as shown in Fig. 3.23(b).
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Figure 3.28: Magnetic field orientation dependent measurements of a Ni/Pt bilayer.
φ is the angle between H and x̂, and ΦM the angle between M and x̂, both vary
in the x̂-ẑ-plane. (a) FMR signal and (b) simultaneously detected DC voltage.
The resonance position and the extremum of VDC are indicated as black squares,
respectively. (c) Resonance position versus field orientation φ. The solid line is
the result of a free energy simulation (see, e.g., Ref. [147]). (d) Magnetization
orientation ΦM versus static field orientation φ. (e) Ellipticity correction factor
versus ΦM resp. φ. (f-h) Comparison of VISH,res versus φ resp. ΦM with and
without ellipticity correction factor P .
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3.4.11 Spin pumping from spin wave resonances
– (Ga,Mn)As/Pt

In contrast to the polycrystalline Ni discussed in the previous section, the (Ga,Mn)As
films are epitaxially grown and thus exhibit in addition to the shape anisotropy a
magneto-crystalline anisotropy. Here, we investigate the magnetic field orientation
dependence of a (Ga,Mn)As/Pt bilayer sample with tF = 200 nm at 10 K. In our
measurements, H is varied in the x̂-ẑ-plane. The in-plane x̂-direction (φ = 0°)
equals the crystallographic [110]-direction and the out-of-plane ẑ-direction (φ =
90°) corresponds to the crystallographic [001]-direction. After a presentation of the
experimental data, simulations of both FMR and spin pumping signal are performed
and discussed.

3.4.11.1 Experimental data

Figures 3.29(a,b) show FMR and VDC measurements for different φ. As previously
observed in Sec. 3.4.6, the FMR of the here studied (Ga,Mn)As film exhibits multiple
resonances called spin wave resonances (SWRs). They are the result of a inhomoge-
neous magnetic film, where the magnetization precession amplitude M1 varies as a
function of the film thickness. This situation can be described via spin wave excita-
tions (magnons) with non-zero wave vector. The multiple resonances originate from
the selective amplification of spin wave excitations (magnons) fulfilling the bound-
ary conditions of the film. Detailed information on spin waves can be found, e.g., in
Ref. [165].

The SWRs in Fig. 3.29(a) prevent a straightforward analysis of FMR and VDC

spectra. Hence, both VDC and FMR traces were fitted by Lorentzian lines, respec-
tively their derivatives. To reproduce the FMR data, three derivatives of Lorentzian
lines were required for the traces taken at angles 0° ≤ φ ≤ 70°, four for φ = 75°, six
for 80° ≤ φ ≤ 85° and seven for φ = 90°. To reproduce the VDC traces, the same
number of lines, the same resonance positions, and the same corresponding widths
(∆Hpp = 2/

√
3∆H, see Eq. (3.29)) were used. The result of the fitting procedure

is plotted in Figs. 3.29(c,d) and accurately reproduces the measured data in panels
(a,b).

From the fitted lines, the resonance position µ0Hres and the peak-to-peak linewidth
µ0∆Hpp can be extracted. They are shown in Figs. 3.29(e,f). Each point at a certain
angle corresponds to the resonance position, respectively linewidth of a certain SWR,
numbered from high to low resonance field. With increasing angle, the resonance
positions of the different SWRs shift to higher values and for φ ≥ 75° they split into
up to seven distinguishable modes, spanning a range of 466 mT ≤ µ0Hres ≤ 765 mT.

Using a free energy approach (see Ref. [147]) including an uniaxial and a cubic
anisotropy, the resonance positions of the most intense SWR can be reasonably
reproduced (black line Fig. 3.29(e)). However, as discussed by Bihler [166] and
Liu et al. [167], the maximum resonance position of the SWR (765 mT at φ = 90°)
might differ from the uniform resonance field which complicates the extraction of
the anisotropy parameters. Thus, the given values of the anisotropy fields should
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Figure 3.29: Measurements of a (Ga,Mn)As/Pt bilayer with tF = 200 nm at T = 10 K
for different orientations of the external magnetic field. (a) FMR signal and (b)
simultaneously detected DC voltage. (c,d) Results of a fitting procedure of (a,b)
with three to seven Lorentzian lines. From these curves, the resonance positions
(e), the peak-to-peak linewidth (f) and VISH,res of the different spin wave resonance
(SWR) modes are extracted and shown in different colors. (h) VISH,res/ sin2 Θ
versus the magnetization angle ΦM. The solid lines represent a cos ΦM-dependence
with three different amplitudes. The inset depicts ΦM versus φ.
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be just taken as estimates. From the simulation, the magnetization orientation can
be extracted. It rotates in the same plane as H but is oriented more towards the
film plane (see inset in Fig. 3.29(h)), similar to the case of Ni/Pt discussed in the
previous section.

The peak-to-peak linewidth (Fig. 3.29(f)) is different for the different spin wave
modes and lies between 26 mT ≤ µ0∆Hpp ≤ 34 mT for φ = 0°. With increasing
angle, µ0∆Hpp increases until a maximum value of 47 mT at φ = 55°. For larger φ,
the linewidth decreases to a value between 15 mT ≤ µ0∆Hpp ≤ 25 mT at φ = 90°.

Figure 3.29(g) shows VISH,res, the amplitude of the different Lorentzian functions
extracted from the Lorentzian fits. The DC voltage varies between single SWRs but
is relatively constant for each mode from φ = 0° to 50°. For larger φ, the amplitudes
of the SWRs increase up to 16µV before the voltage reduces to zero at φ = 90°.

To test to what extent spin pumping theory describes the experimental obser-
vations for a inhomogeneous magnetization, Fig. 3.29(h) shows VISH,res/ sin2 Θ (see
Eq. (3.21)) versus ΦM. Taking into account the cross product of ẑ and the mag-
netization orientation (Eq. (2.15)), a cosine lineshape is expected as indicated by
the three grey lines of arbitrary magnitude. Strong deviations between theory and
experiment can be observed in the entire range. Due to the small saturation mag-
netization of (Ga,Mn)As, the ellipticity correction factor is close to 1 for all ΦM (see
Fig. 3.23(b)) and can be neglected.

This analysis shows that spin pumping measurements in (Ga,Mn)As/Pt bilayer
samples exhibiting spin wave excitations cannot be fully described by the present
theory which was developed for a homogeneous magnetization. The assumption of
a single, position-independent magnetization precession cone angle Θres is not war-
ranted in materials exhibiting spin wave resonance excitations as (Ga,Mn)As [136,
137, 156, 167]. Rather, the impact of the different magnetization precession cone
angles as a function of depth into the film must be quantitatively taken into ac-
count. Here, further theory is needed which quantitatively describes spin pumping
for a position dependent magnetization.

3.4.11.2 Comparison of FMR and spin pumping from SWRs

An intuitive approach to compare the generation efficiency of individual SWRs is
presented in the following. We compare the intensities of the integrated FMR signal
and the measured DC voltage VDC, both normalized to the intensity of the SWR
with index 1 (Figs. 3.30(a,b)).

Figure 3.30(a) shows the result for H applied in the film plane along x̂ (φ = 0°).
Both FMR and VDC trace show a similar lineshape which might indicate that these
spin waves equally contribute to the spin pumping signal. However, since the spin
waves cannot be separated, a quantitative interpretation is difficult. More SWRs
are observed for larger angles. Therefore, Fig. 3.30(b) shows the integrated FMR
signal together with the VDC trace for φ = 88°. Again, the relative intensities of
the SWRs are similar in FMR and VDC. A closer look reveals that the magnitude
of VDC for the SWR modes 3-6 seems to be slightly decreased in comparison to the
integrated FMR. This can either be due to a variation of the background or to the
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Figure 3.30: Comparison of integrated FMR and DC voltage for (a) φ = 0° and (b)
φ = 88°. The spin wave resonances are numbered from high to low field.

spin pumping generation efficiency of the individual SWR modes. To study the spin
wave spectrum of the FMR and the spin pumping generation efficiency of individual
SWRs in detail, a more elaborated theoretical model is presented in the following.

3.4.11.3 Simulation of the spin wave resonance spectrum

The here presented model describes the FMR spin wave spectrum and was developed
by Hoekstra et al. [168] and adapted to (Ga,Mn)As by Bihler et al. [136]. The
simulations emerged from a close cooperation with Lukas Dreher from the Walter
Schottky Institut. We consider the case where H is oriented perpendicular to the film
plane (along ẑ in Fig. 3.1) and is sufficiently large to align M0 ||H. In the model,
the anisotropy field in growth direction µ0H

001
aniso consists of the demagnetization

term and a magneto-crystalline term with an uniaxial and a cubic contribution (see
Ref. [136]). Moreover, a variation of the magnetic properties is assumed only along
the growth direction (here along ẑ) which leads to an inhomogeneous anisotropy field
µ0H

001
aniso = µ0H

001
aniso(z). Hence, the excitation of the magnetic moments due to the

microwave can be described by M = M0ẑ +M1(z)e−iωt (x̂ + iŷ) with a z-dependent
AC magnetization M1(z). Inserting this expression into the Landau-Lifshitz-Gilbert
equation (Eq. (3.2)) (neglecting the damping term) with the exchange field [169, 170]

µ0Hex =
D

Ms

∇2M (3.42)

and the z-dependent crystal anisotropy field µ0H
001
aniso(z), one obtains the spin wave

equation

D
∂2M1(z)

∂z2
+

[
−µ0H

001
aniso(z) +

ω

γ

]
M1(z) = µ0H ·M1(z). (3.43)

Here, D = 2As/Ms is the exchange constant of the magnetic moments with the ex-
change stiffness As. Equation (3.43) is formally equivalent to a one-dimensional time-
independent Schrödinger equation. Thus, the resonance fields µ0Hres,n (=eigenval-
ues) and the corresponding spin-wave profiles M1,n(z) (=eigenfunctions) for a given
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uniaxial anisotropy profile µ0H
001
un (z) = ω

γ
− µ0H

001
aniso(z) can be obtained by solv-

ing the spin wave equation (3.43). As boundary conditions for the Pt/(Ga,Mn)As
and the (Ga,Mn)As/substrate interface, unpinned modes, i.e., ∂M1(z)/∂z = 0 are
used [136]. The intensity In with which an individual spin wave is excited in SWR
experiments depends on its net magnetic moment. For well separated modes (small
damping), In for ω = ωn can be written as [168, 171]

In =
γMsH

2
1

ηtF

(´ −tF
0

M1,n (z) dz
)2

´ −tF
0

(M1,n (z))2 dz
=
γMsH

2
1

ηtF

(ˆ −tF
0

mn (z) dz

)2

, (3.44)

where z = 0 corresponds to the Pt/(Ga,Mn)As and z = −tF to the (Ga,Mn)As/sub-
strate interface. mn (z) are chosen real and form a complete set of orthonormal
functions as discussed later in this section. The calculated spectrum is obtained
by a superposition of derivatives of Lorentzian functions at µ0Hres,n with a fixed
linewidth of µ0∆Hpp = 17 mT (determined by fitting) multiplied by the intensity In
of Eq. (3.44).

We performed two simulations using different parameters to be able to compare
the results. In simulation 1 (Sim. 1) the uniaxial anisotropy profile was modeled
as µ0H

001
un (z) = ω

γ
− [O +G1(z − tF)] with the anisotropy field O at the surface

and a linear gradient in the anisotropy field with slope G1. In this simulation, the
thickness tF of the (Ga,Mn)As layer is used as a fitting parameter. In the second
simulation (Sim. 2), the uniaxial anisotropy profile is modeled as µ0H

001
un (z) = ω

γ
−

[O +Gi(z − tF)] with two gradients: G1 for 0 < z < 100 nm andG2 for 100 nm < z <
200 nm. In this case, the geometric thickness of the (Ga,Mn)As layer tF = 200 nm
is used.

For the field configuration discussed above – H perpendicular to the film plane –
the spin pumping signal is completely suppressed. To strike a balance, we consider
spectra taken slightly off perpendicular orientation at an angle of φ = 88°, where the
above derivation is assumed to be still valid, and, in addition, a small spin pumping
signal can be detected.

In Figs. 3.31(a,c), the results of both Sim. 1 and Sim. 2 are compared to the ex-
perimental data taken at T = 10 K. The FMR displays at least six distinguishable
spin wave resonances with decreasing intensity and decreasing spacing numbered 1
through 6. Both simulations quantitatively reproduce the experimentally observed
resonance positions and the relative intensities of the spin waves. The parameters
used are listed in Table 3.4. For Sim. 1, a (Ga,Mn)As layer thickness of tF = 165 nm
was used – 25 nm thinner than the geometric one. Nevertheless, this appears reason-
able, since etching experiments on similar samples showed that the FMR vanished
already before the entire geometric thickness of the (Ga,Mn)As layer was etched
away. This was attributed to a smaller ferromagnetic film thickness compared to
the geometric one [136], probably due to high defect densities in the initial stages
of growth. The gradient in the magnetic properties used for both simulations is at-
tributed to a gradient in hole concentration p [136]. By electrochemical capacitance
voltage profiling and Raman spectroscopy, indeed a monotonical decrease of p from
its maximum value near the sample surface to the (Ga,Mn)As/substrate interface
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Figure 3.31: The identical experimental data of FMR and VDC are shown as open
symbols two times, in (a,b) and in (c,d). They are compared to different simulations
(Sim. 1 and Sim. 2) using the parameters listed in Table 3.4. Both simulations
describe the FMR signal very well. To obtain a good agreement between simulations
and the DC voltage, not just the interface (1 nm) but a significant part of the
ferromagnetic film thickness has to be taken into account (165 nm or 200 nm).

was found [172, 173]. The origin might be diffusion and/or rearrangement of Mn
interstitials [174, 175]. In contrast to Bihler et al. [136], we use a linear gradient in
D ranging from its maximum value to zero. This can be justified as the exchange
field (Eq. (3.42)), mediated by the holes, should depend on the hole concentration.

Figure 3.32(a) shows the variation of the amplitude of m1,n with z for the different
spin wave modes obtained from Sim. 2 with the same numbering as in Fig. 3.31(c).
They are shifted by the calculated resonance fields µ0Hres,n, indicated as horizontal
dotted black lines. In addition, the uniaxial anisotropy profile µ0H

001
un (z), used

for Sim. 2 is plotted. The SWR modes 1 ≤ n ≤ 3 are more localized at the
Pt/(Ga,Mn)As interface and exponentially decrease towards the (Ga,Mn)As/sub-
strate interface. In contrast, the higher modes n > 3 are rather equally distributed
over the whole sample thickness which might influence the spin pumping efficiency.
As the FMR can be simulated very well, we concentrate on the spin pumping signal
in the following.

Table 3.4: Parameters of the two different spin wave spectrum simulations.

Sim. 1 Sim. 2

O (mT) -477 -477
µ0∆Hpp (mT) 17 17

Dz=0 – Dz=−tF (Tnm2) 24 – 0 29 – 0
region 1 1 2
z (nm) 0 – -165 0 – -100 -100 – -200

Gi (mT/nm) 1.9 1.74 1.42
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3.4.11.4 Simulation of the spin pumping signal from SWRs

So far, no theory dealing with spin pumping from a inhomogeneous magnetization
exists. Here, we present the first approach to simulate the intensity of the spin
pumping signal from spin wave resonances.

In the homogeneous case, the intensity of the spin pumping signal is proportional
to the square of the AC component of the magnetization: (M1)2 (see Eq. (3.8)).
Since M1 changes as a function of z across the film thickness and is different for
each SWR, we consider |M1,n(z)|2. Moreover, to investigate which part of the F
layer contributes to the spin pumping signal (just the interface or a thicker region),
we suggest for the spin pumping intensity of the n-th mode

ISP,n ∝
ˆ −tF

0

(M1,n(z))2 f(z) dz, (3.45)

where z = 0 corresponds to the Pt/(Ga,Mn)As interface and z = −tF to the
(Ga,Mn)As/substrate interface. The function f(z) weights the contribution of dif-
ferent regions of the ferromagnet to the spin pumping signal. To obtain the quantity
M1,n(z), one has to multiply the normalized AC magnetization mode mn (z) with
its coupling Fn to the microwave: M1,n(z) = Fn · mn (z). We assume this cou-
pling to be proportional to the net magnetic moment of the SWR mode, such that

Fn ∝
∣∣∣´ −tF0

mn (z) dz
∣∣∣ ∝ √In. Therefore, we obtain for the intensity of the spin

pumping signal for the n-th SWR

ISP,n ∝ In ·
ˆ −tF

0

(mn (z))2 f(z)dz. (3.46)

The identical result can be obtained by a strict mathematical derivation presented
in the following. A new coordinate system ê‖, ê⊥ is chosen which rotates around
the ẑ-axis with the angular frequency ω in the sames sense as M rotates around the
effective magnetic field (ê‖ = cosωt · x̂ + sinωt · ŷ, ê⊥ = − sinωt · x̂ + cosωt · ŷ). In
this system, the magnetization can be written as

M = m‖ê‖ +m⊥ê⊥ +Mzêz (3.47)

with the modes m‖ (z) =
∑
n

anmn (z) and m⊥ (z) =
∑
n

bnmn (z) excited by the

stationary microwave field H1 = H1ê‖ [168]. Here, mn (z) are solutions of the spin
wave equation in the case of zero driving field and zero damping. The normal
modes mn (z) are chosen real and form a complete set of orthonormal functions:´ −tF

0
mi (z)mj (z) dz = δij [168].

Under these prerequisites, one obtains as solution of the spin wave equation the
components of the magnetization [168]

m‖ (z) =
∑
n

− (ω − ωn) γMsH1

(ω − ωn)2 + η2ω2

ˆ

0

−tF
mn (z) dz ·mn (z) ,

m⊥ (z) =
∑
n

− ηωγMsH1

(ω − ωn)2 + η2ω2

ˆ

0

−tF
mn (z) dz ·mn (z) . (3.48)
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The spin pumping spin current given by Eq.(3.7) is proportional to the cross product
m̂ × ∂m̂

∂t
. This can be evaluated for the coordinate system chosen here and gives

ω(m2
‖ + m2

⊥)êz. The term in brackets can be calculated for the n-th SWR using
Eqs. (3.48):

(m2
‖,n +m2

⊥,n) = γ2M2
s H

2
1

(ˆ −tF
0

mn (z) dz

)2

(mn (z))2 (ω − ωn)2 + η2ω2(
(ω − ωn)2 + η2ω2

)2 .

(3.49)
For convenience, the fraction in Eq. (3.49) is abbreviated with F (ω). Now, the spin
current generated by the n-th SWR mode in a depth z can be written as

Jpump
s,n (z) ŝ =

~ω
4π
g↑↓ · (m2

‖,n (z) +m2
⊥,n (z))êz

=
~ω
4π
g↑↓ · γ2M2

s H
2
1

(ˆ −tF
0

mn (z) dz

)2

(mn (z))2 F (ω) êz. (3.50)

We now suggest that the spin pumping signal of the entire ferromagnet can be
obtained by an integration over the entire ferromagnetic film thickness (−tF ≤ z ≤
0), whereby the weighting function f(z) is included:

Jpump
s,n ŝ =

~ω
4π
g↑↓ · γ2M2

s H
2
1F (ω)

(ˆ −tF
0

mn (z) dz

)2 ˆ −tF
0

(mn (z))2 f (z) dz êz.

(3.51)
We assumed that g↑↓, γ2 and H2

1 are independent of z and can be put outside the
integral.

It is important to note that the derivation of the spin pumping spin current is
based on a pure interface effect [7, 8]. We chose the approach shown here to test
whether really only the Pt/(Ga,Mn)As interface is relevant for the magnitude of the
spin pumping signal, or a larger part of the ferromagnetic layer has to be taken into
account. This can be achieved by properly choosing the weighting function f (z).

From Eq. (3.51), we find that Jpump
s,n ∝

(´ −tF
0

mn (z) dz
)2 ´ −tF

0
(mn (z))2 f (z) dz

which exactly equals the result obtained from the intuitive approach for the spin
pumping intensity ISP,n generated by the n-th mode (see Eq. (3.46)). This shows
that under the assumed conditions the exact mathematical and the much simpler
intuitive approach yield the sample dependence.

The actual spin pumping spectrum is obtained by a superposition of Lorentzian
functions at µ0Hres,n with a fixed linewidth of ∆H = (

√
3/2) · 17 mT (correspond-

ing to the one used to simulate the FMR) multiplied by the intensity ISP,n of the
respective mode (see Eqs.(3.46) and (3.51)). The results of Sim. 1 and Sim. 2 are
shown in Figs. 3.31(b,d). As a first approach, we chose for the weighting function
f(z) a unit step function H(z + td) which is 0 for values smaller than z + td and 1
for larger values. Hence, just the part of the ferromagnet from the F/Pt interface
to the depth td is included in the spin pumping signal. Two integration depths are
exemplary shown: td = 1 nm, where just the Pt/(Ga,Mn)As interface contributes,
and td = tF, where the entire ferromagnetic layer thickness is taken into account.
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Figure 3.32: (a) mn (z) versus z for the different spin wave modes calculated by
Sim. 2. The modes are offset by the calculated resonance fields µ0Hres,n indicated
as dotted black lines. (b) Comparison of the calculated spin pumping signal (Sim. 2)
for different integration depths td.

All spectra are normalized to the intensity of the first SWR. Both simulations taking
just the interface into account (td = 1 nm) underestimate the contribution of the
higher indexed SWRs. In contrast, the two simulations considering a significant part
of the ferromagnetic film thickness (165 nm or 200 nm) describe the whole spectrum
reasonably well.

To investigate the influence of the integration depth in more detail, the calculated
spin pumping signal obtained from Sim. 2 for various td is plotted in Fig. 3.32(b) to-
gether with the experimental data. Again, all traces are normalized to the intensity
of SWR number 1. As already mentioned above, when taking just the interface into
account (td = 1 nm), the intensities of SWRs 2-6 are much smaller than observed
in experiment. Upon increasing td, their intensities even further decrease up to an
integration depth of td ≈ 20 nm. For larger values of td, their intensities increase
and for calculations taking into account the major part of the ferromagnetic film
thickness 150 nm . td . 200 nm, a reasonably good agreement between simulation
and experiment is obtained. These results suggest that a large part of the ferro-
magnetic layer and not just the interface has to be taken into account to properly
describe spin pumping in (Ga,Mn)As/Pt thin film samples.

The traces of Sim. 1 are very similar to the ones obtained from Sim. 2 and thus
are not shown here. To decide which simulation better describes our experiments,
one has to extend the theory to arbitrary orientations of the external magnetic field
and use a single set of parameters to consistently describe experiments at all H
orientations. Such experiments are rather involved, and represent a challenge for
the future. However, it should be emphasized that as the two simulations gave very
similar results, the approach presented here seems to be robust.

Our findings are not in contradiction to the results presented by Sandweg et al.
[149] who found in Y3Fe5O12/Pt samples with tF = 2.1µm that different SWRs
contribute differently to the spin pumping signal: surface modes result in larger
signals than volume modes. Due to the much smaller film thickness of our samples,
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no clear distinction between surface and volume modes can be made. This can
be seen from the different SWR profiles in Fig. (3.32)(a). Therefore, a similar
contribution of the individual SWRs seems reasonable.

To sum up, we presented magnetic field orientation dependent measurements of
FMR and spin pumping in a (Ga,Mn)As/Pt sample. Both FMR and spin pumping
signal showed a rich spin wave spectrum. We presented a theoretical model which
reproduces our FMR signal and extended it to also describe the intensity of the
spin pumping signal of the individual spin wave resonance modes. We found that
for our (Ga,Mn)As/Pt samples not only the F/N interface region, but a substantial
part of the ferromagnetic layer has to be included into the calculation to describe
our experimental data. Clearly, more elaborate theoretical descriptions are now
required to further investigate the influence of a inhomogeneous magnetization on
the spin pumping signal. Particularly interesting is the question, to which extend
deeper regions in the ferromagnet “feel” the interface, and what the corresponding
length scale is. For example, the unit step function H(z + td) used so far might be
replaced by a function reflecting an exponential decay inside the ferromagnet.

3.4.12 F1/N/F2 multilayer structures

This section shows first spin pumping measurements of F1/N/F2 multilayer struc-
tures consisting of a normal metal layer (tN = 7 nm) sandwiched between two differ-
ent ferromagnetic layers (F1 and F2 with tF1 = tF2 = 10 nm). Among other things,
these measurements allow to unambiguously determine the relative spin orientation
of the emitted spin current. Figure 3.33 shows a comparison of FMR and VDC for
two of such tri-layer structures, Co/Pt/Ni (panels (a-c)) and Fe/Pt/Ni (panels (d-
f)) for two magnetic field orientations (φ = 0° and 180°). The VDC trace of the
Co/Pt/Ni tri-layer in panel (a) for φ = 0° (black squares) clearly shows two sepa-
rated peaks: a maximum at 60 mT (corresponding to the Co-FMR) and a minimum
at 193 mT (corresponding to the Ni-FMR). An inversion of the magnetic field di-
rection (φ = 180°, red open circles) leads to a sign change of both extrema. On the
first glance, in the corresponding FMR data (Fig. 3.33(b)), just a single resonance
at 60 mT (Co-FMR) can be observed. Only a zoom reveals a second resonance at
the position of the minimum of VDC at 193 mT (Ni-FMR) (Fig. 3.33(c)). There is
no change of the FMR signal upon field inversion (φ = 0°; φ = 180°). The small
peak dip structure at 155 mT is due to the sample holder, and consequently has no
correspondence in VDC. The data for the second tri-layer – Fe/Pt/Ni – exhibit an
identical phenomenology but a different magnitude.

Our data can be interpreted as follows: the FMR of the first F layer generates a
spin current which diffuses into the Pt, where it causes a detectable charge current
via the inverse spin Hall effect. At another value of H, the second F layer is in reso-
nance and emits a spin current which again diffuses into the Pt layer and generates
a charge current. Here, it is assumed that the entire spin current is absorbed within
the Pt layer and the two F layers do not interact.

From the different signs of the extrema in VDC for φ = 0°, the relative spin
orientation of the emitted spin current can be deduced. Therefore, we consider
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Figure 3.33: FMR and VDC of a (a-c) Co/Pt/Ni (10 nm/7 nm/10 nm) and a (d-f)
Fe/Pt/Ni (10 nm/7 nm/10 nm) tri-layer, where the layer thicknesses are given in
brackets. (a,d) DC voltage for two oppositely oriented magnetic field orientations.
Clearly, one maximum and one minimum for each field orientation can be discerned.
Both reverse sign under field inversion. (b,e) On the first glance, the FMR exhibits
only one peak-dip structure which does not change under field inversion. (c,f) Zoom
in the region of the Ni FMR. Clearly, the second FMR can be observed.

J ISH
c ∝ [ẑ× ŝ] (Eq. (2.15)) with the flow direction ẑ and the spin orientation ŝ of

the spin current. For the tri-layer, the spin current flow direction is inverted between
the two FMRs. At the Ni-FMR, Js diffuses “downwards” from the Ni into the Pt
layer, whereas at the Co/Fe-FMR, Js diffuses “upwards” from the Co/Fe into the
Pt layer (Figs. 3.33(a,d)). As V ISH

DC (∝ J ISH
c ) changes sign, and the flow directions is

inverted, one finds that the spin orientation ŝ of the spin current entering the Pt layer
has to be oriented in the same direction for both ferromagnetic layers. From band-
structure calculations [23, 93], it is known that for Ni and Co the density of states
at the Fermi energy is much higher for the minority spin band, whereas for Fe, the
density of the majority spin band dominates. As ŝ is identical for all investigated
ferromagnets, our findings prove that not the spin orientation of the dominating
density of states at the Fermi energy defines the spin orientation of the generated
spin current. It is rather defined by the relaxation process of the magnetization
given by Eq. (3.5).

Our measurements confirm the applicability of the spin pumping principle to
multilayer structures. They furthermore open the way for studies of the interaction
of pure spin currents emitted from one F layer with another ferromagnetic thin film.
This can be achieved by varying the ratio of spin diffusion length to normal metal
interlayer thickness. In this case, a pure (possibly dissipationless) spin current acts
on the magnetization of the second ferromagnet in contrast to conventional spin
torque measurements, where the spin angular momentum is accompanied by a flow
of charge.
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3.4.13 Pure spin currents through normal metal interlayers

In the following, spin pumping experiments on tri-layer samples F/N1/N2 (Fig. 3.34)
with one ferromagnetic layer F and two normal metal layers N1 and N2 are discussed.
Hereby, the thicknesses tF = 10 nm and t2 = 7 nm are fixed, whereas the thickness
t1 of the interlayer is varied. For our experiments, Co was chosen as F layer, since

λ2

N2F

t2t1
-tF

(Pt)(Al)

0

(Co)

tF

N1

λ1

zt1+ t2t1

Figure 3.34: F/N1/N2 tri-layer geometry with thicknesses t1, t2 and spin diffusion
lengths λ1, λ2 of the normal metals N1, N2, respectively.

it generates a large spin pumping signal (see Fig. 3.12). Pt, a material being a good
spin sink with a large spin flip probability ε & 10−2 [8] (see Sec. 3.3.2) was selected
for N2, and Al, a material being a less good spin sink ε . 10−2 but with a long spin
flip length [8, 132] for the interlayer N1.

Figure 3.35(a) shows normalized FMR traces obtained from FMR/spin pump-
ing measurements for samples with Al layer thicknesses of tAl = 0 nm, 10 nm and
30 nm. The extracted peak-to-peak linewidth ∆Hpp of all studied samples is plot-
ted in Fig. 3.35(b). ∆Hpp slightly decreases with increasing Al layer thickness from
about 7.3 mT for tAl = 0 nm to about 4.7 mT for tAl = 30 nm. A clear decrease
of ∆Hpp with increasing interlayer thickness was observed by Mizukami et al. [176]
for Cu/Py/Cu 2/Pt films where the thickness of the Cu 2 layer (tCu) was varied.
These results were interpreted as follows [7, 8, 176]: in the case of large damping
(tCu = 0 nm) the spin current, emitted from the F layer, is absorbed within the Pt
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Figure 3.35: (a) FMR traces of Co/Al/Pt (10 nm/tAl/7 nm) heterostructures for

different Al layer thicknesses tAl. (b) ∆Hpp versus tAl. With increasing Al layer
thickness, the linewidth and thus also the damping slightly decrease.
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Figure 3.36: (a) VDC co-occurring with the FMR for various Co/Al/Pt heterostruc-

tures with different thicknesses of the Al layer 0 nm ≤ tAl ≤ 30 nm. The signal for
the sample without Al interlayer (tAl = 0 nm) is divided by 4. (b) VISH,res versus
tAl. (c) “Weighted conductivity” Stot = σAltAl + σPttPt + σCotCo = L/ (Rtot w)
versus tAl for sample dimensions L = 3 mm and w = 1 mm.

layer due to the large spin flip probability in Pt. This leads to a loss of angular
momentum of the magnetization precession and thus to additional damping of the
FMR which results in an increased linewidth ∆Hpp. When introducing a Cu inter-
layer with small ε, the emitted spin current is partly reabsorbed by the Py layer.
This reduces the loss of angular momentum of the precessing ferromagnet. With
increasing tCu, more and more spin current is reabsorbed without spin relaxation
which explains the decrease of damping and of ∆Hpp with increasing tCu or tAl.
However, Mizukami et al. only performed FMR measurements and were thus lim-
ited to the interpretation of the linewidth. Our additional measurements of the DC
voltage allow for a direct electrical detection of the spin current as discussed in the
following.

Figure 3.36(a) shows the DC voltage obtained during spin pumping measurements
for samples with different Al interlayer thicknesses tAl. For all studied samples, a spin
pumping voltage co-occurring with the FMR could be observed. Thereby, VDC,res

decreases with increasing tAl from 37.4µV for tAl = 0 nm to 1.2µV for tAl = 30 nm
as shown in Fig. 3.36(b). At the same time, the “weighted conductivity” of the tri-
layer samples Stot = σAltAl + σPttPt + σCotCo increases from 0.033 Ω−1 (tAl = 0 nm)
to 0.169 Ω−1 (tAl = 30 nm) as presented in Fig. 3.36(c).

The fact that a peak in the DC voltage at Hres occurs for all studied samples
demonstrates that spin current generated by the F layer can be injected into the
Al layer, can diffuse through it, and can cross the Al/Pt interface. Only in the Pt
layer, the spin current is converted into a charge current generating a DC voltage.

The large difference – a factor of five – between the VDC signal for tAl = 0 nm and
5 nm contradicts microwave rectification as the origin of our observations. If the
generated voltage was just due to microwave rectification in the ferromagnetic layer,
the only difference between the two samples should be their conductivity. However,
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the conductivity differs only by a factor of 1.2. In contrast, spin pumping theory
can naturally explain our observations as discussed in the following.

To analyze the experimental data, we calculate the DC voltage predicted by spin
pumping theory [7, 8]. In analogy to Eq. (3.19), the electric field along the measure-
ment direction y for the tri-layer geometry is given by

Ecomp =
−
´ t1+t2
t1

J ISH
c (z) dz

Stot

(3.52)

with the “weighted conductivity”

Stot := (t1 + t2 + tF)σtot = σ1t1 + σ2t2 + σFtF = L/ (Rtotw) . (3.53)

Stot can thus be determined experimentally from the sample resistance Rtot, the
sample length L and the width w. The integration limits in Eq. (3.52) take into
account that the inverse spin Hall effect in the Al layer is negligible in comparison
to the one in Pt [68, 33]. Therefore, J ISH

c is generated only inside the Pt. With
VISH = Ecomp · L, Eq. (3.52) transforms into

VISH Stot = −L
ˆ t1+t2

t1

J ISH
c (z) dz. (3.54)

Using Eq. (2.15) for J ISH
c (z) and carrying out the integration results in

VISHStot =

[
LαSH

2e

~
λSD tanh

t2
2λSD

]
J0

s,N2 (3.55)

with J0
s,N2 being the spin current density in N2 at z = t1 which crossed the N1/N2

interface.
Since the expression in brackets in Eq. (3.55) is independent of the N1 layer

and thus identical for all investigated samples in this section, we set [LαSH
2e
~ λSD

tanh t2
2λSD

] ≡ 1/D. Equation (3.55) then reads

VISHStotD = J0
s,N2 (3.56)

which enables to experimentally determine the spin current density J0
s,N2 in N2 at

the N1/N2 interface and compare it between the different samples. Using the room
temperature values αSH = 0.013 and λSD = 10 nm for Pt [10, 160], and L = 3 mm,
we calculated D = 3.81× 1012 ~

e m2 .
Figure 3.37 displays J0

s,N2,res = VISH,resStotD versus the thickness of the Al layer
tAl. For the sample without Al layer (tAl = 0 nm), a value of J0

s,N2,res = 4.7 A~/m2e
is observed. When introducing the Al interlayer, J0

s,N2,res drops by a factor of more
than five and remains on a similar level (0.54 A~/m2e ≤ J0

s,N2,res ≤ 1.1 A~/m2e) up
to the largest studied interlayer thickness of tAl = 30 nm. Thus, the presence of an
Al interlayer drastically reduces the spin current density entering the Pt layer.

One reason might be that the spin mixing conductance g↑↓ is strongly different for
Co/Pt and Co/Al interfaces. To calculate these values exactly, first principle band-
structure calculations as performed in Refs. [86, 87] are needed. As no values exist for
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Figure 3.37: J0
s,N2,res versus thickness tAl of the Al interlayer. For vanishing interlayer

(tAl = 0 nm), a value of 4.7 A~/m2e is observed. When an Al interlayer is present,
J0

s,N2,res is significantly decreased. For all studied samples with tAl 6= 0 nm, values

around 0.85 A~/m2e were found.

these interfaces, we use the model of a free electron gas as given by Eq. (3.6). With
the Fermi energies of Pt (EF,Pt = 8.77 eV [177]) and Al (EF,Al = 11.7 eV [178]), one

obtains spin mixing conductances g↑↓Pt = 1.84× 1019 m−2 and g↑↓Al = 2.44× 1019 m−2.

The values differ by a factor of around 1.3 and g↑↓Al is larger than g↑↓Pt which should
result in a larger spin current for Co/Al than for Co/Pt. Thus, within the limits of
this model, the difference in g↑↓ cannot explain our observations.

Another reason for the strongly reduced spin current entering the Pt layer when an
Al interlayer is present can originate from the spin diffusion and relaxation processes
in the normal metal layers. To get an impression of the spin current profile over the
sample thickness, we solve the spin diffusion equation (Eq. 3.11) for the two normal
metal layers. As boundary conditions

Js,N1 (0) ŝ = J0
s,N1 ŝ = − ~

2e

σ

e

∂µs,N1

∂z

∣∣∣∣
z=0

and

Js,N2 (t1 + t2) ŝ =0 = − ~
2e

σ

e

∂µs,N2

∂z

∣∣∣∣
z=t1+t2

(3.57)

for the F/N1 (z = 0) and the N2/vacuum (z = t1 +t2) interfaces are used. Moreover,
we demand continuity of the spin accumulation and the spin current density at the
N1/N2 (z = t1) interface:

µs,N1

∣∣
z=t1

= µs,N2

∣∣
z=t1

, Js,N1 (t1) ŝ = Js,N2 (t1) ŝ. (3.58)

With these conditions, we obtain the spin current density Js,N1(z) in N1 and Js,N2(z)
in N2:
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Figure 3.38: Spin current density versus z for a Co/Al/Pt heterostructure with
t1 = tAl = 30 nm for different values of the spin diffusion length λ1 in Al.
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where λ1 and λ2 are the spin diffusion lengths in N1 and N2, respectively.
Figure 3.38 shows the calculated spin current density profile versus z for a Co/Al/

Pt sample with t1 = tAl = 30 nm, t2 = tPt = 7 nm, λ2 = 10 nm [10, 160] and different
spin diffusion lengths λ1 in Al. For λ1 = 600 nm [33], the spin current density within
the Al layer is next to unchanged (green line in Fig. 3.38). 99.7% of the injected
spin current reach the Pt layer. Even for an assumed very short spin diffusion length
in Al of λ1 = 50 nm (blue line), still 71.6% reach the Pt film. To obtain a value of
around 20% as observed in experiment, a spin diffusion length of λ1 = 18 nm (red
line) has to be assumed which is very small compared to other experimental findings
ranging between 330 nm < λ1 < 600 nm [70].

In this simulation, no spin relaxation at the N1/N2 interface was assumed although
strong spin-flip scattering might be possible as Al and Pt intermix [179]. Even PtxAly
alloys can form at temperatures as low as 225°C [180, 181] which might have been
present due to the radiation heat during the Pt evaporation. Such a disordered
interface leads to additional scattering which causes spin relaxation. Therefore, the
magnitude of the spin current entering the Pt layer might be strongly reduced. Here,
further theoretical and experimental work is needed.

Similar to our results, also Mizukami et al. [176] observed in their Cu/Py/Cu(tCu)/
Pt heterostructures a significant decrease in damping (decrease of around 50 % in
∆Hpp from tCu = 0 nm to 3 nm) when the additional Cu layer was introduced. They
concluded that an “intimate” contact to the Pt layer is needed.

To summarize, we found that a pure spin current can be detected after traversing
a normal metal interlayer with a thickness up to t1 = 30 nm. However, its intensity
is strongly reduced which might be either due to spin relaxation in the interlayer or
at the interface between the two normal metals.
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3.5 Summary

In this chapter, we presented the concept of spin pumping and our experimental
results in this field. The term “spin pumping” refers to the emission of a pure spin
current from a ferromagnet into an adjacent normal metal due to a time-dependent
magnetization. For the generation of the spin current, we employed a magnetization
precession driven by ferromagnetic resonance. The inverse spin Hall effect is used as
detection mechanism. First, a detailed theoretical explanation of the spin pumping
process in combination with the inverse spin Hall effect was given (Sec. 3.2). This was
contrasted to our calculations of DC voltages generated by microwave rectification
due to a nonlinear interaction of the dynamic components of current density and
magnetization performed in the spirit of the pioneering work by Juretschke [94]
(Sec. 3.2.6).

To study spin pumping in combination with the inverse spin Hall effect, we per-
formed simultaneous FMR and DC voltage measurements on various ferromagnet/Pt
bilayer samples. We could unambiguously prove that the origin of the peak in the
DC voltage – co-occurring with FMR – originates from spin pumping in combina-
tion with the inverse spin Hall effect and is not caused by microwave rectification
(Sec. 3.4.2). This is based on two arguments: first, the observed signal symmetry
with respect to the resonance field and the transformation of the signal upon mag-
netic field inversion is only compatible with spin pumping. Second, the fact that the
same sign of VDC is observed for all investigated samples at a fixed orientation of H is
only compatible with spin pumping. If the signal was due to microwave rectification,
its magnitude and sign should depend on the values of the spontaneous resistivity
anisotropy or the anomalous Hall coefficient. This was not observed experimentally.

Moreover, fundamental properties as the geometry and power dependence of the
spin pumping signal were investigated (Secs. 3.4.4 and 3.4.5). We experimentally
demonstrated that VDC is indeed independent of the sample width and proportional
to its length and the microwave power as predicted by theory.

Furthermore, we experimentally proved that the present theories for spin pump-
ing (Sec. 3.2) are not limited to transition metal-based bilayers but also apply to
the ferromagnetic Heusler compounds Co2FeAl and Co2FeSi, the ferrimagnetic ox-
ide spinel Fe3O4, and the dilute magnetic semiconductor (Ga,Mn)As (Sec. 3.4.7).
This could be shown by scaling plots of VDC (normalized to the relevant parameters)
versus sin2 Θ, where Θ is the precession cone angle of the magnetization. A linear
scaling was observed over more than four orders of magnitude, in full agreement with
the theoretical predictions. Additionally, the spin mixing conductance g↑↓, a crucial
parameter for spin transfer torque, spin Seebeck [17] and spin pumping measure-
ments, was experimentally quantified (Sec. 3.4.9). We found that g↑↓ is essentially
independent of the ferromagnetic layer properties for conductive ferromagnets as
predicted by theory with g↑↓ = (4± 3) × 1019 m−2. For the low-conductivity fer-
romagnet Fe3O4, a value by a factor of six smaller was obtained, and g↑↓ for the
dilute magnetic semiconductor (Ga,Mn)As/Pt interface lies between these values.
In this context, we also performed (to our knowledge the first) temperature de-
pendent (2 K < T < 290 K) spin pumping measurements in combination with the
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inverse spin Hall effect. We found that g↑↓ is essentially temperature independent
which can be understood considering the temperature dependencies of the different
parameters.

Subsequently, the influence of the magnetic field orientation on the spin pumping
signal was investigated for two samples, one polycrystalline F/Pt (Ni/Pt) and one
epitaxial F/Pt ((Ga,Mn)As/Pt) sample (Secs. 3.4.10 and 3.4.11). The measurement
of the Ni/Pt bilayer enabled to confirm that indeed the magnetization orientation
determines the spin orientation ŝ of the spin current. The measurement of the
(Ga,Mn)As/Pt sample allowed to investigate the (Ga,Mn)As spin wave spectrum
and its influence on the spin pumping signal. In this context, the theoretical model
by Hoekstra et al. [168] and Bihler et al. [136] for the FMR spectrum was extended
to include the DC voltage generated by spin pumping. From these simulations, we
concluded that the entire (Ga,Mn)As layer thickness contributes to the observed
VDC signal and not only the interface region.

Finally, the first spin pumping measurements on multilayer structures with more
than two layers have been performed. From experiments on F1/N/F2 tri-layers with
two different ferromagnets (Sec. 3.4.12), it was possible to unambiguously determine
the relative spin orientation ŝ of the spin currents emitted by the F layers. It could
be confirmed that the spin orientation is not determined by the majority spin band
but by the relaxation process of the magnetization. Finally, we studied F/N1/N2
tri-layer structures with an interlayer N1 of variable thickness tN1 separating spin
current generation (F) and detection (N2) (Sec. 3.4.13). Aluminum, a material with
a long spin diffusion length was chosen for N1 and Pt with a short one for N2.
We could show that it is possible to inject a pure spin current from F into N1 and
subsequently detect it in N2 up to an interlayer thickness of tN1 = 30 nm. The
magnitude of the spin current entering the Pt layer decreased by a factor of about
five if an interlayer is present, but it is independent of tN1 in the investigated region
(5 nm < tN1 < 30 nm). This can be explained by spin relaxation in N1 or by spin
flip scattering at the N1/N2 interface.

To summarize, we successfully performed extensive spin pumping experiments,
where the spin currents are detected utilizing the inverse spin Hall effect. Our
experiments on more than 80 different N/F multilayer systems considerably extended
the present spin pumping data and allowed to confirm several important predictions
from spin pumping theory.

An outlook on the effects discussed here is given in Chapter 5.
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Non-local spin current sources

Hankiewicz et al. [14] and Abanin et al. [15] put forward an idea to generate and
detect spin currents which impresses by its simplicity. It frees spin current generation
of certain constraints associated with the spin current source concept presented in
the previous chapter. Drawbacks are, for instance, the need of heterostructures
to separate generation and detection of the spin current and the thus comprised
interfaces causing spin-flip scattering. Moreover, a complex measurement setup
providing microwaves and static magnetic fields is required. The idea presented here
requires just an H-shaped structure from a single non-magnetic electrical conductor,
a conventional current source, and a multimeter.

+-

V +-

1

2 3

y x
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Ic

Ic,2

SHE
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Figure 4.1: Generation and detection principle of a pure spin current via an H-shaped
structure made of a single electrical conductor. An applied charge current Ic in wire
(1) generates a pure spin current Is in a bridging wire (2) via the spin Hall effect.
This spin current, in turn, causes a pure charge current Ic,2 in wire (3) via the
inverse spin Hall effect. Under open circuit conditions, Ic,2 is compensated for by
an electric field causing a non-local voltage which can be detected by conventional
electronics. Illustration in analogy to [31].
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The concept is illustrated in Fig. 4.1: in wire (1), a charge current Ic from a con-
ventional charge current source is applied. Due to the spin Hall effect (see Sec. 2.3),
spin-up (green) and spin-down (yellow) charge carriers are deflected to opposite sides
of the wire. This creates a pure spin current Is (red arrow) which diffuses along the
bridging wire (2). This pure spin current now generates a pure charge current Ic,2

via the inverse spin Hall effect in wire (3). Under open circuit conditions, this charge
current causes a charge accumulation and thus a non-local potential difference along
wire (3) which can be detected via a conventional multimeter.

Recently, the concept presented here was reported to be experimentally confirmed
in high-mobility semiconductor structures made of HgTe/(Hg, Cd)Te quantum wells
[182]. However, for metallic structures, there is only one publication by Mihajlović
et al. [183], where surprising experimental data of one single sample are presented
which are not fully understood so far. Therefore, we performed calculations (see
Sec. 4.1.3) which show that for Au nanowires with wire widths below 100 nm, a
demonstration of this spin-mediated effect should be possible. For the calculations,
we assumed that the largest spin Hall angles αSH published in the literature [68]
indeed are correct. Subsequently, we conducted extensive studies on various metallic
devices to investigate this effect in detail.

This chapter is organized as follows: first, a theoretical introduction to non-local
voltages including spin-mediated and diffusive effects is given. Then, the sample
fabrication involving metallic nanowires with widths well below 100 nm and the low-
level, low-noise measurement technique developed within this thesis are explained.
After that, our measurements on various metallic nanostructures of different mate-
rials are presented. This is followed by a discussion of the results and the presenta-
tion of a theory framework which allows to consistently explain all our observations.
Finally, an interesting discovery, closely related to the non-local measurement con-
figuration is discussed: the non-local anisotropic magnetoresistance, which does not
exponentially decrease with distance from the main current flow but even increases
in magnitude.

A significant part of the experiments presented in this chapter was performed
together with my diploma student Daniel Rüffer. A more detailed description of the
sample fabrication and the development of the low-level measurement techniques
can be found in his diploma thesis [31]. In this chapter, the emphasis lies on the
analysis of the various data sets and their theoretical interpretation.
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4.1 Theory of non-local voltages

Non-local voltages are potential differences arising in regions outside of the nominal
current path1. When looking at Fig. 4.1, the intuitively expected current path of
Ic is limited to wire (1), whereas the voltage is measured along wire (3). Thus,
the voltage is non-local. In this section, two origins of such non-local voltages
are presented. First, the concept developed by Hankiewicz et al. [14] and Abanin
et al. [15], where the non-local voltage is spin current-mediated. Second, a non-local
voltage due to diffusive transport is discussed. Finally, the magnitudes of the two
effects are calculated for different materials and compared to each other.

4.1.1 Spin-mediated non-local resistance

w

L

V
+
-

+
-

Ic
Is

E

x0

Fig. 4.2: Sketch of a spin-
mediated non-local voltage at
a distance L in a device of
width w.

As mentioned in the introduction of this chapter, a
spin-mediated non-local voltage can be generated via
a combination of spin Hall and inverse spin Hall ef-
fect. The situation is illustrated more schematically
in Fig. 4.2, where the vertical wires (wire (1) and
(3)) of the H-shaped structure are replaced by the
point-like contacts of the current and voltage leads.
An applied charge current Ic generates a transverse
spin current Is. This spin current diffuses through
the material and creates a non-local charge current
Ic,2. The range of non-locality L is given by the ma-
terial specific spin diffusion length λsd (see Sec. 2.4).
Under open circuit conditions, the non-local charge current causes a charge accumu-
lation which results in a non-local compensating electric field E and thus a non-local
voltage. The expected value of the non-local voltage is “positive” for a measurement
configuration as shown in Fig. 4.2: “high” of the non-local voltage is at the same side
of the wire (here at the top) as “high” of the current source. This can be understood
when looking for example at a spin-up electron being injected into the structure
from the current source (see Fig. 4.1). In the sketched case, it is deflected to its left
and enters the bridging part (wire (2)). At the next intersection, it is again deflected
to the left, as the same mechanism causes both the spin Hall effect and its inverse.
Thus, at the left side of the wire (3) the charge carriers (here electrons) accumulate
resulting in a low potential. For the contact configuration sketched in Figs. 4.1 and
4.2, which is used throughout this chapter, a positive non-local voltage is expected.

The magnitude of this non-local voltageRSH
NL(L) was calculated by Abanin et al. [15].

They started to determine the spin current by solving the one-dimensional spin dif-
fusion equation (Eq. (3.11)). The results are restricted to the case, where the width
w of the wire is much larger than the electron mean free path λt and much smaller
than the spin diffusion length λsd, i.e., λt � w � λsd. In this diffusive case, the

1Actually, the transport related effects measured in the “non-local” measurement configuration
(see Sec. 4.3.1) discussed in this chapter are “local” effects as (in the diffusive case) the current
density at a position r solely depends on the electric field at the position r: J(r) = σ(r)E(r).
However, we adapt the terminology used by the community for this measurement configuration
and also call the transport related effects measured in this configuration “non-local”.
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spin current at a distance L from the current leads is given by [15]

Is (L) =
1

2
αSHIc

~
2q

w

λsd

exp

(
−|L|
λsd

)
(4.1)

with the spin Hall angle αSH, the applied charge current Ic, and carriers with charge
q and spin angular momentum ~/2.

This spin current generates a transverse charge current via the inverse spin Hall
effect according to Eq. (2.15). Under open circuit conditions, this charge current
creates a non-local voltage

V SH
NL (L) = wE(L) =

ρ

t
Ic,2(L) = αSH

(
2q

~

)
ρ

t
Is(L), (4.2)

where t is the thickness and ρ the resistivity of the device. With Eq. (4.1), one
obtains the spin-mediated non-local resistance RSH

NL(L) = V SH
NL (L)/Ic at the distance

L [15]:

RSH
NL(L) =

1

2
α2

SH

ρ

t
· w
λsd

exp

(
− L

λsd

)
. (4.3)

It decays as λ−1
sd · exp(−|L|/λsd) and is independent of the charge q. Note that

RSH
NL(L) is a normalized voltage signal and thus can also be negative. However, as

the same conversion process enters twice, the magnitude of RSH
NL(L) quadratically

depends on the spin Hall angle and therefore is strictly positive.

4.1.2 Transport related non-local phenomena: current
spreading
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Fig. 4.3: Sketch of the current

paths in a diffusive conductor of
width w with point-like current
and voltage leads.

Not only spin-related non-local effects but also classic
transport phenomena generate non-local voltages1.
In this case, the mean free path λt sets the relevant
length scale. Two situations can be discerned:

In the diffusive transport regime, λt is much
smaller than the relevant sample dimensions,
whereas in the ballistic regime, it is much larger [184].
As we expect the mean free path to be smaller than
the device dimensions in our polycrystalline, metal-
lic samples, this section concentrates on the diffusive
regime.

A current injected at point A into a diffusive ma-
terial (L,w � λt) does not exclusively flow via the

shortest path to the extraction point B, but it spreads into the material as sketched
in Fig. 4.3. Again, the vertical wires are replaced by the point-like current and volt-
age leads. A simple analytical solution to the problem can be obtained by employing
the van-der-Pauw theorem [185]

exp

(
−πt
ρ
RAB,CD

)
+ exp

(
−πt
ρ
RBC,DA

)
= 1. (4.4)
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It applies for homogeneous, isotropic, hole-free samples with thickness t, resistivity ρ
and four point-like contacts A, B, C and D. RAB,CD is defined as the voltage difference
VD − VC of point D and C divided by the current I between A and B, and RBC,DA

as the respective permutation. In the situation shown above, RAB,CD corresponds
to the non-local resistance RCS

NL, and RBC,DA to a local resistance for L � w which
is then given by RBC,DA = ρL/(wt). When expanding the first exponential function
of Eq. (4.4)2, the non-local resistance due to current spreading is obtained:

RCS
NL (L) =

ρ

πt
exp

(
−πL
w

)
. (4.5)

It decays on a length scale w/π which is solely determined by the device geometry.
A numerically calculated voltage profile taking into account the finite width of

the contacts is discussed in Sec. 4.4.3.

4.1.3 Comparison of non-local resistance magnitudes
In the previous sections, two mechanisms generating non-local signals were pre-
sented. Now, the magnitudes of the non-local resistances are compared. This com-
parison is essential, as it shows whether a device layout can be designed which
enables the spin-mediated effect to dominate over the current spreading.

Figure 4.4 displays calculations of the spin-mediated non-local resistance RSH and
the non-local resistance due to current spreading RCS for different materials using
Eqs. (4.3) and (4.5).

The results for Au devices are presented in Fig. 4.4(a) using the recently published
large spin Hall angle αSH = 0.113 [68], a spin diffusion length of λsd = 168 nm [186], a
resistivity of ρ = 2.271 Ωcm [187] at T = 300 K, and a sample thickness of t = 50 nm.
RSH is shown as solid lines for three different ranges of non-locality: L = 150 nm,
200 nm and 225 nm. It increases linearly with the wire width w, and for larger
L, smaller values of RSH are obtained. The non-local resistance due to diffusive
current spreading RCS is shown as dotted lines for the same three distances L. For
very narrow wires (w � 75 nm), RCS is negligible but starts to increase rapidly at
w ≈ 75 nm and quickly exceeds the spin-mediated contribution RSH. At a fixed
value of w, RCS decreases with increasing L.

In Fig. 4.4(a), the intersection of solid and dotted line of one color gives the wire
width, where spin-mediated and diffusive contribution have the same size: RSH =
RCS. When connecting these points for various L, one obtains the red bold line. For
the parameters used, a maximum of 0.61 mΩ at w = 97 nm is obtained.

To detect the spin-mediated effect, RSH has to dominate over RCS which can be
achieved by decreasing the wire width for a given L as explained in the following.
When taking L = 200 nm as an example, the intersection of the solid and dotted
blue line occurs at w = 115 nm and gives a value of RNL = 0.6 mΩ which is very
close to the maximum. With decreasing w (while leaving L constant at 200 nm),
RCS

NL decreases exponentially, whereas the spin-mediated resistance decreases only
linearly. This reveals a region where RSH dominates the non-local resistance and
measurements are promising.

2As the absolute magnitude of the argument of the first exponential function is small, it can be
expanded as exp(x) ≈ 1 + x. For the second exponential function, this is not possible.
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Figure 4.4: Comparison of non-local resistance magnitudes originating from diffusive
current spreading RCS (thin dotted lines) and from a combination of spin Hall and
inverse spin Hall effect RSH (thin solid lines). Both resistances are plotted for
L = 150 nm (black), 200 nm (blue), and 225 nm (green) versus width w in (a) Au,
(b) Al and (c) Pt. The thick red lines represent the value of RNL for RSH = RCS.

Moreover, we performed calculations for two other metals with a very small spin
Hall angle (Al, αSHE = 1× 10−4 [188]) and a very large spin Hall angle (Pt, αSHE =
0.013 [10]). For Al, λsd = 0.7µm [188, 189], ρ = 2.733 Ωcm [187], and t = 50 nm
were used, while for Pt, λsd = 10 nm [10, 160], ρ = 10.8 Ωcm [187], and t = 50 nm
were utilized.

The results for the same values of L as used in the case of Au are shown in
Figs. 4.4(b,c). For Al, the maximum of the red curve (RSH = RCS) occurs for w =
105 nm, but its magnitude of 1.5×10−7 mΩ is far below the achievable measurement
resolution of about 4−7 nV which corresponds to 40−70µΩ for a maximum current
of 100µA (see Sec. 4.3.1 and 4.3.3). For Pt (Fig. 4.4(c)), the maximum of the red
curve is shifted to a width w < 5 nm due to the short spin diffusion length. For
the values of L discussed previously, the non-local resistance is already smaller than
1×10−7 mΩ and thus far below the measurement resolution limit. Furthermore, the
required wire width for measurements in the region of the maximum, w < 10 nm,
is much smaller than the minimum wire width of about 65 nm achievable with the
available equipment (see Sec. 4.2.1).

From our calculations, we conclude that the most promising material to observe
the spin-mediated non-local resistance is Au. However, sample dimensions of L
smaller than a few 100 nm and wire widths smaller than 100 nm are essential. This
requires a highly optimized fabrication process. Moreover, the small magnitude of
the non-local resistances requires advanced low-level measurement techniques with a
resolution well below 0.5 mΩ. For the two other materials Al and Pt, the extremely
small values of the non-local resistance impede a detection of the spin-induced signal.

In the following section, we show that both sample fabrication and measurement
technique can be optimized to an extent which should allow to detect the spin-
mediated non-local resistance.
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4.2 Experimental methods
First, the optimized sample fabrication process for nanostructures with dimensions
below 100 nm is explained. Subsequently, the measurement setup and in particular
the low-level measurement technique developed within this thesis are discussed which
allow to resolve voltage signals in the nV-range.

4.2.1 Sample fabrication
For metallic nanostructures with dimensions below 100 nm, we chose a combination
of optical and electron beam lithography, where each lithography step is followed by
metal deposition and lift-off. Undoped (100)-oriented Si/SiOx-wafers with a resis-
tivity larger than 3000 Ωcm and an oxide thickness of 50 nm were used as substrates.
Due to the thick oxide, the substrate is insulating for the metal nanostructures, and
at the same time, the thick Si wafer minimizes charging effects during electron-beam
writing.
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Figure 4.5: (a) Optically defined outer contact structures making the connection
between inner nanostructures and bond wires. (b) Inner structures defined by
electron beam lithography. (c) Actual design of the H-shaped nanowire device
consisting of multiple parallel nanowires with different separations connected by
one orthogonal bridging wire.

The outer contact structures (Fig. 4.5(a)) are defined by optical lithography. Using
a MJB 3 HP/350W UV400 mask aligner from SÜSS MicroTec AG, the patterns from
a chromium coated quartz glass mask are transferred to a photoresist (AZ® 5214E
from MicroChemicals GmbH). After the development (AZ® Developer), a 25 nm
thick layer of Au is deposited in an argon atmosphere of p = 5×10−2 mbar in a BAL-
TEC MED 020 HR DC sputtering machine with a base pressure of 3× 10−5 mbar.

The inner structures (Fig. 4.5(b)) are fabricated via electron beam lithography
at 30 kV with a Philips XL30 SFEG scanning electron microscope equipped with
the lithography software ELPHY Plus from Raith. The difficulty in the fabrication
consists in the fact that multiple very narrow but very long nanowires have to be
put very close together. This places high demands on resist and layout design. After
an elaborate optimization process, a double layer of electron beam resist (both from
MicroChem Corp.) was chosen with the highly sensitive PMMA 495K A6 (thickness
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Figure 4.6: (a) Scanning electron microscope (SEM) image of 50 nm thick Au nano-
structures. Single grains can be resolved. (b) Tilted SEM image of Au nano-
structures. (c) Connecting region of inner and outer contact structures. (d) Photo-
graph of a chip after lithography and metal deposition. (e) Chip mounted on a chip
carrier and contacted via aluminum bond wires, ready to be measured. The orien-
tation of images (a) and (b) is rotated by 90° compared to the sketch in Fig. 4.5.

ca. 300 nm) as first layer and the less sensitive PMMA 950K A4 (thickness ca.
100 nm) as second layer. The double layer results in an undercut which simplifies the
lift-off process. The optimized layout design is shown in Fig. 4.5(c): multiple parallel,
vertical wires separated by 150 nm ≤ L ≤ 300 nm are orthogonally connected by one
horizontal bridging wire. This enables to investigate multiple wire-wire separations
in a single device. Note that the distances given are always measured from wire
center to wire center. After development (AR 600-56 from Allresist), a metallic thin
film is deposited. We fabricated nanostructures made from Au, Al, Pt, Fe, Ni and
Co with thicknesses between 26 nm ≤ t ≤ 200 nm.

The metal layer is deposited either via electron beam evaporation or via an ef-
fusion cell. During electron beam evaporation, the target material is heated by an
electron beam and evaporates. Rates between 1.2 Å/s and 12 Å/s, depending on the
respective material, were used. The base pressure of the system was 2× 10−8 mbar.
Some of the Au samples were fabricated via a high temperature effusion cell, where
a cell temperature of 1530°C corresponds to a deposition rate of 0.2 Å/s. A very
smooth lift-off in hot acetone is used to reveal the nanostructures.

Typical samples obtained with the optimized parameters are presented in Fig. 4.6.
Uniform nanowires with dimensions down to ca. 65 nm and separations down to
70 nm can be fabricated for wire lengths of many micrometers.
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4.2.2 Measurement Setup

The experimental study of nanostructures puts high demands on the electrical mea-
surement setup. On the one hand, it has to protect the samples from electrostatic
discharge, while at the same time, it has to provide a sufficiently small noise level.
After a short description of the measurement environment, several sources of spuri-
ous signals are discussed. Finally, the optimized low-level measurement technique is
presented.

4.2.2.1 Measurement environment

All measurements were performed in liquid helium magnet cryostats from Oxford
Instruments with magnetic fields up to 14 T and temperatures ranging between
1.4 K ≤ T ≤ 350 K. Via a stepper motor, the sample stage (dip stick) could be
rotated with respect to the magnetic field.

All samples were mounted onto 20-pin chip carriers (Fig. 4.6(e)) and were con-
tacted via aluminum bond wires. From the chip carrier, twisted copper wires lead
to a so-called matrix module, where the measurement instrumentation is connected
to the sample. The matrix module enables three states for each sample contact:
grounded, floating, or connected to the instrument. This is essential for protecting
the sensitive samples from electrostatic discharges (ESDs).

4.2.2.2 Spurious signals

Non-local voltage measurements in our devices require the detection of very small
voltages (nV). Several spurious effects can distort the actual signal and impede an
analysis. In the following, the most important effects are discussed briefly.

Thermal noise, also called Johnson-Nyquist noise or white noise is caused by the
thermal fluctuations of the charge carriers inside an electrical conductor regardless
of any applied bias [190, 191, 192]. For a resistor with resistance R at temperature
T and the Boltzmann constant kB, the power spectral density is given by SV,th =
4kBTR in units of V2/Hz. SV,th is temperature dependent and constant over the
whole frequency spectrum.

1/f noise, also called pink noise, colored noise, or flicker noise is present in
almost all electronic devices [192]. Its possible origins are manifold, for example,
impurities in a conductive channel. Its spectral power density scales as 1/f and
therefore is most prominent for low-frequencies.

Shot noise originates from the quantized amount of electric charge per parti-
cle [192]. This results in statistical fluctuations of the device’s electrical current I
which results in a spectral power density of SI,sn = 2eI given in units of A2/Hz.

Thermoelectric effects can also generate spurious voltages [193]. The presence
of a temperature gradient in a material results in a voltage difference and vice
versa. This so-called Seebeck effect can be explained as follows: at the hot end of
a material with temperature T2, the charge carriers have a higher average velocity
compared to the ones at the cold end with T1. Thus, “hotter”carriers diffuse towards
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the cold end which leads to a potential difference VSeebeck =
´ T2
T1
S (T ) dT . The

Seebeck coefficient S(T ) is a temperature dependent material parameter. If just
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Fig. 4.7: (a) Despite a thermal gradient, no thermoelectric
voltage is detected if just a single material is used. (b)
For two different materials with the connecting regions
at different temperatures (T1 and T2), a thermoelectric
voltage can be measured. [31]

a single material is used, no
thermoelectric voltage is mea-
sured, as the thermal gradi-
ents and thus the thermoelec-
tric voltages cancel each other
(Fig. 4.7(a)). In conventional
measurements, different mate-
rials with different Seebeck co-
efficients are combined, for in-
stance, Cu or Al wires and
Au nanostructures. The simple
case of two materials with SA

and SB (called thermocouple) is
sketched in Fig. 4.7(b). There, the two different temperatures at the two contact re-

gions (T1 and T2) lead to a Seebeck voltage VSeebeck =
´ T2
T1

(SA (T )− SB (T )) dT . For
metals, VSeebeck is in the range of µV/K [187]. Temperature gradients during mea-
surements can be created, for example, via Joule heating (P = RI2) of an applied
current varying across the wire or by different thermal contacts of wire regions to a
thermal bath. Typically, thermal voltages are independent of the current direction.
This is exploited in the measurement analysis as discussed in Sec. 4.2.2.3.

Common-mode offset and noise are a source of spurious voltages during high-
precision measurements which are caused by the amplifiers themselves. An impor-
tant parameter called common-mode rejection ratio (CMRR) describes the ability
of a measurement device (or amplifier) to reject fluctuations common to both in-
put leads [192, 194, 195]. It is defined as CMRR=AD/ACM with the amplifier’s
differential and common-mode gain AD and ACM.

Source Meas. Device

I V
Rlead

Rsample

VCM

VCM+Vsample

meas

Fig. 4.8: Conventional 4-point measurement setup. Sample
and lead resistances are important factors for common-
mode offsets and noise. [31]

When considering a typical
4-point measurement configura-
tion as sketched in Fig. 4.8,
the measured sample resistance
Vsample = Rsample · I is inde-
pendent of the resistances of
the connecting wires. How-
ever, when taking into account
the common-mode effect, an ad-
ditional common mode voltage
VCM = Rlead · I occurs. There-

fore, the output of the measurement device is Vmeas = A−1
D (ADVsample + ACMVCM) =

Vsample + VCM/CMRR.
Thus, the ratio of spurious voltage Vspu = VCM/CMRR to sample voltage Vsample

is given by
Vspu

Vsample

=
Rlead

Rsample

· CMRR−1. (4.6)
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Note that not only the offset but also the noise of the lead resistances are weighted
by the factor given in Eq. (4.6) and contribute to the spurious signal.

For most measurements, the common-mode contribution to the signal is negligible.
However, for small Rsample and large Rlead, common-mode offsets and noise can be
significant. For example, for a sample resistance Rsample = 1 mΩ connected via leads
with Rlead = 100 Ω and an instrument CMRR of 100 dB, the spurious voltage Vspu

is equal to Vsample. For our measurements, common-mode effects are important and
high CMRR values are essential, since the lead resistances are in the range of several
hundred Ω and the sample resistance is in the range of a couple of mΩ.

4.2.2.3 Low-level voltage measurements

To minimize the above mentioned spurious contributions to the measured signal,
we implemented and tested two types of measurement setups. The first consisted
of a Stanford Research Systems SR-830 lock-in amplifier with a CMRR of 100 dB,
operating at frequencies up to 100 kHz3. The second setup was a combination of a
SourceMeter 2400 and a Nanovoltmeter 2182A from Keithley Instruments Inc. with
a CMRR of 140 dB4. Both setups were remote controlled using home-made soft-
ware based on Labview from National Instruments. For the Keithley instruments,
a software which enables to use current source and nanovoltmeter in a hardware
synchronization mode was programmed. In this mode, the instruments supply an
alternating (switched) DC current and read the corresponding voltage.

The AC currents we used in both setups are advantageous, as constant and slowly
varying offsets such as, for example, thermovoltages cancel [194], since these voltages
generally do not invert sign upon current polarity inversion5.

Comparing both setups, we found that for our devices, the alternating DC current
measurements exhibit a peak-to-peak noise level which is about an order of magni-
tude smaller than that found for the setup with the lock-in amplifier. A peak-to-peak
noise level as low as 12 nV was achieved for a current of ±100µA, an integration
time of 20 ms, and a digital filter averaging 15 subsequent voltage readings. These
parameters resulted in a total settling time of 1.95 s. For the non-local measurement
configuration (see Sec. 4.3.1), about ten of these acquisitions were averaged which
resulted in a resolution limit of 40 − 70µΩ (4 − 7 nV) given by the CMRR of the
used instruments in combination with typical lead resistances of 400 − 700 Ω. For
ideal conditions, hence small sample resistances, we obtained a resolution limit of
about 1 nV.

The superior sensitivity of the DC current reversal technique compared to the lock-
in measurements can be explained by the larger CMRR of the Keithley instruments

3See data sheet SR-830 DSP lock-in amplifier, Stanford Research Systems.
4See data sheet Nanovoltmeter 2182A, Keithley Instruments Inc.
5It is conceivable, however, that there are situations, where an inversion could take place, e.g.,

when two different regions exhibit a diode like behavior with opposite pass direction. Then,
the heated region (reverse-biased diode) changes with current polarity which is accompanied by
an inversion of the temperature gradient and hence with an inversion of an eventually present
thermovoltage.
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and our limitation to rather low frequencies (≈ 17 Hz) which was due to the high
inductances and capacitances of the devices.

To summarize, we established an electron-beam lithography fabrication process
for a complex pattern of nanostructures with wire widths below 100 nm. Moreover, a
low-level low-noise voltage measurement setup including software control and hard-
ware triggering was developed. It enables high resolution voltage measurements of
the fabricated nanostructures with a noise level as low as 4− 7 nV.
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4.3 Experimental results
After introducing the local and the non-local measurement configuration, charac-
teristic results are illustrated taking a typical Au device as an example. Control
measurements show that the findings are reliable and independent of the specific
contacting scheme or the applied current density. Subsequently, measurements on
samples of different Au layer thickness and on devices made of various metals are
compared and discussed.

4.3.1 Local and non-local measurement configuration

To investigate the electric properties of the fabricated nanostructures, two measure-
ment configurations are used. The first one is a conventional 4-point measurement
technique, shown in Fig. 4.9(a). A current I is applied along the “horizontal” wire,
and the local voltage Vlocal is detected via two different “vertical” wires separated
by a distance L6. The local resistance is given by Rlocal = Vlocal/I. From these
data, one obtains the resistivity ρ = Rlocal · w · t/L. In our experiments, local mea-
surements were mainly used to characterize the devices and determine the metal
nanowire quality.
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Figure 4.9: (a) Conventional 4-point measurement configuration. (b) Non-local mea-
surement configuration. The voltage is measured in a region spatially separated by
a distance L from the main current path.

The second measurement configuration is sketched in Fig. 4.9(b). A current is
applied along one “vertical” wire, and the voltage is measured between top and
bottom of another “vertical” wire at a distance L, where L is always measured from
wire center to wire center. Since we are measuring a potential difference in a region
spatially separated from the main current flow, the contacting scheme is called non-
local configuration. The only connection between current carrying wire and voltage
leads is the horizontal bridging nanowire. In all measurements, “high” (+) of the
current source is connected at the same side of the horizontal wire (here at the
top) as “high” (+) of the nanovoltmeters. The measured non-local voltage VNL is
normalized to the applied current I, so that a non-local resistance RNL = VNL/I is
obtained. As RNL is not a true resistance but a normalized voltage signal, it can be
positive as well as negative depending on the sign of VNL.

6horizontal =̂ parallel to x̂, vertical =̂ parallel to ŷ
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All data presented in the following were acquired via the DC current reversal
method established within this thesis. For setups as presented in Sec. 4.2.2.3 and
for our devices, the DC current reversal method outperformed lock-in measurements
as the noise level is smaller by about an order of magnitude. For our devices and a
current of 100µA, we obtain a resolution limit of 40− 70µΩ (4− 7 nV) as discussed
in Sec. 4.2.2.3.

In the following, the experimental results are presented.

4.3.2 A typical multi-terminal gold nanostructure

Au has a large spin diffusion length of up to λs = 168 nm [186], and Seki et al. [68]
also reported a very large spin Hall angle of αSH = 0.113. Thus, Au should be an ideal
material to demonstrate and study the spin-mediated non-local resistance introduced
in Sec. 4.1.3. Within this chapter, many different samples are presented. We start by
discussing the typical measurement procedure and generic results taking the sample
“Au/50 nm” as an example. The Au nanowires of this sample were fabricated via
the effusion cell and “50 nm” in the device name denotes the nanowire’s thickness t.

First, every sample is characterized through local measurements, where the 4-point
resistance Rlocal between a variety of different vertical wires is determined. This en-
ables to identify possible local defects or irregularities in certain wires. In Fig 4.10(a),
the thereby determined values of Rlocal for Au/50 nm are plotted against the volt-
age probe separation L for T = 300 K (red symbols) and T = 3 K (blue symbols).
Fitting all measurements at a given temperature with a straight line, representing
the relation Rlocal = ρ(T ) · (t · w)−1(L + Loffset), yields two parameters: first, the
intersection of the fitted line with the x-coordinate, Loffset, and second, the wire
resistivity ρ(T ).

The values of Loffset, 3.39 nm at 300 K and 1.29 nm at 3 K, are within the error
bar of the fitting process and are negligibly small compared to the wire width.
For all studied samples, comparably small values of Loffset were obtained, which
shows that Ohm’s law is also well fulfilled at these short length scales, i.e., that our
nanowires are homogeneous on this scale. This is in contrast to the observations
of Mihajlović et al. [183] who found Loffset = (72 ± 17) nm for Au wires of 110 nm
width and attributed this to a spreading of the current density into the voltage
leads. This indicates that the metal properties in our samples, such as grain size or
microstructure, are different from those of Mihajlović et al.

For the resistivity, values of ρ(300 K) = 5.74µΩcm and ρ(3 K) = 3.35µΩcm are
extracted (Fig 4.10). Note that all symbols in Fig 4.10(a) are in close proximity
to the fitted line expected from Ohm’s law which proves the high quality of all
nanowires. Figure 4.10(b) shows the temperature dependence of ρ(T ), measured for
a local voltage probe distance of L = 425 nm. With decreasing T , ρ(T ) decreases
approximately linearly as expected from electron phonon scattering [196], until its
value saturates for temperatures below 30 K due to impurity scattering.

The room temperature resistivity ρ(300 K) = 5.74µΩcm is roughly by a factor
of three higher than in the bulk (ρ(300 K)bulk = 2.271µΩcm [187]), whereas the
residual resistance ratio RRR = ρ(300 K)/ρ(3 K) = 1.7 is significantly smaller than
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Figure 4.10: Typical local characterization data shown for the Au/50 nm sample.
(a) 4-point resistance Rlocal probed for different voltage lead separations L. All
experimentally determined values (symbols) closely follow the line predicted by
Ohm’s law which demonstrates the high quality of our nanowires. (b) Temperature
dependence of the local resistivity ρ. A residual resistance ratio (RRR) of 1.7 is
extracted.

bulk values of RRRbulk ≈ 100 [187]. This can be explained by enhanced carrier
scattering at the rough surfaces of the nanowires [197, 198, 199, 200]. The values
obtained in our experiments compare well to literature data of similar nanowires
3.7µΩcm < ρ(300 K) < 12µΩcm [201, 202, 203, 204]. In our measurements, the
uncertainty of ρ is dominated by the precision of the nanowire width measurement
which is limited by the resolution of the scanning electron microscope (≈ 5 nm).
This gives an error of less than 8 %.

Having established that the sample is of high structural quality, the rather time-
consuming non-local measurements were performed. Figure 4.11(a) shows the non-
local resistance RNL versus temperature for different degrees of non-locality L taking
Au/50 nm as example. For the shortest separation between current and voltage
leads (L = 150 nm), a positive non-local resistance of RNL = 3.4 mΩ is observed
at T = 300 K. For larger L, values below 0.2 mΩ are measured. With decreasing
temperature, RNL decreases for all L, becomes negative, and decreases further until
about 30 K, where a saturation is reached. The non-local resistance for L = 425 nm
is zero to within our measurement resolution in the entire investigated temperature
range.

The decay of the non-local signal with distance L is plotted for T = 300 K (red
symbols, Fig. 4.11(b)) and T = 3 K (blue symbols, Fig. 4.11(c)). All measurements
obtained at 300 K show a positive value, whereas those taken at 3 K are all negative.
The magnitude |RNL| exponentially decays with L as indicated by the straight line
in the logarithmic representation of Figs. 4.11(b,c). An exponential fit with |RNL| =
|R0| exp(−L/λ) leads to a decay length of λ = 16.6 nm for T = 300 K and to about
twice the value, λ = 35.6 nm, for T = 3 K. The resolution limit of 40 − 70µΩ
(4− 7 nV) given by the CMRR and a lead resistance of about 400− 700 Ω in these
samples is indicated as grey bars in Figs. 4.11(b,c).
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Figure 4.11: Non-local resistance of sample Au/50 nm. (a) RNL versus T for different
distances L between current leads and non-local voltage probes. An unexpected
sign change of RNL from RNL > 0 at high T to RNL < 0 at low T is observed. (b,c)
The non-local signal exponentially decays with L both at T = 300 K and 3 K. The
decay length λ at T = 3 K is about twice the value determined at T = 300 K. The
grey shaded areas indicate the error bounds due to the measurement resolution.

To investigate whether the measured non-local signal is determined by the classi-
cal local sheet resistance ρ/t, Fig. 4.12 shows the ratio RNL(T )/(ρ(T )/t) versus T .
Clearly, the ratio is not constant. Instead, a strong, non-linear temperature depen-
dence is observed. This is in contrast to the calculations of Sec. 4.1 which predict
that both spin-mediated non-local resistance and the non-local resistance due to
diffusive current spreading are proportional to the sheet resistance ρ/t. Thus, apart
from the classical sheet resistance, also other effects contribute to the non-local
signal.

The observed sign change and the negative non-local resistance at low tempera-
tures are further unexpected features, as both spin-mediated and diffusive non-local
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Figure 4.12: RNL(T )/(ρ(T )/t) versus T for sample Au/50 nm. Clearly, a strong
temperature dependence can be observed which indicates that the non-local signal
is not determined by the sheet resistance. In that case, a temperature-independent
RNL/ρ would be expected.
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resistance should result in positive non-local signals. Moreover, the measured decay
length of 16.6 nm < λ < 35.6 nm is significantly smaller than the literature values of
the spin diffusion length 60 nm < λsd < 168 nm [70, 186, 205] in lateral Au devices.
To exclude measurement artifacts as the source for the RNL signal, we performed a
couple of control experiments presented in the next section.

4.3.3 Control measurements

The large current densities in the current carrying nanowires lead to large dissipated
power densities P/A = R · I2/A of about 500 W/cm2. Such large values7 create
thermal gradients and eventually related thermovoltages. Therefore, we performed
a couple of control experiments to ensure that thermal voltages are not the origin
of the observed non-local signal.

To ensure that our results are not distorted or even caused by the magnitude of the
applied current, differential resistance measurements were performed. Figure 4.13
shows both the local (red, orange) and the non-local (blue, cyan; L = 150 nm) differ-
ential resistances (taken at T = 3 K) versus the bias current Ibias for the Au/50 nm
sample.
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Figure 4.13: Differential local and non-local resistance signal of sample Au/50 nm.
The arrows indicate the sweep direction of the bias current. dV/dI is constant for
|Ibias| . 0.3 mA. At larger bias currents, the local signal increases in magnitude,
and the non-local signal comes closer to zero. This excludes a high current density
as origin of the negative non-local signal. All measurements in the remainder of
this chapter were performed in the dV/dI=const. region with a maximum current
of I = 100µA (grey shaded area).

The local resistance is independent of the bias current for |Ibias| . 0.3 mA8. For
higher values, it increases due to Joule heating in combination with the positive

7The value of 500 W/cm2 is obtained when using an applied current of 100µA and assuming a
nanowire width of 100 nm, a length of 10µm, and a nanowire resistance of R ≈ 500 Ω. Note
that 500 W/cm2 is a very large value compared to a conventional hotplate used in the kitchen.
(For a typical power of P = 1500 W and a diameter of d = 19 cm, one obtains a maximum
hotplate power density of about 5 W/cm2.)

8As ∂R/∂T ≈ const. for T . 20 K, this does not mean that there is no temperature change of
the sample for this current. However, the experiments clearly show that local and non-local
resistance do not vary with Ibias for |Ibias| . 0.3 mA.
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Figure 4.14: (a,b) Different contact configurations for current leads and non-local
voltage probes are shown. (c) Independent of the used lead configuration, always
the same temperature dependence of RNL is observed. This excludes thermoelectric
voltages as the origin of our non-local signal.

∂ρ/∂T for Au (see Fig. 4.10). The non-local resistance shows a very similar behavior:
for |Ibias| . 0.3 mA, no changes are observed8, whereas for larger Ibias, the differential
resistance increases (decreases in absolute magnitude). This is again consistent with
the observed positive ∂ρ/∂T of RNL (see Fig. 4.11(a)). These observations rule out
large current densities as origin of the negative non-local signal, since an increasing
current reduces the absolute magnitude of the non-local signal. All measurements
shown in the remainder of this chapter were performed at a maximum current of
|I| = 100µA (indicated by a grey bar in Fig. 4.13) which is in the constant region
of ∂V/∂I. All in all, we exclude large current densities as the origin of the negative
non-local resistance at low T .

Thermoelectric effects as discussed in Sec. 4.2.2.2 generally depend on the power
(P ∝ I2) and hence are independent of the current direction. Consequently, they
cancel in AC or DC current reversal measurements as used here. However, certain
diode like contacts might lead to temperature gradients which reverse with the cur-
rent and thus lead to spurious signals. To exclude these effects as well, we modified
our device geometry such that a particular nanowire can be measured via multi-
ple contacts. Therefore, the inner contact structures were split into multiple parts
which allows to vary all subsequent contacts on the way to the measurement equip-
ment (inner contact structure/outer contact structure, outer contact structure/bond
wire, bond wire/contact pad, etc.). A sketch of the asymmetric layout and the con-
tacting scheme is shown in Fig. 4.14(a). The current flows between A-D, and the
voltage can be measured via three different contact geometries: C-F, C-G, and B-
G. Figure 4.14(c) depicts the non-local signal plotted against T we obtained. All
curves superimpose perfectly in the whole temperature range from 300 K to 3 K.
Another configuration, where current and voltage leads are exchanged is presented
in Fig. 4.14(b). In this case, the current flows between C-F and the voltage is mea-
sured between A-E. The obtained data are also included in Fig. 4.14(c). Again, the
curves superimpose perfectly.
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In summary, our measurements demonstrate that the temperature dependence
of the non-local signal and in particular the negative non-local resistance are not
caused by the magnitude of the applied current density used in our experiments and
are independent of the contact configuration. We thus conclude that thermoelectric
voltages or effects related to “bad” contacts are not the origin of the observed non-
local signal and its temperature dependence.

4.3.4 Magnetic field dependence
In addition, we studied the influence of external magnetic fields on the non-local
signal. The field was applied in different directions, parallel and perpendicular to
the current in the film plane, as well as perpendicular to the film plane. For all
field orientations very similar observations were made. Here, we will focus on data
taken with H oriented perpendicular to the film plane. Figure 4.15(a) shows the
measurements of the non local resistance of Au/50 nm for L = 200 nm and T = 3 K.
Clearly, the negative value of RNL observed for vanishing magnetic field persists
throughout the entire studied field range |µ0H| ≤ ±14 T. Only a slight reduction in
the absolute magnitude of RNL (about 5 %) is observed. These observations are in
stark contrast to the magnetic field dependence of the spin-mediated RNL predicted
by Abanin et al. [15]. The authors calculated an oscillation and finally a suppression
of the non-local resistance on a field scale µ0H∗ = ~/(gµBτsf), where g is the g-factor,
µB the Bohr magneton, and τsf the spin flip time. With the bulk values g = 2.11
and τsf = 5 × 10−10 s [206], a field scale of µ0H∗ ≈ 11 mT is calculated. Thus, at
fields as high as ±14 T, the spin-mediated non-local resistance should be suppressed.
We would like to stress that similar experimental results were obtained for the other
investigated Au samples.

Let us briefly mention another observation which is actually not related to the
subject of this chapter. Figure 4.15(b) shows a similar measurement as Fig. 4.15(a)

-15 -10 -5 0 5 10 15
-2.0

-1.9

-1.8

-1.7

-1.6 (a)

R
N

L 
(m

Ω
)

µ0H (T)

Au/50nm

L=200 nm T=3K

H ⊥ film plane

-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0

-75

-50

-25

0

25

50

75 (b)

∆R
N

L 
(µ

Ω
)

µ0H (T)

L=200 nm T=3K

Figure 4.15: RNL versus magnetic field for L = 200 nm of sample Au/50 nm. (a) No
substantial change in RNL could be observed for fields up to ±14 T. In particular,
RNL < 0 is found for the entire studied field range. (b) Non-local resistance fluc-
tuations measured at a distance L = 200 nm. The arrows indicate the direction of
the magnetic field sweep.
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but with a higher field resolution (5 mT field steps) in a field range |µ0H| ≤ 2 T. A
constant offset is subtracted to shift the signal to 0. At first glance, an enhanced noise
is observed, but when comparing up-sweep (−2 T → 2 T, red symbols) and down-
sweep (2 T→ −2 T, black symbols), identical fluctuations with an average amplitude
of about ∆R = 75µΩ are observed. These are non-local resistance fluctuations as
previously reported, e.g., in Refs. [207, 208, 209, 210] and investigated theoretically,
e.g., in Ref. [211]. The reason for these fluctuations is that the sample dimensions
are in the same range as the phase coherence length Lϕ =

√
Dτϕ of the charge

carriers, where τϕ is the phase relaxation time. In this case, interferences of different
electron paths enclosing magnetic flux lead to Aharonov-Bohm fluctuations in the
conductance [212]. Resistance fluctuations are observed in both the local and the
non-local measurement configuration given that L . Lϕ. Thereby, it is not crucial
whether or not the classic current path spans any of the voltage probes [207, 213,
214].

It is thanks to the improvements of the measurement technique during this thesis
(see Sec. 4.2.2.3) that it has become possible to resolve these oscillations in the µΩ
range.

4.3.5 Comparison of various multi-terminal gold
nanostructures

To further investigate the non-local resistance, we fabricated and investigated a series
of different Au nanostructures. A selection of samples made from films with different
thicknesses (t = 20 nm, 26 nm, 50 nm, 100 nm, 200 nm) and fabricated via different
methods (effusion cell, electron beam evaporation and line scan9) are presented in
Fig. 4.16. The top line indicates the nanowire thickness and the fabrication technique
(evap. = electron beam evaporation and area scan, line = effusion cell and line scan,
nothing = effusion cell and area scan). RNL for L = 150 nm, 200 nm, 225 nm and
250 nm versus temperature is shown. The insets display the temperature dependence
of the respective sample’s local resistivity ρ.

Let us now discuss the experimental findings. All samples qualitatively show a
very similar behavior with slight differences in the magnitudes of both the local
and the non-local resistance. The local measurements reveal that the resistivity
decreases with increasing layer thickness as expected from the reduction of surface
scattering. An exception is the sample with t = 100 nm which exhibits a slightly
smaller resistivity than that with t = 200 nm. The different fabrication methods
(line scan vs. area scan, electron-beam evaporation vs. effusion cell) can be com-
pared when looking at the samples Au/50 nm/line, Au/50 nm/evap. and Au/50 nm
(Figs. 4.16(c-e)). No substantial differences are found; the slightly enhanced resis-
tivity for Au/50 nm/line might be due to the less uniform wire width resulting from
the line scans. Moreover, Au deposition via the effusion cell (Au/50 nm) leads to

9Line scan describes an exposure technique, where the electron beam is scanned just once per
nanowire. During the conventionally used area scan, the beam is scanned multiple times with
a lower dose. The line scan generally results in a slightly smaller but less uniform wire width
which was verified by SEM measurements.
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Figure 4.16: Non-local resistance versus temperature for various Au nanostructures
varying in nanowire thicknesses and fabrication method. For all samples, a quali-
tatively very similar behavior is observed. With decreasing T , RNL decreases and
becomes negative for low T . The largest negative values are observed for the small-
est separations L. The inset of each panel shows the resistivity of the respective
sample. In panel (h), literature data from Mihajlović et al. [183] of similar Au
nanostructures are included into this overview for comparison.

a somewhat lower resistivity compared to that of the electron beam evaporation
process (Au/50 nm/evap.). This can have multiple reasons: first, the larger growth
rate during the evaporation process results in a smaller grain size and thus in an in-
creased grain boundary scattering which might lead to a higher resistivity. Second,
a different impurity concentration in the target material or the higher base pres-
sure in the electron-beam evaporation chamber leading to more impurities could be
responsible for the different resistivities.

The non-local resistance differs in magnitude between the samples, but several
features are generic: for all samples, RNL is positive at T = 300 K and decreases
with decreasing temperature. Moreover, all samples show a considerable negative
non-local resistance at low temperatures independent of thickness or fabrication
method. RNL for L = 150 nm at T = 3 K is in the range −10.6 mΩ < RNL <
−3.8 mΩ. Furthermore, with increasing L, the absolute magnitude of the non-local
signal decreases for all samples as discussed in detail in Sec. 4.4.1. These findings
are robust even for a moderate variation of the wire width w. Although w was
designed to be 70 nm for all samples presented in Fig. 4.16, values between 65 nm <
w < 105 nm were obtained (see Table 4.1 in Sec. 4.4.4.2). Nevertheless, RNL of all
samples shows a very similar behavior.



92 Chapter 4 Non-local spin current sources

The difference in magnitude of RNL between the individual samples is probably
caused by the different sample thicknesses, fabrication methods, grain configurations,
and by slight variations in the device geometry.

For comparison, experimental data of similar Au structures with t = 60 nm and
w = 110 nm extracted from Mihajlović et al. [183] are plotted in Fig. 4.16(h). Com-
pared to our samples, the resistivity measured by these authors is smaller by a factor
of about two. This might be related to the larger width of their nanowires making
grain boundary and surface scattering effects less important. Also the distances L
at which they detected the non-local signal are different from ours. Despite these
differences, the non-local data of Mihajlović et al. exhibit exactly the same behavior
as ours: the positive value of RNL at high temperatures decreases with decreasing T
and becomes negative for low T .

Thus, the temperature dependence of the non-local resistance, including the nega-
tive values at low T , is a generic feature of all studied Au samples and is independent
of sample thickness (20 nm < t < 200 nm), wire width (65 nm < w < 105 nm), and
fabrication method.

4.3.6 Multi-terminal nanostructures made from other metals
To further study the behavior of the non-local resistance, samples made from differ-
ent materials were fabricated and measured. Figure 4.17 gives an overview of the
experimental results of resistivities (insets) and non-local resistances versus temper-
ature.

The non-local resistance of the Al sample Al/50 nm with a thickness of t = 50 nm
(Fig. 4.17(a)) exhibits a very similar phenomenology as the Au samples. At T =
300 K, a positive value of RNL is observed which decreases with decreasing T and
becomes negative for low T . The absolute magnitude of RNL = −2.2 mΩ at T = 3 K
and L = 150 nm is slightly smaller than the values obtained for the Au samples.

For Pt and the transition metal ferromagnets Ni, Co and Fe with t = 25 nm, we
found positive values of RNL at T = 300 K much larger than those measured for
the Au and Al samples. This is accompanied by much larger values of ρ. With
decreasing temperature, RNL decreases for all samples but stays positive well above
zero.

This concludes the presentation of our experimental data. In summary, the non-
local resistance for all Au samples and the Al sample exhibits a very similar behav-
ior. It is positive for high temperatures, decreases with decreasing T and becomes
negative for low T . In contrast to that, samples made of Pt, Ni, Co or Fe ex-
hibit a positive non-local resistance in the entire investigated temperature region
(3 K ≤ T ≤ 300 K), much larger than those of Au and Al.

In the following, we discuss our experimental findings.
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Figure 4.17: Non-local resistance of nanostructures made from various materials
versus temperature for different L, color coded as shown in panel (b). (a) The Al
sample exhibits a qualitatively very similar temperature dependence as the previ-
ously presented Au samples: at high T , RNL > 0. It decreases with decreasing T
and becomes negative for low T . (b-e) In contrast, Pt and the 3d-transition metal
ferromagnets Ni, Co, and Fe show positive values of RNL in the entire studied tem-
perature region with a much larger magnitude. The insets display the conventional,
local resistivity of the respective sample.



94 Chapter 4 Non-local spin current sources

4.4 Discussion
We start the analysis of the experimental data presented in the previous sections by
determining the decay lengths of the non-local signal for the different samples. Sub-
sequently, we present a spin dependent mechanism leading to a negative non-local
resistance, and afterwards, we discuss classical (spin-independent) transport effects.
In this context, a theoretical model including the transition from diffusive to ballis-
tic transport is developed which is able to consistently explain all our experimental
observations. Finally, we determine an upper limit of αSH for our Au structures and
list material requirements for the detection of a spin-mediated non-local signal.

4.4.1 Decay length
The samples presented in Sec. 4.3 can be divided into two groups: group 1 contains
all Au samples and the Al device. For this group, the non-local resistance is positive
at high T , crosses zero and is negative at low T . Group 2 consists of the samples
made from Pt, Ni, Co and Fe and features a positive non-local resistance in the
entire studied temperature region.

To explore the origin of the non-local resistance, we first determine the decay
length of the non-local signal for the different samples. To this end, the magnitude
of the non-local resistance at T = 300 K and at T = 3 K is extracted and plotted ver-
sus L (cf. discussion in the context of Fig. 4.11). A fit with |RNL| = |R0| exp(−L/λ)
yields the decay length λ shown in Fig. 4.18 (300 K: red symbols, 3 K: blue symbols).
Multiple dots of one color for one material and one thickness originate from differ-
ent devices and reflect the scattering between samples. The error bars represent
the uncertainty in the fitting procedure. Samples showing a small non-local sig-
nal (e.g., Al) generally exhibit larger error bars than samples with a large non-local
signal as e.g., Pt.

From Fig. 4.18, one can deduce that the decay lengths for all studied samples
are comparable and approximately range between 15 nm and 42 nm (orange hor-
izontal bar). The shortest decay lengths (15 nm . λ . 20 nm) are observed for
the transition metal ferromagnets, whereas for the Al sample the largest values
(32 nm . λ . 42 nm) are extracted. With the exception of Au/20 nm, λ at low
temperature is larger by a factor of up to two than λ at high temperature. The
differently fabricated Au samples with t = 50 nm discussed in Sec. 4.3.5 are all plot-
ted under Au 50 nm and show a similar decay length. This demonstrates that the
fabrication method has only little influence on λ.

Subsequently, we use the decay length λ to critically test the applicability of
different theoretical models.
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Figure 4.18: Decay length of the non-local resistance RNL for various samples at
T = 300 K (red symbols) and T = 3 K (blue symbols). The values are obtained from
a fit with the function |RNL| = |R0| exp(−L/λ) (cf. Fig. 4.11). The grey shaded
area denotes the samples of group 1 which show a negative non-local resistance
at low T . The orange horizontal bar highlights the distribution of λ between the
different samples. As right y-axis, wd = λ ·π is added which can be determined for
diffusive transport. The resulting values range between 47 nm . wd . 133 nm and
are close to the actual wire widths w measured by the scanning electron microscope.

4.4.2 Negative spin-mediated resistance
The spin-mediated non-local resistance as derived by Abanin et al. [15] (Sec. 4.1.1)
always results in positive RNL values even for negative spin Hall angles, since RNL

quadratically depends on αSH. This is visualized in Fig. 4.19(a): a spin-up electron
coming from the current source enters junction A and is deflected to its left (for
αSH > 0). The generated spin current Is entering junction B also contains spin-up
electrons which are again deflected to the same side (here to the left due to the
same sign of αSH). For αSH < 0, spin-down electrons would be deflected to the left
twice resulting in an identical charge accumulation. Thus, in any case, one obtains
a positive non-local voltage.

However, there is a situation which can generate a negative spin-mediated non-
local voltage: it requires a broken symmetry between spin Hall effect and inverse spin
Hall effect sketched in Fig. 4.19(b). Junction A still exhibits a positive αSH (blue),
whereas junction B now has a negative αSH (red). This leads to the situation, where
a spin-up electron is deflected to its left in junction A and to the right in junction B.
Thus, the spin current generated in A causes a charge accumulation at the opposite
side compared to the situation of Fig. 4.19(a). This results in a negative non-local
voltage.
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Figure 4.19: (a) Identical spin-orbit coupling in regions A and B leads to a positive
value of the non-local voltage. (b) A different spin-orbit coupling (indicated as
blue and red) in junction A and B can lead to different signs of αSH and thus to a
negative non-local voltage.

Different spin Hall angles can for example originate from different impurities at
junction A and B. Gradhand et al. [66] calculated the spin Hall angle due to the
extrinsic spin Hall effect for a Au host with impurities of different elements. They
found positive values for Li, C, N, Ag, Pt and Bi impurities, whereas Mg and Cu
yield negative values. The calculated magnitudes are in the same range as the
intrinsic contribution [215]. Thus, in the case of Mg or Cu impurities in one of
the junctions, a negative non-local resistance can be explained. Cu impurities in our
samples can, e.g., originate from the used Cu liners in the electron-beam evaporation
process. However, it is rather unlikely to have different impurities in simultaneously
fabricated regions separated only by v 100 nm, and that these different impurities
are invariably and reproducibly present in all measured Au and Al devices.

Another suggestion by M. Gradhand [216] does not require different types of
impurities but just the presence of impurities and different conductivities in the
two junction regions. The spin Hall conductivity in metals mainly consists of two
contributions: the extrinsic skew scattering and the intrinsic effect (see Sec. 2.2).
The extrinsic spin Hall effect depends on the impurity type and on the longitudinal
conductivity σxx, whereas the intrinsic spin Hall effect is independent of these factors.
Thus, the overall spin Hall conductivity σyx can be written as

σyx = αSH,ss σxx + σint (4.7)

with αSH,ss being the spin Hall angle due to skew scattering and σint the intrinsic spin
Hall conductivity. Now, the only requirements for a negative non-local resistance are
a different sign for intrinsic and extrinsic effect and different conductivities between
junction A and B. Then, depending on the conductivity, either the first or the second
term in Eq. (4.7) dominates and determines the sign of σyx. A negative spin Hall
angle of the extrinsic contribution can be achieved, e.g., by Mg or Cu impurities in
the Au host as mentioned above [66] and a different conductivity, e.g., by a variation
of the impurity concentration or by any other scattering mechanism.
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Again, it appears highly unlikely that such a combination of impurities and con-
ductivity differences should be present in all studied Au samples. Moreover, also the
studied Al samples showed a negative non-local resistance. For this material, the
spin Hall angle determined in experiment [188] is orders of magnitude smaller than
in Au which should prohibit an observation in our experimental geometry10.

Another reason making spin-related effects rather unlikely as the explanation for
our data are the experimentally observed decay lengths of 15 nm < λ < 35 nm
in Au and 32 nm < λ < 42 nm in Al (see Sec. 4.4.1). These values are rather
small compared to literature data of the spin diffusion length in Au of 60 nm <
λsd < 168 nm [70, 186, 205] and in Al of several hundred nanometers [188, 189].
A significantly reduced spin-flip length in our devices due to an additional strong
spin-flip scattering process seems rather unlikely, as the measured resistivities are
comparable to literature values for similar structures.

Last but not least, the magnetic field dependence of the non-local signal, discussed
in Sec. 4.3.4, is strong evidence against a spin-related effect: the negative non-local
resistance remains negative for applied external magnetic fields up to several Tesla,
although fields of a couple of mT are predicted to suppress the spin-mediated non-
local resistance [15].

From these arguments, we conclude that the experimentally observed non-local
resistance is most likely unrelated to the spin. Therefore, we concentrate on spin-
independent transport effects in the following.

4.4.3 Diffusive transport effects
To motivate the use of a diffusive transport model (although it cannot explain a neg-
ative non-local resistance, as we will see later), we analyze the decay lengths shown in
Fig. 4.18 in more detail. In the diffusive transport regime as discussed in Sec. 4.1.2,
the decay of the non-local signal is determined by exp (−πL/w) (Eq. (4.5)) and thus
solely depends on the wire width w. Assuming that purely diffusive transport is
the origin of the non-local signal, we can calculate the wire width wd = λ · π from
Fig. 4.18 as shown on the right-hand y-axis. We obtain wire widths ranging between
47 nm < wd < 133 nm. These values are very close to the widths determined via
the scanning electron microscope (SEM) ranging between 65 nm < w < 105 nm (see
Table 4.1 in Sec. 4.4.4.2). We interpret this accordance as strong evidence that diffu-
sive transport is the dominant mechanism for the positive non-local signal obtained
at high temperatures. Therefore, we calculate numerically the potential landscape
Φ(x, y) of the actually used device layout, taking into account the finite width of
the current and voltage leads.

In the diffusive regime, the current density is proportional to the gradient of the
electrochemical potential as derived in Eq. (2.8): J = −(σ/e)∇µ. To calculate the
voltage profile of the entire structure, the diffusion equation for the electrochemi-
cal potential ∇2µ = 0 (see Eq. (2.10)) is solved. Due to charge neutrality in the
structure, the electrochemical potential can be identified with the electric potential:
µ = −eΦ.

10Although, in principle, αSH could again be significantly enhanced by impurities.
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Figure 4.20: (a) Simulation of the non-local resistance for different wire widths w.
(b,c) Comparison of simulation (lines) and experimental data (symbols) for the
Au sample Au/50 nm and for the Pt sample Pt/25 nm. The grey shaded area in
(b) shows the error bound. The good agreement between theory and experiment
indicates diffusive transport as the dominating mechanism for the non-local data
shown.

These types of calculation were performed with the finite element method (FEM)
software COMSOL Multiphysics 3.2 for an H-shaped device layout sketched in the
inset of Fig. 4.20(a). A constant and isotropic resistivity ρ and a wire width w,
identical for horizontal and vertical wires were chosen. The potential of one end of
the current carrying wire was set to zero (Φ = 0), and for the other, an inward current
flow of −n · j = jn was defined, where n is the normal vector of the boundary. All
other boundaries were set as electrical insulating (n · j = 0). From the simulations,
the electric field distribution in the structure was obtained. The non-local voltage
is the difference between the two voltage probes V+ and V−.

Figure 4.20(a) shows the calculated results of the non-local resistance divided by
the sample resistivity against the distance L for different wire widths 65 nm < w <
105 nm. RNL/ρ exponentially decreases with L on slightly different decay lengths
ranging between 20 nm . λ . 33 nm for the different w. These calculated values of
λ are very close to the experimentally obtained values shown in Fig. 4.18 (and later
presented in Fig. 4.27).

Figure 4.20(b) depicts a direct comparison between theory (line) and non-local
experimental data of Au/50 nm (symbols). The simulation for w = 65 nm using
the previously determined sample resistivity ρ(300 K) = 5.74µΩcm matches the
measured non-local signal very well. Experimentally, a wire width of w = 75 nm ±
5 nm was determined which is quite close to the value obtained from the simulation.
Note that the only free parameter in these simulations is the wire width w. A
comparison of the low temperature data for samples of group 1 and the simulation
apparently does not make sense, since the negative RNL observed in experiment is
not reproduced by the simulation.

A second comparison between experiment and theory is shown in Fig. 4.20(c).
RNL of the sample Pt/25 nm measured at 300 K (red circles) and 3 K (blue circles) is
plotted together with the simulation performed for w = 105 nm using the resistivities
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ρ(300 K) = 27.6µΩcm and ρ(3 K) = 21.2µΩcm determined from local experiments.
Here, also the low T data show RNL > 0, such that a comparison is possible. The
calculated results reasonably reproduce the experimental data. Again, the width
used in the simulation is close to the value of w = 95 nm± 5 nm determined by the
SEM.

To summarize, the numerical simulations using a diffusive transport model de-
scribe the measured decay lengths and the magnitude of the non-local resistance at
300 K quite well. However, they cannot explain the observed temperature depen-
dence and in particular the negative values of RNL of the Au and Al samples at low
temperatures. So, which mechanism can create a negative non-local signal?

4.4.4 Ballistic transport effects

When reducing the sample dimensions below the transport mean free path λt, one
enters the ballistic transport regime [184]. For such systems, Takagaki et al. [217]
calculated that negative non-local resistances can occur due to direct ballistic trans-
mission of charge carriers into the voltage leads. This was indeed experimentally
confirmed in high mobility GaAs/AlxGa1−xAs heterostructures [218, 219]. However,
such effects are expected to be relevant only in high purity semiconductor devices,
where the mean free path exceeds the characteristic device dimensions. In this sec-
tion, we show that the crossover from diffusive to ballistic transport can explain our
experimental observations in polycrystalline, metallic samples, and that negative
non-local voltages already occur for device dimensions larger than the mean free
path. We will use the term ballistic not in the strict sense, where all sample dimen-
sions are much smaller than λt but as soon as deviations from the classic diffusive
regime occur.

4.4.4.1 First approach

A first approach to explain the negative non-local resistance in Au nanostructures
was made by Mihajlović et al. [183]. The authors suggested a sequence of diffusive
and ballistic transport: “the negative RNL comes from electrons that reach the region
between the voltage probes diffusively and then ballistically scatter into the [...]
[upper] voltage lead, generating a negative voltage”. They fitted their data with
RNL = ρt−1a [1− b exp (−w/λt)] containing two dimensionless fit parameters a and
b, where a = exp (−πL/w) represents the diffusive part and decays exponentially
with L. Although Mihajlović et al. could reasonably describe their data with that
model, it fails to describe our measurements as discussed in Ref. [31]. Moreover,
it seems arbitrary that the transport in the bridging wire is diffusive, but ballistic
scattering occurs just in the contact region of the voltage leads.

In Sec. 4.4.4.3, we present a model which resolves these discrepancies. In prepara-
tion for this model, we start with an analysis of the mean free path for the different
samples.
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Figure 4.21: (a) Electron mean free path λt versus T of all studied samples exhibiting
a negative non-local resistance RNL at low T . (b) λt versus T of all samples showing
a positive RNL in the entire studied temperature region. Significantly smaller values
of λt compared to (a) are obtained.

4.4.4.2 Mean free path

In our devices the length scale to distinguish between diffusive and ballistic transport
is determined by the ratio λt/w of mean free path λt and wire width w. In the Drude
model, λt can be calculated by [178]

λt =
~
e2ρ

(
3π2

n2

)1/3

(4.8)

with Planck’s constant ~, the elementary charge e, the resistivity ρ, and the electron
density n. In this model, a constant electron mean free path is assumed over the
entire Fermi surface. The electron density can be extracted from the literature or
calculated by n = Y · ξ/matom, where Y is the number of electrons that an atom
with mass matom supplies, and ξ is the density of the respective material [178].
We performed the calculations to obtain a consistent set of values for all studied
materials. The results for n are listed in Table 4.1 and are assumed to be temperature
independent. Note that Eq. (4.8) is valid only for cubic, non-magnetic metals. Thus,
the values given for the transition metal ferromagnets Ni, Fe and Co can only be
roughly estimated.

The electron mean free path depends on ρ and thus varies with temperature. Fig-
ure 4.21 shows its temperature dependence for the different materials, split into the
first group exhibiting a negative non-local resistance at low T (Fig. 4.21(a)), and
the second group showing a positive non-local signal in the entire studied temper-
ature region (Fig. 4.21(b)). In the first group, mean free paths ranging between
7.0 nm < λt < 38.2 nm are obtained, whereas for group 2, much smaller values
1.6 nm < λt < 4.5 nm are found.

Moreover, as the experimentally determined sample resistivity is thickness depen-
dent, an influence of the Au layer thickness on the mean free path is observed. The
thinner nanowires exhibit a smaller λt compared to the thicker ones. Nevertheless,
the smallest λt for the Au devices is still a factor of about two larger than λt for Pt
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Table 4.1: Overview of all investigated samples. Here, Gr. refers to the group the
samples are attributed to, w to the wire width, RRR to the residual resistance ratio,
n to the calculated electron density, max. λt/w and min. λt/w to the maximum
and minimum value of λt/w, and λt/w at RNL = 0 for L = 150 nm to the value of
λt/w at which the non-local resistance for L = 150 nm changes sign.

Gr. w
(nm)

RRR n
(1028 m−3)

max.
λt/w

min.
λt/w

λt/w at
RNL = 0 for
L = 150 nm

Au/20 nm 1 65 1.51 5.9 0.22 0.15 0.15
Au/26 nm/evap. 1 105 1.57 5.9 0.18 0.12 0.17
Au/50 nm/line 1 65 1.65 5.9 0.33 0.20 0.23
Au/50 nm/evap. 1 75 1.72 5.9 0.30 0.17 0.20
Au/50 nm 1 75 1.70 5.9 0.33 0.19 0.25
Au/100 nm 1 66 2.01 5.9 0.58 0.29 0.39
Au/200 nm 1 65 2.05 5.9 0.53 0.26 0.31
Au/60 nm, [183] 1 110 1.86 5.9 0.37 0.19 0.34
Al/50 nm 1 65 2.14 18.1 0.23 0.11 0.14
Pt/25 nm 2 95 1.30 6.6 0.064 0.049 -
Ni/25 nm 2 75 1.75 18.3 0.055 0.031 -
Co/25 nm 2 75 1.51 18.2 0.034 0.022 -
Fe/25 nm 2 75 1.92 17 0.053 0.027 -

which is the material with the largest value in group 2. A further decrease of the
Au nanowire thickness to obtain equal values of λt as in Pt was not possible as no
uniform Au wires could be fabricated below t = 20 nm.

As it is the ratio λt/w that determines the transport mechanism, and the wire
widths of our samples vary by a factor of up to two, Fig. 4.22 shows the non-
local resistance of various studied samples versus λt/w. Figures 4.22(a-h) display
samples of group 1 with a negative non-local resistance at low T . For these devices,
0.11 ≤ λt/w ≤ 0.58 holds. The change of sign at L = 150 nm occurs for values
in the range 0.14 ≤ λt/w ≤ 0.39. In Figs. 4.22(i-l), samples of group 2 are shown,
where RNL is positive in the entire investigated temperature region. Here, λt/w
ranges between 0.027 ≤ λt/w ≤ 0.064 which is significantly smaller than the values
observed for Au and Al in the first two rows. For all presented samples, a detailed
list of the minimum and maximum value of λt/w together with the value of λt/w
where the non-local resistance at L = 150 nm changes sign is given in Table 4.1.

From the calculation of the mean free path, the two groups 1 and 2 can be dis-
tinguished: λt/w of group 1 (Au and Al samples with a negative RNL at low T )
is about one order of magnitude larger than the values found for group 2 (Pt, Ni,
Co and Fe with an always positive RNL). Moreover, for all studied devices, λt/w
increases with decreasing temperature. This drives the systems towards λt/w = 1
upon temperature decrease, i.e., towards the ballistic transport regime. This might
explain the sign change of RNL for certain devices as discussed in the next section.

Note that the numbers presented here should be considered as estimates, since
they are subject to certain limitations (e.g., the analysis is based on a simple model
which completely neglects the structure of the Fermi surface).
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Figure 4.22: RNL versus λt/w plotted for different values of L, color coded in (a)
and for different samples as indicated in the first line of each panel. The value of w
varies from sample to sample as listed in Table 4.1. For panels (a-h), a sign change
of the non-local resistance is observed and λt/w is in the range 0.11 ≤ λt/w ≤ 0.58.
The always positive values of RNL for the samples presented in panels (i-l) come
together with much smaller values of λt/w: 0.027 ≤ λt/w ≤ 0.064.
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4.4.4.3 “Augsburg” model for a negative non-local resistance

The model presented here naturally explains the temperature dependence of the non-
local resistance including negative values at low temperatures for certain samples.
It was proposed by our collaborators Peter Schwab and Michael Dzierzawa from the
University of Augsburg.

Φ=+1

Φ=-1

Φ=0 V
+
-

Lwx

Φ=0wy λt<< w

λt> w

Figure 4.23: Sketch of the device layout used in the model calculations. Along the
vertical wire, a potential difference (Φ=+1 at the top and Φ=−1 at the bottom)
is applied. Depending on the transport regime – diffusive or ballistic – a positive
or a negative non-local voltage is measured in the horizontal wire at a distance L.
In the calculations wx = wy = w is used.

The main idea is illustrated in Fig. 4.23 which schematically shows the intersection
of a vertical and a horizontal wire. A potential difference between the two ends of
the vertical wire (Φ=+1 at the top and Φ=−1 at the bottom) creates a potential
landscape Φ(x, y) in the entire structure. The voltage is measured betweeen upper
and lower edge of the horizontal wire at a distance L by two voltage probes (“high”
at the top and “low” at the bottom), indicated as vertical arrows. The sign of the
detected voltage depends on the dominating transport mechanism. On the one hand,
for diffusive transport (λt � w, red line), the electrons coming from the lower part
of the vertical wire are scattered many times and hence first reach the lower part of
the horizontal wire and afterwards the upper part. This results in a lower potential
at the lower side with respect to the upper side of the horizontal wire. For the used
measurement configuration, this corresponds to a positive non-local voltage. On the
other hand, in the ballistic transport regime (λt � w, blue line), the electrons are
only rarely scattered when crossing the device. Thus, the electrons coming from the
lower part of the vertical wire first hit the upper side of the horizontal wire which
therefore has a lower potential than the later reached lower side. For the depicted
measurement configuration, a negative voltage is detected. Hence, the crossover
from positive to negative non-local voltage can be explained by a transition from
diffusive to ballistic transport which is caused by a variation of the electron mean
free path with temperature.

To quantify this idea, Peter Schwab and Michael Dzierzawa performed calculations
which are briefly discussed in the following [220]. A detailed explanation of the
calculation method can be found in Ref. [221].

In the ballistic transport regime, it is not possible to rely on the diffusion equation
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anymore. Instead, one starts from the static Boltzmann transport equation [222]

v · ∇rf (k, r) + F · ∇~,rf (k, r) = I [f ] (4.9)

with velocity v, position r, wave vector k, force F = −eE and collision integral I [f ].
For the sake of simplicity, only elastic scattering is assumed. From the distribution
function f(k, r), observables like the charge density

ρc (r) = −2e

ˆ
f (k, r)

dk

(2π)3 (4.10)

can be determined [223]. Assuming deviations from equilibrium of the distribution
function only close to the Fermi surface, the variation in the charge density can be
expressed as

δρc (r) = −2eN

〈ˆ
dεpδf (k, r)

〉
FS, (4.11)

where N is the density of states per spin at the Fermi energy, εp is the energy
variable, δf = f − f0 is the deviation from the equilibrium distribution function f0,
and 〈...〉FS denotes an average over the Fermi surface.

The electrochemical potential for particles moving in k̂ direction µ(k̂, r) can be
defined as

µ(k̂, r) =

ˆ
dεpδf(k̂, r)− eΦ (4.12)

which is convenient, as the integration of the Boltzmann equation (Eq. (4.9)) over
the energy εp yields an equation for µ(k̂, r):

vF · ∇rµ(k̂, r) = − 1

τt

(
µ(k̂, r)− 〈µ(k̂, r)〉FS

)
. (4.13)

In this equation, the only inherent length scale is the mean free path λt = vFτt.
Equation (4.13) is identical to the equation of motion of a quasiclassical Green’s
function. It has a similar form as the Boltzmann equation but does not contain
a force term and can also be derived without making use of the Boltzmann equa-
tion [221].

To determine the voltage profile of a real device in the ballistic regime, Eq. (4.13)
has to be solved for the geometry under consideration. For interfaces connected to
reservoirs, a fixed value of µ(k̂, r) for the incoming directions is assumed, whereas
µ(k̂, r) for the outgoing directions is calculated from Eq. (4.13). All other surfaces
are set as reflecting. In analogy to the diffusive case, charge neutrality is assumed,
and the voltage is identified with the electrochemical potential: eΦ = 〈µ(k̂, r)〉FS.
The results of these calculations are presented in the following.

4.4.4.4 Comparison of the “Augsburg” model and our experimental data

We start with the voltage profile obtained for purely diffusive transport. The cal-
culated potential distribution in the diffusive regime (Sec. 4.4.3) for a device layout
as sketched in Fig. 4.23 is illustrated in Fig. 4.24(a). The potential is color coded
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Figure 4.24: Potential distribution calculated for (a) the diffusive case and (b) in
the ballistic regime for λt/w = 2 in the “Augsburg” model (see Sec. 4.4.4.3). An
inversion of the potential gradient in the horizontal wire is obtained for ballistic
transport which results in a negative non-local resistance [220].

where red corresponds to “high” and blue to “low”. It decreases from top to bottom
of the vertical wire. This gradient simply spreads into the horizontal wire generating
“high” at the top and “low” at the bottom which leads to a positive non-local voltage
for our contact configuration (Fig. 4.23).

On the other hand, the results of the ballistic calculations in the“Augsburg”model
(see Sec. 4.4.4.3) are shown in Fig. 4.24(b) taking an exemplary mean free path of
twice the wire width. Analogous to the diffusive case, a potential gradient in the
vertical wire from top (“high”, red) to bottom (“low”, blue) is seen. However, in
the horizontal wire outside the crossing region, this gradient is inverted: “low” is
obtained at the top and “high” at the bottom. In our contact configuration, this
leads to a negative non-local voltage.

As already stated in Sec. 4.4.4, the appearance of a negative non-local voltage in
the ballistic regime is not a new phenomenon but expected only in high mobility
semiconductor devices with λt � w. The “Augsburg” model enables us to inves-
tigate the dependence of the non-local signal on the ratio λt/w and thus depicts
the transition from diffusive to ballistic transport. This transition of RNL is shown
in Fig. 4.25(a) for different distances L/w. The chosen values of L/w correspond
to the distances L used in our devices for a typical average wire width of 70 nm:
L/w = 2.1 =̂L = 150 nm; L/w = 2.9 =̂L = 200 nm; L/w = 3.2 =̂L = 225 nm and
L/w = 3.6 =̂L = 250 nm. RNL calculated in the “Augsburg” model shows a similar
behavior for all L/w: in the case of λt/w � 1, a negative non-local resistance is
obtained. With decreasing λt/w, the RNL signal increases until it reaches zero. A
further decrease of λt/w leads to a positive non-local resistance which matches the
values calculated for the diffusive transport in the limit λt → 0. A negative non-local
resistance is not only obtained far in the ballistic regime (λt/w � 1) but already
for values of λt/w & 0.45 (inset of Fig. 4.25(a)), where the mean free path is clearly
smaller than the wire width.

To further investigate the applicability of this theory to our measurements, the
decay length of the calculated non-local signal was determined for different val-
ues of λt/w (0.46, 0.5, 0.6 and 1) indicated as dotted vertical lines in the inset
of Fig. 4.25(a). Figure 4.25(b) shows the extracted values of RNL (symbols) for a
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Figure 4.25: (a) RNL calculated in the “Augsburg” model versus λt/w for different
L/w. The inset shows a magnification of the framed area. The sign change of
RNL occurs already for mean free paths clearly smaller than the wire width, i.e.,
λt/w < 1. (b) Calculated decay of RNL with L for different values of λt/w indicated
by vertical dotted lines in the inset of (a). From the Augsburg model, decay lengths
between 27.2 nm < λ < 35.7 nm are obtained for a typical wire width of w = 70 nm.

typical wire width w = 70 nm. From a fit with |RNL| = |R0| exp(−L/λ) (lines in
Fig. 4.25(b)), decay lengths ranging between 27.2 nm < λ < 35.7 nm are obtained.
Equivalent calculations performed for wire widths between 50 nm < w < 90 nm re-
sult in decay lengths ranging between 20.4 nm < λ < 46.0 nm. These values of λ are
in good agreement with the experimentally determined decay lengths 15 nm < λ <
42 nm (see also Fig. 4.27).

Finally, we compare the “Augsburg” model calculations to the experimental data
taking Au/50 nm as example. Figure 4.26(a) shows the calculated non-local resis-
tance for different L/w versus λt/w in the region of the RNL sign change. The
experimental data are displayed in Fig. 4.26(b) with the color code corresponding to
that of panel (a). A striking qualitative agreement between theory and experiment
is obvious. Even the fact that the RNL sign change for the shortest L value occurs
at slightly higher λt/w is reproduced by the calculations (inset of Fig. 4.26(a)).

Quantitatively, the RNL sign change differs by a factor of less than two in λt/w.
This is a good agreement, considering the uncertainties both in theory and exper-
iment. For instance, the non-local resistance is calculated for one given value of
L/w, whereas in experiment, the voltage leads exhibit a finite width w and thus
average over a certain distance. Moreover, the calculations are performed for a two-
dimensional system with an idealized structure and reflecting surfaces, whereas the
measured devices have rough edges, rounded corners, and rough surfaces (see SEM
images of Fig. 4.6). In addition, the determination of λt as discussed in Sec. 4.4.4.2
is inaccurate as the simple Drude model is used, and the device dimensions necessary
to determine ρ further contain a significant uncertainty due to the inaccuracy of the
lateral and vertical dimension measurement. Thus, the similarities of λt/w between
experiment and theory is convincing. To sum up, the “Augsburg” model describes
the experimental observations for Au/50 nm very well, in particular the temperature
dependence and the negative non-local resistance at low T .
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Figure 4.26: Comparison of (a) the calculated non-local resistance and (b) the ex-
perimentally determined data of the sample Au/50 nm. The same color code is
chosen in (a) and (b). The qualitative agreement between theory and experiment
is excellent. Even the experimental finding that the zero crossing for L = 150 nm
occurs at larger values of λt/w is reproduced by the calculations as shown in the
inset of (a). The values of λt/w of the zero crossing differ by less than a factor
of two between theory and experiment which is reasonably good when taking into
account the uncertainties both in experiment and theory.

The data obtained from the other Au and Al samples can also be explained quite
well. For all these samples, the calculated mean free path ranging between 0.11 <
λt/w < 0.58 (see Table 4.1) is in the same region as for the Au/50 nm sample,
discussed above. Thus, the “Augsburg” model is able to analogously explain the
experimental observations for all these samples. However, the sign change of RNL

does not occur at a fixed value of λt/w for all samples, and no strict correlation
between the maximum value of λt/w and the maximum value of the negative non-
local resistance can be found. This implies that imperfections in the device geometry
and/or the particular grain structure at the junctions strongly influence the actually
measured magnitude of the non-local signal.

The “Augsburg” model also straightforwardly explains why the samples of group 2
(Pt, Ni, Co, Fe) do not show a negative non-local resistance at low T . When looking
at λt/w of that group, 0.027 ≤ λt/w ≤ 0.064 is significantly smaller than the values
obtained for the Au and Al samples. From the inset of Fig. 4.25(a), it can be seen
that for these values of λt/w, positive non-local resistances are expected. In fact,
in that range, the transport is dominated by diffusive effects resulting in positive
non-local signals in the entire temperature range.

In summary, all our experimental findings can be consistently and “semi-quanti-
tatively” explained by the “Augsburg” model. The temperature dependence of the
non-local signal and the fact that for certain materials a negative non-local resistance
occurs at low temperatures is explained by the electron mean free path. Depending
on λt/w, the system either is in a purely diffusive regime which results in RNL > 0
(Pt, Ni, Co, Fe), or the system approaches the ballistic regime which results in a
sign change of RNL for low T (Au, Al).
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4.4.5 Conclusions
As detailed in the previous section, all our experimental findings in the metallic
nanostructures can be consistently explained by charge transport effects when tak-
ing into account diffusive and ballistic transport. To further illustrate this, Fig. 4.27
compares the experimentally obtained decay lengths (symbols) with the ones result-
ing from diffusive transport theory (see Sec. 4.4.3) (magenta hatched bar) and those
from the “Augsburg” model (see Sec. 4.4.4.4) (green hatched bar). A good agree-
ment between the theories and the values resulting from experiment is obtained
which confirms that transport effects are indeed the origin of our findings. We thus
conclude that spin-related phenomena, exhibiting a longer decay length, do not sig-
nificantly contribute to the overall non-local signal. This might either be due to
a very short spin diffusion length or to a much smaller spin Hall angle in our Au
devices compared to the value αSH = 0.13 reported by Seki et al. [68]. To quantify
this last point, we now estimate an upper limit of αSH for our typical Au sample
Au/50 nm.
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Figure 4.27: Experimentally determined decay lengths λ (symbols) ofRNL for various
samples as presented in Fig. 4.18. The right axis is given by wd = λ · π. The
calculated decay lengths deduced from diffusive and ballistic theory are indicated
as green and magenta hatched areas. They are very similar to the experimental
results and make a pure transport related effect very likely as the origin of our
observations.

Upper limit of αSH from our experiments

Assuming purely diffusive transport at T = 300 K, a quantitative comparison be-
tween calculated and actually measured non-local resistance can be undertaken.
From the measurements at L = 150 nm in sample Au/50 nm, a value of RNL =
3.49 mΩ is obtained, whereas from the simulations for a wire width of 65 nm, a
value of RNL,sim = 2.75 mΩ is extracted (see Fig. 4.20(b)). We assume that the
difference of 74µΩ is due to the spin-mediated effect. By means of Eq. (4.3) and
using a wire width of 65 nm and a conservative value for the spin diffusion length of
λsd = 60 nm [205], an upper limit of the spin Hall angle of αSH = 0.04 is calculated.
This value is smaller by a factor of more than three compared to αSH = 0.13 reported
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by Seki et al. [68]. Note that a larger spin diffusion length in our calculation would
lead to a smaller upper limit for αSH. However, a quantitative analysis is tricky
as the simulation results depend strongly on the used wire width. For a slightly
increased width of w = 75 nm, the calculated non-local resistance is larger than the
measured one. This would require an additional negative contribution to the non-
local signal which is not compatible with the conventional spin-mediated resistance.
Therefore, the calculation just presented is only a rough estimate. Nevertheless, our
measurements demonstrate that in our structures, the spin Hall angle must be sub-
stantially smaller than the value suggested by Seki et al. This is in accordance with
the findings of Mihajlović et al. [183] who estimated an upper limit of αSH = 0.027
in their measurements on Au nanostructures at T = 295 K.

Spin-mediated non-local resistance in Au

To put the significance of the experimentally obtained values into perspective, the
spin-mediated non-local resistance and the non-local signal due to current spreading
are calculated using parameters determined in our experiments on Au nanostruc-
tures. The results are shown in Fig. 4.28(a) which is inspired by Fig. 4.4(a) of the
introductory theory section (Sec. 4.1.3). All calculations are performed for two val-
ues of L: the upper solid line of a pair always represents L = 150 nm and the lower
dashed line L = 200 nm.

The non-local resistances due to current spreading RCS are shown as open symbols
(circles for L = 150 nm and triangles for L = 200 nm) and were calculated using the
experimentally determined resistivity ρ = 5.74µΩcm from Au/50 nm at 300 K.

The spin-mediated non-local resistance RSH is calculated for different parameters
of λsd and αSH indicated as thin lines of different colors. The black thin lines are
obtained for the spin Hall angle of αSH = 0.13 reported by Seki et al. [68] and a
spin diffusion length of λsd = 168 nm [186]. In this case, as argued in Sec. 4.1.3,
RSH should be detectable and dominate over RCS, e.g., when measured at a distance
L = 200 nm and a wire width of w = 70 nm. For these values, RSH = 0.92 Ω is
much larger than RCS = 0.046 Ω. This difference is indicated as magenta arrow in
Fig. 4.28(a).

For clarity, the regions where experimental limitations prevent measurements are
indicated as grey and blue shaded areas. One restriction is given by the fabrication
process which does not allow wire widths smaller than w ≈ 65 nm. The second
constraint is given by the previously discussed maximum voltage resolution which
renders measurements below 50µΩ impossible. Thus, our measurements are limited
to the white region in Fig. 4.28(a). From this, it becomes clear that as already
argued in Sec. 4.1.3 a detection of the spin-mediated non-local resistance should be
possible if the values of λsd and αSH used in the calculations are correct.

The bold black line in Fig. 4.28(a) represents the value of RNL, where the mag-
nitude of spin-mediated non-local resistance and non-local resistance due to current
spreading are equal (RSH = RCS). Hence, a detection of the spin-mediated non-local
resistance is restricted to the area below that line. While Fig. 4.28 is rather complex,
it clearly shows, whether certain parameters enable a detection of RSH or not.
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Figure 4.28: (a) Comparison of the magnitude of non-local resistances originating
from diffusive current spreading RCS (open green circles for L = 150 nm and open
black triangles for L = 200 nm) and from a combination of spin Hall and inverse
spin Hall effect RSH (thin lines of different color). RSH is calculated for differ-
ent values of λsd and αSH. The thick lines represent the relation RSH = RCS

which is a measure for the maximum magnitude of the expected non-local signal.
(b) RSH = RCS calculated for different spin diffusion lengths λsd. (c) RSH = RCS

calculated for different spin Hall angles αSH. (a-c) The shaded areas represent re-
gions, where measurements are impossible due to the measurement resolution (grey
shaded areas) or due to limitations in the sample fabrication process (blue shaded
areas).

At the beginning of this section, we determined an upper limit of the spin Hall
angle in our Au devices of αSH = 0.04. When using this value together with a more
conservative spin diffusion length of λsd = 60 nm [205], the red lines in Fig. 4.28(a)
are obtained. The values of the red bold line (RSH = RCS) correspond to much
smaller values of RNL than the black bold line almost exclusively in shaded regions.
As this line represents the upper limit of αSH for our Au devices, a detection of the
spin-mediated non-local resistance is not possible with the available equipment.

When using a recently reported spin Hall angle in Au of αSH = 0.0035 [10] and
λsd = 60 nm, the blue lines in Fig. 4.28(a) are obtained. The calculated magnitudes
of the spin-mediated non-local resistance are clearly much too small to be detected
with the available equipment (note the logarithmic scaling of the y-axis).

Requirements for the detection of a spin-mediated non-local resistance

Considering that in our experiments, it was not possible to demonstrate a spin-
mediated non-local resistance in metallic nanostructures, we discuss essential re-
quirements which enable to decide a priori whether a detection of RSH is possible
or not. The two significant parameters determining magnitude and decay of the
spin-mediated non-local resistance are αSH and λsd. The influence of these param-
eters is analyzed with the help of the equality RSH = RCS. Only below these lines,
RSH is larger than RCS, and a detection of the spin-mediated non-local resistance is
possible. The bold lines in Fig. 4.28(b) represent RSH = RCS calculated for differ-
ent values of λsd using ρ = 5.74µΩcm, αSH = 0.04 and a typical layer thickness of
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t = 50 nm. Again, the shaded areas represent regions not accessible in our measure-
ments. As obvious from Fig. 4.28(b), the spin diffusion length λsd strongly influences
the wire width necessary for an observation of the spin-mediated effect. For large
λsd (e.g., λsd = 150 nm, black line), the value of RSH = RCS slowly decreases with
increasing wire width, whereas for short λsd (e.g., λsd = 25 nm, cyan line), a drastic
decay is observed. This elucidates that the smallest realizable wire width determines
the required minimum of λsd for which a spin-mediated non-local signal still can be
detected at a given measurement resolution. For our fabrication process allowing a
minimal wire width of w = 65 nm, the spin diffusion length should be larger than
75 nm to enable a detection.

Obviously, the value of the spin Hall angle also determines whether a detection
is possible or not. The influence of αSH on RSH = RCS is shown in Fig. 4.28(c)
calculated with λsd = 75 nm, ρ = 5.74µΩcm, and t = 50 nm. As expected from
Eq. (4.3), the maximum of RSH = RCS increases in magnitude with αSH, actually
proportional to α2

SH. For αSH < 0.03 and the parameters used in these calculations,
a detection is not possible due to the resolution limit of the measurement equipment.
Note that in the calculations presented here, ρ and t of the sample Au/50 nm were
used. As the absolute magnitudes are proportional to ρ/t, the values for other
samples are different and increase with increasing resistivity and decreasing layer
thickness (see Eq. (4.3)).

To summarize, for the used fabrication process and the available low-level mea-
surement techniques, a spin diffusion length larger than λsd ≈ 75 nm and a spin Hall
angle larger than αSH ≈ 0.04 are essential prerequisites to detect the spin-mediated
non-local resistance and to distinguish it from the non-local resistance due to current
spreading.

This points towards a fundamental problem of the scheme for generation and
detection of spin currents (via spin Hall and inverse spin Hall effect) in H-shaped
structures made from one single material: the mechanism causing the spin current,
namely the spin-orbit coupling (see Sec. 2.2 and 2.3) is at the same time the main
reason for spin relaxation. Thus, it is difficult to simultaneously obtain a large spin
diffusion length and a large spin Hall angle, since a large λsd requires small spin-orbit
coupling, while for a large αSH strong spin-orbit coupling is required.

This correlation was recently demonstrated for Cu doped to different extents with
Ir [69]. For pure Cu, large spin diffusion lengths of several 100 nm [224] are observed.
Upon doping with Ir atoms, λsd monotonically decreases to λsd = 5 nm for an Ir
doping level of 12 %. At the same time, the spin Hall angle, very small for pure
copper, rose to a value above αSH = 0.02. This demonstrates that a large spin Hall
angle is generally accompanied by a short spin diffusion length which complicates
generation and detection of pure spin currents via spin Hall and inverse spin Hall
effect in H-shaped devices made from a single material.
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4.5 Non-local anisotropic magnetoresistance
In this section, we discuss a non-local effect related to the magnetic field orientation.
This effect does not decay exponentially with distance from the current path but
in contrast increases in magnitude. First, the experimental data are presented.
Subsequently, a theory is developed and compared to our observations.

4.5.1 Experimental data
Some of the nanostructures investigated in the previous sections are made of ferro-
magnetic materials. For these materials, the resistance depends on the angle between
magnetization M and current direction J [93]. Here, we investigate the local and
non-local resistance dependence of H-shaped devices made of Ni, Co and Fe upon
rotating an external magnetic field µ0H in the sample plane (x̂-ŷ-plane, see Fig. 4.9).
A value of µ0H = 2 T was used for all studies, as previous measurements showed
that for such fields, all anisotropy fields are overcome and that M is parallel to H
in good approximation [31].
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Figure 4.29: Magnetic field orientation dependence of (a) local and (b) non-local
resistance in Ni nanostructures for an external field of µ0H = 2 T and different L.
θ indicates the angle between J and H, where H is rotated in the sample plane. A
cos2 θ-type dependence is observed both in the local and the non-local resistance.

As typical example for our measurements on ferromagnetic nanostructure devices,
we show the experimental data of a Ni sample with t = 50 nm and w = 110 nm.
In Fig. 4.29(a), the local resistance Rlocal (for the measurement configuration see
Sec. 4.3.1) measured for a distance L = 2250 nm is plotted versus the angle θ be-
tween current direction J and orientation of the external magnetic field H. A 180°
periodicity is observed with maxima for H ‖ J (θ = 0°, 180° and 360°) and minima
for H ⊥ J (θ = 90° and 270°). This effect is the well known anisotropic magnetore-
sistance (AMR) [30, 93, 225].
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Figure 4.30: Local and non-local angle dependent magnetoresistance (ADMR) of Ni,
Co and Fe devices at T = 300 K and 3 K for a constant magnetic field value of
µ0H = 2 T. The color code for the different configurations and distances is given
in (c). Common to all samples is that the non-local ADMR is much larger than the
local ADMR, and that it increases in magnitude with the degree of non-locality L.
The solid lines are fits according to A · cos2 θ.

The non-local resistance RNL (again, for the measurement configuration see
Sec. 4.3.1) measured at the same sample is shown in Fig. 4.29(b) for different degrees
of non-locality L, i.e., for different distances between the main current flow and the
voltage probes. For all L, oscillations in RNL with the same periodicity and phase
as in the local case are observed. It is important to note that also in the non-local
configuration, θ is defined as angle between J and H while the current is now applied
along a “vertical” wire. This definition is chosen since for the AMR effect, only the
angle between M and J is significant.

To compare the magnitude of the oscillations in the local and the different non-
local resistances, we define the angle-dependent magnetoresistance (ADMR) and the
anisotropic magnetoresistance (AMR) as

ADMR (θ) ≡ R (θ)−R⊥
R⊥

and AMR ≡
R‖ −R⊥
R⊥

, (4.14)

where R‖ and R⊥are the resistances for H ‖ J and H ⊥ J at µ0H = 2 T, respectively.
The ADMR describes the full angle dependence, whereas the AMR – which simply
is ADMR (θ = 0°) – is a measure for the magnitude of the effect.



114 Chapter 4 Non-local spin current sources

Table 4.2: AMR(%) for different 3d-transition metal ferromagnet nanostructures
at 300 K and 3 K for µ0H = 2 T. The first row shows the values for the local
configuration, whereas the following rows indicate the values measured in the non-
local configuration at a distance L.

AMR Ni Ni Co Co Fe Fe
(%) 300 K 3 K 300 K 3 K 300 K 3 K

local 1.6 1.4 1.1 1.4 0.25 0.1
150 nm 5.9 5.0 5.0 6.6 1.0 0.4
200 nm 8.9 7.7 7.6 10.5 1.5 0.7
225 nm 12.0 10.7 11.9 14.0 1.6 0.9
250 nm 15.2 12.9 – 20.0 3.0 –

Figure 4.30(a) shows the calculated ADMR for T = 300 K for the raw data shown
in Fig. 4.29. Astonishingly, the magnitude of the ADMR is significantly different
for the local and non-local measurement geometries. The AMR in the local con-
figuration (AMRlocal) amounts to 1.6 %, whereas the values for the non-local AMR
(AMRNL) are much larger. Particularly striking is that the magnitude of AMRNL

increases with the degree of non-locality L. All values of AMRlocal and AMRNL ex-
tracted from a fit with a cos2 θ-function are listed in Table 4.2. At low temperature
(T = 3 K, Fig. 4.30(b)), the behavior is identical: a small AMRlocal and a AMRNL

which increases in magnitude with L is observed. The absolute values are slightly
smaller compared to 300 K (see Table 4.2).

As mentioned before, we did not only investigate Ni samples but also devices
made of Co and Fe with w = 75 nm and t = 25 nm. Figures 4.30(c-f) show the
corresponding ADMR for T = 300 K and 3 K, and Table 4.2 lists the extracted
values for AMRlocal and AMRNL. For all studied samples – both at high and at low
temperature – the same qualitative results are obtained: the AMRNL is much larger
than the AMRlocal and increases with the degree of non-locality L.

Note that although the AMRNL increases with L and is up to an order of mag-
nitude larger than the AMRlocal, one has to take into account that the magnitude
of R‖ and R⊥ exponentially decrease with the degree of non-locality. Therefore,
the measurement resolution sets a limit to the maximal observable magnitude of
AMRNL.

The absolute magnitude of AMRlocal observed in our experiments is comparable
to the values reported in literature for similar nanowires [226, 227, 228].

To our knowledge, we are the first to report the observation of a non-local anisotropic
magnetoresistance and its unexpected increase with L. In the following, we develop
a theory which is able to explain our observations.
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4.5.2 Theory
In a ferromagnetic material, the resistivity depends on the angle between cur-
rent density J and magnetization M which is called anisotropic magnetoresistance
(AMR) [30, 93, 225]. As discussed in the following, also the extent of current spread-
ing depends on the field orientation. Schematically, the current paths in a horizontal
wire of width w are shown in Fig. 4.31(a) for two magnetic field orientations: H ‖ x̂
(blue) and H ‖ ŷ (orange). Here, we illustrate the situation of the typical 3d-
transition metal ferromagnets, where the resistivity for J ‖ M is larger than for
J ⊥ M. In this case, the current spreads further away from the current leads for
H ‖ ŷ (ρy > ρx, orange) than for H ‖ x̂ (ρx > ρy, blue).
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Figure 4.31: (a) Sketch of the current paths for two orientations of the external
magnetic field (H ‖ x̂ (blue) and H ‖ ŷ (orange)). The extent of spreading critically
depends on the field orientation. Here, the situation ρ‖ > ρ⊥ is sketched. (b)
Coordinate system in the sample frame. θ is the angle between J and H.

To qualitatively study this approach, we employ the van-der-Pauw theorem (see
Eq. (4.4)) generalized to anisotropic media. For point like contacts, it takes the
form [229, 230]

exp

(
− πt(

ρ‖ρ⊥
)1/2RAB,CD

)
+ exp

(
− πt(

ρ‖ρ⊥
)1/2RBC,DA

)
= 1, (4.15)

where ρ|| and ρ⊥ are the diagonal components of the resistivity tensor for the two
principal directions of the current density J, parallel and perpendicular to M. In
Eq. (4.15), the resistivity ρ used in the isotropic case (see Eq. (4.4)) is replaced by
(ρ‖ρ⊥)1/2 = 1/

√
detσ̂, where σ̂ = ρ̂−1 is the conductivity tensor. RAB,CD is defined as

the voltage difference between point D and C divided by the current flowing from A
to B (Fig. 4.31(a)), and is just the non-local resistance RNL of the previous sections.
RBC,DA, defined as the respective permutation, is the classical local resistance Rlocal,x

along the x̂-direction. In analogy to Sec. 4.1.2, RNL is obtained by expanding the
first exponential function in Eq. (4.15):

RNL =

(
ρ‖ρ⊥

)1/2
πt

exp

(
− πt(

ρ‖ρ⊥
)1/2Rlocal,x

)
. (4.16)

From this equation, it can be seen that the decay of the non-local signal depends on
the resistance in x̂-direction which, in turn, is determined by the orientation of the
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Figure 4.32: (a) Non-local ADMR versus magnetic field orientation θ for different
L/w. Clearly, ADMRNL increases with the degree of non-locality L. (b) AMRNL

versus L/w for different values of γ = ρ‖/ρ⊥. In first approximation, a linear
increase of the ADMRNL with L/w is observed.

external magnetic field. The magnetic field dependence of Rlocal,x is extracted from
the resistivity tensor ρ̂ in the coordinate system of the sample defined by x̂ and ŷ
(Fig. 4.31(b)):

ρ̂ =

(
ρxx ρxy
ρyx ρyy

)
=

(
ρ‖ −∆ρ cos2 θ ∆ρ sin θ cos θ
∆ρ sin θ cos θ ρ⊥ + ∆ρ cos2 θ

)
(4.17)

with ∆ρ = ρ‖ − ρ⊥. In the limit L � w, Rlocal,x is given by Rlocal,x = ρxx L/(wt) =
(ρ‖ − ∆ρ cos2 θ)L/(wt). When inserting this into Eq. (4.16), we get the angle-
dependent non-local resistance at a distance L from the main current flow

RNL (L, θ) =

(
ρ‖ρ⊥

)1/2
πt

exp

(
−πL
w
· 1(
ρ‖ρ⊥

)1/2 [ρ‖ −∆ρ cos2 θ
])

=

=

(
ρ‖ρ⊥

)1/2
πt

exp

(
−πL
w
·
[
γ

1/2 −
(
γ

1/2 − γ−1/2
)

cos2 θ
]) (4.18)

with the resistivity ratio γ = ρ‖/ρ⊥ = 1 + AMRlocal. With Eq. (4.18), the non-local
ADMR reads

ADMRNL (L, θ) =
RNL (L, θ)−RNL,⊥ (L)

RNL,⊥ (L)
= exp

(
πL

w
·
[
γ

1/2 − γ−1/2
]

cos2 θ

)
− 1.

(4.19)
Figure 4.32(a) shows this function for different degrees of non-locality L/w. A value
of γ = 1.016 extracted from the measurements in the Ni sample at T = 300 K is
used. Clearly, the magnitude of the ADMRNL increases with L/w and shows a
qualitatively very similar behavior to the experimental data presented in Fig. 4.30.

The non-local anisotropic magnetoresistance AMRNL is obtained by setting θ = 0°
in Eq. (4.19):

AMRNL (L) = exp

(
πL

w
·
[
γ

1/2 − γ−1/2
])
− 1. (4.20)
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Just as the ADMRNL, also the AMRNL increases with increasing L. Figure 4.32(b)
shows the AMRNL for different values of γ. AMRNL increases with L/w for all γ.
To first order, the increase with L/w is linear as can be seen when approximating
Eq. (4.20). For AMRlocal � 1, γ1/2 ≈ 1 + 1/2 AMRlocal and γ−1/2 ≈ 1 − 1/2 AMRlocal

which results in AMRNL ≈ exp
(
πL
w
· AMRlocal

)
− 1. For our device dimensions, the

exponential function can be expanded resulting in

AMRNL ≈
πL

w
· AMRlocal (4.21)

which clearly shows the linear increase of AMRNL with the degree of non-locality L.
To sum up, our analytical calculations making use of the van-der-Pauw theorem

for anisotropic media correctly describe the qualitative behavior of the non-local an-
isotropic magnetoresistance discovered in our experiments. In particular, we found
that AMRNL increases in magnitude with the degree of non-locality L, i.e., the
separation of main current flow and non-local voltage probes.

4.5.3 Comparison of experiment and theory
We now quantitatively compare the measured AMRNL to theory. Figure 4.33(b)
shows the experimentally determined values for Ni, Co and Fe at T = 300 K (red
symbols) and 3 K (blue symbols) together with the calculations (solid lines) for T =
300 K using Eq. (4.20). Note that there are no free parameters in the calculations:
L and w are determined by scanning electron microscope measurements, and γ =
1 + AMRlocal is extracted from the local measurements11 as shown in Fig. 4.33(a)
and listed in Table 4.2. Figure 4.33(b) elucidates that the analytical model describes
the experimental data for all three materials very well. The absolute magnitude is
accurately reproduced, and an increase with the degree of non-locality L is obtained.
However, slight deviations between theory and experiments concerning the absolute
magnitude for the larger distances L = 225 nm and 250 nm are observed, whose
origin is not clear up to now.

To explore the influence of the finite width of the current and voltage leads,
also finite element method (FEM) calculations with COMSOL Multiphysics 3.2 as
discussed in Sec. 4.4.3 were performed. An anisotropic resistivity tensor was imple-
mented to include the AMR. As an example, the simulation for Ni at T = 300 K is
plotted as dotted line in Fig. 4.33(b). The numerical calculations perfectly describe
the non-local AMR for distances of L = 150 nm and 200 nm and also reproduce the
main result of the analytical calculations: the magnitude of AMRNL increases with
L. The marginal difference between the FEM simulation and the analytical calcu-
lations indicate that the finite width of the current and voltage leads only slightly
influences the results. The good accordance between these two approaches confirms
the validity of our analytical model.

11Note that here, we use AMRlocal = (ρ‖/ρ⊥)− 1 ≈ (R‖(2 T)/R⊥(2 T))− 1.
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Figure 4.33: (a) Local and (b) non-local AMR of Ni, Co and Fe nanostructures for
T = 300 K (red symbols) and 3 K (blue symbols). The magnitude of the non-local
AMR is much larger than in the local case and increases with L. The solid lines
represent analytical calculations as detailed in the text. The dotted line is obtained
from finite element method calculations for Ni at 300 K. Both approaches describe
our experimental data very well.

4.5.4 Summary
In this section, we reported a new effect, the non-local anisotropic magnetoresistance
which does not exponentially decrease in magnitude with the distance L between the
main current flow and the non-local voltage probes but in contrast increases. Values
up to an order of magnitude larger than the local AMR were observed. Inspired by
this discovery, we developed an analytical model based on the van-der-Pauw theorem
for anisotropic conductors which correctly describes our experimental observations
in Ni, Co and Fe nanostructures. This analytical model accurately reproduces both
the absolute magnitude of the non-local AMR and its increase with L. Moreover,
finite element method simulations taking into account the actual device geometry
and the anisotropic resistivity gave very similar results compared to the analytical
calculations and thus confirm our model.
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4.6 Summary

In this chapter, we investigated a generation and detection principle of pure spin
currents in metallic, normal metal nanostructures. Following the prediction of Han-
kiewicz et al. [14] and Abanin et al. [15], only an H-shaped structure of one given
electric conductor is required. The spin current caused by a charge current flow in
one leg of the H-structure generates a non-local voltage in the other.

From our calculations in the theory section (Sec. 4.1) using a recently reported
large spin Hall angle [68], we found that for Au nanostructures and wire widths below
100 nm, this non-local spin-mediated voltage dominates over another non-local effect,
diffusive current spreading. The expected non-local resistance RNL = VNL/I is quite
small in the range of several 100µΩ.

Therefore, an experimental study of such effects requires advanced sample fab-
rication techniques and measurement setups with exquisite sensitivity. We thus
developed a highly optimized sample fabrication process and a low-level, low-noise
measurement technique.

The samples were fabricated via two lithography steps: the outer, larger structures
were defined by optical lithography, whereas for the inner nanostructures, electron-
beam lithography was used. After the optimization of the electron beam process,
nanostructures with thicknesses of 50 nm, widths of down to 65 nm and distances of
less than 85 nm could be fabricated.

To measure these nanostructures, two measurement setups were developed and
their performance compared. The first setup consisted of a lock-in amplifier (Stan-
ford Research Systems SR-830) and used an AC current, whereas the second con-
sisted of a hardware triggered combination of current supply (Keithley SourceMeter
2400) and voltage reading (Keithley Nanovoltmeter 2182A) which used an alternat-
ing DC current. For both setups, software was programmed which allowed remote
control, real time data analysis, and an integration into the already present cryostat
control software. We found that due to the higher common-mode rejection ratio,
the hardware triggered SourceMeter and Nanovoltmeter outperformed the lock-in
technique by about an order of magnitude in peak-to-peak noise level. For the mea-
surement of our devices with the present setup, a peak-to-peak noise level of only
4− 7 nV could be achieved which reduced to about 1 nV under ideal conditions.

To investigate the spin current generation and detection, we fabricated and mea-
sured various devices made from different materials (Au, Al, Pt, Ni, Co, Fe) and
sample thicknesses (20 nm – 200 nm).

First, local resistance measurements were performed, where the 4-point resistance
between nanowires of different separations is determined. These measurements
showed a high quality of the fabricated samples with nanowires devoid of defects
or irregularities.

Subsequently, the rather time consuming non-local measurements were carried
out. Based on their results, the samples could be divided into two groups: group 1
(Au and Al samples) showed a positive non-local resistance at 300 K which decreased
with temperature and became negative for low T . The thickness of the nanowires
had no crucial influence. In contrast, the non-local resistance of samples from group 2
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(Pt, Ni, Co and Fe samples) was positive in the entire studied temperature region
(3 K < T < 300 K). The observation of negative resistances is astonishing, since
for both the spin-mediated non-local resistance and the non-local resistance due to
diffusive current spreading, positive values are expected. Careful checks, varying the
contact configuration and the current density, demonstrated the robustness of the
negative signal and excluded thermoelectric or other spurious effects as origin of the
observed RNL.

In the following, we critically discussed possible mechanisms which would result in
negative RNL values. One mechanism demands different signs of the spin Hall angle
in the two junctions of the H-shaped structure (Sec. 4.4.2). This could for example
be realized via different impurities in the junction areas or via one type of impurity
and a difference in conductivity between the junctions. However, such differences in
areas as close together as 150 nm and reproducibly present for all studied samples
of group 1 seems highly unlikely. Moreover, the determined decay lengths of the
non-local signal (15 nm < λ < 42 nm) which were similar for all studied samples
and in particular independent of the nanowire thickness, are very small compared
to the reported spin diffusion lengths for Au and Al. Furthermore, a magnetic field
of several Tesla did not suppress the effect.

Current spreading is another mechanism leading to finite RNL. And indeed, simu-
lations of the non-local resistance using the Laplace equation and Ohm’s law repro-
duced the measured RNL values at high temperature (Sec. 4.4.3) very well. However,
negative values could not be explained.

Negative non-local signals were predicted in the ballistic transport regime, thus
for a mean free path much larger than the device dimensions. Such a situation is
generally only realized in high mobility semiconductor devices. Here, we presented a
theoretical model developed by Peter Schwab and Michael Dzierzawa which describes
the non-local signal for a system which evolves from diffusive to ballistic transport
(Sec. 4.4.4.3). Indeed, a sign change in RNL was found, and it already occured
for mean free paths smaller than the wire width. A comparison of experimental
data and calculations revealed a convincing degree of agreement (Sec. 4.4.4.4). The
value of λt/w for which RNL changes sign is very similar, and the decay lengths
are predicted correctly. From this, we concluded that a transition from diffusive
to ballistic transport is the origin of the temperature dependence and the negative
sign of the non-local resistance. The fact that for samples of group 2 only positive
non-local values were obtained can be explained by the much smaller mean free
paths of these samples. Therefore, in the entire temperature range studied, ballistic
effects do not play a role. In any case, spin-mediated effects can only be a minor
contribution to the observed non-local signal.

From a comparison of non-local measurements and simulation, we estimated an
upper limit of the spin Hall angle in our Au devices (Sec. 4.4.5). We chose the
measurements at room-temperature and assumed a purely diffusive transport in the
simulation. Under these prerequisites, we obtained an upper limit of αSH = 0.04,
much smaller than the value αSH = 0.13 reported by Seki et al. [68].

To decide a priori, whether or not a detection of the spin-mediated non-local
resistance is possible, we calculated RNL due to current spreading and RNL due



4.6 Summary 121

to spin-related effects for different values of the spin diffusion length and the spin
Hall angle. These calculations show that for a maximum resolution of 50µΩ and a
minimum nanowire width of 65 nm, a spin diffusion length larger than λsd ≈ 75 nm
and a spin Hall angle larger than αSH ≈ 0.04 are essential for the detection of a
spin-related RNL.

Finally, we reported and discussed the discovery of a new effect, the non-local
anisotropic magnetoresistance (Sec. 4.5). Astonishingly, this effect does not decay
with the degree of non-locality, i.e., the distance between the current leads and the
non-local voltage probes but increases in magnitude. Calculations based on current
spreading in an anisotropic conductor reproduced our experimental findings and
additionally quantitatively described the observed magnitude of the non-local AMR
effect.

In summary, we performed extensive studies of nanostructures made of various
materials with various thicknesses. Our measurements of more than 100 samples
set a broad basis for a theoretical investigation of spin and transport related effects
in metallic nanostructures and allowed to interpret our observations in terms of
diffusive and ballistic transport.

An outlook on the effects discussed here is given in Chapter 5.
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Chapter 5

Summary & Outlook

In this chapter, the main results of the present thesis are summarized. We experi-
mentally investigated two different concepts for an essential component in spintronic
devices: a pure spin current source. Such a device solely emits spin angular momen-
tum without an accompanying charge current flow. The first concept relies on a pure
spin current from a resonantly precessing magnetization, injected into an adjacent
non-magnetic normal metal. The second one is based on an H-shaped nanoscale
device, where a charge current generates a perpendicular pure spin current. Below,
we summarize only the key facts, whereas more detailed summaries are given after
the two main experimental chapters (Chapters 3 and 4) and the Appendix A.

Spin pumping as spin current source

The first extensively studied spin current source is based on spin pumping, where
a time-dependent magnetization emits a pure spin current into an adjacent normal
metal (Chapter 3). In order to detect the spin current, we used the inverse spin
Hall effect which converts the spin current back into a conventional charge cur-
rent. Under open circuit conditions, this results in a DC voltage detectable using
conventional electronics. For these experiments, we fabricated a series of ferromag-
net/platinum (F/Pt) bilayer samples. The magnetization precession was stimulated
by a microwave field during ferromagnetic resonance (FMR) spectroscopy. In our
studies, we could unambiguously show that the observed peak in the DC voltage, co-
occurring with the FMR signal, is caused by spin pumping and not by a microwave
rectification effect. This was concluded from the observed symmetry of the signal
with respect to the external magnetic field and its behavior upon field inversion. In
addition, it was concluded from a fixed orientation of the external magnetic field – all
investigated F/Pt samples showed the same DC voltage sign independent of the sign
of the spontaneous resistivity anisotropy or the Hall coefficient (Sec. 3.4.2). These
results in particular firmly establish for the first time that the theoretical model for
spin pumping [7, 8, 12] in combination with the inverse spin Hall effect indeed is
quantitatively correct. Spin pumping thus is a new powerful way to generate pure
spin currents.

Moreover, we could experimentally prove that, as predicted by theory, the magni-
tude of the spin pumping signal is proportional to the sample length but independent
of its width. This sets the basis for advanced sample designs allowing to increase
the generated DC voltage which should enable to also quantify very small spin Hall
angles in various normal metals (Sec. 3.4.4).

123



124 Chapter 5 Summary & Outlook

A main result of our experiments was the finding that the present theories for
spin pumping are not limited to transition metal-based bilayers but also apply to
the ferromagnetic Heusler compounds Co2FeAl and Co2FeSi, the ferrimagnetic spinel
oxide Fe3O4, and the dilute magnetic semiconductor (Ga,Mn)As (Sec. 3.4.7). For all
these materials, despite the magnetic exchange mechanism, the spin polarization, the
saturation magnetization, the charge carrier transport mechanism and the charge
carrier polarity being qualitatively different, spin pumping could be observed. The
validity of the spin pumping theories in combination with the inverse spin Hall effect
could be demonstrated via the observation of a scaling behavior over more than four
orders of magnitude of the generated DC voltage versus the precession cone angle
of the magnetization.

The second main result was the determination of quantitative values for the spin
mixing conductance g↑↓ for various ferromagnet/Pt interfaces, a parameter crucial
in spin transfer torque, spin Seebeck and spin pumping measurements (Sec. 3.4.9).
We found that g↑↓ is essentially independent (g↑↓ = (4± 3)× 1019 m−2) of the ferro-
magnetic layer properties for high-conductive ferromagnets (Ni, Co, Fe, Co2FeAl and
Co2FeSi) as predicted by theory, whereas for the low-conductivity ferromagnet Fe3O4

and the dilute magnetic semiconductor (Ga,Mn)As, values smaller by about one or-
der of magnitude were obtained. We furthermore found that g↑↓ is essentially tem-
perature independent in the entire studied temperature range of 2 K < T < 290 K.

Additionally, spin pumping from standing spin wave excitations was investigated
using (Ga,Mn)As/Pt samples (Sec. 3.4.11). We extended a simulation of the FMR
signal to also describe spin pumping from inhomogeneous ferromagnets and found
from a comparison with our experiments that not only the F/N interface but the ma-
jor part of the (Ga,Mn)As film thickness (200 nm) contributes to the spin pumping
signal.

Finally, we investigated several tri-layer structures. From F1/Pt/F2 devices,
where F1 and F2 are two different ferromagnets, we concluded that the spin ori-
entation of the spin current is not determined by the majority spin band of the
ferromagnet but by the magnetization relaxation process (Sec. 3.4.12). From the
measurements of various F/N1/N2 heterostructures, where N1 and N2 are two dif-
ferent normal metals, we were able to show that a pure spin current can be injected
into N1 and subsequently detected in N2 for interlayer thicknesses of up to 30 nm
(Sec. 3.4.13).

In summary, our extensive spin pumping measurements considerably extended
the present knowledge about spin pumping, and in particular quantitatively corrob-
orated important predictions from theory.
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Non-local spin current source

The second device predicted to be a spin current source that we extensively studied
consists of an H-shaped normal metal nanostructure: an applied current in one wire
generates a pure spin current in a perpendicularly connected bridging wire via the
spin Hall effect. By the inverse spin Hall effect, this spin current causes a charge
current in a third wire perpendicularly connected to the second one. Under open
circuit conditions, this charge current evokes a non-local voltage difference which can
be measured with conventional electronics. The appealing feature of this approach
is its simplicity and the fact that no ferromagnetic materials and no interfaces are
needed. The entire device can be fabricated in one piece from a single material.

We performed calculations for different materials (Au, Al, Pt) using literature
values for the spin diffusion length and the spin Hall angle and found that for Au
devices, the expected non-local voltage should be detectable and dominate over non-
local voltages originating from diffusive current spreading (Sec. 4.1). Moreover, we
learned from these calculations that for a detection of the spin-mediated non-local
resistance, nanostructures with widths below 100 nm and a measurement resolution
of better than 0.5 mΩ are required which demands sophisticated fabrication and
measurement techniques.

Therefore, we established an electron beam lithography process which enables
to fabricate intersecting nanowires with widths down to 65 nm and distances of
less than 85 nm (Sec. 4.2.1). In addition, two independent measurement setups
were implemented and their noise level compared. We found that the best results
were achieved when using an AC current reversal setup consisting of a hardware
triggered combination of current source and voltage reading. With that setup, a final
resolution limit under ideal conditions in the order of 1 nV was achieved (Sec. 4.2.2).

Conventional 4-point measurements confirmed the uniformity of the nanowires
and thus demonstrated the sample quality. The non-local measurements on various
Au and Al samples, made from films of different thickness, showed an unexpected
temperature dependence: a positive non-local voltage at high temperature and neg-
ative values at low temperatures. We carefully checked that these results were not
related to thermoelectric effects. From the independence of the non-local signal on
an applied external magnetic field, the “wrong” sign at low temperatures, and the
short decay length, a spin-related effect as the origin of our measured signal could
be excluded.

From the difference between finite element method simulations for diffusive trans-
port and our measurement data at high temperature, we could estimate an upper
limit for the spin Hall angle in our Au devices of αSH = 0.04 which is significantly
smaller than αSH = 0.113 reported by Seki et al. [68]. However, our αSH value is well
within the range of values reported more recently, e.g., αSH = 0.027 [183].

To further investigate the origin of the non-local signal and its temperature de-
pendence, we studied Au samples of different thickness as well as devices made of
various materials: Au, Al, Pt, Ni, Co and Fe. We found that the Au and Al sam-
ples showed negative non-local signals at low temperatures, whereas the signal was
positive in the entire studied temperature range for Pt, Ni, Co and Fe.
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Following our experimental observations, P. Schwab and M. Dzierzawa (University
of Augsburg) developed a Boltzmann transport theory which takes into account
the transition from diffusive to ballistic transport. The negative non-local signal
for certain samples at low temperatures originates from a direct transmission of
electrons from “high” of the current injection lead to the “low” voltage probe. For
this situation, the Boltzmann calculations revealed that the electron mean free path
is of the same magnitude as the nanowire width. We found a very good qualitative
agreement between this theory and experiment.

Based on our experimental findings, we also presented calculations which a priori
allow to judge whether the spin-mediated non-local voltage is detectable or not. For
an assumed measurement resolution of 50µΩ and a nanowire width of about 65 nm,
we obtained values for the spin diffusion length larger than λsd ≈ 75 nm and for the
spin Hall angle larger than αSH ≈ 0.04.

Finally, we discovered another effect related to non-local voltages: the non-local
anisotropic magnetoresistance. We found that this effect does not exponentially de-
cay as a function of the separation L between the current leads and the non-local
voltage probes as non-local effects conventionally do. In contrast, the non-local
anisotropic magnetoresistance increases with L. These observations made for Ni,
Co and Fe can be explained by differently pronounced current spreading depending
on the orientation of the external magnetic field. We developed an analytical model
based on the van-der-Pauw theorem for anisotropic media which allows for calcu-
lation of this effect. Finite element method simulations including an anisotropic
resistivity tensor even quantitatively reproduce our measurement data and confirm
the validity of our model.

In summary, we thoroughly investigated a predicted H-shaped spin current source
concept in metallic nanostructures and found that the requirements for the gener-
ation and detection are so severe that an experimental detection is very difficult,
if not impossible. The implementation of advanced fabrication and measurement
techniques made it possible to exclude this spin-related effect as the origin of the
measured non-local voltage in all our devices and allowed to discover a new non-local
phenomenon, the non-local anisotropic magnetoresistance.

Spin-polarized supercurrents

For the investigation of spin-polarized triplet supercurrents, superconductor/CrO2/
superconductor hybrids were fabricated and investigated (Appendix A). Crucial for
these devices are transparent superconductor/CrO2 interfaces. We performed ex-
tensive studies of surface cleaning via Ar-ion bombardment and found that even
cleaning times up to 20 min did not result in small and reproducible interface re-
sistances. One possible solution is the insertion of a thin RuO2 interlayer resistant
against oxidation and reduction or alternatively a very rapid processing of the dif-
ferent layers.
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Outlook
Spintronics is a vital research field which aims to exploit the spin degree of freedom
in electronic devices. Therefore, a major step forward would be the availability
of a spin current source supplying a pure spin current without accompanying net
charge current since this would allow to exclusively study spin-related effects. In
this thesis, we experimentally investigated fundamental properties of different spin
current sources. Our results show that spin pumping indeed is a robust and versatile
spin current source, paving the way for further studies. In the following, several ideas
for future research are presented.

On the one hand, further properties of spin pumping-based spin current sources
should be investigated. For instance, our spin pumping measurements showed that
the spin mixing conductance is about one order of magnitude different between high
and low conductive ferromagnets. In particular, for ferromagnetic insulators dis-
tinctly lower values were found [42]. Therefore, it is important to investigate and
clarify the evolution of the spin mixing conductance with the ferromagnets conduc-
tivity on one and the same sample. This could be achieved by temperature depen-
dent measurements using Fe3O4 as the ferromagnet with a dirty metal conductivity
at room temperature and a strongly increasing resistivity below 100 K.

Moreover, the influence of the magnetic layer thickness and in particular the sig-
nificance of the homogeneity of the magnetization on the spin pumping signal is still
unclear, as theory so far just considered an interface effect, whereas our measure-
ments on (Ga,Mn)As/Pt indicate that the entire ferromagnetic layer thickness (at
least in “thin” films) contributes to the spin pumping signal. Therefore, measure-
ments on other ferromagnets exhibiting spin wave excitations or on ferromagnetic
multilayer stacks covered with platinum, where the different layers can be separately
excited, appears very promising to clarify this point.

Furthermore, it would be highly enlightening to investigate other methods causing
magnetization motion. The advantage could be a much simpler setup without mi-
crowave radiation and DC magnetic field. First experiments in that direction were
performed via thermal gradients and are referred to as spin Seebeck effect measure-
ments. During these experiments, a thermal gradient applied along a ferromagnetic
layer stripe causes an electrical potential difference between the ends of a platinum
bar attached perpendicular to the gradient [17, 231, 232]. First theories explain this
observation with different temperature profiles between the phonon and the magnon
subsystems due to different boundary conditions at the F/N interface. The adja-
cent platinum acts as an additional relaxation channel for the magnon-system which
results in the emission of a pure spin current. This spin current then generates a
charge current via the inverse spin Hall effect which is the origin of the potential
difference [233, 234]. In this context, for example waste heat could be used for a
spin current source.
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On the other hand, not the spin current source itself can be further explored but
also its applications. The spin current source can, e.g., be used to study the spin
Hall angle of different materials and its temperature dependence. First experiments
are reported in Ref. [9].

Additionally, our experiments on multilayer structures, in which we could show
that the generated spin current can be sent through an interlayer, open the doors
for the direct usage of the spin current in various experiments, e.g., in spin torque
devices. This calls for spin injection/spin transport experiments, e.g., in various
metal or semiconductor devices, not with spin-polarized but with pure spin currents.

For the second investigated spin current source, the H structures, we showed that
a spin Hall angle larger than αSH ≈ 0.04 and a spin diffusion length exceeding
λsd ≈ 75 nm are essential for a detection. Therefore, further experiments should
focus on the search for materials having these properties. In particular, impurity
doping studies with various materials and concentrations might be helpful.

Another approach would be to separate the conversion processes (charge current
←→ spin current) from the spin transport process in the bridging wire. Thereby,
the vertical wires could be made of a material with a large spin Hall angle (e.g., Pt)
and the bridging horizontal wire of a material with a long spin diffusion length (e.g.,
Cu).

Finally, for the spin-polarized supercurrents in the superconductor/ferromagnet/
superconductor devices, the prerequisites for the observation of spin triplet super-
currents are known and first experiments successfully accomplished [235]. Therefore,
now the influence of the magnetization orientation on the supercurrent can be in-
vestigated. Moreover, the proof of a non-monotonic temperature dependence of the
critical Josephson current in the mK range could unequivocally confirm the presence
of a spin-triplet supercurrent in such devices.

To sum up, the results presented in this thesis significantly contribute to the
foundations for many more experiments and theoretical studies dealing with pure
spin currents and related phenomena.



Appendix A

Spin-polarized supercurrents

Spin-polarized currents play an important role in the field of superconductivity.
They are predicted for particular superconductor/ferromagnet/superconductor
(S/F/S) Josephson junctions. In this context, we extensively studied the interface
resistances of superconductor/ferromagnet hybrids.

The results presented here originate from a close cooperation with the group of
Teun Klapwijk at the Technische Universiteit Delft, the group of Jan Aarts at the
Universiteit Leiden, and the group of Arunava Gupta at the University of Alabama.

We start with a brief introduction to theory and subsequently give a short overview
of sample fabrication, the measurement technique and our results.

A.1 S/F contacts – Long-range proximity effect

In a conventional s-wave superconductor, the supercurrent is carried by spin-singlet
Cooper pairs, i.e., by pairs of electrons with opposite spin orientation. In contrast,
in ferromagnets, a diametrically opposed coupling mechanism between the electron
spins is present, since the exchange interaction energy Eex makes a parallel align-
ment of the electron spins favorable. The spin configuration at the interface of a
superconductor brought into contact with a ferromagnet thus is an interesting and
complex question. To give some insight into this problem, we start with the case
of a superconductor/normal metal (S/N) interface. Due to the so-called proxim-
ity effect [236, 237, 238], the superconducting correlations “leak” into the adjacent
conductor. The decay length of singlet Cooper pair correlations inside a diffusive
normal metal is given by ξN =

√
~D/kBT , where ~ is Planck’s constant divided by

2π, D is the diffusion constant, kB the Boltzmann constant and T the temperature.
ξN is typically in the range of 100 nm ≤ ξN ≤ 1µm at low T [239]. In the case of
a superconductor/ferromagnet (S/F) interface, the singlet Cooper pair correlation
decay length is given by ξF =

√
~D/Eex, where the thermal energy kBT in ξN for

the S/N contact is replaced by the exchange energy Eex of the ferromagnet. As the
exchange energy is typically much larger than the thermal energy, ξF is extremely
short, ranging from ca. 5 nm for weak (PdNi1) to ca. 0.5 nm for strong (Ni, CrO2,
Fe) ferromagnets [240, 241, 242]. One way to determine such decay lengths is via

1In general, the Ni concentration is in the range of 10-20 %.
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studying S/X/S Josephson junctions [243], where X stands for N or F2. By such
measurements, the here given equations for ξN and ξF and the related theory could
indeed be confirmed (for further details see, e.g., Refs. [239, 241, 242, 244, 245]).

However, several experiments (see, e.g., Refs. [246, 247, 248]) did not fit into that
picture but suggest a much larger value of ξF. Moreover, in 2006, Keizer et al. [249]
demonstrated that a Josephson supercurrent can traverse a strong ferromagnet on
a length scale of several hundred nanometers. We discuss this experiment in more
detail, as it is the basis for our measurements presented later. Keizer et al. used
NbTiN as the superconductor – a material resistant against oxidation. CrO2, a
strong ferromagnet with a predicted spin polarization of almost 100 % [250, 251,
252, 253, 254] was used for the magnetic part. Such ferromagnets are called half-
metallic ferromagnets (HMF), since at the Fermi energy EF, only one spin band is
populated [255]. This implies that in HMFs, singlet Cooper pairs cannot propagate,
since electrons with both spin orientations are required. Hence, supercurrents in
CrO2 should decay rapidly for two reasons: (i) the strong exchange interaction of
CrO2 and (ii) the half-metallicity of CrO2 which already prohibits the formation of
singlet Cooper pairs.

Shortly before the experiments by Keizer et al., theories [240, 256] were developed
predicting a s-wave triplet supercurrent for which a decay length equal to that of a
normal metal is expected. Such a triplet supercurrent consists of Cooper pairs with
both spins parallel3. This results in “magnetic Cooper pairs” with a total spin S = ~
(instead of 0 for a singlet Cooper pair) and thus in a spin-polarized supercurrent.
A mechanism for the conversion from the singlet supercurrent in S into the triplet
supercurrent in F was proposed by Bergeret et al. [256] and Eschrig et al. [258, 259].
It is a combination of two effects: spin mixing and spin-flip scattering which require
a short-scale inhomogeneous magnetization orientation close to the S/F interface.
As mentioned above, Keizer et al. observed supercurrents propagating in CrO2 over
length scales of several hundred nanometers. They suggested such a spin-triplet
supercurrent as explanation for their observations. On the one hand, such long
coherence lengths were predicted by theory, and on the other hand, only one spin
species is required for the triplet correlations which is compatible with a half-metal.

However, the results of Keizer et al. [249] showed large differences in the criti-
cal current Ic between different devices and some devices even did not show the
effect. Therefore, the results were controversially discussed. One key parameter in
these experiments is the quality of the S/F interface. For an efficient transmission
of superconducting correlations across the S/F boundary, a transparent interface is
crucial as discussed by Blonder et al. [260]. This is in particular challenging, since
the ferromagnetic CrO2 is a metastable phase which reduces to the antiferromag-
netic insulator Cr2O3 accompanied with a loss of oxygen [261, 262, 263]. Therefore,
even after covering CrO2 with another material, an oxidation of the interface might

2Sometimes, there are also tunnel barriers introduced at one or both interfaces to simplify mea-
surements.

3A s-wave triplet wave function does not violate the Pauli principle if the generalized coordinates
of the particles include time, and the states are odd in time. A detailed discussion is given in
Refs. [240, 256, 257].
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occur [261] and also the storage in vacuum does not prevent that transformation.
The result is a CrO2 film covered with a several nanometers thick, insulating Cr2O3

capping layer acting as barrier in transport experiments. Keizer et al. worked around
this problem by an Ar-ion“cleaning”step which removes the Cr2O3 and a subsequent
deposition of the superconductor NbTiN which is resistant against oxidation [249].
However, no systematic transport studies concerning the interface properties were
performed. Therefore, the aim of this part of the thesis was to reproduce the mea-
surements of Keizer et al. and to systematically investigate the electrical properties
of various interfaces to CrO2.

A.2 Sample fabrication and measurement
technique

A typical sample in our experiments is sketched in Figure A.1(a). It consists of a
substrate onto which a CrO2 layer was grown, and pads for electrical contacting
made of Au, Al, Nb or NbTiN were deposited. The CrO2 film with a thickness of
ca. 100 nm was grown on TiO2 or Al2O3 substrates via chemical vapor deposition in
the group of Arunava Gupta at the University of Alabama [264] and in the group
of Jan Aarts at the Universiteit Leiden by Muhammad Shahbaz Anwar [265]. The
samples were then sent to Munich or Delft, where we further processed and studied
them. The contact pads (Au, Al, Nb or NbTiN) with length and width of 200µm, a
thickness of 50 nm and a distance of 100µm were fabricated via optical or electron-
beam lithography, Ar-ion sputtering and lift-off technique. However, due to the
time delay between the CrO2 fabrication and the contact pad deposition, Cr2O3

already formed at the CrO2 surface. Therefore, we “cleaned” the CrO2 surface via
Ar-ion etching immediately prior to the metal deposition. However, one has to take
into account that the Ar-ion bombardment can also cause structural defects at the
surface which might result in high resistance interfaces. To thoroughly investigate
the electrical interface properties, we varied the pad material and in particular the
Ar-ion etching time for various CrO2 layers obtained from the two different groups.

pad
V +-+ -

V+ -
+ -

(a) 2-point (b) 4-point (c) 3-point 

interface

CrO2

substrate (Al2O3 or TiO2)

V+ -
+ -

current
path

(e.g. NbTiN)

Figure A.1: Measurement configurations. The red lines sketch the current path
and the dashed circles the regions contributing to the voltage reading. (a) 2-point
configuration: both pads, both interfaces, and a region of the CrO2 are probed. (b)
4-point configuration: just the region of CrO2 between the center pads contributes.
(c) 3-point configuration: one interface and one pad are probed.
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The measurements were performed in liquid helium magnet cryostats described in
Sec. 4.2.2. For the electrical measurements, a DC current and an AC current were
applied causing a DC voltage measured by a multimeter and an AC voltage detected
via a lock-in amplifier.

Different measurement configurations probing different regions of the sample are
illustrated in Fig. A.1. We labeled the configuration depicted in Fig. A.1(a) 2-point
measurement configuration4. “High” of both the current source and the multimeter
are connected to one pad and“low”of both instruments to a second pad. The current
path is sketched as red lines. The sample regions contributing to the voltage reading
are indicated by dashed circles. These are from “high” to “low”: pad 1, interface 1,
CrO2, interface 2 and pad 2. Thus, this configuration includes both interface regions,
but it might be impossible to determine their contribution due to the superimposed
resistance of the film (here CrO2). The often used 4-point measurement configura-
tion is depicted in Fig. A.1(b). Here, four different pads are used for the connections
to the instruments. In this case, just the film between the voltage leads contributes
to the measured signal. In particular, the interfaces do not contribute. The 3-point
configuration sketched in Fig. A.1(c) uses three pads, where the center one is con-
tacted by two wires. In this configuration, the interface resistance and the resistance
of the center pad contribute to the voltage reading. Therefore, we chose the 3-point
measurement configuration to investigate the interface resistances between contact
pad and CrO2.

A.3 Results and discussion

As the aim was to fabricate devices suitable for the observation of the long-range
proximity effect, we first investigated the contact resistance of pads made of NbTiN,
a conventional s-wave superconductor with a critical temperature of ca. 14 K [266].
Figure A.2(a) shows the temperature dependence of dV/dI obtained from the lock-in
amplifier for three different superimposed DC currents (IDC = 0, 10, 100µA). The
CrO2 surface was Ar-ion etched for 1 min prior to the deposition of the NbTiN pads.
With decreasing temperature, dV/dI drastically increases, whereby the magnitude
depends on the applied DC current. This is an indication of a thermally activated
transport resulting in a barrier at low T . Indeed, a strongly non-linear I − V curve
was measured as displayed in the inset of Fig. A.2(a). Multiple experiments on
nanoscale devices with such interfaces were performed, but no supercurrent travers-
ing the CrO2 could be observed. Therefore, we conclude that more transparent
interfaces are required for the observation of the long-range proximity effect.

The observed increase in resistance with decreasing temperature in Fig. A.2(a)
might be due to a leftover of the insulating Cr2O3. Therefore, we systematically
varied the Ar-ion etching time tAr. To be able to rapidly compare the different
measurements, we detected Rn := dV/dI resulting from an AC current of IAC = 1µA
in the absence of a DC current. The measurements were performed at liquid N2

4Note that in the conventionally known “2-point” measurement configuration just one wire is used
to contact each pad.
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temperature, where the increase of dV/dI is already clearly visible, and where T
is well above the critical temperature of NbTiN. In Fig. A.3(a), the resistance area
product RnA is plotted for the different Ar-ion etching times with A being the
pad area (200µm × 200µm). We assumed the pads to be equipotential regions.
Two series of samples are shown: for the first series, we used CrO2 films grown in
Alabama (black squares) and for the second series CrO2 films grown in Leiden (blue
circles). The values obtained for RnA scatter strongly and are mainly in the range
10−7 Ωcm2 − 10−3 Ωcm2. No clear distinction between the samples made with CrO2

from Alabama or from Leiden is possible. Considering the Ar-ion etching time, it
seems that the smallest values of RnA are obtained for tAr = 2.5 min. For longer
times, RnA scatters less but has very high values. Even for very long etching times
of 10 min, no decrease is observed.

To exclude any effects directly related to NbTiN as the origin of the high resistance
interfaces, we additionally performed measurements on a series of samples with Au
pads which are surely resistant against interface oxidation. The results (Fig. A.3(b))
are quite similar to the ones obtained for NbTiN pads: a large scattering of the
measured RnA is observed and also for very long etching times no decrease occurs.
For the Au pads, the smallest RnA values are obtained for tAr = 5 min.

In order to interpret the magnitude of RnA, we estimate the minimum reachable
value which is given by RminA = ρλt with the resistivity ρ and the mean free path
λt [178, 267]. Using ρ = mvF/(ne

2λt), mvF = ~kF and n = k3
F/(3π

2), we find
RminA = (h/e2)(3π/2k2

F), where m is the electron mass, n is the electron density,
and vF and kF are the Fermi velocity and the Fermi wave vector. With the inverse
of the universal conductance h/e2 = 25.8 kΩ and a value of kF ≈ 108 cm−1 for a
typical metal [178], one estimates RminA ≈ 1× 10−15 Ωm2.

The calculated value of RnA is many orders of magnitude smaller than all mea-
sured values both for short and long Ar-ion etching times. We interpret this result
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Figure A.2: (a) dV/dI versus T for a NbTiN/CrO2 interface measured for different
DC currents. With decreasing T , dV/dI increases. The inset shows a strongly non-
linear I−V curve indicating a non-transparent interface. (b) A thin RuO2 interlayer
significantly changes the temperature dependence of dV/dI. The resistances for the
Nb/RuO2/CrO2 and the Al/RuO2/CrO2 interface now decrease with decreasing T .
Also the I − V curve with Al-pad, shown in the inset, is linear.
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Figure A.3: RnA for (a) NbTiN pads and (b) Au pads plotted for different Ar-ion
etching times. Also long etching times did not result in small RnA values.

as follows: for short/no Ar-ion etching, there are still insulating remnants of Cr2O3

leading to a high resistance interface, and a longer Ar-ion bombardment results in
strong structural defects at the CrO2/metal interface which again lead to high in-
terface resistances. It was not possible to identify an intermediate Ar-ion etching
time at which all Cr2O3 is removed and still negligible structural defects are created.
We therefore conclude that the here chosen approach, where the CrO2 films from
Alabama and Leiden are shipped to another place and then are cleaned via Ar-ion
etching does not yield transparent interfaces and is not suitable for the investigation
of the long-range proximity effect.

Another approach proposed by A. Gupta is to in situ cover the CrO2 with a
thin RuO2 layer which already proved to make low resistance contacts [268]. We
obtained a sample from Alabama with a 100 nm thick CrO2 layer covered with 2 nm
RuO2. On this sample, we deposited Al, Nb and NbTiN pads without any Ar-
ion etching step. The measured values of RnA are also shown in Fig. A.3(a) (red
triangles). Astonishingly, much smaller values than previously measured – in the
range of 10−9 Ωm2 – are obtained. The resolution limit of our measurement setup is
in the same range which might account for the value being still clearly larger than
the calculated resistance. Additionally, we measured the temperature dependence
of dV/dI. The data for Nb and Al pads are shown in Fig. A.2(b). In contrast to
Fig. A.2(a), dV/dI decreases with decreasing temperature. This indicates a much
less pronounced if not vanishing barrier. Indeed, the inset of Fig. A.2(a) shows a
linear I − V curve. These results open the doors for a future investigation of the
long-range proximity effect based on the ferromagnet CrO2.

As a consequence of the studies presented above, an alternative approach was used
by M. S. Anwar, F. D. Czeschka et al. [235]. Here, no RuO2 interlayer but a very
short delay between CrO2 growth and superconductor deposition in combination
with Ar-ion etching was used. This resulted in a larger yield of low resistance
interfaces and made the observation of a long-range triplet supercurrent through
the CrO2 possible, as detailed in Refs. [235, 265].
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A.4 Summary
The aim of this part of the thesis was to study spin-triplet supercurrents in CrO2

based devices. It turned out that the superconductor/CrO2 interfaces are crucial
for these studies, since CrO2 is a metastable phase and builds an insulating Cr2O3

surface. Therefore, we extensively studied the electrical interface properties of Nb,
Al, NbTiN and Au contacts on CrO2, whereby the CrO2 surface was cleaned via
Ar-ion etching prior to deposition. We found that independent of the Ar-ion etching
time (0 min ≤ tAr ≤ 20 min) and for both series of CrO2 films (grown in Alabama
or in Leiden) the interface resistances were by many orders of magnitude larger
than the calculated resistance for a transparent interface. Thus, such devices are
not suitable for the investigation of the long-range proximity effect. However, a thin
RuO2 interlayer (2 nm) covering the CrO2 resulted in low resistance interfaces which
makes the study of spin-polarized spin triplet supercurrents on such multilayers
promising. Finally, we briefly noted that also a short delay between CrO2 growth
and superconductor deposition in combination with Ar-ion etching leads to low
resistance interfaces. In such devices, it was possible to observe a long-range spin-
triplet supercurrent.

An outlook on the effects discussed here is given in Chapter 5.
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Appendix B

Calculation of homodyne DC
voltage

Field configuration of the measurement setup
With the field configuration shown in Fig. 3.8, one obtains for the magnetization
and current density components in vectorial description

M0 =

 Ms

0
0

 , M1 =

 0
my

mz

 , J0 =

 0
0
0

 , J1 =

 j
0
0

 .

(B.1)

The applied microwave magnetic field in complex phasor notation is given as

H1 = H1

 0
1
0

 e−iωt (B.2)

with the amplitude H1, the microwave frequency ω = 2πνMW and its phase defined
with respect to E1 so that Re (H1) is in phase with Re

(
E1e

−i(ωt±π/2)). The sign
depends on the displacement direction in the cavity.

AC current density generated by microwave electric field
In the case of a single mode excitation, we assume that the high frequency current
density J1 is linked to the microwave electric field via

J1 =
1

ρ
E1 (B.3)

neglecting the tensor character of the resistivity tensor ρ̂ (ρ̂ → ρ = 1/σ) [94].
Moreover, we assume that the flow of J1 is restricted to the film plane, parallel to
and in phase with E1 [94]. Thus, the microwave generated AC current density with
the field configuration as shown in Fig. 3.8 is given as

J1 =

 j
0
0

 =
1

ρ
E1e

−i(ωt±π/2)

 1
0
0

 . (B.4)
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Adaption of Eq. (3.26) to our measurement geometry
To calculate the generated electric fields for our measurement geometry, the vectors
defined in Sec. B are inserted into Eq. (3.26):

EHD =
∆ρ

M2
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With the products j
0
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it follows that the homodyne electric field in vector description reads

EHD =
∆ρ

Ms

 0
〈jmy〉
〈jmz〉

+ µ0RA

 0
−〈jmz〉
〈jmy〉

 . (B.7)

The sensing wires attached along ŷ as shown in Fig. 3.8 allow to measure the ŷ-
component of the electric field:

EHD,y =
∆ρ

Ms

〈jmy〉 − µ0RA〈jmz〉. (B.8)

Thus, an evaluation requires the calculation of the two time averages 〈jmy〉 and
〈jmz〉 as shown in the following section.

Calculation of the time averages 〈jmy〉 and〈jmz〉
The relation between the dynamic components of the magnetization M1 and the
dynamic components of the magnetic field H1 is described by the high-frequency
magnetic susceptibility tensor χ̂:

M1 = χ̂H1 (B.9)

with the complex vector quantities M1 and H1 [152]. χ̂ can be obtained by solv-
ing the Landau-Lifshitz-Gilbert equation (Eq. (3.2)). Adapting the calculation of
Mecking et al. [97] to our coordinate system with the magnetization rotation in the
y-z-plane and the static magnetic field applied in the film plane along x̂ , χ̂ inside
the sample is found to be
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χ̂ =

 0 0 0
0 χ̃yy iκ̃
0 −iκ̃ χ̃zz

 . (B.10)

It contains the complex elements χ̃yy = χ′yy + iχ′′yy, χ̃zz = χ′zz + iχ′′zz and κ̃ = κ′+ iκ′′

whose constituents are

χ′yy= MsAyyLdis χ′′yy = MsAyyLabs

χ′zz = MsAzzLdis χ′′zz = MsAzzLabs

κ′ = MsAyzLdis κ′′ = MsAyzLabs

(B.11)

with the scalar amplitudes [97]

MsAyy ≈
µ0γMs (Hres +Ms)

ηω (2Hres +Ms)
, MsAzz ≈

µ0γHresMs

ηω (2Hres +Ms)
, MsAyz ≈

Ms

η (2Hres +Ms)
.

(B.12)
Here, χ̃yy and χ̃zz are different as the demagnetization of the thin ferromagnetic film
is included. The resonance condition is defined by the Kittel formula [269] and the
lineshape is given by the Lorentzian functions

Ldis ≡
∆H (H −Hres)

(H −Hres)
2 + ∆H2

and Labs ≡
∆H2

(H −Hres)
2 + ∆H2

, (B.13)

where Ldis exhibits a dispersion and Labs an absorption lineshape. In the limit
|H −Hres| � Hres, the width of the Lorentzian can be calculated as [97]

µ0∆H ≈ ηω

γ
. (B.14)

Inserting the microwave magnetic field defined by Eq. (B.2) into Eq. (B.9) gives the
magnetization components:

my = χ̃yyH1 e
−iωt mz = −iκ̃H1 e

−iωt

= (χ′yy + iχ′′yy)H1 e
−iωt = −i (κ′ + iκ′′)H1 e

−iωt. (B.15)

With the complex conjugate j∗ of j obtained from Eq. (B.4), the two products j∗my

and j∗mz are given by

j∗my = ±i1
ρ
E1H1(χ′yy + iχ′′yy),

j∗mz = ±1

ρ
E1H1 (κ′ + iκ′′) . (B.16)

Executing the time averages given by 〈AB〉 = 1/2Re(A∗B) [165] yields the expres-
sions

〈jmy〉 =∓ E1H1

2ρ
χ′′yy, (B.17)

〈jmz〉 =± E1H1

2ρ
κ′. (B.18)
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Calculation of the homodyne electric field
The homodyne electric field is calculated by inserting the expressions for 〈jmy〉 and
〈jmz〉 obtained in the previous section into Eq. (B.8). It follows

EHD,y = ∓1

2
E1H1

(
∆ρ

ρ

1

Ms

χ′′yy +
µ0RA

ρ
κ′
)

(B.19)

and with χ′′yy and κ′ from Eq. (B.11):

EHD,y = ∓1

2
E1H1

(
∆ρ

ρ
AyyLabs +

µ0RAMs

ρ
AyzLdis

)
. (B.20)

Calculation of the homodyne voltage
The potential difference between the wires contacting the sample (see Fig. 3.8) can
be calculated by integrating the electric field EHD,y along ŷ over the sample length L:

VHD,y = −
ˆ L/2

−L/2
EHD,ydy. (B.21)

Assuming that E1 is constant over the whole sample (which is reasonable as the
wavelength of the microwave (LMW = 32 mm) is much longer than the sample length
L ≈ 3 mm) the integration leads to

VHD,y = −EHD,y · L. (B.22)

Thus, the DC voltage generated by homodyning is given by

VHD,y = ±1

2
E1LH1

(
∆ρ

ρ
AyyLabs +

µ0RAMs

ρ
AyzLdis

)
. (B.23)
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