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ABSTRACT 

 

The present work investigated two distinct analytical approaches to 

simultaneous EEG/fMRI data. In the first part, functional connectivity analysis was 

applied to simultaneous EEG/fMRI data to study cerebral networks and 

hemodynamic correlates of sleep specific EEG features as well as their functional 

significance during human sleep. In the second part, methodological aspects were 

addressed, evaluating the potential of a non-linear analysis method called recurrence 

quantification analysis (RQA) to extract rapidly changing dynamic features of 

electrophysiological data, which may be used to improve fMRI models of brain 

behaviour.  

According to the standard model of memory consolidation, memory formation 

initially occurs in the hippocampus and the medial temporal lobe, where new 

experiences are temporarily stored. Long-term memory storage relies on off-line 

transfer to and consolidation in the neocortex. This information transfer between the 

hippocampus and the neocortex is believed to benefit from sleep. The goal of the first 

study was to determine spontaneous functional connectivity maps of subregions of 

the hippocampal formation (HF) with the rest of the brain in humans, and to evaluate 

their alteration throughout non rapid eye movement (NREM) sleep. We provided first 

evidence of changes in human hippocampal connectivity patterns from wakefulness 

to NREM sleep. The strongest functional connectivity between the HF, especially the 

subiculum output region, and neocortex was observed in sleep stage 2, while 

weakest connectivity was found in slow wave sleep. Increased connectivity between 

HF and neocortical regions in sleep stage 2 further appears associated to the 

presence of fast sleep spindle activity in concurrent electrophysiological recordings. 

This suggests an increased capacity for possible global information transfer, while 
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reduced long-range connectivity in slow-wave sleep may reflect a functional system 

optimal for segregated information reprocessing. Our data may be relevant to 

differentiating sleep stage specific contributions to neural plasticity as proposed in 

sleep dependent memory consolidation. 

Simultaneous EEG/fMRI recording allow to combine the high EEG temporal 

resolution with the unmatched fMRI spatial resolution and the flexibility of fMRI to 

explore brain behaviour in various sensoric, cognitive and emotional paradigms. 

Today, analysis of event related potentials (ERP) is usually performed by an 

averaging of multiple EEG trials, in order to increase the signal-to-noise ratio. Thus, 

the temporal resolution of the EEG is partially lost, and averaging does not consider 

response changes across trials. This variability can, however, represent changes in 

subject’s performance or fluctuations in attention, arousal, habituation or other 

cognitive features. In the second part of this thesis, we evaluated the potential of a 

nonlinear signal analysis method, recurrence quantification analysis (RQA), to 

improve the characterization of single trial EEG responses. This analysis showed that 

RQA is not significantly superior to conventional amplitude analysis. Despite equal 

discrimination power, RQA measures were only weakly correlated with ERP 

amplitudes, suggesting that additional information on single trials may be extracted 

by RQA. Therefore, RQA may be used as an additional tool to obtain new insights 

about the neurophysiology of the brain. 
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INTRODUCTION 

 

Nowadays, the major techniques used to study functional brain activity are 

positron emission tomography (PET), single-photon emission computed tomography 

(SPECT), functional magnetic resonance imaging (fMRI), electroencephalography 

(EEG) and magnetoencephalography (MEG). EEG and MEG, different from the 

others, are based on electrophysiological instead of hemodynamic properties. FMRI 

has the advantage over PET and SPECT of a better spatial resolution in addition to 

the absence of potential risks associated with radioactive tracers. This allows 

repeated measures of brain activity across various task manipulations [1]. The fMRI 

temporal resolution, however, is still in the order of seconds while neuronal 

processes have a millisecond scale. The indirect relationship between fMRI and the 

neuronal electrical activity also raises the challenge of interpreting its findings [2;3]. 

EEG and MEG, on the other hand, have a high temporal resolution but lack spatial 

specificity. To overcome these limitations, many research groups attempt to combine 

techniques to complement each other. This is especially true for the combined use of 

hemodynamically based (fMRI) and electrophysiological (EEG) techniques [4]. Since 

physiological variables as vigilance, attention and anxiety cannot be fully reproduced 

in two independent sessions [5;6], the simultaneous use of EEG and fMRI has 

caught special attention in recent years [5;7-11]. 

The present work focus in two different lines of approaches to simultaneous 

EEG/fMRI data; therefore, the manuscript is divided in three chapters: The first 

chapter describes the technical basis and general principles of fMRI and EEG 

recordings and the challenges to combine these techniques. The second and third 

chapters describe the goals, background, specific methods, results and conclusion of
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each of the two lines of approach. Shortly, in the first project, current analyses 

methods are applied to simultaneous EEG/fMRI data in order to study functional 

brain connectivity and hemodynamic correlates during human sleep. In the second 

study; more methodological aspects are addressed, evaluating the potential of a non-

linear method analysis called recurrence quantification analysis (RQA) to extract 

rapidly changing dynamic features of electrophysiological data which may be used to 

better study fMRI models. 
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CHAPTER 1 

 

Magnetic resonance imaging 

 

In 1946, Bloch and Purcell independently described for the first time the 

physical phenomenon of nuclear magnetic resonance (NMR), where they measured 

the precession effect of the spin around a magnetic field [12;13]. This achievement 

leaded both to receive the Nobel Prize in physics in 1952. In research, NMR was a 

rapidly growing field in organic chemistry and biochemistry. However, the idea to use 

NMR to obtain spatial information of an object came just in 1973 from Lauterbur [14]. 

The NMR image derives from radio waves signals coming from the proton in 

hydrogen nuclei as a result of its interaction with external magnetic fields. The 

contrast in such an image is provided by differences in the signal intensity from these 

nuclei in various tissues, and is determined by several factors like proton density or 

relaxation times T1, T2 and T2*.  

When protons are placed in a static magnetic field 0B , their nuclear spins will 

just have two possible alignments, parallel or anti-parallel to the field. Protons aligned 

in parallel are at lower energy level then the anti-parallels. As it is common in nature 

to seek for lower energy levels, a slightly exceeding amount of spins will be placed in 

the parallel direction. At body temperature, when the difference of energy between 

the states E∆  is much lower than the thermal energy, the fraction of parallel and anti-

parallel spins is given by the Boltzmann distribution [15]: 

Spin excess 
kT

E
N

2

∆
≈ , (1.1) 
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N  is the total number of spins present in the sample, T  is the absolute temperature 

and k  the Boltzmann’s constant. In NMR, E∆  is found to be proportional to the 

strength of the magnetic field: 

0BE γh=∆ , (1.2) 

h  is the Planck’s constant h  divided by π2  and γ  the gyromagnetic constant of the 

respective nucleus. 

Due to the larger number of parallel spins, a net magnetization vector is 

created )(M
r

, and it is this vector that, through some experimental manipulation, give 

rise to an induced current in a receiver coil, required to generate a NMR image [15].  

From Faraday’s law of induction, in order to induce a current in a receiver 

coil, it is necessary that the magnetization vector (the magnetic moment vector 

density due the spin population) generates a variable magnetic field nearby the coil. 

In the thermal equilibrium, M
r

 is constant and aligned parallel to the magnetic field. 

To disturb this equilibrium, energy is required to provoke transitions between the 

energy levels. This is achieved by irradiating the protons with radiofrequency (rf) 

magnetic fields. However, according to quantum theory, the transition between 

energy levels just happens if the amount of energy exactly matches the difference of 

energy between the states, in this case, E∆ . This means that the photons of the rf 

field should have a frequency that satisfies: 

νhE =∆ , (1.3) 

h  is the Planck’s constant and ν  is the radio wave frequency. This leads to: 

00
00

22
B

B
γω

π
ω

π
γ

ν =⇒== , (1.4) 
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0ω is the angular frequency of the photon, referred as “Larmor frequency”. Therefore, 

the resonance phenomenon is the transition of protons between the energy levels by 

applying a rf with angular frequency 0ω . 

A classical way to describe NMR is imagining the proton as a tiny spinning 

charge. According to classical physics, with protons in the presence of a static 

magnetic field )(B
r

, the magnetic field will exerted a torque )(τ
r

 that twists the 

proton’s magnetic moment into a parallel alignment with the field. Because of the 

spin, the torque will not twist the magnetic moment vector into alignment with the 

magnetic field but will induce precession around the magnetic field direction while 

maintain a constant angle. 

The relationship between the magnetic moment )(µ
r

 and the spin angular 

moment )(L
r

 is: 

L
rr

γµ = . (1.5) 

For a volume element V  small enough that the external fields are 

approximately constant over V  but still contain a large number of protons, the 

magnetic moment vector density due to the spin population M
r

 will be: 

∑=
i

i
V

M µ
rr 1

, (1.6) 

With Ni ...1=  (total of spins in V ). If no interaction of the protons with their 

environment is assumed, the equation of motion can be simply written as: 

( )BM
dt

Md rr
r

v
×== γτ . (1.7) 

Now, suppose the configuration in Figure 1.1 where B
r

 is a constant with 

module 0B  at ẑ  direction and M
r

 with module 0M  written as: 
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[ ]zyxMM ˆ)cos(ˆ)sin()sin(ˆ)cos()sin(0 θϕθϕθ ++=
r

. (1.8) 

 

 

Figure 1.1 Magnetic and magnetization vectors representation. Vectors B
r
 and M

r
 in the 

orthogonal )ˆ,ˆ,ˆ( zyx  plane. 

 

From (1.7): 

.0

),cos()sin()cos()sin()sin()cos(

),sin()sin()sin()sin()cos()cos(

0

0

=

−=+

=−

dt

d

B
dt

d

dt

d

B
dt

d

dt

d

θ

ϕθγ
ϕ

ϕθ
θ

ϕθ

ϕθγ
ϕ

ϕθ
θ

ϕθ

 (1.9) 

The solution for (1.9) is: 

.0

0

=

−=

dt

d

B
dt

d

θ

γ
ϕ

. (1.10) 

Note that 0ωω
ϕ

=≡
dt

d
, where ω is the angular frequency M

r
 rotates around ẑ . The 

minus in (1.10) means that M
r

 rotates clockwise, with time, in the negative ϕ  

direction. Thus, when a constant magnetic field is applied, the magnetization will 

precess with the Larmor frequency and in a constant angle θ  related to B
r

.  
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To produce a current in a coil, a magnetic moment needs to generate a 

variable magnetic field nearby the coil, thus 0≠
dt

dθ
. To accomplish this, the 

magnetization can be rotated away from its alignment along the B
r

 axis by applying a 

radiofrequency magnetic field for a short period of time (rf pulse) with the Larmor 

frequency. After the magnetization has been rotated into the transverse plane, it will 

tend to relax to equilibrium along the direction of the static field B
r

. The NMR signal 

corresponds to the voltage induced in a receiver coil from time-varying magnetic flux 

which is produced by this rotating magnetization.  

The goal of imaging is to correlate a series of signal measurements with 

spatial locations of the various sources. Lauterbur proposed in 1973 [14] to use 

magnetic field gradients (spatially changing magnetic fields) to label the signal from 

protons according to their spatial position. If the magnetic field is dependent, for 

example, on its x  coordinate, so is the Larmor frequency, thus it is possible to 

selectively excite protons belonging to a plan perpendicular to ẑ  by choosing an 

excitation pulse having the exact frequency corresponding to the Larmor frequency of 

the chosen plane (slice selection). During data acquisition, a magnetic field along the 

x -axis results in a precession frequency which depends on the precise localization of 

the respective spins. Therefore, the induced current in the receiver coil comprises a 

sum of different precession frequencies, which can be decomposed by a fast Fourier 

transformation. The x  gradient is also called the read-out gradient. The y  coordinate 

of the protons is labeled with a gradient pulse along the ŷ  direction (frequency 

encoding) before the acquisition of the signal. This gradient makes protons situated 

in different y  positions present different phases. By repeating this frequency 
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encoding step with successively increasing y  gradient strength, the signal obtained 

during the frequency encoding can be decomposed later on, again using Fourier 

transform. 

So far, the interaction between spins and their environment was neglected; 

however, it is necessary to consider both internal magnetic and electric fields. These 

fields influence the magnetization, a process known as relaxation. A set of equations 

was proposed by Bloch to describe the temporal evolution of the magnetization that 

incorporates the relaxation and precession effects [12]. The relaxation back to the 

longitudinal orientation is characterized by a time constant T1 and the transverse loss 

of phase coherence, perpendicular to the field 0B , by T2. The transverse relaxation 

T2, based on spin-spin interactions, is of special importance for fMRI. In a perfectly 

homogeneous magnetic field, the transverse relaxation would decay exponentially 

with a time constant of T2. Local field inhomogeneities, however, disturb the phase 

coherence and increase the speed of this transversal relaxation process, resulting in 

a decay of constant T2* shorter than T2. Such field inhomogeneities may be caused 

by external factors like an inhomogeneous magnetic field or by anatomical features, 

like e.g. air filled cavities close to brain tissue causing transitions in magnetic 

susceptibility. In the brain, these inhomogeneities may also depend on altered 

physiological states, as the local blood supply and the blood oxygenation are altered 

by neural activity [3]. Therefore, macroscopic tissue properties can be derived from 

T2*. 
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Functional magnetic resonance imaging (fMRI) 

 

In 1990, Ogawa et al. [16;17] observed for the first time that the a specific 

NMR contrast is sensitive to the oxygenation level of the blood, then termed “blood 

oxygenation level dependent” (BOLD) contrast. Since the hemoglobin is a 

diamagnetic molecule when oxygenated (oxyhemoglobin) but paramagnetic when 

deoxygenated (deoxyhemoglobin), the presence of deoxyhemoglobin affects the 

local magnetic susceptibility by creating small distortions in the magnetic field and 

consequently, decreasing T2*. Upon neural activation, the increases in cerebral blood 

flow (CBF) are about ~ 2-4 times larger than increases in cerebral metabolic rate of 

oxygen (CMRO2). As a result, the supply of oxygen to the capillary bed is 

substantially increased, but only a fraction of oxygen is removed from the blood to 

sustain metabolism, so in total, the blood is locally more oxygenated and T2* is 

increased [2]. This makes it possible to define the anatomical locus of the activation 

by means of fMRI. However, it is important to be aware that the BOLD signal does 

not directly measure neural activation but rather reflects a hemodynamical cascade 

of changes in CBF, CMRO2 and cerebral blood volume (CBV). This neurovascular 

coupling produces a complex MR (magnetic resonance) signal function related to the 

neural response to stimuli: the hemodynamic response function (HRF) which can be 

used to analyze amplitude changes in the MRI images in the order of 0.5 – 3 %, see 

Figure 1.2. 

FMRI studies are mostly analyzing “evoked activity”, in other words, neuronal 

response to brief stimuli or activity during a task performance in association to such 

stimuli. Several sophisticated statistical methods have been developed to identify 

significant signal changes which are taken as representation for changes in neural 

activity at that location. The first step of such an experiment is to carefully plan the
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 experimental paradigm to be worked on by the subject. The paradigm corresponds 

to the series of tasks to be performed during the fMRI measurement.

 

Figure 1.2. Hemodynamic response function following a hypothetical short duration stimulus 

(represented by the red bar). The maximum amplitude of the MR signal changes is in the order 

of 0.5-3% and has a delay of ~ 5 s after stimulus presentation. Graph created using SPM 

software version 5 (www.fil.ion.ucl.ac.uk/spm). 

 

Currently, fMRI typically involves acquisition of a continuous series of scans 

with BOLD contrast images of the whole brain collected every 1 – 2 s (depending on 

the time of acquisition or repetition time – TR). A scan consists of several thousand 

data points, each of which is derived from a small cube of brain tissue or voxel 

(volume element). Due to the low amplitude of such evoked signals (Figure1.3), 

usually the subject has to perform the same task several times to increase the 

statistical power in detecting these signals. A typical example is a block-design, 

where the subject maintains cognitive engagement in a task altering with periods 

when a different condition is required. Figure 1.3a represents a block-design, with 

the subject being exposed to auditory stimulations during 30 s intercalating with silent 

periods of 30 s. Figure 1.3b shows brain regions in the auditory cortex in which the 

BOLD signal fits to the hypothesis of an increase during the auditory stimulation and 

a return to the baseline during the silent periods (red line in Figure 1.3a). Depending 

on the research question, the paradigm can be much more complex, with a design in 

an event-related (short periods of task intercalated with long control periods, the HRF 
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of a single event can be detected and analyzed in detail) or mixed fashion (a 

combination of events closely presented, intermingled with control condition), or a 

behaviorally driven one (for example, resting-state studies, to be better explained 

later). 

 

Figure 1.3. (a) Example of a block-design with 4 blocks of auditory stimulation during 30 s 

intercalating with 5 silent blocks of 30 s. The red line represents the expected HRF. (b) 

Activation in the auditory cortex in response to the task in (a) given as red cluster overlayed on 

an anatomical MR image. Color bar represents t-values depiction statistical significance of the 

derived action clusters.  

 

Intuitively, after recording fMRI data, the first attempt would be to statistically 

compare the temporal signal of each voxel in the image with the expected HRF. 

However, during recording, the data can be corrupted by movement of the subject, 

heartbeat, breathing, inhomogeneities of the magnetic static field, differences in the 

acquisition time of the images and other factors. Therefore, before reaching a final 

result image as displayed in Figure 1.3b, many preprocessing steps are needed to 

eliminate artifacts and signal changes not associated with the experimental design 

and to maximize the sensitivity of the statistical analysis. The basic steps include 

slice time correction, motion correction, spatial and temporal filtering. For a group 

analysis a normalization process is also needed. 
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FMRI preprocessing 

 

Slice time correction 

The scan of a whole brain volume is not instantaneously measured. Instead, 

several slices are recorded two-dimensionally and then reconstructed as a three-

dimensional image. Hence, each slice is recorded at a slightly different time with 

respect to a given stimulus which should be corrected for. One could, for example, 

assume different HRFs for each slices, however, the most common procedure is to 

interpolate the time series to “align” the slices prior to analysis. The advantage of 

interpolation is that inferences concerning differences in HRF amplitude between 

slices are less likely to be confounded by different slice acquisition times. However, 

this approach is limited by the Nyquist frequency ( TR21 ) which makes the 

interpolation unable to contain experimental power at frequencies above this 

frequency [18]. 

 

Motion correction 

For fMRI data analysis it is also necessary that each voxel is spatially 

invariant during the whole experiment. Variation of intensity in the same voxel 

between repeated volume acquisitions is primarily supposed due to changes in 

cerebral physiology. However, during the experiment, movement of the head by the 

subject, physiological motions related to respiration and pulsation of the blood can 

result in shifting the signal time-courses of neighboring voxels. Thus, when preparing 

the experiment, the comfort of the subject and demand of the task should be taken 

into account to avoid movements. Still, some methods can be applied after 

acquisition to minimize these movement artifacts. These methods assume that the 
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brain does not change in shape during the experiment and that any motion can be 

corrected for by rotations and translation along x , y , z  axes. This is referred to as 

rigid body transformation with six degrees of freedom (3 rotations and 3 translations) 

[19]. The rotation (R
r

) and translation (T
r

) matrixes are defined based on a reference 

volume (usually the first one): 

TxRx
rrrr

+= )1()2(   (1.11) 

where )1(x
r

and )2(x
r

 are the positions of the voxel vectors before and after the 

correction and the matrixes R
r

 and T
r

 (Figure 1.4) are found to be the ones to 

minimize the sum of squared difference between two voxels of subsequent volumes.  

Abrupt motion can lead to artifacts in time series even after motion correction, 

thus data with motion exceeding 2 mm are usually discarded. 

 

Figure 1.4. Matrixes R
r
(rotation) and T

r
(translation) found during the motion correction 

preprocessing step. Graph created using SPM software version 5 (www.fil.ion.ucl.ac.uk/spm). 

 

Normalization 

Until now, it was described how to identify activated brain areas in a single 

subject. In order to identify the exact anatomical location, and to generalize such 

individual findings to a population level and to make results from different studies 

comparable, it is necessary to standardize data to a normative space. The 



 
Chapter 1 – Functional magnetic resonance imaging  26 

 
normalization step in the statistical parametric mapping (SPM) software registers 

images of different subjects into the same atlas based coordinate system defined by 

the Montreal neurological institute (MNI) using a large series of MRI scans on healthy 

subjects. The registration consists of linear (accounts for major differences in head 

shape and position) and nonlinear transformations (accounts for smaller-scale 

anatomical differences). The linear transformation determines 12 affine 

transformations (3 translations, 3 rotation, 3 shears and 3 zooms) to match positions 

and sizes of images (Figure 1.5). 

 

Figure 1.5. Visual representation of linear and nonlinear transformations held in the SPM 

software normalization step. Figure taken from [20]. 

 

In order to increase the robustness and accuracy of the approach, information 

about the variability of head sizes is included within a Bayesian structure. Still, given 

the small number of parameters, it does not allow for every feature to be matched 
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exactly. Warps, therefore, are modelled by linear combination of smooth discrete 

cosine transformation basis functions to correct gross differences in head shapes that 

cannot be accounted for by the affine transformation [21]. 

A well know and frequently used atlas is the Brodmann atlas which was 

created based on the cytoarchitectural organization of the human cortex by a 

German neurologist, Korbinian Brodmann [22]. Later on, many of the Brodmann 

areas could be associated with diverse cortical functions (Figure 1.6). 

 

Figure 1.6. Brodmann atlas and common associated function. Figure taken from [23]. 

 

Spatial smoothing 

The main goal of spatial smoothing is to suppress noise while maintaining the 

signal of interest. Another reason to apply spatial smoothing is that the subsequent 

statistical analysis requires the data to be normally distributed and spatial smoothing 
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of the data has a normalizing effect [19]. Individual differences in brain anatomy also 

become less pronounced by smoothing and hence a cross-subject analysis is more 

valid. The spatial smoothing is usually carried out by convolving a 3D volume with a 

Gaussian kernel. The smoothing filter is defined by its full width half maximum 

(FWHM), referring to the width of the Gaussian curve at half of its maximum. 

 

Temporal filtering 

The temporal filtering removes components of the temporal series that 

fluctuates faster (lowpass filter), like pulsatil rhythms and frequency above the 

Nyquist limit, or slower (highpass filter), like MR scanner drifts, than the predicted 

activation. Different from the spatial filtering that is applied in each volume separately, 

the temporal filtering is applied in the time series of each voxel. As statistical 

analyses are directly applied on the time series, this filtering should be performed 

after all the other preprocessing steps.  

 

Statistical analysis 

SPM has been extensively used to characterize neuroimaging data 

sequences. It uses the general linear model (GLM) and classical statistics, under 

parametric assumptions, to perform a statistical test (usually the T-statistics) at each 

voxel. Inferences about regionally specific effects are based on the resulting image of 

T-statistics (Figure 1.3b) [24]. The GLM describes the recorded data ( y ) as the 

combination of weighted functions representing the expected HRFs (predictors) plus 

an error (e ): 

eXXXy LL ++++= ββββ L22110 , (1.12) 
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where iβ is the weight of the predictor function iX , 0β represents constant factors, 

e.g. the baseline fMRI image intensity, and L  the total number of predictor functions 

needed to describe the experiment. For an experiment of J  recorded volumes, 

Equation (1.12) can be written in a matrix notation as: 
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Y
r

 is the column vector of observed data, e
r

 and β
r

 are the error and weight vectors 

respectively. X
r

 is the LJ ×  matrix with each line representing one recorded volume 

and each column a predictor function. The predictor functions are created with the 

assumption that the BOLD signal changes can be estimated by convolving the HRF 

with the stimuli onset times. Figure 1.7 shows a schematic representation of the 

GLM. 

 

Figure 1.7. Schematic representation of the general linear model (GLM). The paradigm 

consisted of an auditory stimulation (red blocks) intercalated by a tapping finger task (blue 

blocks) and a rest period (white blocks). The prediction functions were supposed to be the two 
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stimuli presentation time course convolving with the HRF ( 1x  and 2x ). The two last time 

courses are examples of possible measured time course of two different voxels in the fMRI. 

The insert on the lower left shows typical activation maps derived by SPM showing activation 

in the auditory cortex associated with tone presentation (top) or in the motor cortex 

representing the finger taping condition (bottom). 

 

β
r

 values are estimated by minimizing the residual values ( 0→e
r

), thus if 

( )Lβββ
~

,,
~~

1 L=  are the estimated values and ( ) β
~~

,,
~~
1 XYYY J

r
L ==  the adjusted values, 

then ( ) β
~~
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2 , that is the sum of squared difference between the measured values 

and the estimated ones. Finding the minimum of e
r

 implies 0~ =
∂

∂

l

S

β
 and this leads to 

( ) YXXX TT 1ˆ −
=β  (if ( )XX T  is invertible) where β̂  is the optimized value. These 

simple equations can be used to implement a vast range of statistical analyses [25]. 

 

Model free analysis 

More recently, another method of fMRI analysis has emerged, focusing on 

spontaneous fluctuations or “intrinsic activity” of the brain instead of evoked activity. 

The brain at rest is responsible for most of the cerebral energy consumption whereas 

task related increases in neuronal metabolism are usually less than 5%. The term 

“intrinsic activity” summarizes any ongoing neural and metabolic activity that is not 

directly associated with the subject performing a task. It is usually recorded when the 

subject is asked to relax but not fall asleep in the scanner with eyes closed (resting-

state).  
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How can these intrinsic brain processes be analyzed [26]? One way to do this 

is to apply an independent component analysis (ICA). ICA performs hypothesis-free 

separation of input data into the linear sum of time varying modulation of maximally 

independent component maps. It does not need any a priori assumptions about the 

time course of the different component activations, e.g. whether a given component 

is active due to specific neuronal systems or is related to technical noise or other 

artifact sources [27]. 

It is acknowledged that the brain represents a complex network of dynamic 

systems, consisting of numerous functional interactions between various brain 

regions [28]. In this regard, fMRI can also be used to study such functional 

connectivity, e.g. temporal dependency of neuronal activity patterns in anatomically 

distinct brain regions. The evaluation of these dependencies can contribute to a 

better understanding of the brain’s functional organization. Several approaches have 

been proposed to quantify functional connectivity patterns [29]. In Chapter 2, 

functional connectivity analysis is used on resting-state data to assess the 

connectivity of the hippocampal formation with the neocortex during different sleep 

stages. The time-course of a region-of-interest (ROI) is simply correlated against the 

time course of all other voxels and a high correlation means high functional 

connectivity. 
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Electroencephalography (EEG) 

 

The communication processes between the 100 billion neurons in the human 

brain generates electrical activity, part of which can be recorded by the EEG. The first 

EEG data were recorded in 1924 by a German psychiatrist, Hans Berger, and 

reported in the essay "Electroencephalogram in Humans” in 1929 [30]. Since then, 

this technology has continuously improved and it still widely used to study intrinsic 

and evoked brain activities.  

All neurons are covered by membranes that isolate and separate different 

concentrations of ions inside and outside the cell. Through the neuronal membrane 

are pore-forming proteins (ions channels) that manage the flux of specific ions in and 

out of the cells. Here, the electrochemical driven force is determined by the electrical 

potential difference across the membrane and the concentration gradient of the ions 

selective for the channel. In the inactive state of the cell, this force creates a potential 

difference across neural membrane, called membrane potential [31]. In this way, two 

main forms of neuronal activation can be distinguished; the fast depolarization of the 

neural membranes, which results in the action potential mediated by the sodium and 

potassium voltage-dependent ionic conductance, and the slower changes in the 

membrane potential due to synaptic activation, chemically mediated by several 

neurotransmitter systems [32]. The electrical activity as recorded in the EEG is a 

measure of the extracellular current flow from the summed activity of many neurons. 

The scalp EEG mostly reflects the activity of cortical neurons close to brain surface. 

Deeper structures as the hippocampus, thalamus or brainstem do not contribute 

directly to the EEG. Distant transmission of electrical impulses, however, has 

substantial effects on the surface EEG. Thalamocortical connections, for example,
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 are critical in the synchronization of most electrical activity, such as sleep spindles 

[31]. EEG scalp events can therefore (indirectly) reflect more deep-brain 

activity/connectivity. 

Only vertically oriented dipoles are detectable with scalp electrodes. The part 

of the cortex that runs down the sulci, oriented orthogonal to the scalp, generate 

radially oriented dipoles, which are not well detected by the surface electrodes. Thus, 

the activities recorded by scalp electrodes are mostly generated by excitatory 

postsynaptic potentials (EPSP) produced in the pyramidal layer of the cerebral 

cortex. The pyramidal neurons are spatially aligned and perpendicular to the cortical 

surface and when activated, with a certain degree of synchrony, generate coherent 

electric/ magnetic fields that can be detected by electrodes placed at relatively small 

distances. [32]. Figure 1.8 illustrates transient dipoles that lead to measurable 

extracellular voltage. 

 

 

Figure 1.8 Afferent inputs into the apical (a) dendrites and (b) cell body. In both cases, the 

afferent stimuli lead to depolarization with current flow into the cell body. The current flow in 

(a) results in a source in the apical dendrite, whereas in (b), the source is located in the soma. 

This example thereby leads to two vertically oriented dipoles of opposing polarity that can be 
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detected by surface EEG. Figure reproduced with kind permission from Springer 

Science+Business Media: Basic Neurophysiology and the Cortical Basis of EEG, 2007, page 

31, Gregory L. Holmes and Roustem Khazipov, figure number 6, Modified from Kandel et al., 

2000 with permission [31].  

 

Unfortunately, EEG carries the problem that signals measured on the scalp 

surface do not directly indicate the location of the active neurons in the brain. Many 

different source configurations can generate the same distribution of potentials on the 

scalp. This ambiguity of the underlying static electromagnetic inverse problem has no 

unique mathematical solution [33]. The only way to localize the putative electric 

sources is to introduce a priori assumptions on the generation of the EEG signal. In 

the last years, many assumptions using different mathematical, biophysical, 

statistical, anatomical and functional constraints have been formulated and 

implemented in inverse solution algorithms [33]. Basically, there are two main 

approaches for estimating sources from observed sensor EEG: The first assumes 

that sensor data can be explained by a small set of equivalent current dipoles. 

Secondly, the source reconstruction problem has more recently been modeled by 

placing many dipoles in brain space and using certain constraints on the solution to 

make it unique. Most of these constraints are anatomical and physiological 

arguments, e.g., smoothness constraints and approximate location priors based on 

regional activity in fMRI. 

 

EEG acquisition and preprocessing 

In a typical EEG experiment, electrodes are positioned at standardized 

locations on the scalp, as for example defined in the international 10-20 system. The 

"10" and "20" refer to the distances between adjacent electrodes that are either 10% 



 
Chapter 1 – Electroencephalography   35 

 

 

or 20% of the total front-back or right-left distance based on reference points on the 

skull, respectively. This method was developed to ensure experimental reproducibility 

and to allow findings to be compared over time (see Figure 1.9).  

 

Figure 1.9. The international 10-20 system seen from (a) left and (b) above the head. A = Ear 

lobe, C = central, Pg = nasopharyngeal, P = parietal, F = frontal, Fp = frontal polar, O = occipital. 

Figure was taken from [34]. (c) Location and nomenclature of the electrodes used in the 

present study. AFz and FCz are the ground and reference electrode. (d) Visualization of typical 

caps used in EEG studies. Figure 1.9a and 1.9b were taken from [34]. Figures 1.9c and 1.9d 

were taken from [35]. 

 

Beside the mathematical and statistical approach used to interpret the EEG 

data, technically satisfactory recordings are required to ensure accurate results. EEG 

is more difficult to measure due to its low amplitude (in the µV range) caused by the 

skull’s composition if compared with other noninvasive biosignal measurements such 

as the electrocardiogram (ECG), electromyogram (EMG) and electrooculogram 

(EOG). The first challenge is to thoroughly place the electrodes on the subject’s 

head. The skin and deeper tissues between a pair of electrodes have resistive and 

capacitative properties. The impedance of these tissues can be decreased by 
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preparation of the skin using suitable abrasion underneath the electrode contacts. In 

a noninvasive electrical brain signal measurement, an interface material is applied 

between the electrode and the skin to provide optimal ionic current and to reduce 

contact impedance between the electrode surface and the scalp. This material is an 

electrolyte and can be purchased in EEG gel or paste form. 

During recording, technical artifacts can often appear due to loose contact of 

electrodes, which results in electrical noise or baseline drifts. The baseline drift 

artifact can be seen as another type of electrode artifact. The power spectrum of the 

low frequency component increases sharply when the baseline drift occurs. An 

unstable impedance of the electrode is the main reason leading to such artifacts, but 

sweating and body movement may also add to this effect [36]. To compensate for 

baseline drifts, highpass filters can be applied. Other off-line correction of DC drifts 

artifacts was proposed by Hennighausen in 1993 [37]. The main idea of this method 

is to calculate the average of consecutive EEG segments and perform a regression 

of these values. The amplitude trend which can be explained by either a linear or 

non-linear regression model is then subtracted from all data points. It should not be 

forgotten, however, that slow drifts could also represent meaningful activity related to 

habituation, attention or arousal level of the subject during the experiment. 

EEG recordings are contaminated by physiological artifacts as eye blinks or 

other eye movements, as well as by EMG and ECG activity. The movement coming 

from eyes or muscles cause rather large signals, which may obscure the low 

amplitude EEG signals coming from the brain [36]. Many of these artifacts cannot be 

corrected for, and the EEG segments in which they occur must be excluded from 

analysis. One frequently used attempt to correct for ECG and EOG artifacts is 
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applying ICA. Components with strong ECG and EOG related time courses are 

visually identified and removed from the data after an ICA back-transform. 
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Simultaneous EEG and fMRI recordings 

 

EEG/fMRI simultaneous data acquisition is becoming more common and 

essential in both basic and clinical brain research. Cognitive neuroscience, 

epileptology, psychiatry and sleep research all benefit from the combination of these 

methods. This multimodal approach is a key tool to enhance the understanding of 

brain activity due to the conjunction of the good spatial resolution of fMRI and the 

good temporal resolution of EEG, respect and its complementary aspect covering 

electrophysiological and hemodynamic related changes. However, the successful 

combination of EEG and fMRI demands careful consideration of patient safety, as 

well as EEG and MR image quality. 

The EEG equipment appropriated for use in the MR environment must 

exclude ferromagnetic material and should limit rf emission to preserve image quality. 

Potential sources of rf emission are active circuitry in EEG instrumentation located in 

the scanner room or the ingress of rf signals via conductors that breach the scanner’s 

Faraday shield. Rf signals should be minimized at source by using low-power digital 

components, thereby minimizing switching currents. All active circuitry should be 

enclosed in conductive enclosure and all conductive signal paths breaching this 

enclosure should do so via inline rf filters. Normally, the EEG preamplifiers are 

located in the scanner room and EEG data is transmitted to a receiver in the console 

room via fiber optic cables, therefore eliminating the ingress of rf from outside the 

scanner. Regarding the instrumentation material, fortunately, this is not a significant 

limitation since there are a range of nonferromagnetic materials that are suitable to 

high-quality EEG as silver, silver chloride, gold, carbon and conductive plastic EEG 

electrodes [38].  
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The rapidly switching rf and magnetic gradient fields applied during MR data 

acquisition induce eddy currents in the electrodes and may result in heating of the 

electrode [39;40]. Several studies, however, showed that the local temperature 

increase is less than 1oC in scanners of 1.5T and 4T [39;41;42], and thus within the 

permitted limit [39]. The interaction between the scanner (rf) and the electrode leads 

can result in tissue heating as well. The rf field will induce an electromotive force 

(emf) in any conductive loop formed by the electrode leads which is proportional to 

the loop area cut by the field and its rate of change. Thus, if tissue is part of this loop 

the emf will drive a current through it, resulting in heating. The electric component of 

the rf can induce a current along the extended conductor formed by an electrode 

lead. The magnitude of this current depends on the wire to the source of electric field 

in the MR transmitter coil, the resonant length of the electrode leads in relation to the 

rf wavelength among others [38]. Lemieux et al. [39] compared both sources of 

heating and found that the first one is stronger, but that a current-limiting resistor of 

12 Ω in the scalp electrode leads could limit contact currents to acceptable levels. 

This additional resistance is small compared with typical input impedance of an EEG 

amplifier (around 10 MΩ) and does not degrade EEG signal quality significantly [38]. 

In the so performed EEG recording, the fMRI recording, including switching of 

magnetic field gradients and transmission of rf pulses, induces several different types 

of artifacts in the EEG, basically the gradient and the cardiac pulse-related artifacts. 

The amplitude of the gradient artifact is in the range of 10000 µV (~100 times higher 

than normal EEG) and can reach speeds of 20000 µV/ms (500 times faster than 

spontaneous EEG), see Figure 1.10. The most frequently applied method to correct 

this technical artifact comes from the assumption that two acquisition of the same 
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slice or volume will generate precisely the same artifact in the EEG data, thus the 

artifact can be easily modeled in a template and subtracted from the raw EEG [43]. 

Figure 1.10 Example of gradient artifact in a concurrent EEG recording. (a) shows one ECG 

(EKG1) and 13 EEG (F3, F4, C3, C4, P3, P4, O1, O2, T7, T8, Fz, Cz, Pz) channels. The ECG was 

downscaled by a factor 20. (b) shows a zoom of the red box in (a) with strong gradient induced 

artifact shadowing the underlying EEG. Time and amplitude are displayed for each. The marker 

R128 is automatically delivered by the MR scanner and defines the exact time at which a new 

slice acquisition starts. Note the high similarity of the gradient induced artifacts in (b). 

 

The amplitude range covered and sampling rate of the EEG recorded inside a 

MR scanner should be high (e.g. ± 16V, 5000Hz for BrainAmpMR) in order to detect 

and correct the very fast artifacts introduced by the scanning procedures. Creation of 

precise artifact templates in the EEG is much improved by exact knowledge on slice 

acquisition starts. During recording, the scanner used in Chapter 2 and 3 (1.5 Tesla 
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Signa Echospeed, General Electric, Milwaukee, Wisconsin, USA) gave a TTL signal 

output at the exact time it started a new slice acquisition. These signals were entered 

and saved as markers in the EEG recording and can later be used to build a 

correction template across all consecutive volumes (marker R128 in Figure 1.10). 

Another prerequisite to a good template construction is that the onset of each fMRI 

volume to be acquired coincides with the exact time point at which an EEG data point 

is being sampled. Otherwise, there would be a temporal misalignment between the 

two acquisition systems that invariably will lead to a massively increased variance or 

error in the gradient correction template [43]. In order to achieve synchronicity 

between an fMRI sequence and the regular sampling pattern of the concurrent EEG, 

the repetition time TR of the fMRI sequence must be a multiple of the EEG sampling 

interval and the internal clocks of both systems, EEG and MRI, must be phase 

locked. Luckily, nowadays, commercial EEG recorders are equipped with 

synchronization hardware that embraces this last issue [44]. Finally, after an optimal 

data acquisition, a template based on an average of several imaging artifact 

waveforms is calculated over a number of epochs and eventually subtracted from the 

EEG [45]. As the high sampling rate is no longer necessary after gradient artifact 

correction, and in order to decrease data size, the corrected data is down-sampled at 

this point. In the software Brain Vision Analyzer, this down-sampling is performed by 

using a Hanning window to calculate a weighted average for the data points. After 

subtraction of the averaged artifact curve, low-pass and band-rejection filters may be 

used to remove further artifacts. 
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Figure 1.11 Example of BCG artifact in a concurrent EEG recording. The figure shows one ECG 

(EKG1) and 4 (C3, F7, T7, T8) EEG channel. Note that the amplitude resolution of the EEG 

electrodes is different from the ECG. The red line helps to see that the BCG is slightly delayed 

with respect to the ECG. 

 

Another challenge is posed by the ballistocardiogram (BCG) artifact, 

produced by cardiac pulse-related movements of the scalp electrodes inside the 

static magnetic field. These movements might result from acceleration and abrupt 

directional change in blood flow in the aortic arch during each heart beat [46]. Scalp 

movement may also occur due the expansion and contraction of the scalp arteries 

[47]. In an EEG channel, this artifact peak normally occurs slightly after the QRS 

complex (delayed by ~ 200 ms) [47], see Figure 1.11. While gradient artifacts are 

highly predictable, BCG artifacts display much greater variability due to their 
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physiological origin. The amplitude of the BCG can exceed 200 µV obscuring 

completely the neural activity detected by EEG. Furthermore, it covers a substantial 

frequency range coinciding directly with neural signals that are of interest, making the 

use of filters to remove this artifact many times impractically [48]. Allen et al. [47] 

introduced a method based on averaged artifact subtraction, which is characterized 

by a subtraction of a mean BCG artifact template calculated for each electrode during 

the previous 10 s. More recently, methods based on ICA were successfully used to 

solve this problem [49;50]. As already mentioned, the strength of ICA is that it makes 

no assumption about the mixing process of the different noise sources, except that 

this occurs linearly. This method consists in recovering unobserved statistically 

independent signals or “sources” from several observed mixtures or different 

combination of the “source signals” [51]. 
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CHAPTER 2 

Sleep spindles and hippocampal functional connectivity  

in human NREM sleep 

 

Introduction 

 

Sleep 

Sleep disturbances have a great impact on quality of life, morbidity/mortality, 

public health and productivity [52] and can manifest in many psychiatric disorders like 

depression and schizophrenia, among others [53-55]. During the last years, 

neuroimaging has proven a valuable non-invasive tool to detect anatomical, 

functional and metabolic changes associated with sleep disturbances. The beginning 

of sleep research, however, is much older and is closely connected with the invention 

of the EEG. Using EEG, in 1937, Loomis showed for the first time that sleep was not 

homogeneous during the whole night but constitutes of different sleep stages [56]. 

Today, these sleep stages are scored according to the Rechtschaffen and Kales [57] 

criteria based on EEG, EOG and EMG recordings. The main states of vigilance are 

wakefulness, rapid eye movement (REM) sleep and NREM sleep. NREM sleep is 

further subdivided into stages 1, 2, 3 and 4 with slow wave sleep (SWS) comprising 

stages 3 and 4, see Figure 2.1. The rhythmic neuronal activity changes in sleep are 

accompanied by changes in information processing and state of consciousness. The 

transition from being fully awake to being clearly asleep is of great importance to 

understand clinically relevant changes in alertness and sustained attention and is 

associated with well-established EEG changes [58]. The EEG pattern associated with 

each behavioral state is quantified by the power of specific rhythms in certain 

frequency bands. Sleep stage 1 (S1) is characterized by a decrease in high 
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frequency oscillations and a dominance of (slower) theta rhythms (4-8 Hz) in the EEG 

and by lower EMG levels as compared with wakefulness and the appearance of slow

eye movements [59;60]. Behaviorally, it includes: a decrease sensory perception and 

a partial cessation of responses to external stimuli [7;61;62]. S1 seems to be 

associated with decreased activity in the frontal and parietal cortices, and in the 

thalamus [10]. The thalamus plays a critical role in processing, integrating, 

correlating, and relaying sensory and motor information The thalamocortical network 

modulates the flow of sensory and motor information to and from the cerebral cortex 

[62]. Starting in early NREM sleep S1, the thalamocortical neurons undergo 

progressive hyperpolarization leading to a reduced synaptic responsiveness and 

interruption of the bidirectional flow of information. This has been further linked to 

sleep spindles (Figure 2.1b) [62-66] during deeper NREM sleep stages. Sleep 

spindles are waxing – and – waning 11 - 15 Hz oscillations and can be subdivided in 

slow (11 - 13 Hz) and fast (13 - 15 Hz) spindles, predominant in frontal and centro-

parietal areas, respectively [64]. Sleep spindles are most prevalent during sleep 

stage S2, which is also associated with a low level of consciousness. S2 is also 

characterized by the presence of a sharp negative wave followed by a slower positive 

wave pattern, called K-complex (KC), see Figure 2.1b. KCs can appear 

spontaneously or be evoked by external stimuli. SWS is associated with the deepest 

level of unconsciousness and lowest energy metabolism and is dominated by a high 

amplitude EEG with frequencies lower than 4 Hz [59;67;68]. REM sleep, also called 

paradoxical sleep, shows an EEG resembling wakefulness or S1 sleep, and is further 

characterized by atonia of voluntary muscles (e.g. not affecting heart or respiratory 

muscles, and in addition eye muscles) as reflected by lowest chin EMG level as well 
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as by rapid eye movements (Figure 2.1c) [57;69]. Awaking from this state of high 

cortical activity goes along with higher incidences of vivid dream reports [63;67]. 

 

Figure 2.1. Relationship between human sleep, level of consciousness and EEG patterns. (a) 

Stages of sleep are characterized by differences in the frequency and amplitude of EEG waves. 

Wakefulness is characterized by a desynchronized high-frequency EEG. Stage 1 comprises 

light sleep with low-amplitude waveforms and slightly decreased frequency. Stage 2 is 

characterized by sleep spindles (higher-frequency waves around 11 Hz – 15 Hz) and K-

complexes (graphically represented in (b)). Stages 3 and 4 comprise SWS with high-amplitude 

low-frequency waves. These four stages constitute NREM sleep. Another sleep stage is the 

REM sleep, which is associated with theta activity (4.5-7.5 Hz) and, as its name implies, is 

characterized by rapid eye movements (graphically represented in (c) by two horizontal EOG 

channels of the left and right eye). REM is also associated with low-amplitude sawtooth waves 

(not shown) and a higher level of consciousness. Figure 2.1 (a) was reproduced by permission 

from Macmillan Publishers Ltd: Nature Reviews [67], copyright (2004). Figure 2.1 (b) was 

reproduced from [59] 

 

There are many theories which try to explain functions and the purpose of 

sleep. The main theories are: conservation of energy, restoration of tissue and 
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growth, thermoregulation, regulation of emotions, neuronal maturation, and memory 

and learning [59;70;71]. A full discussion of these theories goes beyond the scope of 

this thesis. 

 

Memory and Hippocampus 

Among the many functions attributed to sleep, its role in the memory 

consolidation is of particular importance as sleep may be required to redistribute and 

reactivate recent memory traces in the absence of interfering external inputs [71-74]. 

Whereas memory encoding and memory retrieval is bound to wakefulness, sleep has 

been postulated to promote memory consolidation. Consolidation refers to the 

process that transforms new and labile memories collected during wakefulness into a 

more stable cortical representation, making them integrated in networks of pre-

existing long-term memories [75]. Human memory can be subdivided in declarative 

and nondeclarative memory. Declarative memory summarizes memories that are 

consciously accessible, such as fact and events (knowing “what”, e.g. “what is the 

capital of Brazil?”). Current neuronal models show the importance of the temporal 

lobe, including the hippocampus, in declarative memory formation. Nondeclarative 

memory includes the knowing “how” (procedural memory), for example actions, 

habits and skills (e.g. how to ride a bike); it is less dependent on medial temporal 

lobe structures [76]. Several studies support the idea that declarative, hippocampus-

dependent memory is particularly strengthened by SWS, whereas nondeclarative, 

procedural memories benefit to a greater extent from REM sleep [77-79]. However, 

controversial results were also reported in which SWS can also improve 

nondeclarative, as well as REM sleep can improve declarative memory [80-82]. S2 

has been associated with both kinds of memory consolidation [83-85]. Schabus et al. 

[86] measured spindle activity during S2 following a declarative memory task and a 
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control task. They found that increased S2 spindle activity was related to an increase 

in recall performance, reflecting memory consolidation. It is important to note that 

most memory tasks are neither purely declarative nor only procedural, and that both 

systems interact during sleep-dependent memory consolidation.  

According to the standard model of memory consolidation at the systems-

level, active cerebral communication transfers new memories, initially encoded in the 

hippocampus, into long-term memory representations stored in the neocortex [87-91]. 

Thus, remote memories are based on neocortical networks and can be retrieved 

independently of the hippocampus [92]. The (re-)activation of the hippocampus is 

reflected by hippocampal ripple activity that during sleep is found synchronized to 

sleep spindles [93; 94]. Thus, the hippocampus has been proposed to orchestrate 

the reactivation of memory traces and their reinstatement in cortical circuits [95]. The 

hippocampal-cortical system includes the hippocampal formation as well as its 

widespread cortical targets. The hippocampal formation (HF) consists of the Cornu 

ammonis (CA), dentate gyrus (DG), and subiculum (SUB) that are forming as a loop-

like structure and are receiving and projecting information to the neocortex. This 

information flow is passing through the adjacent entorhinal cortex (EC) [96], see 

Figure 2.2. Next to the function of the HF related to memory processes, it has also 

been associated with spatial encoding, inhibition and anxiety [98;99]. Less clear is 

the precise connectivity of the hippocampus with the neocortex, not only anatomically 

but also in terms of effective functional connections. In this context, most knowledge 

stems from animal models [100;101].  
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Figure 2.2. Cytoarchitecture of the mesial temporal lobe at the level of the body of the 

hippocampus. The hippocampal subregions and entorhinal cortex are displayed with different 

colors. Reproduced with kind permission from Springer Science+Business Media: 

Cytoarchitectonic mapping of the human amygdala, hippocampal region and entorhinal cortex: 

intersubject variability and probability maps, 2010, 2005, pag 345, K. Amunts et al, Fig. 2 [97]. 

 

Resting-state  

In fMRI, spontaneous signal fluctuations have recently been used to study 

functional cerebral connectivity [102]. Such signal fluctuations are organized in 

distinct functional resting-state networks (RSNs). As mentioned in Chapter 1, they 

are usually recorded in subjects asked to relax but not fall asleep in the scanner, with 

eyes closed. Figure 2.3 exemplifies some of these RSNs.  

Among the various RSNs, the “default mode” network (DMN) received 

particular attention, being linked to self-referential processes in humans, such as 

autobiographical memory and future envisioning [104]. During wakefulness it consists 

of subsystems in which the hippocampal formation and the lateral temporal cortex 

are involved in memory collection and building of associations, flexible use of this 

information to construct mental simulations, and integration of these processes 
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[96;104]. Also the posterior nodes of the DMN (posterior cingulate, precuneus, and 

inferior parietal lobules) correspond to regions involved in memory recollection [105]. 

 

 

Figure 2.3. Different resting-state networks: RSNs were identified using ICA that decomposed 

the individual’s fMRI into 30 statistically independent components (ICs), each delineating 

groups of voxels that exhibited synchronous temporal fluctuations. (a) “Default mode”, (b) 

frontoparietal control, (c) frontal attention, (d) somato-motor, (e) auditory and (f) occipital 

visual network. Color bar depicts T-values. RSNs taken with permission from Jann K, Kottlow 

M, Dierks T, Boesch C, Koenig T (2010) Topographic Electrophysiological Signatures of fMRI 

Resting State Networks. PLoS ONE 5(9): e12945, Fig 1 [103]. 

 

Preserved DMN connectivity was reported in light sleep [106;107], while the 

DMN showed disintegration in slow wave sleep [107;108]. More subtle network 

changes, like a reduced contribution of the HF to the DMN, have also been shown at 

sleep onset [108]. However, as these studies focused on the DMN as a whole entity, 

it remains unclear if the HF builds up alternative functional connectivities with brain 

areas outside the DMN throughout the course of sleep. 
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Objective and hypotheses 

The main goal of this work was to investigate the functional connectivity of the 

hippocampal subregions (CA, DG and SUB) to all other brain regions for wakefulness 

(W), and the NREM sleep stages 1 (S1), 2 (S2) and slow wave sleep (SWS), by 

means of simultaneous EEG/fMRI data collected during sleep. 

The a priori hypotheses were:  

1. The HF shows strongest functional connectivity to the major DMN 

nodes in wakefulness. 

2. In stable sleep stages (S2 and SWS), different functional connectivity 

should be revealed. Based on the assumption of increased hippocampus-to-

neocortex transfer, frontal and temporal brain regions should be more involved.  

3. Functional connectivity changes during sleep are postulated to be 

associated with spindle activity as derived from concurrent EEG recordings, based on 

the assumed relation of hippocampal ripple and sleep spindle. 

4. Regarding the role of hippocampal subregions (dentate gyrus and 

cornu ammonis) and the subiculum, we hypothesize especially enhanced functional 

connectivity of the hippocampal output region, the subiculum, during sleep. 
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Methods 

 

Subjects 

The study protocol was in accordance with the Declaration of Helsinki and 

was approved by the ethical review board of Ludwig-Maximilians University, Munich, 

Germany. Participants provided their written informed consent after the procedure 

had been fully explained and were reimbursed for their participation. Subjects 

underwent a general medical and structured psychiatric interview, clinical MRI and 

EEG to exclude clinical conditions that could interfere with the study protocol. 

Combined fMRI/polysomnography was obtained from 25 healthy adults (13 men, 

mean [SD] age 24.7 [3.2] years, 12 women, 24.8 [2.5] years). Participants were 

instructed to follow a regular sleep-wake-schedule with bedtimes between 23:00 and 

08:00 hrs during the week prior to the experiment, documented by sleep diaries. 

Participants were asked to get up about three hours earlier on the experimental day 

to increase the probability of falling asleep in the MRI scanner. Wrist actigraphy 

during the night and day before the experiment was employed to control subjects’ 

adherence to the sleep restriction. Simultaneous EEG/fMRI experiments started 

around 9:00 pm. After EEG montage and positioning in the MRI scanner subjects 

were informed that no further active participation was required during the following 2-

3 hours, and that they could fall asleep.  

 

FMRI and EEG acquisition 

Simultaneous polysomnography comprised 19 EEG electrodes placed 

according to the international standard 10/20 system, electrooculogram, submental 

electromyography and an electrocardiogram (sampling rate 5 kHz; EasyCAP 
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modified for sleep, Herrsching, Germany; VisionRecorder Version 1.03, 

BrainProducts, Gilching, Germany). For noise protection subjects wore ear plugs and

headphones. FMRI was carried out at 1.5 Tesla (Signa LX, GE, Milwaukee, USA) 

using an 8-channel head coil.  

One fMRI run consisted of 800 functional whole brain images (EPI; repetition 

time 2000 ms; echo time 40 ms; flip angle 90°; 64 × 64 matrix, in-plane resolution 3.4 

× 3.4 mm2; slices 25; slice thickness 3 mm; gap 1 mm; oriented along AC-PC) 

acquired over 26.7 minutes. This time restriction originated in a scanner software 

limitation to continuous acquisition of 20000 slices at maximum. To allow for vigilance 

monitoring during the recording session, the sleep stages were determined online 

using the real-time gradient EEG artifact correction of the Vision Recorder (Version 

1.03.0003) and Vision RecView (Version 1.0) software (Brain Products, Gilching, 

Germany). If the subject was not able to fall asleep, only reached light NREM sleep 

stages or showed an early and rapid transition to S2 and SWS during the first run, 

acquisition was repeated to increase the probability of recording the missing sleep 

stages. In total, 40 fMRI runs of each 26.7 minutes length were acquired from 25 

subjects. 

 

Sleep stage rating 

EEG preprocessing was performed using Brain Vision Analyzer software 1.05 

(Brain Products, Gilching, Germany). Correction of MRI related EEG artifact was 

performed by subtraction of an adaptive template based on artifact averages of 8 

consecutives MRI volumes. Independent component analysis was applied for 

removal of ECG and EOG artifacts. Components with strong ECG and EOG related 

time courses were visually identified and removed (see Chapter 1 for more details 
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about EEG artifact correction). Data were resampled to 250 Hz, re-referenced 

against linked mastoids and filtered (0.1 Hz to 30 Hz). Sleep stage scoring following 

Rechtschaffen and Kales [57] criteria of all 40 fMRI runs was performed in 20 second 

windows. The hypnograms of the 40 recorded 26.7-minute sessions were then 

screened for intervals consisting of 5 minutes of one specific, stable sleep stage (due 

to some waxing and waning of sleep defined by presence of more than 85% 

throughout the epoch), without arousals or movement artifacts in either EEG or fMRI. 

This resulted in 93 epochs of the following vigilance stages: wakefulness (W: 27), 

sleep stage 1 (S1: 24), sleep stage 2 (S2: 24), and slow wave sleep (SW: 18). 

 

FMRI analysis 

1. Preprocessing: All fMRI analyses were performed in 64-bit Linux 

workstations using SPM, version 5 (www.fil.ion.ucl.ac.uk/spm), and in-house scripts 

programmed in IDL version 6.3 (www.ittvis.com) and Matlab version 2008B (The 

MathWorks, Natick, USA). The fMRI preprocessing steps consisted of: 1) slice time 

correction to account for different acquisition times between slices; 2) realignment 

using rigid body transformation to correct for head motion. Data with head 

movements more than 2 mm were excluded; 3) spatial normalization of the images to 

a standard EPI template in MNI space (SPM5 distribution) and interpolation to a 

voxel resolution of 2 × 2 × 2 mm3 using 5th degree splines (see Chapter 1 for fMRI 

preprocessing details).  

2. Removal of artificial signals: To remove artificial components and signal 

contributions of non-neural origin from the time courses, spatially normalized and 

unsmoothed images were residualized by multiple regression analysis in the GLM 

framework against the following regressors: (i-vi) six parameters derived from the 
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motion correction step (matrixes R
r

 and T
r

), (vii-xii) their respective first order 

derivatives, (xiii-xiv) the averaged time series of the white matter and CSF voxels, 

(xv-xvi) and their respective first order derivatives. They resultant in residual images 

contained signal fluctuations not explained by regressors i–xvi. They were temporally 

(lowpass filter of 0.1 Hz in FSL 3.2 (www.fmrib.ox.ac.uk/fsl)) and spatially (isotropic 

Gaussian kernel, full width half maximum of 6 mm) filtered and afterwards used for 

extraction of region-based time courses. 

The 0.1 Hz lowpass filtering was used to restrict analysis to the typical 

frequency range generally used to study resting-state network fluctuations due to the 

expected functional connectivity of the hippocampus and DMN. Such restriction may 

shadow possible higher frequency contributions to spontaneous signal fluctuation. To 

test for the effect of lowpass filtering, the analysis has also been performed without 

filtering (results not shown), leading to the same quantitative results. However, 

physiological noise contributes much more to the later analysis, and therefore the 

lowpass filtered data was in the focus of this work. 

3. Fixed effects model: For each subject and sleep stage, data were 

regressed to the corresponding hippocampal time courses. Subregions of the 

hippocampal formation were defined from probabilistic cytoarchitectonic maps as 

previously described [97] (Figure 2.4) and implemented in the SPM anatomy toolbox 

[109]. Time courses were calculated as the mean signal of all voxels inside the 

specific region, and extracted using the Marsbar toolbox [110] for SPM. The following 

hippocampal subregions were used: Cornu ammonis (CA), dentate gyrus (DG), and 

subiculum (SUB). For every subject and sleep stage, each time course of the bilateral 

subregion was regressed on the residual fMRI images in three separate fixed effects 

analyses. 
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Figure 2.4. Probabilistic cytoarchitectonic maps of the hippocampal subregions and subiculum 

as previously described in [97]. Red - cornu ammonis, yellow - dentate gyrus and green – 

subiculum. 

4. Random effects model: For analysing sleep stage influences, a second 

level random effects analysis was performed using a two-factorial design (factor 

subregion: three subregions, factor sleep: wakefulness and three NREM sleep 

stages). A map of the HF functional connectivity during wakefulness was generated 

by a t-test against zero combining all subregions. Effects of factor sleep and of factor 

subregion were tested using analysis of variance (ANOVA). Directed t-tests were 

performed in addition to explore the direction of the effects (W vs S1, W vs S2, W vs 

SWS, S1 vs S2, S1 vs SWS, and S2 vs SWS). Finally, specific subregional 

contributions were identified per sleep stage by contrasting each subregion against 

the two other subregions combined. 

The functional connectivity map collected during wakefulness was 

thresholded at pFWE<10-6, extent > 150 voxels. For the main effects of factors sleep 

and subregion, for the bidirectional sleep stage comparison as well as for the 

subregional analyses, an uncorrected threshold was set at p<0.001, with varying 

cluster extent in order to ensure significance of the resulting clusters under 

consideration of non-stationary smoothness (pFWE,cluster<0.05) [111]. 
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Sleep spindle analysis 

Analysis of sleep spindles and related fMRI activation was based on the 

procedures described in Schabus et al. [64]. In the EEG data of the selected epochs 

in sleep stage 2, occurrence of slow and fast sleep spindles was determined after 

band-pass filtering of 11 - 13 Hz (0.0145 s, 48 dB/oct) and 13 - 15 Hz (0.0122 s, 48 

dB/oct), respectively. The root mean square (rms) of the filtered signal was calculated 

in time windows of 200 ms. For slow spindles, EEG data collected at electrode Fz 

were used, as slow spindles are known to be strongest over frontal brain regions, 

while for fast spindles (with parietal dominance) Pz was used [112]. For both spindle 

types, the 20% highest rms amplitudes were classified as spindles. Finally, onset of 

the classified spindles were used to construct the event regressor and later 

convolved with the three basis canonical function (hemodynamic response function, 

its time and dispersion derivatives). As in Schabus et al. [64] the power fluctuation in 

the EEG delta band (0.5 – 4 Hz) was added as a covariate, as spindles are 

modulated by slow-waves. For this purpose, we extracted the delta power from Fz 

per fMRI volume using Fast-Fourier Transform (FFT, resolution = 0.5 Hz, Hanning 

window 10%), and convolved it with the hemodynamic response function. For each 

subject, the event regressors of fast and slow spindles convolved with the three basis 

canonical functions along with delta power were regressed against the residual fMRI 

images in a fixed effects model.  

Second level analysis was performed using the individual t-contrasts of each 

of the three canonical basis functions as well as of the two spindle types as factors. 

The error covariance was not assumed independent between regressors and a 

correction for non-sphericity was applied [113]. The resulting maps were collected at 

puncorr <0.001, extent > 135 voxels, signifying pFWE,cluster < 0.05 [111]. 



 
Chapter 2 - Methods   58 

 

 

Psychophysiological interaction analysis  

Psychophysiological interactions (PPI), refers to a method relating the 

functional coupling between one area and the rest of the brain to results of 

psychological tests. Here, as external variable an electrophysiological, not 

psychophysiological means was applied, however recorded simultaneously and using 

the same methodological approach. PPIs between the EEG spindle data and the 

BOLD signal time courses of the three HF subregions were evaluated in order to test 

if changes in HF functional connectivity had an interaction with increased spindle 

activity. PPIs were performed for CA, DG and SUB in three distinct analyses. For 

each subregion, first, the neuronal representation of the signal time course of the 

subregion was approximated by deconvoluting the HRF from it. Second, the neural 

representation of the fMRI signal time course was convolved with the individual event 

regressor containing the onset time points of spindles (also one analysis for each 

spindle type, slow and fast spindle) and afterwards convolved with the HRF. The 

regressor which resulted from this transformation and the two original regressors 

before the convolution (fMRI signal time course of the subregion and HRF folded 

event regressor containing the onset time points of spindles) were entered in a fixed 

effect analysis. Analysis was performed on the residualized data as described above. 

Data were thresholded at puncorr<10-4, extent k>150, pFWE,cluster < 0.005. 
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Results 

 

Subjects adhered to the experimental guidelines and sleep restriction, as 

shown by sleep diaries and wrist actigraphy. Sleep latency (time until first 

appearance of S2), only considering the first attempt of the subject to fall asleep, was 

6.7 ± 4.9 minutes. Over all 40 fMRI runs, the average time spent in W, S1, S2 and 

SWS were 6.8 ± 5.2 minutes, 5.9 ± 4.2 minutes, 10.0 ± 5.4 minutes and 4.8 ± 5.8 

minutes, respectively. Eventually, a closer inspection of hypnograms identified 93 

epochs (27, 24, 24 and 18 epochs of W, S1, S2 and SWS of 15, 18, 10 and 11 

subjects) of each five contiguous minutes with a single dominating vigilance stage, 

i.e. less than 14 % of time spent in flanking sleep stages and without arousals. 

Assignment of all 5-minute epochs to subjects and runs including a description of the 

prevalence of the different sleep stages per run is detailed elsewhere [114]. 

Occurrence of REM sleep was not observed, which is not unexpected as data were 

obtained only from the initial part of the sleep cycle and REM sleep is suppressed in 

the noisy MR environment [63]. During later processing, one data set acquired during 

S1 was found to be corrupted and excluded.  

 

Sleep stage and HF functional connectivity  

Figure 2.5a shows the functional connectivity map for HF during 

wakefulness. HF is functionally connected, amongst others, to the major nodes of the 

DMN, namely the posterior cingulate cortex/retrosplenial cortex (PCC/RspC), medial 

prefrontal cortex (mPFC), bilateral inferior parietal lobule (IPL) and bilateral middle 

and superior temporal gyrus, as well as the thalamus (Table A2.1, Appendix A2). 

The HF formation is most strongly connected to the DMN during wakefulness, with 
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gradually decreasing functional connectivity with the DMN in NREM sleep stages, as 

illustrated in Figure 2.5b for the DMN core regions. 

 

 

Figure 2.5. (a) Extension of the HF network during wakefulness. Positive functional 

connectivity of DMN nodes and the HF is shown (pFWE<10
-6
, extent>150 voxel). Color coding 

indicates T-values. MNI coordinates of each slice are given. (b) Contrast estimates ± SD, 

deviations extracted at the peak voxel of the indicated cluster and separated for each sleep 

stage (wakefulness: W; sleep stages 1 and 2: S1/S2; slow wave sleep: SWS), are shown. MNI 

coordinates (x,y,z) of the cluster peak voxel are provided. PCC: Posterior cingulate gyrus; 

mPFC: Medial prefrontal gyrus; IPL: Inferior parietal lobule. 

 

To further examine sleep stage specific alterations in HF functional 

connectivity, an F-test was performed on the factor sleep (Figure 2.6).  

 

Figure 2.6. Results of the full-factorial design employing factors sleep stage and subregion. F-

test showing the main effect of sleep. Data are thresholded at pFWE,cluster<0.05 using a collection 

threshold of p<0.001. Note that the HF has not been masked out. MNI coordinates of each slice 

are given. Color bar depicts t-values. 
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Figure 2.7 Shows the directed t-tests performed to explore the direction of 

the changes comparing wakefulness against all NREM sleep stages, as well as for 

the comparison between S2 and SWS (Table A2.2, Appendix A2). Comparing 

wakefulness with S1, only the thalamus showed higher functional connectivity with 

the HF during wakefulness. During S1, functional connectivity of the HF was 

generally found to be stronger in the middle and superior temporal gyrus, occipital 

cortex and inferior parietal lobule (Figure 2.7a). During S2, HF functional connectivity 

to the lateral temporal and the occipital cortex further increased as compared with 

wakefulness, while no differences in thalamic connectivity were visible. In addition, 

during S2 functional connectivity of the HF with the cingulate cortex and superior 

temporal gyrus were higher compared to wakefulness (Figure 2.7b). In the 

comparison between wakefulness and SWS (Figure 2.7c), functional connectivity of 

the bilateral IPL, PCC and mPFC with the HF was stronger in wakefulness, indicating 

a sleep stage dependent decrease in the integration of the HF to the DMN. No 

regions exhibited stronger functional connectivity with the HF during SWS than 

wakefulness. The comparison between S2 and SWS (Figure 2.7d) revealed stronger 

HF connectivity to occipital, lateral temporal and inferior frontal regions in S2. No 

clusters were detected that showed higher functional connectivity during SWS 

compared with S2. 
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Figure 2.7. Comparison of HF functional connectivity across sleep stages. Wakefulness: W; 

sleep stages 1 and 2: S1/S2; slow wave sleep: SWS. Data are thresholded at puncorr<0.001, with 

a variable voxel extent, resulting in pFWE,cluster<0.05 (see Table A2.2, appendix A2). Color coding 

indicates t-values. The HF has been masked out to avoid display of autocorrelations. MNI 

coordinates of each slice are given.  

 

Subregions analysis  

We further tested specific functional connectivity of three HF subregions 

across sleep stages. An F-test on the main effect of subregion revealed wide-spread 

differences in functional connectivity among subregions (Figure 2.8).  

 

Figure 2.8. Results of the full-factorial design employing factor sleep stage and subregion. F-

test showing main effects of subregion. Data are thresholded at pFWE,cluster<0.05 using a 
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collection threshold of p<0.001. Note that the HF has not been masked out. MNI coordinates of 

each slice are given. Color bars depict t-values. 

 

Post-hoc t-tests (Figures 2.9 and Table A2.3, Appendix A2) showed that 

during wakefulness, functional connectivity of the CA was most robust to the IPL, the 

midline nodes of the DMN, and the thalamus. The functional connectivity with the 

lateral temporal cortex appears to be strongest for the CA in wakefulness and all 

NREM sleep stages. In S1, CA showed unique functional connectivity to the primary 

motor cortex. In sleep stage S2, SUB revealed strongest functional connectivity to the 

anterior cingulate cortex (ACC)/mPFC. Finally, in SWS, the DG showed unique 

functional connectivity to the occipital cortex, while SUB was most connected with the 

motor cortex. 

 

Figure 2.9. Comparison of subregional HF functional connectivity contribution within sleep 

stages. For each sleep stage, strongest contributions of each hippocampal subregion are 

depicted (yellow: dentate gyrus (DG), red: cornu ammonis (CA), green: subiculum (SUB)). (a) 
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Wakefulness (W); (b) sleep stage 1 (S1); (c) sleep stage 2 (S2); (d) slow wave sleep (SWS). Data 

are thresholded at pFWE,cluster<0.05 using a collection threshold of p<0.001 (see Table A2.3, 

appendix A2). The HF has been masked out to avoid display of autocorrelations. MNI 

coordinates of each slice are given. 

 

Sleep spindles 

Further, Activation maps related to sleep spindle activity in sleep stage 2, 

differentiating between slow and fast spindles were generated. The basic pattern 

reported by Schabus and colleagues [64] for fast spindles, with major clusters in the 

right thalamus, insula, lateral temporal cortex, cingulate cortex and motor areas could 

be reproduced (Figure 2.10 and Table A2.4, Appendix A2). Notably, no spindle 

specific activation was found in the HF, in accordance with the previous report. 

However, we observed a strong overlap between the HF functional connectivity map 

(contrast S2>W; Figure 2.7) and the network associated with fast spindles. Neither 

significant positive or negative correlations with slow spindles, nor negative 

correlations with fast spindles were observed.  

 

Figure 2.10. Activity related to fast sleep spindles in S2 (pFWE,cluster < 0.05, collection threshold 

p<0.001). Color bar depicts T-values. Note that the HF is not part of the spindle network. MNI 

coordinates of each slice are given. 

 

In order to investigate if observed increases in hippocampal functional 

connectivity during S2 compared with wakefulness are associated with spindle 

activity in the EEG data, PPI analyses separately for the three hippocampal 



 
Chapter 2 - Results   65 

 

 

subregions within S2 were performed. Functional connectivity of the subiculum 

increased in parallel with EEG spindle activity (Figure 2.11, Table A2.5, Appendix 

A2) in a network comprising the cingulate cortex, lateral temporal cortex, motor 

cortex, SMA, and insular cortex. Spatially similar, yet less strong spindle-associated 

functional connectivity increases were found for the CA and DG bound network 

(Table A2.6 and A2.7, Appendix A2). 

 

Figure 2.11. PPI analysis for the interaction spindles x SUB (hot colors, puncorr<10
-4
, extent>150 

voxel). Color coding indicates t-values. MNI coordinates of each slice are given. 
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Discussion 

 

The present data demonstrate altered functional connectivity of the 

hippocampal formation across NREM sleep stages compared with the waking state. 

The previously reported integration of the hippocampal formation into the DMN during 

wakefulness was confirmed. During sleep stage 2, the HF was more strongly 

connected with the temporal, insular, occipital and cingulate cortices than during 

wakefulness or slow wave sleep. Spindle related activity overlapped with the HF 

connectivity map (contrasting sleep stage 2 with wakefulness). Especially the 

connectivity pattern of the subiculum to frontal, lateral temporal, and motor cortical 

regions and to the insula showed a strong interaction with occurrence of sleep 

spindles. 

 

HF connectivity to the DMN in wakefulness and sleep 

Contribution of the HF to the DMN has been reported earlier [104;105]. 

Possible functions of the DMN include internal mentation and autobiographic memory 

retrieval: In a meta-analysis of autobiographical memory tasks, the HF, mPFC and 

RspC have been found to be robustly co-activated [115]. Similarly, episodic memory 

retrieval is related to activation in the lateral posterior parietal cortex and the 

precuneus extending into PCC/RspC [116]. Burianova et al. [117] showed that a 

common neural network including major DMN nodes underlies the retrieval of 

declarative memories during wakefulness, independent of specific memory content. 

Recently, Andrews-Hanna et al. [118] showed that the DMN is comprised of two 

interacting subsystems, linked by a common midline core (PCC; mPFC). One of 

these subsystems, the medial temporal lobe subsystem, which includes the HF and 
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the IPL, is particularly engaged during construction of mental scenes based on 

memory. Taken together, these reports showed that the functional connectivity of the 

hippocampus and the DMN conjointly constitute a network pivotal for episodic 

memory retrieval during wakefulness.  

Only a trend for reduced coupling of the HF to the DMN in light sleep stages 

was observed. In contrast, slow wave sleep was characterized by a robust decrease 

in functional coupling between the HF and the DMN. This breakdown of functional 

connectivity between the HF and DMN occurred in all core nodes of the DMN (PCC, 

mPFC, bilateral IPL). Reduced connectivity between the anterior and the posterior 

DMN nodes in SWS have been reported before [107;108], although the posterior 

nodes (PCC, IPL) seemed to increase their connectivity [107]. Here, these findings 

were extended by demonstrating that the breakdown of connectivity within the DMN 

also comprises the HF. Reduced functional connectivity of the hippocampus to core 

DMN nodes (PCC, IPL) has also been reported for subjects under anaesthesia [119], 

which may point towards a common neural basis for behavioural similarities during 

these stages.  

HF connectivity to neocortex generally higher in S2 than in SW  

The present data showed that functional connectivity of HF with neocortical 

regions was higher in S2 than in SWS or wakefulness. This indicates functionally 

distinct processes during sleep: increased connectivity between HF and neocortical 

regions in S2 suggests an increased capacity for possible information transfer, 

whereas decreased connectivity between these regions in SWS suggests a 

functional system optimal for segregated reprocessing. These findings may be 

relevant for the memory consolidation hypothesis of sleep [75;76], and may inform 

during which NREM sleep stages memory transfer and reprocessing could occur. 
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Several studies stress the relevance of SWS for memory consolidation 

[73;78;85;120;121]. However, there are reports that S2 may in fact play an equally 

important role [86;93;122-124]. Furthermore, some data on the relevance of sleep 

EEG macro-structure for memory consolidation are derived from animal models, in 

which NREM sleep is usually not divided into substages [125]. Hence it is not 

unambiguously clear, how, within NREM sleep, S2 and SWS differentially relate to 

the hippocampal-neocortical dialogue proposed to underlie sleep-related memory 

consolidation. Functional connectivity analyses may help to dissect such sleep stage 

specific contributions.  

The analysis of subregional contributions to the HF network revealed that the 

CA region is driving the functional connectivity with the core DMN nodes (PCC/RspC, 

IPL, mPFC) during wakefulness and to the lateral temporal cortex in all sleep stages. 

In contrast, mPFC functional connectivity is dominated by the subiculum in S2. In a 

series of elegant fMRI studies, sleep has been shown to alter the hippocampal-

neocortical interplay, e.g. with the mPFC, underlying memory retrieval [92;126-131]. 

The classical model of memory consolidation suggests that information is 

propagating from the neocortex to the hippocampus in the waking state while being 

reversed in sleep, e.g. [90], however, a recent study showed more bidirectional 

coupling with increased influence of neocortical regions onto the HF towards deeper 

sleep stages [132]. The present data don’t allow commenting on the direction of such 

information propagation due to intrinsic limitations of functional connectivity analysis. 

Still, the strong involvement of the subiculum as the major hippocampal output region 

in S2 may suggest a hippocampal-to-neocortical information transfer. 
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Increased HF connectivity in S2 interacts with sleep spindles 

The data reveal that the connectivity between HF and neocortex showed a 

strong interaction with fast sleep spindles, which was most pronounced for functional 

connectivity between the subiculum and the lateral temporal, insular, cingulate and 

medial prefrontal cortices. Interestingly there was no significant activation of the HF in 

direct association with occurrence of either fast or slow spindles (Figure 2.10) in 

accordance with Schabus et al. [64]. This suggests that spindle activity may enhance 

functional connectivity between the HF and neocortical regions, but that it is not the 

sole cause of such connectivity. Temporal coupling between spindles, hippocampal 

ripples and slow-oscillations has been described before in that during the up-state of 

cortical slow oscillations, both spindle activity and hippocampal high-frequency ripple 

activity were increased [133;134]. The coordinated spindle–ripple events have been 

suggested to provide a mechanism for information transfer between hippocampus 

and neocortex [94;133;135], which could explain that sleep spindles, most 

pronounced in S2 but also occurring in SWS [112] are related to memory 

consolidation [86;122;123;136-138]. At the same time, sleep spindles have been 

shown to reflect thalamus-driven cortical inhibition, which may signify a different or 

double functionality [65;66].  

Connectivity between the thalamus and HF was reduced in S1. This thalamic 

cluster was located in the nonspecific midline nucleus, known to send input to the 

hippocampal formation [139;140]. The finding of reduced HF/thalamus functional 

connectivity is in line with earlier observations of thalamic deactivation at sleep onset 

[10] and with generally reduced thalamic functional connectivity to most cortical brain 

regions in S1 [114].  
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Limitations 

While the present data provided evidence for generally increased HF 

functional connectivity in S2 and a relation of the hippocampal functional network and 

sleep spindles, one cannot conclusively state a direct link to memory related 

processes. Future studies will need to compare HF functional connectivity in S2 with 

successful post-sleep memory recall after intervention, as has been demonstrated in 

wakefulness [88;92]. Alternative functional interpretations, such as synaptic 

downscaling [70;141] should also be considered in future experiments. 

 

Conclusion 

The present analysis revealed important reorganization of the spontaneous 

HF connectivity during NREM sleep. Especially during sleep stage 2 and linked to 

sleep spindle activity, synchronous activation with lateral temporal, cingulate and 

frontal regions arises which may represent coordinated neural activity within the 

memory network. As fMRI functional connectivity allows tracking of memory transfer 

in wakefulness, these altered functional connectivity patterns likely reflect differences 

in information processing, and possibly in sleep specific plasticity processes. 
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CHAPTER 3 

 

Recurrence quantification analysis allows for single-trial stimulus 

differentiation in evoked potential studies 

 

Introduction 

 

Event related potential (ERP) studies investigate specific deflections in 

electroencephalographic recordings associated with a given stimulus. For example, 

an auditory oddball experiment consists of a sequential presentation of tones in 

which frequent tones (presented at one pitch) are interspersed with rarely occurring 

‘odd’ tones (also referred to as rare tones, presented at a different, e. g. a higher 

pitch) (Figure 3.1). This experiment typically elicits the ERP components N100, P200 

and P300. N (negative) or P (positive) describes the observed polarity of the evoked 

signal, and the number the typical time of its occurrence after the stimulus onset. The 

P300 deflection represents aspects of cognitive processing such as attention, novelty 

detection and memory updating and has been extensively described in the literature 

[142-144]. The P300 amplitude as obtained from averaged individual ERPs is 

inversely proportional to the frequency of the tones’ appearance [142;145] which 

allows for differentiation of the neural response to frequent and rare tones. The N100 

and P200 deflections are related to perceptual processing and are dependent on the 

subject’s attention level [146;147]. N100/P200 are further reflecting physical tone 

characteristics like pitch and loudness.  

ERPs are usually lower in amplitude compared with the EEG background 

signal. Therefore, ERPs are usually averaged over several trials to reduce the 

contribution of random EEG background activity, and to increase the signal-to-noise 

ratio. 
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Figure 3.1. Active auditory oddball experiment. (a) Frequent tones (black) intercalated by rare 

(red) tones with inter-stimulus interval (ISI) of 1000 ms. The subject was asked to press a 

response button every time he detected a rare tone. (b) ERP response to rare tone displaying 

N100, P200 and P300 peaks. (c) Topographic map from the blue time window in (b). 

 

Such averaging intrinsically assumes that the electrophysiological responses 

are similar for all stimuli with the same physical characteristics, i.e. that all ERPs are 

stationary. This assumption, however, does not necessarily hold true for physiological 

data. Individual responses to stimuli depend on levels of attention, habituation, 

vigilance and other factors [145;148-151] and averaging does not account for such 

potentially meaningful trial-by-trial variance. Furthermore, averaging methods 

collapse single events which are gathered over an extended period of time (several 

minutes). This may affect, for example, simultaneous ERP/fMRI analyses, in which 

correlation of each single ERP with its corresponding fMRI volume is required. 
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Therefore, particularly for event-related fMRI analysis, methods are sought that allow 

for a robust quantification of the electrophysiological response to a single trial. 

Several research groups have reported advanced methods to detect minute 

changes in the ERP of a single trial. Bénar et al. [152] were able to track the P300 

response changes in an EEG/fMRI oddball experiment applying narrow filters in the 

EEG data. Similarly, independent component analysis (ICA) and wavelet denoising 

have been proposed to improve trial-by-trial analysis [153-157]. However, all these 

approaches have their specific advantages and limitations, and no standard method 

for single trial analysis has yet been established [158]. 

Recurrence quantification analysis (RQA) is a method able to detect linear 

and nonlinear signal changes proposed by Zbilut and Webber [159]. It does not 

require any specific assumptions about the statistical properties of the data. In 

contrast to other non-linear methods, RQA can also be applied to relatively short non-

stationary time series [160]. Carrubba et al. [161-163] compared the classical method 

of time averaging and recurrence analysis to detect magnetic evoked potential. They 

reported that these potentials were better detected by RQA than by the averaging 

method. Schinkel et al. [164] investigated ERP response to semantic mismatch, 

known to evoke a N400 deflection: On a trial-by-trial level, they compared the 

sensitivity of the ERP amplitude analysis with RQA and showed that RQA was more 

sensitive in detecting semantic mismatch. Marwan and Meinke [165] demonstrated 

that RQA could also be used to analyze single-trial ERPs in an auditory oddball 

paradigm, however, no group analyses were presented.  

The MR induced artifacts in the EEG, caused by the static magnetic field and 

by rapidly switching magnetic field gradient, make the potential combination of single-
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trial EEG and fMRI even more challenging (Chapter 1). Until now no work was done 

to probe RQA in simultaneous EEG/fMRI.  

 

Objective  

The goal of this study was to test the reliability of RQA to characterize single 

trial ERPs recorded under normal experimental conditions as well as under the 

influence of MR artifacts, and to compare the results with ERP amplitude analysis. 

Furthermore, we set out to extend previous reports from an individual subject level to 

the level of group analysis, allowing for statistical testing.  

 

Approach 

A classical auditory oddball experiment was used to compare the 

performance of RQA with the performance of amplitude analysis of ERPs. 

Specifically, RQA was compared to standard ERP amplitude analysis with respect to 

their potential to distinguish between frequent and rare tones. Second, these 

methods were compared with respect to their power to distinguish between frequent 

tones positioned before and after a rare tone, as the appearance of a rare tone may 

change the context of the experimental background. Last, for a preparation of 

combined fMRI/EEG analysis, the robustness of RQA and amplitude analysis 

towards experimental noise in the raw data was investigated. For this purpose, EEG 

data were recorded under standard laboratory conditions as well as during MRI 

acquisition.
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Methods 

 

Subjects 

Eleven right-handed healthy subjects (7 men, 4 women; mean age 27.8 ± 2.8 

years) were recruited by public advertisements. They underwent a diagnostic 

interview to exclude any neurological, psychiatric or medical condition which could 

prohibit participation in the study, and to exclude any contraindication for MRI. The 

study protocol followed the guidelines of the Declaration of Helsinki and was 

approved by the local ethical committee. All subjects gave their written informed 

consent and were paid for their participation. Data of two subjects were excluded due 

to strong movement artifacts, leaving nine subjects for final analysis. 

 

Experimental task 

Subjects performed two sessions of an active auditory oddball paradigm [166-

168], outside and inside the MR scanner, on the same day. Presentation software 

(Neurobehavioral Systems, Albany, USA) was used for task programming and 

stimulus delivery. Each section consisted of the presentation of two types of tones: A 

rare tone (1.4 kHz, duration 100 ms including 10 ms rise and fall times) and a 

frequent tone (1 kHz, duration 100 ms including 10 ms rise and fall times) that may 

be considered the auditory background pattern. The order of the tones was randomly 

assigned, with two consecutive rare tones always being separated by at least two 

frequent tones. The overall frequency of appearance was 90% for frequent and 10% 

for rare tones. This distribution criterion had to be fulfilled for all subsets of 20 tones. 

The inter-stimulus interval (ISI) was 1 s with jittering of ± 250 ms. For each section a 
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total of 600 tones were presented over 15 minutes. Tone stimuli were presented via 

headphones, and subjects wore ear plugs as a safety requirement during MR 

measurements. All subjects participated in an MR test session to become acquainted 

to the MR environment prior to the actual experiment. To adjust loudness of the 

auditory stimuli, a preparation scan was performed during which subjects had to 

repeatedly decide whether or not they perceived the tones as loud as the fMRI 

scanner sound. This resulted in a defined level of subjectively identical loudness of 

tones and scanner noise. For the final experiment, tones were delivered 3 dB louder 

for better perception (within an absolute range of 80 – 85 dB). Subjects were 

instructed to keep the eyes open in order to reduce EEG alpha activity, and to press 

a button with their right index finger as fast and accurately as possible every time 

they detected a rare tone. 

 

MRI data acquisition 

In the simultaneous EEG/MRI experiments, each subject was positioned 

inside the MR scanner in a supine position with the head carefully immobilized to 

minimize movement artifacts. Experiments were performed on a 1.5 Tesla clinical 

scanner (Signa Echospeed, General Electric, Milwaukee, Wisconsin, USA) using an 

8-channel headcoil. Functional T2*-weighted echoplanar images (EPI) of the whole 

head (342 volumes) were obtained with 25 slices and an image matrix size 64 × 64 

(single shot EPI, TR = 2 s, TE = 40 ms, resolution of 3.44 × 3.44 × 4 mm3, FOV = 22 

× 22 cm2). Slice orientation was parallel to the anterior/posterior commissure. 
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EEG acquisition and preprocessing 

EEG acquisition was performed at a sampling rate of 5 kHz using an MR-

compatible system (Brain Products, EasyCap, Herrsching-Breitbrunn, Germany) with 

19 electrodes positioned according to the 10-20 system referenced against FCz. In 

addition, EMG, EOG and ECG were acquired and used for artifact correction. All 

precautions to guarantee a safe recording of the electrophysiological signals during 

image acquisition were taken [39]. EEG preprocessing was performed using Brain 

Vision Analyzer software 1.05 (Brain Products, Gilching, Germany). Correction of 

MRI related EEG artifact was performed by subtraction of an adaptive template 

based on artifact averages of eight consecutive MRI volumes. Independent 

component analysis was applied for removal of ECG and EOG artifacts. Components 

with strong ECG and EOG related time courses were visually identified and removed. 

Data were resampled to 250 Hz, re-referenced against linked mastoids and filtered 

(0.1 Hz to 30 Hz) (see Chapter 1 for more details about EEG preprocessing). Similar 

to Benár et al. [152], an additional filter to decrease the power of the EEG alpha band 

was applied. For this purpose, a high frequency cut-off of 10 Hz was used, mainly 

reducing alpha components in the range 10-12 Hz, but retaining the lower frequency 

range containing the individual ERPs. Finally, the EEG was segmented according to 

each tone stimulus, using a time window of 200 ms prior to tone onset to 800 ms 

after tone onset (-200 ms to +800 ms), DC detrended and corrected for different 

baseline levels by subtracting the average amplitude between -200 ms and 0 ms. All 

further analyses were restricted to the three central EEG derivations Fz, Cz and Pz 

as most commonly selected for ERP studies [142;145;166;169;170]. 
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Recurrence Quantification Analysis  

The state of a system, e.g. atmospheric, biologic and physiologic systems, 

can change in time. Due to the importance of such alterations for human life, several 

research groups focus their effort on finding ways to describe and, of course, predict 

the dynamics of these fluctuations. 

The numbers of variable needed to describe a system depends on how 

complex it is (each variable represents one dimension of its phase space). When real 

systems are analyzed, usually not all variables (and states) necessary to fully 

describe it can be measured. Takens’s theorem [171] demonstrated that it is possible 

to reconstruct a picture that contains the same topological information of the 

multidimensional system behaviour using only one variable. In this theorem, the 

multi-dimensional state vector x
r

 that describes the system trajectory in an m-

dimensional space can be constructed from a one-dimensional time series iu : 

),,...,,( )1( dmidiii uuux −++=
r

 (3.1) 

where d  is the time delay and m  is the embedding dimension. m  should be greater 

than two times the original dimension of the system to the theorem be validated. 

In 1987, Eckmann et al. [172] proposed a visual tool called recurrence plot 

(RP) to graphically depict temporally correlated linear and non-linear information of 

time series. The RP construction uses Equation (3.1) to create the states of the 

system, and visualizes those states that recur in time. The RP can be graphically 

represented by a binary NN ×  matrix with black and white dots representing two 

states being close or distant to each other at a given threshold (ε ). Thus, the RP 

matrix is defined as: 

( ).R , jiji xx
rr

−−Θ= ε  (3.2) 
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)(yΘ  is the Heaviside function: 0)( =Θ y  (white dot in the RP) if 0<y , and 1)( =Θ y  

otherwise (black dot in RP); Nji ,,1, K= , with N being the number of states and  

being a matrix norm that measures the distance between two vectors. In the present 

work, the Euclidian norm was used. Therefore, the dynamic information of the system 

is eventually contained in the structure of the RP. As an example, a random system 

shows just isolated black dots in the RP, as system recurrence is random. A sinusoid 

fluctuation, on the other hand, shows periodic diagonal lines in the RP, the distance 

of which relates to the basic frequency of the system (Figure 3.2).  

 

 

Figure 3.2. Time series (top row) and recurrence plot (bottom row) of a random (left) system 

and a sinusoid (right). Settings were: 4=m , 3=d  and 10 % of fixed amount of nearest 

neighbors. The main diagonal in both RP represents the degree of auto-recurrence, i.e. the 

comparison of each state with itself. 

 

The choice of the distance threshold ε  is crucial. If ε  is too small, few 

recurrence points will be found and information about the dynamic of the system will 

be lost. If ε  is too high, many neighbours will be falsely classified as recurrent, 

resulting in a lot of artifacts in the RP. In the present study, each state vector x
r

 has 
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the same percentage of neighbours (10 %). The ix
r

 neighbours are defined as jx
r

 

contained in a sphere centred in ix
r

 (fixed amount of nearest neighbours- FAN). By 

this a different ε  is attributed to each point to achieve a constant recurrence density 

[173]. 

RP is a useful method to visualize dynamic behaviour, but depending on the 

complexity of the system, additional quantification of the RP is needed. For this 

reason, Zbilut and Webber [159] introduced a quantification scheme of the 

recurrence points in a RP as a whole (percentage of the RP showing recurrent 

points) and of specific segment lines in the RP (diagonal lines: 1R , =++ kjki , lk K,1=  

and l  is the diagonal line length). Marwan and co-workers introduced measures 

based on vertical lines ( 1R , =+kji , vk K,1= , v  is the vertical line length) and showed 

that these measures are capable to detect chaos-chaos transitions in physiological 

data [174].  

In the present work, RQA was performed using the Matlab (R2008b version, 

the MathWorks, Inc., USA) and the CRP toolbox version 5.5 (http://www.agnld.uni-

potsdam.de/~marwan/toolbox). The RQA variables analyzed in this study are defined 

in Table 3.1, matching also the CRP toolbox manual version 5.15, release 28.  

The choice of the embedding parameters dimension and delay is also 

critically influencing the RQA results. Common methods for their identification are the 

false nearest neighbours method for the dimension (m ), as proposed by Kennel et al. 

[175], and the mutual information approach for the delay (d ) as suggested by Frazer 

and Swinney [176] for non-biological time series. However, it is still unclear if these 

approaches are also valid for biological systems. Consequently, RQA using different 

combinations of m  and d  was applied to screen how the power of RQA variables to 

discriminate tone types depends on these parameters (Figure 3.3). 
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3.1. RQA variables 
 

Variables based on diagonal lines Variables based on vertical lines 

Determinism (DET) 

∑

∑
==
N

ji

m

ji

N

ll

R

llP

,

,
,

)(

DET min

ε

ε

 

{ }li NillP ...1,)( ==ε
 is the 

frequency distribution of diagonal 

structures with lengths l , lN  in the 

total number of diagonal lines and 

2min =l  the defined minimum 

length of the diagonal structure. 

Laminarity (LAM) 
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vvP
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∑
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=

=
=

ε
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{ }vi NivvP ...1,)( ==ε
 is the 

frequency distribution of vertical 

structures with lengths v , vN  in 

the total number of diagonal lines 

and 2min =v , the defined 

minimum length of the vertical 

structure. 

Maximal diagonal 

line (MaxL) 
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Trapping time (TT) 
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Average diagonal 

line (AvgL) ∑

∑

=

=
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l
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min

min

)(

)(
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ε

 
Maximal length of 

vertical structures 

(MaxV) 

( )vi NivMaxV K1;max ==  

Table 3.1. RQA variables definition as described in the manual of the CRP toolbox, Version 

5.15, Release 28. 

The number of state vectors created from a time series is given by 

,)1( dmw −−  with w  being window size, i.e. e number of points used from the one-

dimensional time series. In the present work, the window size was 100 points, as 

described below. m  and d  combinations were limited to values that produced at 

least 50 states (Figure 3.3). 

The respective range of the RQA variable maximum diagonal line (MaxL), 

average diagonal line (AvgL), trapping time (TT) and maximum vertical line (MaxV) 
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depends on the number of the analysed states. In order to be able to compare RQA 

values obtained with different m  and d , the original values were divided by 

.)1( dmw −−  

 

Definition of ERPs and RQA time windows 

The P200 and P300 were defined as maximum EEG amplitude between 160 

- 252 ms and 260 - 460 ms, respectively [144;145;148;166]. N100 was defined as the 

minimum peak in the time window 50 - 156 ms [153]. 

A topographic map of the grand average of the ERP of the difference 

between rare and frequent tones (time window: 0 ms to 800 ms after tone 

presentation) was generated using the triangulation and linear interpolation 

algorithms as implemented in the Brain Vision Analyzer version 1.5. A topographic 

map of the ERP difference between frequent tones immediately preceding rare tones 

(frequentbefore) and frequent tones immediately following rare tones (frequentafter) was 

also generated. 

While the analysis of ERP components using amplitude averages is rather 

standardized, it was a priori unknown which time window would deliver the most 

sensitive RQA measurements. The window size was chosen based upon a tradeoff 

between temporal resolution and reliability of the estimate. A large window results in 

good estimates but low resolution, while a small window results in good resolution but 

poorer estimates. Therefore, three different time windows for RQA each of which 

comprised 100 sample points (W1: 84 – 484 ms, W2: 204 – 604 ms, and W3: 324 – 

724 ms) were chosen for analysis. These broader time windows cover a total of 

about 800 ms after tones and allow testing of high values of m  and d  and still having 

good estimates.  



Chapter 3 - Methods   83 
 

 

Each ERP amplitude and RQA variable was identified for all trials as 

described above and then compared between rare and frequent tones (Figure 3.3). 

To control for any bias in the analysis possibly introduced by the discrepancy 

between the specific temporal windows for ERP amplitude detection and the ones 

chosen for RQA, the mean amplitude and the mean absolute amplitude of the full 

temporal windows W1, W2, W3 were also analyzed for their potential to differentiate 

between tone types. 

 

Statistical analysis 

First, the six RQA variables (Table 3.1) and the nine amplitude based ones 

were explored, including ERP, mean and mean absolute amplitude (amplitude 

analysis - AA) with regard to their potential to discriminate between frequent and rare 

tones and focusing on data recorded without concurrent MRI acquisition. As the 

resulting RQA and AA measures cover different absolute ranges, these measures 

were subjected to a z transformation ( σµ)( −= xz ); x , µ  and σ  are the raw value, 

mean and standard deviation of all trials, respectively) to allow for comparison across 

different measures. Transformed measures were then used to calculate Cohen's d as 

effect size measure for the difference between rare and frequent tones for each 

subject. Statistical inference at the group level was then estimated by one sample t-

tests against zero for the respective measures. This allowed to control if effects 

shown the same sign across subjects. For each of the two methods (RQA versus 

AA), the variables with highest mean effect size (see results) was used for the further 

analyses. To compare RQA with AA, a paired t-test between the two optimal 

measures was performed (Figure 3.3). 
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Figure 3.3. RQA and AA pipeline. (a) RQA procedure: (a.1) for each single trial three time 

windows were chosen to apply RQA (W1: 84 – 484 ms, W2: 204 – 604 ms, and W3: 324 – 724 

ms). (a.2) RPs are created and the RQA variables are quantified (Table 3.1). (a.3) the procedure 

in (a.2) is repeated for several values of m and d . (a.4) All values found in procedure (a.3) are 

summed following the present equation (RQAsum). All the previous steps are repeated for each 

trial (rare and frequent tones). Step (a.5) exemplifies a histogram graph of all trials for one 

RQAsum variable. (a.6) These RQAsum values are z-transformed. (a.7) the trials are grouped in 

rare and frequent tones. (a.8) Cohen effect sizes are calculated. 
RQA

rareµ  and 
RQA

frequentµ  are the 

mean of the RQAsum values for all rare and frequent tones respectively. 
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RQA
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ns , where 
RQA

is  is the SD of the RQAsum values, i = rare or 

frequent and raren  and frequentn  are the total number of rare and frequent trials, respectively. 

Steps (a.1) to (a.8) are repeated for each subject and EEG channels (Fz, Cz, Pz). (b) AA 

analysis: (b.9) P300, P200, N100, mean and squared mean amplitudes (W1, W2, W3) are 

indentified for each trail. Note that for reporting ERPs, positive deflections are showing 

downward maxima, while negative deflections are upward. (b.10) exemplifies a histogram 

graph of all trials for one AA variable. (b.11) These AA values are z-transformed. (b.12) the 

trials are grouped in rare and frequent tones. (b.13) Cohen effect sizes are calculated. 
AA

rareµ  and 
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AA

frequentµ  are the mean of the AA values for all rare and frequent tones respectively. 
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ns , where 
AA

is  is the SD of the AA values, i = rare or 

frequent and raren  and frequentn  are the total number of rare and frequent trials respectively 

Steps (b.9) to (b.13) are repeated for each subject and EEG channels (Fz, Cz, Pz). (c) For each 

method (RQA and AA), the variable with higher mean Cohen effect size between subjects was 

chosen as optimal variables. The methods were cross-tested by a paired t-test between the 

Cohen effect sizes of these optimal variables (
Optimal

RQACohen  and 
Optimal

AACohen  for RQA and AA 

respectively). 

 

Additionally, it was assumed that both amplitude and RQA measures show a 

high degree of temporal auto-correlation over the course of an experiment. This auto-

correlation is in part caused by subject-specific features such as head geometry and 

skin conductance properties that lead to higher within-subject similarity of trials 

compared with between-subject similarity. Second, it is caused by slow amplitude 

fluctuations or slow changes of non-linear patterns that - across several trials – may 

be induced by fluctuations of the brain’s general functional state, e.g. reflecting 

alterations in vigilance or attention [145;148-151]. To account for this auto-correlation 

over the experiment and to optimize the sensitivity of both methods, a second 

analysis was performed in which frequent or rare tones were not pooled all together. 

Instead, pairs of rare tones and the preceding or following frequent tone were 

grouped together. For the ‘optimal’ variables identified in the previous step (Figure 

3.3), the difference of these consecutive tones per trial was calculated and difference 

values gained for RQA (∆RQA) and the amplitude analysis (∆AA). The temporal order to 

calculate the difference values between tones was 'previous minus the following trial'. 

For both methods, these difference values were entered into one-factorial repeated 

measures ANOVA (factor trial with T levels, where T is the number of trials). Here, 

the significant changes over the experiment (trial factor) were not in the focus, but the 
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significance of the deviation of all differences from zero represented by the intercept. 

Importantly, this approach allowed for a trial-wise comparison across methods by 

performing an across method subtraction (∆RQA-∆AA) and testing the resulting 

difference values against zero in a repeated measures ANOVA, again testing the 

intercept. If the intercept factor had a significant effect and the estimated means of 

the factor trial showed to be positive or negative, this would represent a superiority of 

RQA or AA method, respectively. 
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Results 

 

Explorative analysis of ERP amplitude and RQA variables 

First, the RQA (Table 3.1) and AA variables (N100, P200, P300, mean 

amplitudes and absolute mean amplitudes of time windows W1, W2, W3) derived 

from the central electrodes (Fz, Cz and Pz) were investigated. This investigation was 

based on the dataset obtained outside the MR environment, focussing on Cohen's d 

as effect size measure in the comparison of frequent and rare tones. 

Figure 3.5 shows the grand average of the ERPs in response to frequent and 

rare tones (left column), and the spatial representation of the difference between both 

time series as topographical map (mid column, left image). As expected, P300 

amplitudes were higher (more positive deflection) for rare tones. The highest 

amplitude difference between rare and frequent ERP grand averages was found in 

posterior brain areas. 

For the AA measures, highest mean effect size value was found for the P300 

time window (0.90 ± 0.47) in Pz channel (Figure 3.4a). 

As mentioned, RQA variables are highly dependent on the embedding 

parameters m  and d . This dependency showed a huge inter- and intra-subject 

variability (see Figure 3.6). Thus, to avoid a suboptimal choice of m  and d , a sum 

score based on all combinations of 1 ≤ m  ≤ 20 and 1 ≤ d  ≤ 20 was used (Figure 3.3, 

(a.3)). 
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Figure 3.4 Differentiation power of AA and RQA group analysis for undistorted EEG recordings. 

(a) Effect sizes of the group mean amplitude and 95% confidence interval for N100, P200, P300 

(bars 1-3) as well as mean and mean absolute amplitudes (bars 4-9), results are depicted 

separately for electrodes Fz, Cz and Pz. Note the nominally highest average effect for the P300 

amplitude in channel Pz. * indicates not significant group effect (p>0.05). (b) Effect sizes of 

RQA variables for all midline electrodes and time windows W1, W2, W3. Superiority of AvgL in 

time windows W1 for all electrode positions can be seen. (c) Strong cross-correlation was 

noted between the six selected RQA variables (r>0.377, p<0.01). 
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Figure 3.5. Topography of ERP grand averages (data acquired outside the MR). Left column: 

Grand averages of rare tones (1), frequent tones (2) and the difference between them (1-2).  

Right column: Grand averages of frequentbefore(3), frequentafter (4) and the difference between 

them (3-4). Middle column: EEG topographic mapping of (1-2) and (3-4).  

 

This analysis approach prevents overfitting of the specific experiment by 

selecting a fixed set of embedding parameters. The alternative approach - optimizing 

m  and d  separately for each subject – may hamper interindividual comparison, as 

e.g. in group studies. 
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Figure 3.6. Cohen’s effect sizes for comparison of frequent and rare tones using RQA measure 

AvgL. Effect sizes for different embedding parameters m  and d  were calculated for each 

subject on the basis of undistorted EEG data (Pz electrode) and are depicted as color-code. 

While considerable inter-subject variance of the effect sizes and their distribution across m  

and d  were seen, the range of m  between about 2 and 5 provided effect sizes >0.5 across 

subjects. 

 

Using the sum scores (Figure 3.3, (a.4)), AvgLsum measured in W1 of Pz 

showed highest mean effect sizes (0.91 ± 0.22) for separation of rare and frequent 

tones (Figure 3.4). Therefore, the electrode Pz and time window W1 was used for 

further analyses. 

RQA variables are highly correlated among each other (Figure. 3.4c), 

suggesting that the results of different values of m  and d  may have validity also for 

RQA variables other than AvgL. As mentioned above, it was not possible to identify a 
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single m  and d  pair which would allow for optimized tone differentiation in all 

subjects. However, for AvgL highest effect sizes for tone discrimination were 

generally obtained for 2 ≤ m  ≤ 5 and 5 ≤ d  ≤ 20. Given that the comparison between 

AvgLsum calculated with 1 ≤ m  ≤ 20 and 1 ≤ d  ≤ 2 or 2 ≤ m  ≤ 5 and 5 ≤ d  ≤ 20 

showed significant results (t(8) = 5.04, p = 0.001, paired t-test), further steps of the 

analyses were restricted to 2 ≤ m  ≤ 5 and 5 ≤ d  ≤ 20 and the reported RQA results 

were based on the following variable and embedding parameters (Figure 3.6): 
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To compare between the classical ERP amplitude analysis and the RQA, 

P300 and Equation (3.3) for time window W1, both measured in Pz were used. The 

power to distinguish between rare and frequent tones for data recorded with and 

without concurrent MRI acquisition was estimated.  

 

Cross-methods comparison of differentiation between rare and frequent tones 

(EEG recordings outside the scanner) 

At the group level, both P300 (0.90 ± 0.47, t(8) = 5.79, p <0.0001) and 

AvgLsum (0.91 ± 0.22, t(8) = 12.38, p < 0.0001) showed similarly high effect sizes with 

lower variance across subjects seen for AvgLsum. Effect size of AvgLsum were higher 

than those of P300 in six out of nine subjects (Table 3.2), yet, formal pair-wise 

comparison between the methods yielded no significant difference (paired t-test, t(8) 

= 0.58, p = 0.58). 
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3.2. Effect sizes for AvgL and P300 gained from undistorted EEG recordings  
 

Subject AvgLsum P300 

1 1.01 0.79 

2 1.08 0.47 

3 0.84 0.62 

4 1.25 0.47 

5 1.09 1.95 

6 0.80 0.65 

7 0.70 1.22 

8 0.89 0.10 

9 0.54 0.94 

Table 3.2. Cohen’s effect size (rare vs. frequent tones) for P300 (channel Pz) and AvgLsum 

(channel Pz; time window W1) for each individual subject. 

 

Cross-methods comparison of differentiation between subtypes of frequent 

tones (EEG recordings outside the scanner) 

As stated above, the occurrence of a rare tone interrupting the continuous 

series of frequent tones may lead to changes in neural responsiveness, e.g. by 

increasing the subject’s arousal. Therefore, differences across the AA and RQA 

methods were calculated for corresponding frequent trials flanking a rare tone. 

Statistical inference was calculated comparing all such pairwise differences against 

zero by using repeated measures ANOVA. Of a typical series of trials (frequentbefore - 

rare - frequentafter), i) rare tones with respect to the preceding frequent tone 

(frequentbefore/rare), ii) rare tones with respect to the following frequent tone 
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(rare/frequentafter), iii) frequent tones flanking a rare tone (frequentbefore/frequentafter) 

were compared.  

For both P300 and AvgLsum strong differences for tone pairs (i) and (ii) were 

detected (Table 3.3), yet, both analytical methods were not significantly different from 

each other (F(1,8) = 0.99, p = 0.350, and F(1,8) = 1.08, p = 0.330 for (i) and (ii), 

respectively). In contrary, only AvgLsum but not P300 was effective in distinguishing 

between frequentbefore and frequentafter tones (pair (iii)) (Table 3b). 

The ERP grand averages of the difference between frequentbefore and 

frequentafter showed a different topographic distribution (Figure 3.5, right column) 

compared with the frequent/rare comparison (Fig 3.5, left column) with similar 

absolute amplitudes in all midline electrode positions (Fz, Cz, Pz). 

For this reason, the comparison of pair (iii) was extended to all midline EEG 

channels (Table 3.3b). Also in the additional channels (Fz and Cz), P300 could not 

provide significant distinction for pairs of type (iii), whereas AvgLsum provided a 

significant distinction with the largest effect in Cz (∆AvgLsum = 0.31 ± 0.09), in 

accordance with the topographical map (see Figure 3.5, mid column, and Table 3.b).  

 

3.3. Comparison of trialwise difference values (undistorted EEG recordings)  
 

Test of difference against zero (intercept) 

 P300 AvgLsum 

F p F p 

Frequentbefore/rare Pz (31.60) Pz (<0.0005) Pz (101.18) Pz (<0.0005) 

Rare/frequentafter Pz (25.63) Pz (0.001) Pz (80.36) Pz (<0.0005) 

Table 3.3a. ANOVA repeated measures of the frequentbefore/rare and rare/frequentafter transitions 

in electrode Pz. P-values of the intercept term are given, denoting significant deviation from 

zero (df1=1 and df2=8). 
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Intercept 

 P300 AvgLsum Mean 

amplitude in 

W1 

Mean absolute 

amplitude in 

W1 

Frequentbefore/frequentafter F p F p F p F p 

 Fz 

(0.01) 

Cz 

(0.000) 

Pz 

(1.16) 

Fz 

(0.718) 

Cz 

(0.999) 

Pz 

(0.313) 

Fz 

(3.60) 

Cz 

(11.33) 

Pz 

(6.71) 

Fz 

(0.094) 

Cz 

(0.010) 

Pz 

(0.032) 

Fz 

(10.90) 

Cz 

(13.28) 

Pz 

(2.87) 

Fz 

(0.011) 

Cz 

(0.007) 

Pz 

(0.130) 

Fz 

(0.02) 

Cz 

(1.17) 

Pz 

(2.90) 

Fz 

(0.891) 

Cz 

(0.311) 

Pz 

(0.127) 

Table 3.3b. Undistorted EEG recordings. ANOVA repeated measures of the 

frequentbefore/frequentafter transitions using the P300, AvgLsum, mean and mean absolute 

amplitude of W1 (df1=1 and df2=8). 

 

The grand average of the ERPs pointed out that amplitude differences 

between frequentbefore and frequentafter were largest in a temporal window between 

100 ms and 200 ms, which is covered by the time window W1 (used for AvgLsum), 

however, not by the time window used for P300 detection. Thus, to avoid an overly 

influence of different temporal windows analysed, the amplitude based analyses 

(mean and mean absolute) of pairs of type (iii) for W1 were repeated (Table 3.3b). 

This analysis revealed that the mean amplitude but not mean absolute amplitude of 

W1 distinguished between subtypes of frequent tones, with the highest F-value in Cz 

(∆mean amplitude of W1= -0.36 ± 0.10). Formally, the difference across AA and RQA 

yielded a significant result (F(1,8) = 27.63, p=0.001). However, in the case of a 

positive deflection in the electrophysiological data (as observed in W1), the difference 

of amplitudes was negative, whereas the differences of AvgLsum were positive, which 

may result in an artificial finding on the superiority of RQA. When considering this 

difference of AvgLsum with respect to the negative numerical sign of the deflection (by 
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simply inverting the AvgLsum ∆ values), methods were not statistically different (F(1,8) 

= 0.103, p = 0.757). 

 

Cross-methods comparison of differentiation between rare and frequent tones 

(EEG recordings inside the scanner) 

MR image acquisition will introduce systematic noise in the simultaneous 

measured EEG recordings. For the analysis of EEG data recorded inside the 

scanner, the same channel (Pz) and measures (P300 versus AvgLsum of W1 

[Equation (3.3)]) were employed as for the analysis of EEG data obtained outside 

the scanner. Again, both methods discriminated between rare and frequent tones 

with medium to large effect sizes (P300: 0.68 ± 0.20, t(8) = 3.42, p < 0.0005; AvgLsum 

0.62 ± 0.11, t(8) = 5.65, p < 0.0005) (Table 3.4). AvgLsum showed higher effect sizes 

in three of nine subjects, but the methods were not significantly different in a paired 

comparison of their effect sizes (t(8)= 0.37 p = 0.723). 

 

3.4. Effect sizes for AvgL and P300 derived from EEG recordings during an 
fMRI scan 

 

Subject AvgLsum P300 

1 0.52 -0.16 

2 0.28 0.32 

3 0.50 0.49 

4 0.90 0.09 

5 1.02 1.73 

6 0.26 0.62 

7 0.66 0.96 

8 0.30 0.73 

9 1.12 1.34 
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Table 3.4. Cohen’s effect sizes (rare vs. frequent) for P300 (channel Pz) and AvgLsum (channel 

Pz, W1) for all subjects.  

 

Cross-methods comparison of differentiation between subtypes of frequent 

tones (EEG recordings inside the scanner) 

Under the unfavourable EEG recording conditions during an MRI acquisition, 

repeated measures ANOVA again revealed significant results for pairs of type (i) and 

(ii) for both P300 and AvgLsum (Table 3.5a). For neither pair type, however, 

differences between methods were significant (F(1,8) = 0.00, p = 0.987 and F(1,8) = 

0.28, p = 0.612, respectively). For the pair type (iii), in accordance with the analysis 

of the data recorded without concurrent MRI acquisition, AvgLsum and mean 

amplitude of W1 and Cz were tested (Table 3.5b). Both measures distinguished 

between frequentbefore and frequentafter tones (∆mean amplitude of W1 = -0.12 ± 0.05 and 

∆AvgLsum = 0.22 ± 0.07). Yet, neither method was superior when compared under 

consideration of the aforementioned insensitivity of RQA towards numerical 

amplitude signature (F(1,8) = 1.01, p = 0.344). 

 

3.5. Comparison of trialwise difference values (EEG recordings during an fMRI 
scan) 
 

Intercept 

 P300 AvgLsum 

F p F p 

Frequentbefore/rare 11.88 0.009 33.22 <0.0005 

Rare/frequentafter 13.31 0.007 47.00 <0.0005 

Table 3.5a. ANOVA Repeated measures of the frequentbefore/rare, rare/frequentafter transitions in 

electrode Pz. P-value of the intercept term is given, denoting significant deviation from zero 

(d1=1, d2=8). 
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Intercept 

 AvgLsum Mean amplitude 

of W1 

Frequentbefore/frequentafter F p F p 

 Cz 
(9.16) 

Cz 
(0.016) 

Cz 
(6.80) 

Cz 
(0.031) 

Table 3.5b. ANOVA repeated measures of the frequentbefore/frequentafter, transitions using the 

AvgLsum, mean amplitude of W1 (df1=1 and df2=8). 

 

Correlation between EEG amplitude based measures and AvgLsum 

Linear correlations between P300 and AvgLsum (Figure 3.7a) were weakly 

positive (maximum r2 = 0.30) and significant for all subjects (p < 0.01). The 

correlation between the mean amplitude of the ERP signal in W1 and AvgLsum was 

extremely low (r2 < 0.04), with only one individual subject showing a significant 

correlation (r2 = 0.032, p<0.01). However, as mentioned above, AvgLsum can just be a 

positive number while the mean amplitude may also show negative values. When 

mean absolute amplitudes are used to avoid spanning of the variance by negative 

amplitude values, correlations were more strongly positive and again significant for all 

subjects (p < 0.01) (Figure 3.7b). 
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Figure 3.7. Single trial correlation between AvgLsum and AA measures. (a) Weak positive 

correlations (r
2
 between 0.044 and 0.308) between P300 amplitude (µV) and AvgLsum were 

found. (b) Similarly, the use of the same time window (W1) for RQA and AA resulted in weak 

correlations between AvgLsum and the mean absolute amplitude (r
2
 between 0.040 and 0.449). 



 
Chapter 3    99 

 

 

Discussion 

 

In this study, RQA was applied to analyze EEG recorded during a classical 

auditory oddball experiment. Its power to distinguish between different tone types 

was compared to amplitude based analysis. Furthermore, the robustness of RQA 

towards unfavourable EEG recording conditions as typically found during 

simultaneous recordings of EEG and MRI was investigated. In brief, the main findings 

were: (1) RQA could robustly detect differences in the non-linear signal structure 

between rare and frequent tones. (2) This discrimination ability was maintained for 

the EEG recorded with concurrent MRI acquisition. (3) Compared with amplitude 

based analysis, no statistically significant difference was found regarding the ability to 

distinguish between tone types. 4) Linear correlations between the two methods 

across trials were low to medium, supporting that RQA may extract ERP features that 

are different from simple amplitude characteristics. 

 

Previous attempts of ERP single trial characterization 

A number of alternative approaches have been used in literature to address 

the problem of single trial ERP characterization before: Bénar et al. [152] tracked 

trial-by-trial amplitude changes of the EEG response recorded during an oddball 

paradigm. Both at the single subject level and for an fMRI group analysis, the authors 

found that ERP amplitudes explained a significant amount of variability of the fMRI 

BOLD response. Mantini et al. [157] used the EEG to measure P300 amplitude 

variability across trials. Other than Bénar et al. [152], they compared the individual 

tone trials with an average-based P300 template of the rare tones and forwarded this 

comparative value to fMRI analysis. They reported that such modelling of the trial-by-

trial variability correlates with dorsal and ventral attention networks, providing 
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conceptual validation that trial-by-trial variability indeed carries important information 

on the current cognitive state of a subject, e.g. with respect to attention. Demiralp et.

 al. [177] described a wavelet based method to characterize single trials of an oddball 

experiment. In their analysis, a selected wavelet coefficient correlated with the EEG 

delta frequency power was defined as a classifier to group ERPs into P300 or non-

P300 trials. They found that the formation of a P300 response was more robustly 

predicted by the wavelet based classifier than the rare/frequent classification. By 

applying ICA to EEG single trials simultaneously recorded with fMRI, Debener et al. 

[153], reported that the EEG correlate of performance monitoring predicted the BOLD 

response in the anterior cingulate and adjacent medial prefrontal cortex. Bagshaw 

and Warbrick [155] compared wavelet based and ICA based denoising techniques, 

demonstrating that wavelet denoising (WD) was superior to ICA. Zouridakis et al. 

[156] proposed an iterative ICA (iICA) to enhance specific components of single trials 

ERPs. Iyer and Zouridakis [154] showed that iICA improves the detection of ERP 

components in single trials if compared with WD and classical averaging. However, 

one of the general problems of ICA is that components of true neuronal origin may 

falsely be dismissed, leading to an underestimation of the true inter-trial neuronal 

variability. One common criterion to select components is a minimum correlation 

between the component and the ERP average. As pointed out by Bagshaw and 

Warbrick [155], this procedure can also reduce the contribution of non- phase-locked 

activity. In this respect, RQA is more explorative as it is not based on any assumption 

on the structure of the response signal, including the assumptions that ERP activity is 

phase-locked. Previous reports applied RQA to detect minute changes in EEG event-

related responses at the level of individual trials [164;165;178;179]. These studies, 
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however, lack formal statistical cross-methodological comparisons, for example with 

amplitude based ERP analyses. 

 

Comparison of RQA and AA based on pooled trial responses 

When trial responses were pooled during a complete auditory oddball 

experiment, both RQA (represented by AvgL) and AA (represented by the P300 

amplitude) provided significant distinction between the two main types of tone trials. 

For both methods, this distinction proved significant even at the single subject level, 

and also when EEG recordings were distorted by fMRI related artifacts. When 

individual effect sizes of RQA and AA were compared against each other in a 

pairwise manner, no significant difference emerged. As would be expected, MR-

scanner related distortions led to slight general decrease of effect sizes, however, 

again both methods performed equally well in differentiating tones. Given the overall 

power of the present analysis, the results do not support a generally higher sensitivity 

of RQA towards electrophysiological signal changes as induced by tone deviance in 

the auditory oddball paradigm.  

While there is a huge amount of literature pinpointing the functional 

significance of specific ERP deflections, e.g. the P300 [145;147;148;166;167;169], 

the RQA method, still being in its infancy as applied on biosignals like EEG, does not 

provide an easily understandable neurophysiolocal correlate. In ERP studies, P300 is 

known to be particularly evoked by rare stimuli, with its amplitude increasing from 

midfrontal to midparietal brain areas [180;181]. When RQA was applied for signal 

analysis in a time window that included the P300 component, a spatial maximum of 

the RQA variable AvgLsum over parietal midline electrodes was observed, similar to 

the typical maximum observed in ERP studies.  
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AvgL, DET and MaxL are RQA variables all based on diagonal lines features 

of the RP. Not surprisingly, these variables showed high linear correlation with each 

other. Generally, diagonal lines in the RP represent similar sequential pattern of 

states at different time points, reflecting information on the system’s divergence. 

AvgL in particular reflects the average duration of such a sequential pattern, and can 

thus be interpreted as the mean prediction time of the system [160]. In all subjects, 

AvgLsum was higher for rare tones than for frequent tones, suggesting a less 

divergent system in response to stimulus deviance compared with the frequent 

stimulus. 

 

Comparison of RQA and AA based on comparisons of subsequent trials  

Pooling all trials of a whole oddball experiment may lead to underestimation 

of differences between the analysis methods. Therefore, the analysis as presented 

here was expanded in two ways: first, focusing on subsequent pairs of trials, which 

may induce fluctuations in the cerebral response, for example, due to altered 

vigilance state or habituation; second, pairs of corresponding differential responses 

were compared across the analysis methods. While again demonstrating that both 

methods are capable to detect strong response changes induced by tone deviance, 

this comparison confirmed results of the analysis of pooled trials with no significant 

superiority of either method in terms of sensing tone deviance. 

With respect to discrimination of sub-types of frequent tones (frequentbefore vs 

frequentafter), it was expected that the neuronal response may depend on the specific 

brain state prior to stimulus delivery. Analyzing the influence of the frequent tone 

position relative to the rare tone, Hirata and Lehmann [182] have previously reported 

that the absolute amplitude of the N100 deflection was stronger for frequent tones 
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preceding rare tones than for frequent tones following rare tones. Starr et al. [183] 

showed that this decrease of N100 after rare tone presentation was largest for the Cz 

electrode position. They suggested that this N100 decrease corresponds to memory 

updating processes required after disruption of a series of regular tones by a deviant 

tone. 

The a priori hypothesis of the present work was that RQA could be more 

sensitive in detecting such brain state differences, potentially encoded in differences 

of signal regularity rather than amplitude averages. Based on the undistorted EEG 

recordings, mean amplitude of W1 but not P300 could distinguish between subtypes 

of frequent tones. In fact, amplitude values within the W1 time window were higher 

for frequentafter compared with frequentbefore values. This indicates that the influence 

of the N100 response contained in W1 could have led to this result. To confirm this, 

the N100 of frequentafter and frequentbefore trials was explicitly analyzed, showing 

significant difference into the expected direction (F(1,8) = 5.45, p = 0.048). 

Comparing N100 and mean amplitude of W1, no difference was seen in the trialwise 

comparison frequentafter/frequentbefore differences of both measures (F(1,8) = 0.52, p = 

0.490). This result confirmed that previously reported N100 differences were mainly 

underlying the amplitude difference between frequentafter and frequentbefore found for 

W1. In the other hand, RQA resulted in higher AvgLsum values for frequentbefore than 

frequentafter. When this difference in the sign of de signal was considered 

appropriately, RQA again was not significantly better than AA in differentiating 

frequentbefore and frequentafter. Similar results of the comparison between subtypes of 

frequent tones were found for data recorded with concurrent MRI acquisition. The 

result pattern as a whole suggests that differentiation between the two states seems 

to depend rather on inclusion of a critical early time window around 100 - 200 ms 
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than on the different analysis methods. To define whether the extraction of features 

from a single trial provides a more valid surrogate of the response to the rare event, 

parallel independent measures of brain activation such as BOLD-fMRI are needed.  

 

Influence of embedding parameters and other parameters on RQA 

performance 

Following Taken’s theorem [171], an embedding dimension higher than twice 

the dimension of the data set should be used in RQA. However, Iwanski and Bradley 

[184] showed that for certain low-dimensional systems, it is possible to obtain similar 

results without embedding the raw data. Thus, the choice of ‘optimal’ embedding 

parameters for a specific application is rather arbitrary. In the present study, a sum 

score of several m  and d  values was used. In doing so, the analysis was not 

restricted to a given set of m  and d, but considered a broader range of possible 

embedding parameters, allowing for a more generalized evaluation of the RQA 

approach. Also, inter-subject variability which may be inherent to physiological data is 

minimized by such an approach. However, the noise may affect RQA if non-optimal 

embedding dimensions are chosen, leading to an underestimation of RQA 

performance [175]. In the EEG recordings, the currents induced by rapidly switching 

magnetic field gradients during the concurrent MRI acquisition introduce noise and 

likely change the complexity of the data structure. Therefore, using a range of 

multiple values of m  and d  may overemphasize such noise components. Hence, an 

analysis using only a single pair of m  and d  parameters optimized for the individual 

experiment is presented in the Appendix A3, Table A3.1 shows the embedding 

parameters associated with the highest effect size per subject for optimal EEG 

recordings and for EEG recordings distorted by concurrent MRI. Even when 
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optimizing the RQA parameter for each subject, the results did not improve rare and 

frequent tones discrimination if compared with P300 amplitude analysis (paired t-test 

of individual effect sizes, t(8) = -0.77, p = 0.462 and t(8) =1.80, p = 0.311 for data 

with and without concurrent MRI acquisition, respectively). In a previous work, RQA 

was compared with ERP analysis, however in the context of a different stimulus 

paradigm. Schinkel et al. [164], when analysing the ERP response to semantic 

mismatch, showed that RQA could classify about 14% of the trials correctly while 

EEG succeeded in only 1.5%. However, no formal statistical comparison between the 

two methods has been provided, and EEG preprocessing seemed not to be 

optimized for ERP amplitude analysis.  

In the present work, the focus of the RQA was set on optimizing the 

embedding parameters m  and d , however, RQA performance depends on many 

additional factors such as minl , minv , threshold and norm used to define the distance 

between two states (see Table 3.1). Marwan et al [179] suggested that RQA based 

on order patterns, in comparison with FAN, would better reveal the P300 component. 

Preliminary analyses comparing the power of the RQA using FAN and using order 

pattern (not shown) revealed that results were better when RQA was performed 

using FAN. This leaded the present analysis to be based on FAN. 

 

Correlation between EEG amplitude based measures and AvgLsum 

P300 amplitudes and AvgLsum were significantly positively correlated in all 

subjects (Figure 3.7a). While significance was mostly based on the large number of 

trials, the explained variance (r2) was relatively low. This may point out that RQA 

extracts a type of information different from P300 amplitude based information. 

However, one needs to consider that RQA covers a much larger temporal window 
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(W1) than the window used for P300 extraction. Still, the correlation between mean 

amplitude of W1 and AvgLsum was extremely low (r2<0.030). As a measure of 

temporal recurrence, AvgLsum is insensitive to the numerical sign of the signal, i.e. it 

does not differentiate positive and negative EEG deflections of the same amplitude 

and shape. Therefore, it is clear that the mean absolute amplitude of W1 and AvgLsum 

showed much higher correlation. This feature of RQA parameters is also reflected in 

the comparison between frequentbefore and frequentafter tone types: Here, AvgLsum 

showed higher values for frequentbefore while N100 and mean amplitude of W1 

showed higher values for frequentafter. In summary, according to the theoretical 

background of RQA, it may provide additional information on the electrophysiological 

response to an auditory oddball paradigm, however, further studies are required to 

determine the functional correlate of AvgLsum and also to ensure that AvgLsum is not 

just reflecting linear changes in signal amplitude. For example, this could be tested 

by exploiting experiments with variable tone probabilities, different inter-stimulus 

intervals and different tone frequencies and amplitudes, all known to modulate the 

electrophysiological response in ERP experiments. 

 

Conclusions 

In this study, a formal statistical comparison of the performance of RQA and 

classical amplitude based ERP analysis was provided. RQA provided a robust 

distinction between the two main types of trials in an auditory oddball experiment 

(frequent and rare tones), as well as between different subtypes of frequent tones. 

Minor signal corruption was observed in the presence of MRI artifacts, however, both 

analysis methods were affected to the same degree. Despite similar discrimination 

power, RQA may extract a qualitatively different type of information from the EEG 



 
Chapter 3 - Discussion   107 

 

 

signal, as suggested by the theoretical concept of RQA. Hence, it still remained 

unclear if RQA should be preferred over ERP analysis, especially when considering 

the computational effort and the conceptual complexity of the method. Still, RQA may 

be used as a complementary tool in a single-trial analysis. While the physiological 

significance of ERP amplitudes has been studied in depth, a direct neuronal correlate 

of RQA parameters has not yet been defined. Particularly the comparison of 

combined fMRI/EEG data with variable tone probabilities, different inter-stimulus 

intervals and different tone frequencies and amplitudes may be useful to elucidate 

the different neural correlates of amplitude versus complexity measures such as 

provided by RQA. 
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CONCLUSION AND OUTLOOK 

 

In this thesis, the potential of simultaneous EEG/fMRI is exploited with 

different methodological approaches. The basic principles and current state-of-the-art 

analysis methods of EEG and fMRI are outlined (Chapter 1). Such complementary 

data were used to address two major research questions: To investigate alterations 

in cerebral functional connectivity between the hippocampus and neocortex during 

wakefulness and different sleep stages (Chapter 2), and to evaluate the potential of 

recurrence quantification analysis to electrophysiological data (Chapter 3).  

In Chapter 2, fMRI time-series of subregions of the hippocampal formation 

(HF) (cornu ammonis, dentate gyrus and subiculum) were extracted based on 

cytoarchitectonical probability maps. We observed sleep stage dependent changes in 

HF functional coupling. The HF was integrated to a variable extent in the default 

mode network (DMN) in wakefulness and light sleep stages, but not in slow wave 

sleep. The strongest functional connectivity between the HF and neocortex was 

observed in sleep stage 2 (compared with both slow wave sleep and wakefulness). 

We observed a strong interaction of sleep spindle occurrence and HF functional 

connectivity in sleep stage 2, with strongest HF/neocortical connectivity during 

spindles. Moreover, the cornu ammonis reveals strongest functional connectivity with 

the DMN during wakefulness, while the subiculum dominates connectivity to frontal 

brain regions during sleep stage 2. Increased connectivity between HF and 

neocortical regions in sleep stage 2 suggests an increased capacity for global 

information transfer, while connectivity in slow-wave sleep is reflecting a functional 

system optimal for segregated information (re-)processing. The present data may be 

relevant to differentiating sleep stage specific contributions to neural plasticity as 

proposed in models of sleep dependent memory consolidation. 
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In Chapter 3, the potential of recurrence quantification analysis (RQA) is 

evaluated with regards to improvements in the analysis of trial-by-trial-variability in 

event-related potential (ERP) experiments. For this propose, EEG data were 

acquired during an auditory oddball paradigm to compare the efficiency of RQA with 

amplitude based analysis of single trial ERPs. These methods were compared with 

regard to the power to distinguish between frequent and rare tones and to distinguish 

between subsequent trials. Further, the robustness of both methods was evaluated 

towards structured noise induced by simultaneous magnetic resonance imaging 

(MRI). RQA provided robust discrimination of rare and frequent tones and of 

subsequent trials based on their different signal structure. This discrimination ability 

was maintained when the EEG recordings were obtained in the MR scanner. In terms 

of power to discriminate between rare and frequent tones, RQA was not significantly 

superior to conventional amplitude analysis. Despite equal discrimination power, 

RQA measures were only weakly correlated with ERP amplitudes, suggesting that 

additional information on single trials may be extracted by RQA. Nevertheless, it still 

remains unclear if RQA is to be preferred over ERP analysis, especially when 

considering the computational effort and conceptual complexity of the method. Still, 

RQA has the potential of detecting small differences in response to identical tones 

when presented in a changed/altered context, i.e. dependent on their relative position 

to the last deviant tone. According to the present results, RQA may be used as an 

additional tool to obtain new insights in neurophysiological and neuroanatomical 

correlates of stimulus habituation and novelty processing even in combined trial-by-

trial functional MRI/EEG experiments. 

Nowadays, several different imaging approaches have been proposed as a 

tool to study metabolic, hemodynamic or electromagnetic functional activity. The 
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main focus of these methodologies is to identify the localization of the neuronal 

activity. However, the information of how the brain regions communicate with each 

other is also crucial to understand the functional organization of cortical regions. 

Therefore, we applied a seed analysis to quantify connectivity of the hippocampus 

with the neocortex during different sleep stages. In 2005, Eguiluz et al. [185] 

proposed a method to extract functional networks using fMRI and analyze them in the 

context of the current understanding of complex networks. In this method, the 

connectivity between brain regions is measured using a binary correlation matrix. In 

this way, a functional connectivity is established if the temporal correlation between 

two specific regions exceeds a positive threshold. Based on this matrix, statistical 

properties of the network as e.g. the efficiency and the ‘cliqueness’ can be 

calculated. Recently, this method was applied by our group to explore how 

physiological changes during sleep were reflected in functional connectivity and 

network properties [114]. This study leaded to insights about changes in 

consciousness in the descent to sleep and the capacity of the brain to integrate 

information across functional modules during sleep. Linear correlations are the most 

used measure of connectivity, however, it can miss an important part of functional 

dependence as coupling among brain regions should be considered nonlinear [186]. 

Therefore, one of the goals of my PhD studies was to evaluate the potential of the 

nonlinear method RQA to be applied to electrophysiological data and test the 

robustness of this method towards structured noise induced by simultaneous 

magnetic resonance imaging, since an important aim in neuroscience is to 

successfully combine fMRI and EEG recordings. In our analysis we applied RQA for 

three individual EEG channels, analysing changes in recurrence patterns and 

deterministic behaviour in data recorded during an oddball experiment. Indeed, we 
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also tried to apply RQA in sleep data, as well as in a modified oddball protocol with 

subjects just passively listening to tones. Although RQA lacked to show superiority in 

detecting changes in the EEG as compared with a linear amplitude based method, 

RQA likely provides different information, considering the weak correlation with linear 

based values. The recurrence plot may still be used to study generalized 

synchronization between channels to capture additional nonlinear changes in the 

neuronal networks. In 1995, Rulkov et al. [187] defined that a generalized 

synchronization exist "when trajectories in the phase spaces of driving and response 

systems are connected by y(t) =Ψ (x(t)), two close states in the phase space of the 

response system correspond to two close states in the space of the driving system". 

This could be simply calculated by the products of the recurrence plot of two different 

channels [188]. Linear and nonlinear changes of brain networks regarding different 

levels of arousal could therefore be investigated. A preliminary analysis suggested 

that this approach may be more powerful in detecting electrophysiological changes 

than the use of a single channel and also than synchronization by means of linear 

correlations. RQA could, therefore, still hold promise to examine the brain 

connectivity. 
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APPENDIX A2 

 

A2.1. HF functional connectivity during wakefulness 
 

  Brain Region 

Brodmann 

areas, 

deep nuclei 

Cluster size 

(voxel) 

Peak voxel 

T-value 
MNI 

coordinates 

1 L/C/R 

(Posterior) cingulate, uncus, 
fusiform gyrus, precuneus, 
culmen, claustrum, thalamus, 
hippocampus, amygdala 

R7,L20,23, 
27-31,34-
36,L37 

7548 17.37 28 -28 
-

16 

2 R 
Inferior/middle temporal 
gyrus 

 21 322 10.93 50 2 
-

32 

3 R Middle/superior frontal gyrus 8 207 9.72 24 22 54 

4  L/R 
Anterior cingulate,  
medial frontal gyrus 

10,32,L42 886 9.40 6 56 14 

5 L Angular gyrus 39 305 9.37 -44 -70 30 

6 L Middle/superior frontal gyrus 8 187 9.23 -22 28 52 

7 R 
Middle/superior temporal 
gyrus, angular gyrus, 
supramarginal gyrus 

39 491 8.81 44 -64 28 

 8 L 
Middle/superior temporal 
gyrus 

21 298 8.25 -56 -14 
-

14 

 

Table A2.1. Clusters resulting from second level random effects analysis (pFWE <10-6, extent > 

150). Regions showing significant functional connectivity with all HF subregions are listed. 

Sorting is after T-values of the cluster peak voxel. Brodmann areas are identified for clusters 

covering > 3% of the respective area. Coordinates are given in MNI space. L/R/C denote the 

left/right hemisphere or central position, respectively. 
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A2.2. Sleep stage specific functional HF connectivity changes 
 

  Brain Region 
Brodmann areas, 

deep nuclei 

Cluster size 

(voxel) 

Peak voxel 

T-value 
MNI 

coordinates 

 Wakefulness > S1 

1 L/R Thalamus 
Ventral anterior 
nucleus, medial 
dorsal nucleus 

270 4.36 4 -18 8 

 Wakefulness < S1 

1 R Fusiform gyrus, culmen  291 5.08 44 -38 -24 

2 L/C/R 
Middle/superior occipital 
gyrus, cuneus 

R17-R19 858 4.69 16 -82 30 

3 L Culmen  152 4.47 -22 -44 -18 

4 R Middle temporal gyrus 37,39 271 4.46 42 -68 8 

5 L/C/R 
Precuneus, paracentral 
lobule 

5,L7 463 4.45 -4 54 64 

6 L 
Middle/superior temporal 
gyrus 

41 99 4.11 -52 -28 2 

 Wakefulness > S2 

No suprathreshold cluster 

 Wakefulness < S2 

1 L 

Transverse/middle/superior 
temporal gyrus, inferior 
frontal gyrus, insula, 
inferior parietal lobule 

13,21,22,29,38, 
40-42,44,45,47 

2367 6.85 -64 -8 -4 

2 L/C/R 

Posterior cingulate, 
fusiform gyrus, inferior 
occipital gyrus, lingual 
gyrus, cuneus 

17,18,L23,30 2564 6.81 8 -88 -8 

3 R 
Transverse/middle/superior 
temporal gyrus, postcentral 
gyrus 

21,22,41-43,47 1221 5.40 68 -18 8 

4 L Precentral gyrus 1,3,4,6 381 5.12 -46 -6 56 

5 L/C/R 
Cingulate gyrus, 
paracentral lobule, medial 
frontal gyrus  

23,R24,L31 293 4.68 6 -12 36 
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 Wakefulness > SWS 

1 L 
Angular gyrus, 
supramarginal gyrus, 
inferior parietal lobule 

39,40 659 5.55 -48 -70 30 

2 R Middle frontal gyrus  89 5.50 42 52 -6 

3 R 

Angular gyrus, 
supramarginal gyrus, 
inferior/superior parietal 
lobule 

39,40 628 4.83 46 -66 28 

4 L/R 
Anterior cingulate, medial 
frontal gyrus 

10,L32 744 4.77 10 48 -10 

5 L 
Inferior/medial frontal 
gyrus 

25,47 119 4.64 -20 20 -20 

6 L/C/R 
(Posterior) cingulate, 
precuneus 

L7,L23,L30,L31 300 4.10 -4 -52 24 

7 L 
Inferior/middle frontal 
gyrus 

47 60 3.91 -32 32 -18 

8 R 
Inferior/middle frontal 
gyrus 

 43 3.84 36 34 -12 

9 R 
Inferior/middle/medial 
fronatl gyrus 

 39 3.77 22 24 -18 

 
Wakefulness < SWS 

No suprathreshold cluster 

 S2 > SWS 

1 R 
Transverse/middle/superior 
temporal gyrus, inferior 
frontal gyrus 

21,22,29,41,47 727 5.30 66 -12 -6 

2 L 
Inferior/medial frontal 
gyrus 

25,47 249 4.89 -28 24 -20 

3 L 
Transverse/superior 
temporal gyrus, inferior 
frontal gyrus 

21,22,41-43,45,47 827 4.71 -58 -22 8 

4 L/C/R 
Posterior cingulate, lingual 
gyrus, cuneus 

30 647 4.40 8 -88 -8 
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5 L/R Orbital gyrus 11 263 4.39 8 52 -20 

6 L/C Precuneus 5,7 454 4.33 -4 -52 64 

7 L/R 
Superior/medial frontal 
gyrus 

L9 197 4.27 -2 58 32 

8 R Pre-/postcentral gyrus 3,4 462 4.20 62 -10 30 

 
S2 < SWS 

No suprathreshold cluster 

 

Table A2.2. Clusters resulting from second level random effects analysis (pFWE,cluster<0.05, 

collection threshold puncorr<0.001). Regions showing significant functional connectivity with all 

HF subregions are listed. Sorting is after T-values of the cluster peak voxel. Brodmann areas 

are identified for clusters covering > 3% of the respective area. Coordinates are given in MNI 

space. L/R/C denote the left/right hemisphere or central position, respectively. 
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A2.3. Subregional HF functional connectivity per sleep stage.  
 

  Brain Region 
Brodmann areas, 

deep nuclei 

Cluster size 

(voxel) 

Peak voxel 

T-value 
MNI 

coordinates 

 Wakefulness 

 CA 

1 R 

Sub-gyral, uncus, fusiform 
gyrus, inferior temporal 
gyrus, extra-nuclear, 
lentiform nucleus, 
claustrum, caudate, 
hippocampus, amygdala, 
lateral globus pallidus, 
putamen 

19-21,27,28,34-39 4151 12.30 32 -10 -20 

2 L 

Uncus, fusiform gyrus, 
middle occipital gyrus, 
culmen, extra-nuclear, 
lentiform nucleus, 
claustrum, caudate, 
hippocampus, amygdala, 
lateral globus pallidus, 
putamen 

20,28,34-37 3063 11.91 -26 -10 -20 

3 L 
Inferior/middle temporal 
gyrus 

21, 22 702 5.48 -58 -24 -10 

4 L 
Parahippocampal gyrus, 
thalamus 

27 99 5.22 -14 -38 4 

5 R putamen  67 4.88 22 4 6 

6 L Inferior frontal gyrus 47 350 4.85 -30 34 -12 

7 L/R Thalamus 
Medial/lateral 
dorsal nucleus, 
midline nucleus 

196 4.60 -12 -12 18 

8 L/C/R Anterior cingulate 25 101 4.46 2 8 -8 

9 R Insula, claustrum 13 132 4.36 40 -10 16 

10 L/C Posterior cingulate 23,29,30,31 230 4.35 -4 -52 18 

11 R Superior parietal lobule  71 4.31 24 -48 58 

12 C Midbrain  47 4.31 -2 -26 -18 

13 L/R 
Anterior cingulate, medial 
frontal gyrus 

32 330 4.29 0 58 6 

14 R 
Middle/superior temporal 
gyrus 

 56 4.25 70 -38 8 
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15 L Superior frontal gyrus  74 4.12 -14 50 40 

16 R Precentral gyrus  64 4.12 56 0 30 

17 R 
Middle/superior temporal 
gyrus 

39 69 4.10 52 -60 24 

18 L Angular gyrus 39 144 3.91 -40 -66 26 

19 R 
Inferior/middle frontal 
gyrus 

 53 3.78 38 36 -14 

20 R Middle temporal gyrus 21 67 3.76 66 -22 -10 

S1 

 CA 

1 L 

Uncus, fusiform gyrus, 
culmen, hippocampus, 
amygdala, caudate tail, 
lateral globus pallidus, 
putamen 

20,28,34-37 2463 12.31 -32 -14 -20 

2 R 

Sub-gyral, uncus, fusiform 
gyrus, inferior/middle 
temporal gyrus, culmen, 
claustrum, hippocampus, 
amygdala, caudate tail, 
lateral globus pallidus 

20-22,28,34-38 4055 11.36 36 -16 -18 

3 L 
Inferior/middle/superior 
temporal gyrus 

21,38 1120 4.89 -54 -26 0 

4 R 
Inferior/middle temporal 
gyrus 

37,39 294 4.82 58 -66 -2 

5 L/C 
Precuneus, paracentral 
lobule 

5 375 4.81 -4 -44 62 

6 R 
Middle/superior temporal 
gyrus 

21,22 195 4.66 68 -36 0 

  S2 

 CA 

1 L/C/R 

Sub-gyral, uncus, fusiform 
gyrus, inferior occipital 
gyrus, inferior temporal 
gyrus, insula, lingual gyrus, 
middle/superior temporal 
gyrus, extra-nuclear, 
lentiform nucleus, 
claustrum, hippocampus, 

13,19,20-22,28,  
34-38,42 

6066 10.62 26 -12 -16 



 
Appendix A2   118 

 

 

amygdala, caudate tail, 
putamen, lateral globus 
pallidus 

2 L 

Sub-gyral, transverse 
temporal gyrus, uncus, 
fusiform gyrus, inferior 
occipital gyrus, inferior 
temporal gyrus, insula, 
lingual gyrus, middle 
occipital gyrus, middle 
temporal gyrus, culmen, 
claustrum, hippocampus, 
amygdala, caudate tail, 
lateral globus pallidus, 
putamen 

19-22,28,34-
38,41, 42 

5796 10.56 -34 -12 -22 

3 L Lingual gyrus 17 193 5.38 -6 -92 -8 

4 L 
Superior temporal gyrus, 
supramarginal gyrus, 
inferior parietal lobule 

13,40 415 4.99 -54 -46 20 

5 L Inferior frontal gyrus 47 280 4.9 -40 28 -14 

6 R Lingual gyrus  145 4.31 12 -82 -16 

7 R Claustrum, lentiform 
nucleus  

 174 4.26 -24 16 2 

8 L Precentral gyrus  201 4.18 -60 0 32 

 DG 

1 R Inferior temporal gyrus  76 4.72 52 -24 24 

2 R Thalamus, hippocampus 27 165 7.57 22 -36 4 

3 L Thalamus, hippocampus 27 130 7.10 -24 -36 0 

 SUB 

1 L/R 
Anterior cingulate, 
superior/medial frontal 
gyrus 

9,10,32 1892 4.69 8 40 8 

2 L 
Middle/superior frontal 
gyrus 

 247 3.91 -30 40 20 

SW 
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CA 

1 R 

Sub-gyral, uncus, fusiform 
gyrus, 
middle/superior/inferior 
temporal gyrus, 
hippocampus, amygdala, 
caudate tail 

20,21,28,34-36,38 2834 11.15 34 -18 -16 

2 L 

Sub-gyral, uncus, fusiform 
gyrus, inferior temporal 
gyrus, middle/superior 
temporal gyrus, 
hippocampus, amygdala, 
caudate, lateral globus 
pallidus 

20- 22,28,34-37 3162 10.99 -26 -10 -22 

3 L 
Superior/inferior frontal 
lobe 

38 138 4.80 -44 24 -18 

DG 

1 R Thalamus 27 111 5.51 26 -32 0 

2 L/C/R 
Posterior cingulate, cuneus, 
precuneus 

18,31 486 5.46 -20 -68 14 

SUB 

1 R Parahippocampal gyrus 28,35 241 4.78 28 -8 -32 

2 R 
Superior/medial frontal 
gyrus  

 127 4.31 14 38 46 

3 L Pre-/postcentral gyrus 2-4 279 4.24 -34 -28 54 

4 R 
Middle/superior frontal 
gyrus 

6 142 3.97 26 8 60 

 

Table A2.3. Clusters resulting from second level random effects analysis (pFWE,cluster<0.05, 

collection threshold puncorr<0.001). Regions showing significant stronger functional 

connectivity with the specified HF subregions as compared to the other two subregions are 

listed (cornu ammonis, CA; dentate gyrus, DG; subiculum, SUB). Sorting is after T-values of 

the cluster peak voxel. Brodmann areas are identified for clusters covering > 3% of the 

respective area. Coordinates are given in MNI space. L/R/C denote the left/right hemisphere or 

central position, respectively. 
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A2.4 Activity related to fast sleep spindles (14 - 16 Hz) 
 

  Brain Region 
Brodmann areas, 

deep nuclei 

Cluster size 

(voxel) 

Peak voxel 

T-value 
MNI 

coordinates 

1  L/C/R 

Cingulate, 
posterior/anterior cingulate, 
precuneus, paracentral 
lobule, postcentral gyrus, 
superior/medial frontal 
gyrus 

5-7,10,23,24,29, 
31,32,42 

5588 4.89 10 26 28 

2 R 
Transverse/superior 
temporal gyrus, insula 

13,22,41,42 569 4.77 58 -20 10 

3 L/C/R Lingual gyrus, cuneus 17,18 925 4.71 14 -98 0 

4 L Pre-/post-central gyrus 2-4 440 4.66 -30 -28 64 

5 R Superior frontal gyrus 9 345 4.50 26 44 46 

6 L Transverse temporal gyrus* 41 103 4.12 -44 -30 10 

 7 R Thalamus  195 4.10 6 -8 4 

8 R Postcentral gyrus 3-5 225 3.86 32 -32 62 

9 L Supramarginal gyrus*  116 3.79 -54 -46 30 

 

Table A2.4. Clusters resulting from second level random effects analysis (pFWE,cluster < 0.05, 

collection threshold puncorr <0.001). Sorting is after T-values of the cluster peak voxel. 

Brodmann areas are identified for clusters covering > 3% of the respective area. Coordinates 

are given in MNI space. L/C/R denotes left/central/right clusters. (*) marks two clusters which 

do not reach statistical significance, but only trend values pFWE,cluster < 0.1. L/R/C denote the 

left/right hemisphere or central position, respectively. 
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A2.5. Activity related to the interaction effect of Spindle × SUB 
 

  Brain Region 
Brodmann areas, 

deep nuclei 

Cluster size 

(voxel) 

Peak voxel 

T-value 
MNI 

coordinates 

1 L/C/R 

(Posterior) cingulate, 
Subcallosal gyrus, sub-
gyral, 
transverse/inferior/middle/ 
superior temporal gyrus, 
uncus, fusiform gyrus, 
insula, lingual gyrus, pre-
/post-central gyrus, 
paracentral lobule, 
inferior/middle/medial 
frontal gyrus, 
inferior/superior parietal 
lobule, precuneus, culmen, 
thalamus, extra-nuclear, 
lentiform, claustrum, 
hippocampus, amygdala, 
putamen 

1-7,9,13,19,20-24, 
28-47  

21386 14.15 32 -22 -22 

2  L 

Transverse/middle/superior 
temporal gyrus, insula, pre-
/post-central gyrus, inferior 
frontal gyrus, inferior 
parietal lobule, extra-
nuclear, claustrum, 
putamen 

6,9,13,22,29,38, 
41-45,47 

5279 11.86 -56 2 -6  

3 L 
Thalamus, hippocampus, 
amygdala 

27,28,30,34-37  1288 9.56 -24 -20 -20 

4 L/C 
Inferior/middle occipital 
gyrus, cuneus 

18 404 7.83 -24 -98 6 

 5 R Inferior occipital gyrus  329 7.08 34 -76 -10 

6 L Superior frontal gyrus 8,9 518 6.40 -26 38 48 

7 L/R 
Anterior cingulate, medial 
frontal gyrus 

10,32,42 897 6.24 2 48 12 

8 R Superior frontal gyrus 8,9 387 5.81 14 46 52 

 

Table A2.5. Clusters resulting from second level random effects analysis (puncorr<10
-4
, 

extent>150 voxel). Sorting is after T-values of the cluster peak voxel. Brodmann areas are 

identified for clusters covering > 3% of the respective area. Coordinates are given in MNI 

space. L/C/R denotes left/central/right clusters. 
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A2.6. Activity related to the interaction effect of Spindle × FD 
 

  Brain Region 

Brodmann 

areas, 

deep nuclei 

Cluster 

size 

(voxel) 

Peak voxel 

T-

value 

MNI 

coordinates 

1 L/R 

Posterior cingulate, sub-gyral, 
transverse/inferior/middle/superior 
temporal gyrus, fusiform gyrus, 
inferior/middle occipital gyrus, 
insula, lingual gyrus, pre-/post-
central gyrus, 
inferior/superior/medial frontal 
gyrus, cuneus, angular gyrus, 
inferior parietal lobule, paracentral 
lobule, declive, culmen, extra-
nuclear, claustrum, thalamus, 
hippocampus 

1-7,9,13,17-19,  
21-24,27-31, 

35-44 
22287 14.59 -22 -34 -4 

 2 L/C 
Inferior/middle occipital gyrus, 
Lingual gyrus, cuneus 

17, 18, 19 1006 8.26 -22 
-

102 
4 

3 L Fusiform gyrus 37 248 6.25 -44 -46 
-

22 

4  L Inferior temporal gyrus 37 188 5.42 -54 -74 4 

 

Table A2.6. Clusters resulting from second level random effects analysis (puncorr<10
-4
, 

extent>150 voxel). Sorting is after T-values of the cluster peak voxel. Brodmann areas are 

identified for clusters covering > 3% of the respective area. Coordinates are given in MNI 

space. L/C/R denotes left/central/right clusters. 



 
Appendix A2   123 

 

 

A2.7. Activity related to the interaction effect of Spindle × CA 
 

  Brain Region 
Brodmann areas, 

deep nuclei 

Cluster size 

(voxel) 

Peak voxel 

T-value 
MNI 

coordinates 

1 L 

Fusiform gyrus, lingual gyrus, 
middle occipital gyrus, 
cuneus, hippocampus, 
amygdala 

17-20,28,34-37 1581 8.97 -26 -28 -16 

2 R 

Uncus, fusiform gyrus, 
inferior temporal gyrus, 
culmen, hippocampus, 
amygdala 

19-22,27,28,34-37 2803 8.42 22 -12 -24 

3 L Precentral gyrus 43 226 7.65 -58 0 28 

4 L Superior temporal gyrus 22 310 6.78 -46 -48 16 

 5 L Superior temporal gyrus 22 418 6.31 -58 -2 -4 

6 C 
Paracentral lobule, medial 
frontal gyrus 

 186 6.23 4 -14 50 

7  R Middle temporal gyrus  232 5.97 36 -68 -2 

 

Table A2.7. Clusters resulting from second level random effects analysis (puncorr<10
-4
, 

extent>150 voxel). Sorting is after T-values of the cluster peak voxel. Brodmann areas are 

identified for clusters covering > 3% of the respective area. Coordinates are given in MNI 

space. L/C/R denotes left/central/right clusters. 
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APPENDIX A3 

 

A3.1 Higher effect sizes found for each subject with optimized m  and d  values  

 

 Undistorted EEG recordings 
Distorted EEG recordings 

during an fMRI scan 

Subjects m d Effect size m d Effect size 

1 3 10 1.03 5 8 0.68 

2 3 14 1.28 11 3 0.63 

3 4 11 0.97 5 12 0.70 

4 3 10 1.48 4 9 0.88 

5 3 16 1.26 2 10 1.19 

6 4 7 0.98 7 6 0.78 

7 3 16 1.03 3 7 0.76 

8 3 16 1.00 5 8 0.52 

9 3 18 0.77 5 7 1.08 

 

Table A3.1a. Cohen’s effect sizes (rare vs. frequent tones) for m  and d  individually optimized 

for each subject.  
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