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Abstract

An innovative method for quantification of qualitative information within the framework
of multidisciplinary structural optimization is presented in this thesis. The focus is on man-
ufacturing aspects which are described by fuzzy data and expert knowledge. The method
is applied to optimization of lightweight space frame parts. Manufacturing aspects change
the optimal profile cross sections of extruded profiles and allow for trade-offs with respect
to mass and manufacturability. The method is able to integrate otherwise neglected in-
formation into structural optimization, expand the problem formulation and finally gain
additional insight into the optimal design.



Kurzfassung

Es werden Methoden zur Quantifizierung qualitativen Wissens in der Modellbildung zur
multidisziplinren Strukturoptimierung untersucht, erweitert und an praktischen Beispielen
umgesetzt. Insbesondere das Wissen ber Fertigungsaufwnde bei werkstoffhybriden Rah-
menstrukturen wird damit in regelbasierten Typ-2-Fuzzy-Modellen abgebildet. Dadurch
wird die Formulierung der Optimierungsaufgabe erweitert und vervollstndigt sowie das
zugehrige Vorgehen zur Behandlung unscharfer Ziel- und Restriktionsinformationen vor-
gestellt. Aus diesem ganzheitlichen Prozess der Entwurfsoptimierung werden optimale
Kompromisse und Hinweise bezglich der strukturmechanischen und fertigungstechnischen
Aspekte gewonnen.
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1. Introduction

1.1. Motivation

Today global markets require fast and flexible product development processes. This need is
met in engineering by increasingly integrated simulation schemes for multiple disciplines
used extensively in early design stages. To find the best design with respect to requirements
arising from several disciplines structural optimization methods are gaining more impor-
tance. Optimization is applied on different levels of structural design which are outlined in
figure 1.1. In general, the overall structural topology is determined first, followed by part
and detailed design. On structural level, typical loads determine the design whereas manu-
facturing aspects become more important on part and detailed level.
An example is given in figure 1.1 for the generic space frame investigated in the Collabora-
tive Research Center SFB Transregio 10 (SFB-TR10). On a the structural level the shape of
the profiles defines load paths. From those loads, single parts are designed and optimized.
On a detailed level, material selection, extrusion, machining and joining are main drivers
for design.

Figure 1.1.: Design and optimization on different structural levels

The information on manufacturing processes on detailed level is mostly based on nu-
merical simulations. In this thesis a complementary approach is suggested. Information is
available in a qualitative way by expert knowledge, which allows the inclusion of manufac-
turing influences on detailed, part and even on structural level already in an early design

1
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phase. Manufacturing influences for example describe geometric relations for a given man-
ufacturing process in order to ensure process reliability, correlations between material and
part geometry, and manufacturing effort for a given design.
The advantage of multidisciplinary optimization with manufacturing aspects is shown in a
simple example first presented in Huber and Baier (2006). It represents the typical problem
formulation handled in this thesis. An extruded cantilever I-beam is optimized with respect
to mass and deformation. Composite extrusion is used which allows the introduction of
reinforcing elements. Stress constraints and geometric manufacturing constraint are present
together with manufacturing effort evaluation. The latter is characterized by fuzzy models
for production time. Optimization runs for three different settings of allowed manufactur-
ing effort are summarized in figure 1.2.

Figure 1.2.: Trade-off for mechanical properties and manufacturing effort,
Huber and Baier (2006)

The three curves represent Pareto-optimal designs for three different settings of allowed
manufacturing effort. Three designs named ”I”, ”II” and ”III” have a deformation of 16 mm.
The solution for lowest manufacturing effort is design ”III”. The wall thickness ratio be-
tween web and flange is nearly one and reinforcing elements are missing. Design ”II” has a
medium amount of reinforcing elements and a typical web to flange ratio. Mass is reduced
compared to design ”III”. Design ”I” has again a slightly lower mass but the difference be-
tween the wall thicknesses can’t be manufactured by extrusion. This example shows that
the inclusion of models based on qualitative manufacturing knowledge can lead to designs
with much better manufacturability. The penalty on mass and deformation for good pro-
cess suitability is low in this example. A more complex version of an extruded profile will
be outlined throughout the thesis.
Three main challenges, namely imprecision in manufacturing expert knowledge, model
availability for manufacturing aspects and suitable optimization methods can be identified
from the I-beam problem.

• Imprecision in qualitative knowledge for mechanical and manufacturing aspects.
Early in the product development process many uncertainties and imprecisions arise
for all disciplines of an engineering problem. Most established approaches to handle
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uncertainties use statistics based on probability theory to find suitable designs, for ex-
ample robust design (RD) methods. This is valid for aleatory uncertainty only, which
describes the inherent variability of the system.1 On the other hand epistemic uncer-
tainty reflects lack of information or scarce data2. An example is the qualitative nature
of expert knowledge on manufacturing aspects such as models for manufacturing time
used in the I-beam example. Epistemic uncertainty can be reduced by additional in-
formation and may become aleatory uncertainty. More detailed classifications can be
found in Nikolaidis et al. (2005). For epistemic uncertainty several evaluation methods
are listed in Ayyub (2001). One of them is possibility theory, which is often interpreted
in terms of fuzzy sets as described in Klir (1999).

• Model availability. Most integrated simulation schemes in structural engineering use
numerical models based on the finite element method (FEM) and computer aided de-
sign (CAD) representing objective knowledge of the problem. In general these models
require a lot of effort for implementation and a high amount of information.
For epistemic expert knowledge Yoo (2000), Shehab and Abdalla (2002) and others
suggest fuzzy rule-based systems (FRBSs) for modeling of experience and rule-based
information. Mainly type-1 fuzzy sets (T1 FSs) are used for FRBSs at the moment. An
example is manufacturing time in the I-beam problem taking into account the profile
wall thicknesses, and number and diameter of reinforcing elements. Due to limita-
tions of T1 FSs, Mendel (2001) suggests type-2 fuzzy sets (T2 FSs) for fuzzy rule-based
systems, which allow for a continuous propagation of uncertainties in expert’s infor-
mation throughout the modeling process.

• Design optimization. Optimization methods, manual and automated ones, are part of
nearly every product development process in engineering. An efficient algorithm for
multidisciplinary and multiobjective optimization from Gleichmar (2004) and Langer
(2005) is utilized in the I-beam problem. It can handle continuous as well as discrete
design variables, and allows for multiple objectives. For manufacturing aspects dis-
crete design variables are important for material and process selection, and for selec-
tion of part feature such as reinforcing elements. Multiple goals arise from structural
and manufacturing needs. Examples are mass, eigenfrequency, manufacturability and
manufacturing effort.
If uncertainties are present in the problem formulation, system responses are not crisp
values but statistical distributions, intervals or fuzzy numbers. A mapping has to be
performed in order to evaluate goals and constraints in the optimization algorithm.

In this thesis an integrated approach for typical engineering optimization problems tak-
ing into account expert knowledge especially for manufacturing aspects is developed and
evaluated. Uncertainty in expert knowledge is addressed by a fuzzy modeling approach.
Knowledge-based, type-2 fuzzy models for qualitative manufacturing information are gen-
erated and utilized together with type-2 fuzzy system answers for uncertain structural re-
sponses in structural optimization. A literature review is given in section 1.2 followed by
detailed objectives in section 1.3 and scope of the thesis in section 1.4.

1This kind of uncertainty is often referred to as irreducible, stochastic or random uncertainty.
2This kind of uncertainty is often referred to as subjective or reducible uncertainty.
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1.2. Structural optimization with manufacturing aspects - a
survey

The focus of this survey is on the modeling of manufacturing aspects especially, on evalu-
ation of systems with uncertain input parameters and finally, on optimization approaches.
An important term in this context is manufacturability which is often used for physical as
well as economic manufacturing aspects. The definition of manufacturability is according
to Shankar and Jansson (1993):

”Manufacturability is defined as the ability to manufacture a product to obtain the desired quality
and rate of production while minimizing cost.”

Different aspects have to be addressed with respect to optimization in this context. First,
different criteria for the evaluation of designs have to be defined. To classify manufacturing
and structural aspects Kumar and Bauer (2009) suggests three criteria. These are economic
criteria, technological criteria and performance criteria. The first criterion is related to de-
tailed cost estimations and overall manufacturing effort criteria, the second addresses the
physical manufacturing process and its restrictions, and the third criterion assesses proper-
ties and performance of structures such as mass, stresses and eigenfrequencies. A detailed
overview is given in section 1.2.1.
The handling of two types of uncertainty, aleatory or epistemic, in structural optimization is
reviewed in section 1.2.2. The type of uncertainty, which is present in the problem at hand,
defines the types of system equations. Commonly, the finite element method (FEM) is used
to evaluate performance criteria. Different approaches for the handling of uncertain parame-
ters in FEM models are discussed. Expert knowledge is another source for system equations
in optimization. The fuzzy approach for modeling of expert knowledge is presented in de-
tail in chapter 2. Finally design optimization problems with structural and manufacturing
aspects are evaluated in section 1.2.3 followed by a summary in 1.2.4.

1.2.1. Design Criteria

Economic Criteria. Mainly cost estimations are included in this category. Niazi et al. (2006)
provides a detailed survey for general product cost estimation. Qualitative and quantitative
techniques are distinguished. Quantitative techniques utilize detailed analysis of a prod-
uct design, the product features and manufacturing processes. Qualitative techniques, on
the other hand, are primarily based on experience and comparison of new products with
previously manufactured ones. Qualitative techniques utilizing fuzzy logic, rules and ex-
pert systems are grouped within decision support systems (DSSs). They are useful in early
phases of the product design process. Curran et al. (2004) gives a review of cost modeling in
aerospace engineering. He also classifies rule-based fuzzy logic as an advanced technique.
A limited scope and application is identified due to the knowledge acquisition process. The
model can handle only information provided by the experts.
A typical method in conceptual design phases are cost estimating relationships (CERs). Cost
is expressed as a dependent variable of one or more design parameters such as weight, di-
mensions and others. Examples can be found in Bao and Samareh (2000) and also in Kundu
et al. (2002), Curran et al. (2006a) and Pantelakis et al. (2009). Historical data are needed to
build CERs. Therefore the predicting performance for innovative designs is limited. Also,
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uncertainties of the models are not the focus of research in most literature sources.
As an qualitative alternative to cost estimations manufacturing effort can be used. Most
effort estimations are related to production time and geometrical manufacturing aspects,
the latter are described in the next paragraph. Yoo (2000) presents a fuzzy addition to a
simulation-based model for production time. He adds a knowledge-based model for down
time to a given analytical model. This down time is due to necessary tool change for small
radii in a composite wing. A similar method is suggested by Shehab and Abdalla (2002). In
both sources fuzzy rule-based models are built and crisp production times are computed.
Menzel (2001) use fuzzy logic arithmetic for the modeling of production rates and gives
figures for the uncertain production rate over time.

Technological criteria. This class of criteria summarizes the physical manufacturing pro-
cess and its properties. For example Hug et al. (1983) shows the influence of the extrusion
process for aluminum alloys on the optimal geometric design of a bridge reinforced with
carbon fibers. An optimal combination of materials well suited for extrusion and carbon
fiber reinforcements can lead to better design than high strength aluminum alloys.
Gupta et al. (1997) provides an overview of different automated manufacturability analy-
ses. Rule-based systems are suggested for near-net-shape processes (e.g., casting, stamping,
sheet metal working).
Subramaniam and Ulrich (1998) divide the processes into trajectory dominated and process-
physics-dominated processes. Machining and laser cutting are examples for the first cate-
gory, casting, stamping and extrusion for the second, respectively. An approach is provided
which defines a producibility metric3 from expert knowledge. This approach is fast and less
costly than physical experiments and can be linked to cost models.
Alberti et al. (1998) use fuzzy logic and artificial neural networks (ANNs) for cold forging
process planning. From 60 simulations rules for two antecedents are generated with a high
prediction accuracy of 90%. In Yin et al. (2006), Yin et al. (2004) and Li et al. (2007) an ap-
proach for knowledge acquisition from metal forming simulations is presented in order to
build rules from Fuzzy Rough Sets. For a deep drawing process 52 simulations with five
design parameters are computed and nine rules are found to identify cracks and wrinkling.
In Coelho (2004) and Coelho and Bouillard (2005) ”PAMUC II” is introduced, which han-
dles expert knowledge directly by expert rules for optimization. Analytical test problems
are discussed.
Menzel (2001) accounts for the uncertainties in expert knowledge. He presents a hybrid
fuzzy rule-based approach for a technological analysis of single parts. Manufacturing as-
pects for high-pressure-metal-forming are described via T1-FRBS with respect to geometri-
cal parameters. Menzel shows advantages compared to Neural Networks and he empha-
sizes the applicability of the approach for innovative manufacturing processes.
The optimization of structural and manufacturing aspects for composite structures is an up-
coming field of interest. For example ply drop-off and angle discontinuity are described in
Liu and Butler (2007), complex paths for fiber placement machines are discussed in Schu-
macher (1995) and Blom et al. (2008).

Performance criteria. The performance of a lightweight structure is defined primarily by
its physical properties. Typical criteria for structural optimization are mass, eigenfrequen-
cies, stresses, deformations and responses to dynamic loads. In the majority of structural

3”Producibility” and ”manufacturability” are used interchangeable in this thesis.
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optimization problems and in this thesis, the properties are computed with FEM. The han-
dling of uncertainties with FEM models can be classified into two main approaches. The
first one uses modified FEM codes, the second works with standard FEM but utilizes sev-
eral computations of the same model with slightly changed input parameters.
Elishakoff and Ren (1999) and in more detail Elishakoff and Ren (2003) and Stefanou (2009)
provide a general discussion about uncertainties handled directly by modified finite ele-
ment codes. They present finite element method for stochastic problems (FEMSP)4. FEMSP
provides mean and covariance for structural behavior with respect to variations in mate-
rial properties, geometrical parameters and loads. Random variables and random fields
can be mapped. A standard approach for FEMSP is a combination of deterministic FEM
and perturbation techniques. Sudret and Der Kiureghian (2000) expand this overview and
compare different methods. The probabilistic system answers obtained by FEMSP are used
especially for reliability analysis. Moens and Vandepitte (2005a) and Moens and Vande-
pitte (2006) present an overview for non-probabilistic methods for uncertainty treatment in
finite element analysis. They suggest that these methods are especially helpful in early de-
sign stages, when subjective information has to be quantified. In Moens and Vandepitte
(2005b) a method for the computation of uncertain frequency-responses due to fuzzy inputs
for damped structures is introduced and numerical case studies are given by De Gersem
et al. (2005). Moens and Vandepitte conclude, that fuzzy methods are complementary to
probabilistic methods rather than competitive. Another important contribution to this topic
based on a fuzzy approach using interval analysis is introduced by Rao and Sawyer (1995)
and further developed in Rao and Berke (1997), Rao et al. (1998) and Rao and Cao (2001).
Fuzzy finite element equations are solved and fuzzy numbers for the system outputs are
generated. The fuzzy mechanics of composites are analyzed in Rao and Liu (2004) and Liu
and Rao (2005) for uncertain Young’s moduli of fiber and matrix and uncertain fiber volume
content.
An overview for evaluation of probabilistic uncertainties with classic finite element method
is given in Choi et al. (2006). Sampling methods such as Monte Carlo sampling (MCS), im-
portance sampling (IS) and latin hypercube sampling (LHS) are used to directly gain proba-
bilistic information. The drawback of Monte Carlo sampling (MCS) is a very high number of
computations needed, which increases with the number of random variables. Latin hyper-
cube sampling (LHS) is a standard sampling method in engineering design for the compu-
tation of approximation functions. For reliability analysis, the first order reliability method
(FORM) and second order reliability method (SORM) are established approaches.
So called fuzzy α-level analysis (FαLA) computes the fuzzy output of a system for fuzzy
input parameters. Based on interval analysis (IA) one of the first implementations of fuzzy
α-level analysis (FαLA) called vertex method (VM) is introduced by Dong and Shah (1987).
The original VM can handle only monotonic functions and needs 2n system evaluations for
n uncertain parameters. An optimized vertex method (VMo) is described by Smith et al.
(2002). The optimized vertex method reduces the required system evaluations by applying
an optimization with bounded input parameters in order to find minimum and maximum
system answers. Massa et al. (2006) introduce a procedure called Taylor’s expansion with
extrema management method (TEEM) to compute fuzzy system answers. The computa-
tional efficiency of TEEM is high compared to original extension principle of which VM is
an implementation. In Massa et al. (2008) the authors suggest Padé approximants with ex-
trema management (PAEM) for fuzzy modal analysis. Law (1996) introduces a level interval
algorithm (LIA) to find the boundaries of the response parameters in FαLA. A linear approx-

4This method is also known as stochastic finite element method (SFEM).
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imation based on fractional factorial design of experiments (FFD) and Powell’s method for
extrema search is proposed. Law states that this scheme is acceptable for design decisions
in preliminary design stages. A method based on sparse grid interpolation is introduced
in Klimke et al. (2004). More details on the interpolation scheme are given in Klimke and
Wohlmuth (2005) and dimension-adaptive sparse grids are introduced in Klimke et al. (2006)
which further reduce computational effort. A frequency response function of a truck cabin
is analyzed for 27 uncertain parameters. In Klimke (2006) the approach is combined with
a spectral element method from Nunes et al. (2006). Sparse-grid based sensitivity analy-
sis is discussed in Klimke (2007). In Möller and Beer (2004) the authors summarize their
extensive research on FαLA. In Beer and Liebscher (2008) the approach is extended to the
highly nonlinear problem of crash analysis. Another algorithm for FαLA and its application
to engineering examples is given in Degrauwe (2007). For T2 FS fuzzy α-level analysis is a
new concept, only few literature sources can be found which will be introduced in the next
chapter.

1.2.2. Design Optimization with Uncertainty Handling

In order to characterize uncertainties with the methods described before the number of sys-
tem evaluations in optimization has to be increased. The main challenge is to keep the
additional numerical effort limited. Today mainly statistical uncertainties are taken into
account. Uncertainty handling is often summarized by the term robust design (RD). Thor-
ough surveys can be found in Antonsson (ed.) (2001), Tsompanakis et al. (2008) and Beyer
and Sendhoff (2007).

Optimization methods for aleatory uncertainties. Schuëller and Jensen (2008) iden-
tify the three most relevant contributions. System identification, reliability-based design
optimization and robust design optimization. The latter is revised in more detail by Park
et al. (2006) and Beyer and Sendhoff (2007) including many references to engineering ap-
plications. Robust and reliability-based optimization methods are successors of Taguchi’s
robust design methodology, which is not suitable for optimization due to very high compu-
tational effort. Robust design optimization minimizes the mean and variance of the objec-
tives whereas reliability-based design optimization utilizes limit state functions in order to
ensure a predefined failure probability, for details see Tsompanakis et al. (2008).
To reduce the computational effort, surrogate models are essential. For robust design opti-
mization (RDO) often the response surface method (RSM) is used to model mean and vari-
ance of the systems answers5. Shaibu and Cho (2009) discuss three modeling approaches
and show differences in the obtained optimal solution. Jin et al. (2003) suggest kriging
method (KGM) or radial basis functions (RBFs) as better alternatives. Koch et al. (2002)
provide an example with KGM surrogate models. Rais-Rohani and Singh (2004) compare
global and local surrogate models in reliability-based problems and show an advantage of
local response surface methods (RSMs) for computational effort.
Physical programming (PP) developed by Messac is used in Chen et al. (2000) and Mes-
sac and Ismail-Yahaya (2002) for RDO. PP transforms multiobjective trade-offs between a
minimum mean value and minimum variance into a single objective problem. The method
allows for subjective preferences defined by the engineer.

5This is also called dual response surface.
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1. Introduction

A comparison of a probabilistic and a fuzzy set approaches is given in Chen (2000). Differ-
ent situations are investigated for available sample size and information on the true type of
statistical distribution. Chen concludes that for small sample sizes and an unknown distri-
bution of uncertain parameters, the aforementioned possibilistic methods should be used
together with probabilistic ones.
The main challenge with above-mentioned methods is the generation of probability density
functionss (PDFs) for input parameters. A quotation from Elishakoff (1995) emphasize this
situation:

”In modern probabilistic codes and in most, if not all, studies the necessary probabilistic informa-
tion on uncertain quantities is assumed rather than appropriately substantiated through statistical
analysis of extensive experimental data. After numerous assumptions are made, some new numerical
approaches, often sophisticated ones, are tested on simple examples. On the other hand the accuracy
of the experimental data (if at all present) is not discussed.”

Optimization methods for epistemic uncertainties. He and Qu (2008) and Mourelatos
and Zhou (2008) provide a good overview, a short history is given in the following.
In the mid 1980s optimization of fuzzy structural systems was introduced by Guang-Yuan
and Wen-Quan (1985) and Rao (1987). Rao transforms the original crisp objective and con-
straint function into fuzzy ones. The fuzzified constraints reflect the subjective engineering
information about constraint relaxation. One design variable is added to the problem called
λ which accounts for the level of satisfaction for all fuzzified objectives and constraints. The
influence of different membership functions (linear, hyperbolic, logarithmic etc.) for fuzzy
objectives and constraints is investigated by Dhingra et al. (1992) for a 25-bar truss. In Rao
and Chen (1996) the authors extend the method by Dampster-Shafer theory and Yager’s rule
in order to merge different belief structures into one single design criterion and to evaluate
a satisfaction function for multiple design criteria. Shih et al. (2003) and Shih and Lee (2006)
extend the method to double and multi-α-level-cuts approaches.
Jensen (2001) introduces approximation models to decrease the number of expensive sys-
tem evaluations. He also discusses different optimal designs due to different defuzzifi-
cation techniques. Mourelatos and Zhou (2005) compare vertex, discretization and opti-
mization methods for the computation of fuzzy system outputs for mathematical and en-
gineering examples. In Zhou and Mourelatos (2008) and Mourelatos and Zhou (2008) the
authors introduce evidence based design optimization (EBDO) and show for a cantilever
beam and pressure vessel example, that the optimal designs by EBDO are more conserva-
tive than reliability-based design optimization (RBDO) solutions but less conservative than
possibility-based design optimization (PBDO) optimal designs.
Uncertainties based on intervals can also be solved by so called anti-optimization which
was introduced by Elishakoff et al. (1994). It describes the search for a worst case scenario
for a given design. A six bar truss example is given in McWilliam (2001). By integrat-
ing anti-optimization into a system level structural optimization a computationally expen-
sive, nested problem is created. Different methods to counter the high number of system
evaluations are described in Lombardi and Haftka (1998) and tested on three engineering
examples with load uncertainties. A combined approach for probability, fuzziness and anti-
optimization is proposed in Tonon et al. (2001).
Jiang et al. (2007) transforms uncertainty given by intervals for constraints into satisfaction
degrees. A ten-bar truss is optimized with a genetic algorithm, a penalty function approach
and for different restricted satisfaction degrees. In Jiang et al. (2008) the computational effort
of the approach is enhanced by a polynomial response surface approximation (RSA).
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1. Introduction

A Fuzzy analysis method for PBDO derived from RBDO is introduced in Choi et al. (2004).
In Youn et al. (2005) the objective is formulated by different quality loss functions and the
resulting optima are discussed. Massa et al. (2009) utilize Padé approximants with extrema
management (PAEM) described in Massa et al. (2008) for the multiobjective optimization of
a drop-tower impactor sled. The fuzzy input parameters are updated in order to find the
feasible design space and simultaneously optimize the objectives.

1.2.3. Multidisciplinary design optimization with structural and
manufacturing aspects

A general overview can be found in Saitou et al. (2005). A very detailed method to character-
ize aerospace design with respect to manufacturing is introduced in Rais-Rohani (1996) and
Rais-Rohani (1998). It is based on a classification scheme defined in Shankar and Jansson
(1993). Rais-Rohani and Huo (1999) optimize different wing spar designs by this method. A
preliminary manufacturability analysis provides insight into the complexity and efficiency
of the designs, the results of a subsequent optimization with cost constraints can be used
for trade-off decisions. In Martinez et al. (2001) this method is used together with physi-
cal programming developed by Messac on the same wing spar optimization problem. The
manufacturability indices in Martinez et al. (2001) for three different concepts are 0.6109,
0.6240 and 0.6095, respectively. The index variation is 2.4%, manufacturing cost variation
2.7%, and weight variation 6.9%.
A detailed description of a combined structural and cost optimization is given in Kassa-
poglou (1999a) and Kassapoglou (1999b) for metal and composite fuselage frames. In Kass-
apoglou (1997) the authors discuss trade-off between panel weight and manufacturing cost
for a composite panel with manual lay-up.
Curran et al. (2006b) analyze and optimize weight-cost trade-offs for aluminum stiffened
panels. The optimization of a large-scale civil aircraft wing is presented in Gantois and Mor-
ris (2004). Details for RDO of a wing spar with manufacturability and cost aspects are given
in Rais-Rohani and Xie (2005).
Cristello and Kim (2007) present the optimization of a vehicle chassis for crash, stiffness,
mass and hydroformability. A sophisticated decomposition-based assembly synthesis for
space frames described in Cetin and Saitou (2004) is used in Cetin and Saitou (2005) for
manufacturing cost minimization. In Lyu and Saitou (2005) a body-in-white is optimized
for stiffness and manufacturability. A radar chart is used to evaluate optimal designs and to
chose one which balances all three objectives.

1.2.4. Summary of literature review

Manufacturing aspects are often represented by manufacturing cost models in multidisci-
plinary design optimization. These models are expensive to generate and have to use avail-
able data. The advantage of knowledge-based models is emphasized by some author be-
cause they can be generated relatively quickly together with experts and because they are
available already in early design stages.
If knowledge-based models are used in general type-1 fuzzy rule-based systems are utilized
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1. Introduction

and a single crisp value is derived from the model for evaluation in the optimization pro-
cess. This neglects available information which was generated by numerically expensive
schemes to derive system answers for fuzzy input parameters.

1.3. Objectives of work

In this thesis an integrated approach for the quantification and handling of qualitative man-
ufacturing aspects for multidisciplinary, structural optimization is developed, implemented
and evaluated. The methods are focused on T2 FSs, which are used for knowledge-based
models as well as for uncertainty characterization for typical performance criteria. The ap-
proach should allow the decision maker to interpret and rank optimized structural designs
with respect to typical performance measures such as masses and stresses. The following
subgoals will be addressed in course of this thesis:

• Implementation of exemplary knowledge-based models representing manufacturing
knowledge by type-1 fuzzy rule-based systems (T1-FRBSs) and type-2 fuzzy rule-
based systems (T2-FRBSs).

• Handling of fuzzy input parameters derived from manufacturing influences and load
uncertainties. Development, implementation and evaluation of a computationally ef-
ficient algorithm based on α-cut level optimization (αCLO) for evaluation of complex
numerical models with respect to T2 FSs fuzzy input parameters. A speed up of com-
putation by parallelization of system evaluations should be possible.

• Evaluation of fuzzy structural indices as well as fuzzy manufacturability indices for
goal and constraint computation in standard optimization algorithms. Subgoals are:

– The implementation and evaluation of defuzzification methods for T2 FSs.

– Modeling of different levels of information content.

– Evaluation of fuzzy constraint boundaries.

• Evaluation of methods for analytical and engineering examples. The latter are multi-
disciplinary problems with aerospace and automotive background.

A graphical overview with respect to the structural optimization process is given in a
generalized flowchart in figure 1.3 on the next page.

1.4. Scope of thesis

In chapter 2, basics for engineering optimization, knowledge acquisition and representation
are given. An engineering example is introduced and optimization, knowledge and uncer-
tainty aspects are demonstrated. In chapter 3, type-1 fuzzy sets are extended to type-2 fuzzy
sets. Evaluation methods for type-2 fuzzy sets are developed, implemented and discussed.
An analytical function is used in chapter 4 to demonstrate the characteristics of evaluation
methods for goal and constraint handling of fuzzy system properties. The methods are
demonstrated on two different fields of application. First, extruded aluminum profiles are
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1. Introduction

optimized in chapter 5 in two examples. A structural part of an antenna demonstrator for
satellites is optimized in chapter 6. The thesis is summarized in chapter 7 and an outlook is
given.

Figure 1.3.: Objectives of work with respect to engineering optimization flowchart
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2. Basic definitions and introductory
engineering example

The basics for structural optimization, knowledge-based fuzzy models and their handling
in multidisciplinary optimization are given in this chapter. The optimization of an extruded
profile is introduced in section 2.2. Generation and evaluation of knowledge-based infor-
mation is given for the example.

2.1. Definition of optimization problem

The standard definition of a deterministic design optimization problem is:

min f(x,p)

subject to ∶ hi(x,p, εhi ) = 0 i = 1 . . . nh
gj(x,p, γgj ) ≤ 0 j = 1 . . . ng

with ∶ xl ≤ x ≤ xu

(2.1)

The objective f to be minimized is a function of the design variables x which can be varied
within the boundaries from xl to xu, and the design parameters p. The latter are constants
in deterministic design optimization (DDO), for example material properties and loads. An
equality constraint hi is often fulfilled if it is smaller than a given error boundary εhi . Equality
constraints are not present in this thesis and won’t be discussed. The inequality constraint
gi is a functions of x, p and the safety factor γgj .
For multiobjective and multidisciplinary optimization problems the formulation is:

min f(xA,xB,xAB,pA,pB,pAB,yA,yB) = min (f 1, f 2, . . . , fnf )

subject to ∶ gj(xA,xB,xAB,pA,pB,pAB,yA,yB) ≤ 0 j = 1 . . . ng

with ∶ xl ≤ x ≤ xu

(2.2)

The objective function vector f contains several function values f from one or more disci-
plines. Different methods are known to handle multiobjective optimization problems, the
most prominent ones are weighted sum methods for gradient based algorithms and Pareto-
optimality for evolutionary strategies (ESs) and genetic algorithms (GAs), see Langer (2005).
Multiple disciplines A and B have design variables and parameters xA, xB, pA, and pB and
the ones present in both disciplines (xAB, pAB). The latter define the design coupling of the
problem. A physical coupling of the disciplines is given by the appearance of the system
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2. Basic definitions and introductory engineering example

answer yA of discipline A in the systems equations of system B and vice versa.
Uncertainties can appear in different ways within an optimization problem. Some or all
design variables and/or parameters may be subject to statistical variations or given in inter-
vals, x̃ and p̃ respectively. This leads to non-crisp system answers, objectives and constraints
f̃ and g̃. In order to use standard optimization algorithms, the f̃ and g̃ have to be transformed
to scalar values f and g.
For design optimization with uncertain parameters, different problem formulations are known.
The most important ones will be shown in the following. Let’s start with RDO:

min f(x̃,x, p̃,p) = min [µf(x̃,x, p̃,p), . . .
σf(x̃,x, p̃,p)]

subject to ∶ µgj(x̃,x, p̃,p) + βjσgj(x̃,x, p̃,p) ≤ 0 j = 1 . . . ng

with ∶ xl ≤ x̃,x ≤ xu and p̃, p

(2.3)

The two goals are the mean and standard deviation of the objective function µf and σf . In
case of gradient based algorithms the multiobjective problem is transformed by a weighted
sum into a single objective optimization. The behavior of constraints is controlled by the
factor β. In general, RDO controls lower order statistical moments of system responses.
Equation 2.3 can be also formulated without uncertainties in the constraints following the
constraint formulation in equation 2.1.
For RBDO the formulation of the optimization problem includes probability P and the so
called limit state function (LSF) g:

min f(x̃,x, p̃,p)

subject to ∶ P (gj(x̃,x, p̃,p) > 0) − Pmax ≤ 0 j = 1 . . . ng

with ∶ xl ≤ x̃,x ≤ xu and p̃, p

(2.4)

The probability that g is higher than zero has to be smaller than a given, maximum proba-
bility Pmax. This formulation is used on the component level of a structure. For engineering
problems the limit state function has to be approximated due to computational effort by a
limit state approximation (LSA). The first order reliability method (FORM) and second order
reliability method (SORM) are such approximations. For highly non-linear or high dimen-
sional limit state functions (LSFs) FORM and SORM exhibit limitations which are countered
by sophisticated approximation methods, see for example Jurecka (2007).
Whereas for RDO the region of interest of the resulting PDF is in the area of µg±2σg the re-
gion of interest for RBDO is determined commonly by a very small Pmax≤ 10−6. The latter
needs accurate computation or approximation of the PDF. Even small deviations from the
true PDF can lead to high deviations in P .
The original formulation of a possibility-based design optimization (PBDO) problem is given
in equation 2.5. The possibility of an event π is compared with a given maximum possibility
described by the αmax-cut level.

min f(x̃,x, p̃,p)

subject to ∶ π(gj(x̃,x, p̃,p) ≥ 0) − αmax ≤ 0 j = 1 . . . ng

with ∶ xl ≤ x̃,x ≤ xu and p̃, p

(2.5)
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2. Basic definitions and introductory engineering example

2.2. Definition of typical engineering problem with
manufacturing aspects

An extruded profile shown in figure 2.1 which is produced by composite extrusion is opti-
mized with respect to mass and stiffness. Composite extrusion is an innovative manufactur-
ing process which allows the extrusion of already reinforced lightweight profiles. Composite
extrusion is investigated within the Collaborative Research Center SFB Transregio 10 (SFB-
TR10) ”Integration of forming, cutting, and joining for the flexible production of lightweight
space frame structures”. This research is set up by Deutsche Forschungsgemeinschaft - Ger-
man Research Foundation (DFG) at the universities of Dortmund, Karlsruhe, and Munich.
A flexible, integrated process chain is investigated which includes the following production
techniques described in Weinert et al. (2008).

• extrusion of continuously reinforced profiles

• three-dimensional rounding during extrusion

• cutting on the fly

• five-axis machining

• hybrid laser welding and friction stir welding

• joining by electromagnetic high speed forming or high pressure tube forming

In addition to experimental work, simulations for extrusion, machining and joining are
investigated in order to complete the virtual process chain in parallel to the real one. All
of the afore mentioned manufacturing processes and their virtual simulations are innova-
tive and only sparse data and few models are available. To evaluate the potential of those
manufacturing processes mainly expert knowledge is available in this early state of process
development.

Figure 2.1.: Geometry properties of the reinforced profile optimization, Huber et al. (2008)

Apart from typical geometric design variables of the cross section also the reinforcement
ratios f1 and f2 in different parts of the cross section can be changed. The reinforcement
wires induce additional local residual stresses in the profile, which can lead to problems in
subsequent production processes, such as drilling, milling, and joining. A heat treatment
for reduction of residual stresses is not possible because of the curved shape of the profile as
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2. Basic definitions and introductory engineering example

described in Huber et al. (2008).
Two optimization problems are formulated in the following. The first takes goals and stress
constraints together with some basic geometry constraints into account as shown in equa-
tion 2.6.

min f(x) = [mP , u]

with ∶ x = [H,B, R̂, b1...6, f1, f2,Mcomb]
subject to ∶ g1,4,7(x) = σi 1st p/σall m t − 1 ≤ 0 , i = [1,2,3]

g2,5,8(x) = σi 3rd p/σall m c − 1 ≤ 0 , i = [1,2,3]
g3,6,9(x) = 50/λ − 1 ≤ 0 , i = [1,2,3]
g10(x) = u1/7.5 − 1 ≤ 0
g11(x) = 40/ω1 − 1 ≤ 0

g12(x) = max(b1,b2)/min(b1,b2)
3 − 1 ≤ 0

g13(x) = max(b1,b3)/min(b1,b3)
3 − 1 ≤ 0

g14(x) = max(((b1+b2)/2),b4)/min(((b1+b2)/2),b4)
3 − 1 ≤ 0

g15(x) = max(b2,b5)/min(b2,b5)
3 − 1 ≤ 0

g16(x) = max(((b1+b2)/2),b6)/min(((b1+b2)/2),b6)
3 − 1 ≤ 0

(2.6)

In the second problem a qualitative performance index for the residual stresses PMres

is introduced as a third goal to be minimized in equation 2.7. The design variables and
constraints are the same as in the two goal optimization.

min f(x) = [mP , u,PMres] (2.7)

PMres is computed by a knowledge-based fuzzy model. In the next sections the building of
such models and the evaluation of uncertain input parameters x̃ and p̃ are outlined theoret-
ically and shown for the engineering problem at hand.

2.3. Quantification of qualitative manufacturing
knowledge

In addition to simulation based models, for example FEM, knowledge based models can be
used to map input parameters to system outputs in order to characterize engineering prop-
erties. Knowledge acquisition and representation are the first steps in quantifying expert
knowledge. Many approaches are discussed in literature, thorough overviews can be found
in Durkin (1994), Hoffman et al. (1995) and Ayyub (2001). The rule-based approach chosen
for this thesis is introduced in the following, the mathematical representation in section 2.4.
In the knowledge acquisition phase the input and output parameters of the model and their
relations are identified. An expert or a group of experts provide the necessary informa-
tion. Afterwards this knowledge is transferred with the help of knowledge representation
into a quantitative model. A MATLAB interface for knowledge acquisition was developed
by Daniilidis (2007) and implemented by the author for extruded and curved profiles in
Huber et al. (2008). It follows a scheme introduced by Wagner and Zubey (2005).
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• First card or concept sorting techniques are used to structure experts’ knowledge. Pre-
viously defined objects, experiences, and rules are written on cards and the knowledge
expert sorts them into groups.

• Second the expert describes what each group has in common. The groups are hierar-
chically organized.

• Finally a structured interview can be derived from the card sorting results to develop
the rule base.

2.3.1. Rule-base basics

A rule-based system consists of facts, rules and an engine which derives actions. In the
context of this thesis rules represent domain knowledge whereas facts represent data. The
general description of a rule according to Durkin (1994) is given in equation 2.8.

antecedent → consequence
situation → action

(2.8)

This general description is expressed by the following formulation.

IF situation THEN action (2.9)

For several input parameters AND and OR relations have to be defined.

IF x1 IS A AND x2 IS B OR x3 IS C THEN f IS D (2.10)

In this example x1, x2 and x3 are the input parameters which are checked against the
constants A, B and C and f is the output parameter which will be set to value D.

2.3.2. Example of knowledge acquisition for manufacturing aspects

An innovative extrusion process is used to manufacture the profile optimized in equation 2.6.
Different defects which influence structural properties are recorded for the extrusion pro-
cess, they are called events. In order to avoid rejects due to defects, the profile design should
meet basic standards for manufacturability. For the extrusion process of composite alu-
minum profiles with embedded continuous reinforcing elements events are identified in
table 2.1 on page 18.
The first event residual stresses in profile after extrusion is in the focus of this example. Man-
ufacturing parameters influencing this event are identified and hierarchically ordered by
their importance in table 2.2. Design variables from problem formulation in equation 2.6
are assigned to the parameters. This links the knowledge based model to the optimization
problem.
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Table 2.1.: Events for extrusion process of composite aluminum profiles, Huber et al. (2008)

event effects on structural properties

residual stresses in profile after extrusion suitability for subsequent manufacturing steps, σall
debonding - loss of adhesion between reject due to defects, σall
fibers and base material
deformation of profile cross section cross section area, section modulus, tolerances
profile contour deviation overall geometry, tolerances
torsion of the profile overall geometry, tolerances

Table 2.2.: Parameters for event ”residual stresses in profile after extrusion”

parameter importance corresponding design variable x

cooling conditions very high no
geometry of extrusion die high yes, profile cross section
number of reinforcing elements above average yes, reinforcement ratio
base material average yes
reinforcement material average yes
contour of the profile below average yes, topology of structure
reinforcement coating low no
reinforcement configuration low no

The identified parameters are now classified with respect to the structural optimization
problem. The first parameter in table 2.2 has no equivalent design variable in the the opti-
mization problem. It is assumed that optimal cooling settings are used. The second param-
eter, geometry of extrusion die, take into account the design variables of the cross section. The
third parameter, number of reinforcing elements, is related to the reinforcement ratios f1 and
f2. The sixth parameter, contour of the profile, is changed only in topology optimization of
the overall space frame structure. Matrix and reinforcement material are set by discrete design
parameter Mcomb. The last two parameters are again not part of the problem formulation,
because they are often fixed due to process reliability.
From the knowledge gained by knowledge acquisition, a qualitative performance index
PMres can be approximated. A structured interview is derived from the parameters listed
in table 2.2. This interview is the basis of a type-1 fuzzy rule-based system which will be
discussed in section 2.4.3.

2.4. Fuzzy sets and fuzzy rule-based systems

Fuzzy logic (FL) was introduced by Zadeh (1965) in order to find a mathematical formula-
tion for human perception. The focus of FL is the description and handling of fuzzy sets1. In

1The basic concept was described in Bellman et al. (1964) for the formulation of a class problem in pattern
classification.
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contrast to crisp sets, a sample can have a degree of membership in fuzzy sets and therefore
be part of several sets. The basic formulation of fuzzy sets has no physical meaning in terms
of possibility or probability.

2.4.1. Definitions and set operations for type-1 fuzzy sets

The membership function gives the mathematical representation of the membership of a
sample x in a fuzzy set

∼

A. The membership function µ ∼

A(x) maps the samples from a sample
space Ω to the their respective degree of membership.

µ ∼

A(x) ∶ Ω→ R ∣ x→ µ ∼

A(x) (2.11)

A crisp interval set can be described by the membership function in equation 2.12.

µA(x) =
⎧⎪⎪⎨⎪⎪⎩

1 if x ∈ A
0 if x ∉ A

(2.12)

Commonly normalized and convex fuzzy sets are used, the first property defined in
equation 2.13a, the second in 2.13b, respectively.

µ ∼

A(x) ∈ [0,1] (2.13a)
µ ∼

A(x2) ≥ min [µ ∼

A(x1), µ ∼

A(x3)]∀x1, x2, x3 ∈ Ω with x1 ≤ x2 ≤ x3 (2.13b)

The support S of a fuzzy set
∼

A is defined in equation 2.14a, the coreC in equation 2.14b.

S(
∼

A) = {x ∈ Ω ∣ µ ∼

A(x) > 0} (2.14a)
C(

∼

A) = {x ∈ Ω ∣ µ ∼

A(x) = 1} (2.14b)

A fuzzy number is a convex and normalized fuzzy set with at least piecewise continuous
membership function. µ ∼

A(x) = 1 holds for precisely one of the x values. This point is referred
to as mean value of the fuzzy number.
A fuzzy interval is a convex and normalized fuzzy set with at least piecewise continuous
membership function, but µ ∼

A(x) = 1 holds for an interval x ∈ [x1, x2] and not only a single
value.
For fuzzy sets triangular or trapezoid membership functions are common. The first is a
fuzzy number, the second a fuzzy interval with linear membership functions. Triangular
fuzzy numbers are often characterized by their support interval S(

∼

A) with x ∣µ ∼
A
(x)=0, x ∣µ ∼

A
(x)=0

and their nominal value xΛ = x ∣µ ∼
A
(x)=1. A short notation is

∼

Λ (x,xΛ, x).
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An example is given in figure 2.2 for the Young’s modulus (E) of aluminum. In 2.2a the nom-
inal single value2 of 70 GPa and an interval E ∈ [68,70] GPa are shown. In 2.2 a triangular
and trapezoidal fuzzy set is displayed. The triangular fuzzy number is

∼

Λ(68,69,70).
The most important set operations union, intersection and complement are given in equa-
tion 2.15a, 2.15b and 2.15c, respectively.

µ ∼

A∪
∼

B(x) =max (µ ∼

A(x), µ ∼

B(x)) (2.15a)
µ ∼

A∩
∼

B(x) =min (µ ∼

A(x), µ ∼

B(x)) (2.15b)
µ ∼

AC(x) = 1 − µ ∼

A(x) (2.15c)

The De Morgan’s laws can be proved for fuzzy sets and are stated in equation 2.16.

( ∼

A∪
∼

B)C =
∼

A
C ∩

∼

B
C

(2.16a)

( ∼

A∩
∼

B)C =
∼

A
C ∪

∼

B
C

(2.16b)

Also all other operations on classic sets hold for fuzzy sets, except the excluded-middle
laws. The formulation for fuzzy sets is given in equation 2.17.

∼

A∩
∼

A
C ≠ ∅ (2.17a)

∼

A∪
∼

A
C ≠ Ω (2.17b)

The extension principle already defined in Zadeh (1965) is the mathematical basis for the
mapping of fuzzy sets into a result space by y = f(x).

µ ∼

B(y) = sup
x ∶ y=f(x)

µ ∼

A(x) (2.18)

For a given threshold α ∈ [0,1] the α-cut for a convex fuzzy set is a crisp subset of the
support S( ∼

A) defined by equation 2.19 and shown in figure 2.2c.

[A]α = {x ∣ µ ∼

A(x) ≥ α} (2.19)

From a number nIα of given known α-cuts the membership function µ ∼

B(x) can be con-
structed to achieve a α-cut based representation.

2In set theory a set with exactly one element is called singleton.
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(a) crisp set (b) fuzzy sets

(c) fuzzy set with α-cuts

Figure 2.2.: Definition of different sets

2.4.2. Fuzzy rule-based systems

Knowledge representation can be handled by type-1 fuzzy rule-based system (T1-FRBS)
or type-2 fuzzy rule-based system (T2-FRBS). After a knowledge acquisition according to
section 2.3 has been performed, the following parts of a fuzzy rule-based system have to be
defined.

• inputs: They have to be discretized over their respective universe of discourse.

• outputs: The outputs are discretized in a similar way. Depending on the available
information the output can be a physical quantity or a generic number. The latter
represents the qualitative nature better but is more difficult to evaluate with respect to
the design.

• rule base and inference engine: The rule base connects the inputs with the outputs.
This is the most important part of the knowledge-based model. The rules are evaluated
by the inference engine. In this thesis the Mamdani inference method is used which is
provided in MATLAB.
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• defuzzification method: The final step is defuzzification3. For type-1 fuzzy rule-based
systems a crisp output is generated by different means, for example center of area
(CoA), bisector of area (BoA) and mean of maximum (MoM). For type-2 fuzzy rule-
based systems the defuzzification has two steps. First, a so called type reduction com-
putes a type-1 fuzzy set. Second, the generated set can be reduced further by already
mentioned methods to a single crisp output.

2.4.3. Example for fuzzy rule-based system for manufacturing
aspects

Two fuzzy submodels for manufacturability index PMres are implemented. The first model
represents the influence of the geometry of the extrusion die. The difference between max-
imum and minimum wall thickness bmax/bmin has a high influence followed by H/B with
medium influence. If stiffeners and reinforcement are utilized, different material strands
have to join in the die. Consequently a die with several chambers has to be used resulting
in seam weld lines which have a high influence on PMres. The chamber count of the die nch
is the third parameter. For each input parameter of the model three membership functions
”small”, ”medium” and ”large” are utilized resulting in 27 rules.
The output is modeled with eleven membership functions. The input and output member-
ship functions are shown in figure 2.3, the model output PM1 in figure 2.3e on page 23.
The second model takes both reinforcement ratios f1 and f2 equally into account. Local
residual stresses around reinforcing elements are high. Because material properties are ho-
mogenized a qualitative measure for resulting stresses is used. The input and output pa-
rameters are shown together with PM2 in figure 2.4 on page 24.
The overall performance measure PMres is calculated by equation 2.20. The weighting fac-
tors ai reflect the influence of the submodels on PMres.

PMres = a1 ∗ PM1 + a2 ∗ PM2 a1 = a2 = 1 (2.20)

3This part holds only for Mamdani fuzzy rule-based systems. For Sugeno fuzzy rule-based systems please
refer to literature.
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2. Basic definitions and introductory engineering example

(a) membership function for input 1 (b) membership function for input 2

(c) membership function for input 3 (d) membership function for output

(e) output of knowledge-based model

Figure 2.3.: First fuzzy submodel for influence of die geometry
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(a) membership function for input 1 and 2 (b) membership function for output

(c) output of knowledge-based model

Figure 2.4.: Second fuzzy submodel for influence of reinforcement ratios

2.5. Handling of fuzzy system and design parameters in
structural optimization

Evaluation of design variables x̃ and parameters p̃ subjected to uncertainties is a major chal-
lenge in optimization. Depending on the uncertainties present in the problem formulation
different approaches are known which are shortly discussed in the literature survey. In this
thesis uncertainties are represented by fuzzy numbers which is in accordance with fuzzy
information available from expert knowledge.
In this section, first a short literature overview together with an analytical example is given
followed by the introduction of an algorithm developed in Wehrle (2008) under supervi-
sion of the author. An engineering example for allowed tolerances in profile extrusion is
presented in section 2.5.3.
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2.5.1. α-cut level optimization

First, a basic mathematical definition is necessary. From the definitions in section 2.4.1 and
equation 2.19 the fuzzy analysis can be transformed into multiple interval computations in
equation 2.21a. It can be expressed as constrained global optimization problems in equa-
tion 2.21b.

r̃ = f (x̃) ⇔ [r̃] = f ([x̃]α) , ∀α ∈ [0,1] (2.21a)

f ([x̃]α) ⇔
⎧⎪⎪⎨⎪⎪⎩

rα = sup f(x)
rα = inf f(x)

, with xi ∈ [x̃i]α (2.21b)

This equation states that the computation of a fuzzy output can be substituted by nIα
computations on α-cut levels. On each α-cut level the infimum inf and supremum sup of
the system answer has to be found. The problem stated in equation 2.21 is easy to solve if
monotonic functions are evaluated. For engineering problems this assumption is often not
possible, especially for non-linear system behavior. Another challenge is the utilization of
deterministic system equations such as FEM, which are commonly used in engineering de-
sign. The methods for α-cut level optimization (αCLO) are classified according to Degrauwe
(2007). For more details see Braibant et al. (1999) and Klimke (2003).

Methods based on VM. The first approach computes the system output at predefined
design points. Based on the vertex method (VM) introduced in Dong and Wong (1987) and
Dong and Shah (1987) many derivatives of this method can be found in literature: level in-
terval algorithm (LIA) by Wood et al. (1992), transformation method (VMt) by Hanss (2002),
short transformation method (VMst) by Donders et al. (2004). Klimke (2003) developed sev-
eral applications, for example reduced transformation method (VMrt) and general transfor-
mation method (VMgt) and general transformation method with removed recurring points
(VMgtr).
Basically these methods compute the system answer at the corner points of the α-cut levels
resulting in an approximation of the vertices of the fuzzy output. The original implemen-
tation needs 2n system evaluations for n uncertain parameters on every α-cut level. An
assumption for VM are monotonic functions, which also limits its use for engineering prob-
lems.
In addition to corner points, internal points are evaluated on each α-cut level for meth-
ods based on the transformation method (VMt). The evaluation of supremum and infimum
are based on the computed support points only. Piecewise continuous and non-monotonic
functions can be handled with high enough discretization. The general transformation
method with removed recurring points (VMgtr) deletes recurring points from the compu-
tation scheme especially for x̃ with symmetric µ ∼

A(x). With increasing number of fuzzy pa-
rameters the computational effort increases for afore mentioned methods.

Methods based on global optimization with surrogates. The system answer is approx-
imated by surrogates based on design of experiments (DOE) and supremum and infimum
are found by two optimizations. This overcomes the restrictions to monotonic functions
with reasonable computation effort. Implementations can be found for the level interval
algorithm (LIA) in Law (1996), for optimized vertex method (VMo) in Smith et al. (2002),
gradual α-level decreasing algorithm (GαD) in Degrauwe (2007) and global optimization
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2. Basic definitions and introductory engineering example

with sparse grid interpolation in Klimke (2006). A book on this topic combines methods
with evolutionary strategy, gradient method and Monte Carlo sampling in Möller and Beer
(2004). An algorithm for optimization with type-1 fuzzy uncertainties (opTUM) was devel-
oped under supervision of the author in Wehrle (2008).
Stochastic algorithms can be utilized directly, gradient based ones need multiple starting
points in order not to stop in a local minimum or maximum, respectively. The optimization
problem is restricted only by the boundaries of the design variables xl and xu on a given
α-cut level [x̃]α. Different surrogate schemes can be found in literature.

The following example will give information on the advantages and disadvantages of
different methods. The evaluated function is peaks provided by MATLAB. The function has
two input variables x1 and x2 and one output r and is given in equation 2.22. The uncertainty
is described by symmetric, triangular fuzzy membership functions x̃1 = x̃2 =

∼

Λ (−2,0,2). The
function has several local maxima and minima in the defined range.

r = 3 ∗ (1 − x1)2 ∗ e(−(x21)−(x2+1)2) − 10 ∗ (x
5
− x3

1 − x5
2) ∗ e(−x

2
1−x

2
2) − 1

3
∗ e(−(x1+1)2−x22) (2.22)

The contours of the function are given in figure 2.5. Also the five α-cut levels are given
together with the starting points for multiple gradient based optimization runs.

Figure 2.5.: Function peaks with α-cut levels

The fuzzy output r̃ is computed with the help of VM, VMrt, VMgt and VMgtr. The pro-
gramming code in MATLAB for the last three methods can be found in Klimke (2003). The
following methods from opTUM based on optimization4 are utilized: method with gradient
based SQP and single starting point at xΛ (OM-SQP SSP ), method with gradient based SQP
and multiple starting points (OM-SQP MSP) and finally a method with a genetic algorithm
(OM-GA).

4No surrogates are used for this simple example.
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The fuzzy output r̃ computed by these methods is given in figure 2.6. On the left side in
figure 2.6a the problem of VM with nonlinear functions can be seen, because the resulting
fuzzy number r̃ for VM does not fulfill the definition of a fuzzy number. VMrt overcomes
this problem but fails to give the true fuzzy output. VMgt and VMgtr give the same result
for r̃, which still does not represent the true shape. At least 10 α-cut levels are needed for
these two methods to achieve a proper representation.
On the right side in figure 2.6b the results for optimization based methods are given. A
gradient based algorithm with a single starting point (OM-SQP SSP) runs into local extrema
and can not provide the right answer. Only with multiple starting points (OM-SQP MSP)
or with a stochastic algorithm (OM-GA), the true shape of r̃ is found correctly within the
limitations of the α-cut discretization.

(a) (b)

Figure 2.6.: Fuzzy number generated by different α-cut level optimization methods

Beside the ability of the different methods to find the true shape of r̃, the number of
necessary function evaluations is crucial for engineering applications. For this example with
only two uncertain input parameters x̃ the number of α-cut levels is varied nIα ∈ [3,100] and
the number of necessary function evaluations is given on a logarithmic scale in figure 2.7.

Figure 2.7.: Number of function evaluations for different α-cut level optimization methods
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For only two uncertain design variables x̃ methods based on optimization need much
more function evaluations for a small number of α-cut levels then methods based on vertex
method. It is very important to note, that the settings for the optimization based methods
are not optimized. For example 16 starting points are used for OM-SQP MSP, which could
be reduced. No evaluation of the GA settings is performed with respect to population size
and number of generations. With increasing number of α-cut levels the methods based on
optimization are better compared to VM methods with respect to computational effort.

2.5.2. Algorithm opTUM – description and flowchart

The first implementation for type-1 fuzzy parameters was done in the master thesis Wehrle
(2008) under supervision of the author. The algorithm is named algorithm for optimization
with type-1 fuzzy uncertainties (opTUM)5. It utilizes surrogate based α-cut level optimiza-
tion (αCLO) together with parallelization of system evaluation in order to reduce computa-
tion time. opTUM was tested in Wehrle (2008) with analytical functions and a ten bar truss
(TBT) example. Together with the author the algorithm was enhanced and the influence of
contour deviations of three dimensional curved profiles on structural performance was in-
vestigated in Huber et al. (2009).
The single steps of algorithm opTUM are shown in figure 2.9 on page 30 and described in
the following.

• define uncertain design variables and parameters x̃, p̃:
The shapes and ranges of the fuzzy membership function for x̃ and p̃ are defined.

• α-cut level discretization:
The number of α-cut levels nIα is defined. Depending on the expected nonlinearity of
the system three to six levels should be considered for engineering problems.
3 ≤ nIα ∈ N ≤ 6

• DOE in interval boundaries for µ = 0:
A design of experiments scheme is used to define designs for the building of surro-
gates. The DOE are within the intervals of the µ = 0 α-cut of x̃ and p̃. The number of
support points ns depends on the expected nonlinearity and the necessary computa-
tion time.

5Acronym from german name: Optimierung unter Unsicherheiten mit der Möglichkeitstheorie
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Figure 2.8.: DOE in parameter space

• system analysis r:
Designs are computed according to DOE.

• surrogate model r̂:
A surrogate model is built for the system answer r̂. Different modeling approaches
can be used, for example KGM and RSM.

• interval analysis for each α-cut level r̂α, r̂α:
The maximum and minimum value of the surrogate output r̂α and r̂α are computed on
given α-cut levels. For engineering examples with local maxima and minima simple
stochastic optimization algorithms or gradient based algorithms with multiple starting
points can be utilized. Only side constraints have to be considered which limit the
feasible range of x̃ and p̃ with respect to the α-level.

• result verification:
The maximum and minimum have to be checked. Compute r for (x̃∗, p̃∗)∣r̂α and for
(x̃∗, p̃∗)∣r̂α .

• error smaller then bound?
If the difference between r∣r̂α and r̂α or r∣r̂α and r̂α is bigger then given error bound εrα
add these points to surrogate and reevaluate model.

• α-cut level system response r̂α, r̂α

• generate possibilistic system response r̃ with r̂α and r̂α for all α-cut levels6

6r̃ is assumed to be very close to the real system answer and therefore the notation for surrogate results ˆ̃r is
not used.
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Figure 2.9.: Flowchart opTUM

2.5.3. Example for uncertain parameters arising from manufacturing
processes

This example is not directly related to the one defined in equation 2.6 on page 16. Here a
deviation of the profile contour ∆C from the designed geometry as shown in figure 2.10a is
investigated. A detailed description can be found in Huber et al. (2009). The deviation of
the contour ∆C is modeled by the fuzzy number in figure 2.10b.
Elastic-plastic material properties are assumed and a compression load is applied to the
curved profile. A nonlinear FEM model is evaluated with opTUM. The resulting structural
system answers are shown in figure 2.11. On the left hand side deformation is shown in
figure 2.11a. For the nominal profile contour a deformation of 43.6 mm is computed. With
increasing deviation ∆C the maximum deformation increases nearly linear to 45.7 mm. In
figure 2.11b maximum stress is shown. Here a nonlinear behavior is observed. The stress
in the profile reaches the yield strength of the material. To ensure a safety factor a critical
α-cut level is identified at 0.68. This level restricts the allowed deviation of the contour ∆C
to a maximum value of 6.7 mm. From this evaluation allowed tolerances for manufacturing
processes with respect to structural properties can be found.

30



2. Basic definitions and introductory engineering example

(a) space frame (b) fuzzy number for ∆C

Figure 2.10.: Deviation of profile contour due to manufacturing tolerances

(a) deformation (b) maximum stress

Figure 2.11.: Mechanical properties as function of contour deviation ∆C

2.6. Summary of chapter

The basics for structural optimization, knowledge acquisition and knowledge representa-
tion are given in this chapter. The α-cut level optimization is introduced together with an ef-
ficient algorithm for its computation, opTUM. Starting with the definition of an engineering
optimization problem the methods are utilized in an engineering context. Knowledge-based
models are build from expert knowledge with a type-1 fuzzy rule-based system and system
answers with respect to type-1 fuzzy set fuzzy input parameters are computed.
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3. Advanced methods for the handling of
qualitative manufacturing knowledge

The methods presented in chapter 2 are extended in order to handle uncertainties in expert
knowledge described by type-2 fuzzy sets (T2 FS). For rule-based systems the single mem-
bership functions related to verbal expressions such as ”small”, ”big”, etc. are extended to
type-2 fuzzy sets in order to account for uncertainties in the definition of verbal terms. This
enhances the quantification of qualitative manufacturing information.
Type-2 fuzzy sets are mainly used for control applications. In the last years they gained
more importance also in other fields of research. New methods for type-2 fuzzy uncertain-
ties are developed in this chapter, the focus is on α-cut level optimization, defuzzification,
and comparison methods for goal and constraint handling.
The basics of type-2 fuzzy sets are given in section 3.1, α-cut level optimization is extended
in section 3.2. Advanced evaluation methods for goal and constraint handling are presented
in sections 3.3 and 3.4. Finally consequences for structural optimization are summarized in
section 3.5.

3.1. Basics of type-2 fuzzy systems

The basics of type-2 fuzzy sets can be found in Mendel (2001) and Castillo and Melin (2008).
Type-2 fuzzy sets are a generalization of type-1 fuzzy sets adding a third dimension to the
membership function.
A triangular type-1 membership function as shown in figure 2.2b is blurred by shifting the
membership function to the left and right. The resulting set of membership functions is
displayed in figure 3.1a on page 34. For a given x the vertical line intersects now not only
one membership function with a single membership value µ ∼

A(x) but several membership
functions. The shifted membership functions do not necessarily have the same weight. By
assigning an amplitude distribution to the membership function as indicated by the thinning
and graying lines in figure 3.1b a three dimensional membership function is created. This is
a type-2 membership function µ ≈

A characterizing a type-2 fuzzy set
≈

A. Note the change in the
notation of the y-axis from µ ∼

A(x) to u.
The original membership function is called the primary membership function, the additional
one the secondary membership function1. The latter is another type-1 membership function.
A type-2 fuzzy set denoted by

≈

A, is defined by a membership function µ ≈

A(x,u), where x ∈X
(universe of discourse), u ∈ Jux ⊆ [0,1] and 0 ≤ ≈

A(x,u) ≤ 1. The mathematical definition is
given in equation 3.3 for continuous X .

≈

A = {(x,u,µ ≈

A(x,u)) ∣ ∀x ∈X,∀u ∈ Jux ⊆ [0,1]} (3.1)

1For an exact definition please refer to Mendel (2001).
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(a) (b)

Figure 3.1.: Stepwise extension of type-1 fuzzy set to type-2 fuzzy set

For operations on type-2 fuzzy sets and defuzzification purposes, a definition for a dis-
cretized universe of discourse X with N discretization points is given in 3.2.

≈

A =
N

∑
i=1

⎡⎢⎢⎢⎢⎣
∑
u∈Jxi

fxi(u)/u
⎤⎥⎥⎥⎥⎦
/xi (3.2)

Most recently the well known α-cut level representation for type-1 fuzzy sets was also
introduced to type-2 fuzzy sets in Liu (2008), Mendel and Liu (2008), Mendel et al. (2009)
and Hamrawi and Coupland (2009). Wagner and Hagras (2008) and a few others basically
introduced the same idea but named it differently, for example ”zSlices” in Wagner and
Hagras (2008).
An α-cut for a general type-2 fuzzy set is the union of all primary memberships of

≈

A, whose
secondary grades are greater than or equal to α.

≈

A α = {(x,u,µ ≈

A(x,u)) ≥ α ∣ ∀x ∈X,∀u ∈ Jux ⊆ [0,1]} (3.3)

If the secondary membership function has the properties of an interval set as defined
in equation 2.12 it is called interval type-2 fuzzy set (IT2 FS). Those are used for computa-
tional reasons and because they reflect an uniform uncertainty at the primary membership
functions of x. This uncertainty is present especially for knowledge-based models, when the
experts are not sure about the boundaries of a fuzzy set.
An interval type-2 membership function is shown in three dimensions in figure 3.2 together
with its footprint of uncertainty (FOU). The footprint of uncertainty (FOU) is the union of
all primary memberships and is defined in equation 3.4.

FOU ( ≈

A) = ⋃
x∈X

Jx (3.4)
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Figure 3.2.: Type-2 fuzzy set with footprint of uncertainty

The upper membership function is the upper boundary, the lower membership function
the lower boundary of the FOU respectively. For general T2 FSs in α-cut level representation
the footprint of uncertainty is given in equation 3.5.

FOU ( ≈

A) =
≈

A 0 (3.5)

With an indicator function I ≈Aα for
≈

A α shown in equation 3.6 the α-cut representation of
a general T2 FS is given in equation 3.7.

I ≈Aα(x,u ∣ α) =
⎧⎪⎪⎨⎪⎪⎩

1 if (x,u) ∈ ≈

A α

0 if (x,u) ∉ ≈

A α

(3.6)

≈

A = ⋃
α∈[0,1]

FOU ( ≈

A α) (3.7)

Basically the definitions and operations for type-2 fuzzy numbers, type-2 fuzzy sets and
for type-2 fuzzy rule-based systems are similar to type-1 ones. Please refer to Mendel (2001)
for details. Also general type-2 fuzzy sets are discussed in this literature source. In this the-
sis the Interval Type-2 Fuzzy Logic Toolbox for MATLAB used in Castillo and Melin (2008)
kindly provided by Professor Oscar Castillo from the Tijuana Institute of Technology in Mex-
ico is applied for type-2 fuzzy rule-based systems. The latter is used for knowledge-based
expert models.
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3.2. Extension of α-cut level optimization for type-2 fuzzy
sets

The methods for αCLO presented in the last chapter have to be extended in order to han-
dle T2 FSs. A new tool called algorithm for optimization with type-2 fuzzy uncertainties
(opTUM-II) is developed, implemented and evaluated. The most important options for
opTUM-II are shortly described. First T2 FS parameters and their definition are introduced
followed by DOE schemes and surrogate methods. Finally optimization algorithms for α-
cut level optimization are introduced.

3.2.1. Parameters of type-1 and type-2 fuzzy sets

The type-1 and type-2 fuzzy sets are defined by typical parameters. The shape of the pri-
mary and secondary MF for type-2 fuzzy set can be set independently. Table 3.1 provides an
overview and figure A.1 in the appendix a geometric definition.

Table 3.1.: Parameters for type-1 and type-2 fuzzy sets in opTUM-II

fuzzy shape subtype number of note
type parameters p

1 Gaussian - 2
trapezoid - 4 triangular for p2 =p3

2 Gaussian primary 4 uncertain mean for p1 =p3

uncertain σ for p2 =p4

trapezoid primary 8 triangular for p2 =p3 =p6 =p7

triangular secondary 2 location of core for FOU cut
as ratio ∈ [0,1] for left
and right boundary

3.2.2. Design of experiments and surrogate models

The αCLO can be based on the original system equations or on surrogate models. The for-
mer is feasible only if the computation time for one system equation is reasonable or a com-
puter cluster is available. The latter will be commonly used for engineering examples with
computation times for system equations ranging from several minutes to hours. In order to
build a surrogate model, a design of experiments has to be performed. opTUM-II offers the
following design of experiments schemes: LHS–DACE described in Lophaven et al. (2002a)
and Lophaven et al. (2002b), FFD, FFD, CCD, BBD and LHS from MATLAB. Sampling points
provided by the user can be integrated by simple text files.
Optionally the corner points of the α-cut levels can be evaluated. This adds 2n system eval-
uations for n uncertain parameters. The sampling points are generated in the parameter
intervals for µ(x̃) = 0. Depending on the chosen design of experiments scheme the number
of sampling points can be set manually or is given automatically.

36



3. Advanced methods for the handling of qualitative manufacturing knowledge

Surrogate models have to be able to map local extrema in order to handle engineering
problems. Mainly the kriging method implemented in DACE described in Lophaven et al.
(2002a) is utilized for engineering problems in this thesis. A check of the surrogate quality is
performed for second order polynomial regression model. The regression model is switched
automatically to first or zero order if quality problems arise and a warning is issued to the
user. In principal, every surrogate scheme provided by MATLAB can be used too.

3.2.3. Optimization algorithms for α-Cut Level Optimization

The optimization algorithm for αCLO has to be chosen carefully with respect to the prop-
erties of the system answers and, if used, the properties of the surrogate. The algorithm
must find local extrema for given side constraints. The latter define the bounded parame-
ter space. Optimization algorithms implemented are gradient based fmincon from MATLAB
with a single and multiple starting points (generated by LHS design), a genetic algorithm
from MATLAB and finally a simple evolutionary strategy based on the lecture Multidisci-
plinary Design Optimization available from Baier et al. (2008).

3.2.4. Extension of α-cut level optimization to type-2 fuzzy sets

The primary membership function is discretized into nIα, the secondary into nIIα α-cut levels2.
This leads to an overall number of nIα ● nIIα α-cut levels. This discretization is shown in
figure 3.3a. For the primary membership function the levels are α1i with i = 1 . . . nIα, for the
secondary α2j with j = 1 . . . nIIα .
On every α-cut level two α-cut level optimizations are carried out. The first with the outer
boundaries of the input parameters xLLα1i2j and xRRα1i2j as side constraints. The second with the
inner boundaries xLα1i2j and xRα1i2j .
After the results of all αCLOs are available, the fuzzy output ≈

r is checked for convexity.
Non-convex fuzzy sets are transformed in convex ones as shown in figure 3.3b for primary
and secondary membership function.

(a) (b)

Figure 3.3.: Discretization of type-2 fuzzy set

2For interval type-2 fuzzy sets nIIα = 1.
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3.2.5. Analytical example

For the example given in chapter 2.5.1 with results displayed in figure 2.6 the inputs x1 and
x2 are changed to type-2 fuzzy sets:

≈

x1 = ≈

x2 =
≈

Λ (−2.5,0,2.5;−2,0,2;−1.5,0,1.5) (3.8)

The first three entries define the upper MF, the fourth to sixth entry the core of the type-2
fuzzy set and the seventh to ninth entry the lower MF. This definition represents a symmet-
rical uncertainty of 0.5 for the boundaries of the input parameters with the most possible
value for the original type-1 fuzzy number. The FOU of the inputs is shown in figure 3.4a,
µ ≈

A(x,u) is given in figure 3.4b.

(a) (b)

Figure 3.4.: Type-2 fuzzy set for input parameters

The resulting output is shown in figure 3.5. On the left side the FOU of ≈

r together with
the core is displayed. The latter is exactly the same as the result of opTUM in figure 2.6 on
page 27. On the right side in figure 3.5b µ ≈

A(r, u) is shown.

(a) (b)

Figure 3.5.: Type-2 fuzzy set for system output

38



3. Advanced methods for the handling of qualitative manufacturing knowledge

3.3. Defuzzification methods for goals

For goal handling in standard optimization algorithms characteristic scalar values have to
be computed for fuzzy sets. The following three considerations are important for selection
of such methods.

• scalar values representing the physical measure of the engineering goal

• measures for uncertainty

• an estimate for nonlinear behavior

If additional effort is put into uncertainty analysis an important influence in optimiza-
tion is assumed. This leads to multiobjective optimization problems which minimize the
physical goals and uncertainty characteristics in parallel.
Methods for the above listed measures for T1 FSs and T2 FSs are presented in this section.
For T1 FS known techniques are used, for IT2 FS and T2 FS sophisticated approaches are
implemented and extended.

3.3.1. Goal handling for type-1 fuzzy sets

Several methods are well established for mapping T1 FS to a scalar value. This process is
referred to as defuzzification. In order to minimize the loss of information by defuzzification
not only one but several scalar values can be extracted from one T1 FS. Possible measures
are given in figure 3.6, most of them can be extracted via opTUM-II.

(a) (b)

Figure 3.6.: Information in a fuzzy number

Main physical goal. From an engineering point of view, this scalar should represent
the main physical property to be minimized such as mass, deformation or eigenfrequencies.
Core C, center of area (CoA) and center of support (CoS) are obvious choices with CoA as
the by far mostly used scalar value for defuzzification. Also bisector of area (BoA), largest
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of maximum (LoM), mean of maximum (MoM) and smallest of maximum (SoM), which are
not shown in figure 3.6, can be found in literature, for example in Castillo and Melin (2008).
CoA and CoS depend also on nonlinearities in the system answer.
For goals which are generally minimized the left most point of the support sL can also be
interesting.

Goal for uncertainty evaluation. Information about uncertainty for the main goals is
essential for the following optimizations. The uncertainty is represented by support S or
representative α level cuts. Also distances between core C, CoA, and CoS or boundaries of
support sL and sR can be used.

Goal for nonlinearity evaluation. It can be measured by distances between the connec-
tion of C and sL, sR, dLµ and dRµ respectively. Also the ratio of gradients of the membership
function at C, sL and sR are measures for nonlinearity.

Goal for skewness evaluation. The symmetry of the fuzzy number is evaluated. A
possible measures is the absolute distance between core and CoS: ∣C −CoS∣. It is similar to
the skewness measure Sk(

∼

A) suggested in Subasic and Nakatsuyama (1997).

Different settings for main and secondary goals and their combination are discussed in
chapter 4 for an analytical example.

3.3.2. Goal handling for type-2 fuzzy sets

The methods described in the previous section can be utilized also for upper and lower
membership functions in IT2 FSs and on every α-cut level for general T2 FSs. To gain addi-
tional measures taking into account characteristics of IT2 FS and T2 FS enhanced methods
are presented The evaluation with respect to optimization follows at the end of this sec-
tion.

Defuzzification methods

Type-2 fuzzy sets hold more information than type-1 fuzzy sets. The defuzzification process
commonly has two steps. In the first step the type-2 fuzzy set is mapped into a type-1 fuzzy
set, in the second this type-1 fuzzy set is transfered into a crisp value by methods listed in
section 3.3.1. This process is also shown in figure 3.7.
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Figure 3.7.: Defuzzification process for type-2 fuzzy sets

In literature only few defuzzification methods for type-2 sets are used. The centroid
type-reduction is the most popular one. The definition of the centroidCc ≈A of a general type-2
fuzzy set with N discretization points in the universe of discourse X (primary membership
function) and M discretization points for the secondary membership function is given in
equation 3.9a and for an interval type-2 fuzzy set in equation 3.9b.

Cc ≈A =
n

∑
j=1

[☀N
i=1µ ≈

A
j
e
(xj, uj)]/

∑N
i=1 xiui

∑N
i=1 ui

(3.9a)

Cc ≈A =∫
θ1∈Jx1

. . .∫
θN ∈JxN

1/∑
N
i=1 xiθi

∑N
i=1 θi

= [cl, cr] (3.9b)

☀N
i=1µ ≈

A
j
e
(xj, uj) is the t-norm of all embedded sets

≈

A e from 1 to N . Note that the centroid
Cc for an interval type-2 fuzzy set is an interval bounded by cl and cr.
Equation 3.9a is computationally very expensive as stated in Coupland and John (2008), be-
cause the number n of embedded sets

≈

A e increase exponentially with increasing N and M .
For N = 21 and M = 2 the number of embedded sets is

≈

A e = 2097152 according to Mendel
(2001). The computational effort for this method is too high for engineering applications.

Only a few approaches can be found in literature to overcome this problem. The three
most prominent ones are implemented in opTUM-II and a short overeview is given in the
following.

• defuzzification based on α-cut representation of a general T2 FS

• defuzzification based on embedded sets

• defuzzification based on geometric type-2 fuzzy set (GT2 FS)

α-cut representation of a general T2 FS. This approach was introduced by Liu (2008).
On each of the nIIα levels a defuzzification is performed for the IT2 FS in the corresponding
nIIα plane. For IT2 FS different algorithms are known to compute the centroid Cc ≈Aα(x) =
[cl, cr]. The ones implemented in opTUM-II are the Karnik-Mendel algorithm (KM) from
Karnik and Mendel (2001), enhanced Karnik-Mendel algorithm (EKM) from Wu and Mendel
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(2008), fast recursive method (FRM) from Melgarejo (2007) and iterative algorithm with stop
condition (IASCO) from Duran et al. (2008). The algorithms were successfully tested on IT2
FS provided in Mendel (2005).
Finally an overall centroid Cc ≈A(x) is computed by equation 3.10 resulting in a type-1 fuzzy
set for the centroid of a T2 FS. This type-1 fuzzy set can be defuzzified to a crisp value.

Cc ≈A(x) = ⋃
α∈[0,1]

α/Cc ≈Aα(x) (3.10)

The algorithms EKM, FRM and IASCO originate from IT2 FS control applications and
are therefore very fast. They are computationally efficient even for repeated computations
on nIIα levels and several outputs.

Embedded sets. In this method described by Greenfield et al. (2005) the complete T2 FS
is taken into account. According to the discretization a user provided number of so called
embedded sets in equation 3.11a is selected. The number of all embedded sets ne depends
on the number of sampling points N in X and Mi, the number of secondary membership
levels at every domain point xi. As can be seen from equation 3.11b ne is very high even for
small N and Mi. The T2 FS is defined by

≈

A e in equation 3.11c.

≈

A e =
N

∑
i=1

[fxi(ui)/ui] /xi ; ui ∈ Jxi ⊆ U = [0,1] (3.11a)

ne =
N

∏
i=1

Mi (3.11b)

≈

A =
ne

∑
j=1

≈

A e (3.11c)

For the selected
≈

A e the centroid is determined according to Mendel (2001). The disad-
vantage is, that the computation has to be performed several times with different randomly
chosen

≈

A e in order to get the true Cc ≈A(x). Therefore two runs with different sets generate
different results and the method is computationally less effective than the first one.

Geometric type-2 fuzzy set (GT2 FS). Coupland and John (2008) introduced a method
where the volume properties of the whole T2 FS are utilized. The so called geometric type-2
fuzzy set (GT2 FS) is bounded by polygons, an example is given in figure 3.8.
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Figure 3.8.: Geometric type-2 fuzzy set defined by polygons

From this representation the CoG of the GT2 FS can be easily computed. For the example
in figure 3.8, it is marked with a white star. The meaning of this CoG with respect to fuzzy
uncertainty is viewed critically in Mendel et al. (2009).

Evaluation of defuzzification methods

The response shown in figure 3.5 is analyzed with the three methods for nIα = 10 and nIIα = 5.
The discretization of the universe of discourseX is parameterizedN ∈ [10,100,1000] in order
to find the sensitivity of the methods to this value. For the second method with embedded
sets the number of sample sets is ne ∈ [10,100,1000] and the mean of 100 runs is given in
table 3.2. The computational effort is given as ratio of the computation time with respect to
the time needed for EKM with N = 1000.

Table 3.2.: Comparison of different defuzzification methods for T2 FS

EKM embedded sets GT2 FS
N Cc t/tref ne Cc1 t/tref 2 CoG t/tref
10 0.9492 0.04 10 0.9056 0.01 no value3 no value3

100 0.9236 0.02
1000 0.9321 0.07

100 0.9405 0.13 10 0.9436 0.06 0.5176 0.93
100 0.9417 0.08

1000 0.9406 0.18
1000 0.9435 1.00 10 0.9452 0.54 0.5168 7.77

100 0.9437 0.61
1000 0.9454 1.46

1 mean from 100 runs
2 mean from 100 runs for one embedded set
3 unable to generate GT2 FS for N = 10

α-cut representation of a general T2 FS. This method is very fast and gives quite con-
stant results. A deviation in the Cc can be seen in table 3.2, which is a result of the dis-
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cretization N . A detailed analysis shows that especially for low N high fluctuations occur
as displayed in figure 3.9. It is suggested to use N > 400 for this method.

Figure 3.9.: Convergence of centroid for α-cut level method with EKM

Embedded sets. Multiple runs have to be performed in order to compute the mean value
of Cc. N = 10 is too small for this method. For N = 100 the standard deviation of Cc can be
reduced by nearly 50% for ne = 1000 sampled embedded sets compared to ne = 10. For
N = 1000 even 10 embedded sets provided good results. As already pointed out, 100 runs
where performed for every parameter combination of N and ne. For a single embedded set
with N = 10 the difference between the true Cc (set to 0.9435) and the value generated by
one embedded set can be up to +13%/-21%, for N = 100 up to +6%/-7% and for N = 1000
approximately ±2%.

Geometric type-2 fuzzy set (GT2 FS). The derived values for CoG are quite different
from the other two methods. For a discretization with N = 10 the utilized algorithm was not
able to build a GT2 FS. There is clearly a lower bound for discretization in order to gain a
proper geometric representation. If this precondition is met, a higher N does not provide
better results but much higher computational effort. A compromise between minimum dis-
cretization and computation time depends also on the shape of the T2 FS and therefor a
priori setting of N is difficult.

The α-cut representation with EKM and the embedded set method provide nearly the
same value for Cc. The higher computational effort of the latter suggests that the α-cut
representation should be used for further studies.

Evaluation of goal handling methods

How the goals are evaluated in detail for T2 FSs has to be defined together with the findings
of the last section. In addition to measures already mentioned for T1 FSs, additional ones are
shown in figure 3.10 for IT2 FSs. They also apply for general T2 FSs if executed for a single
α-cut level for a secondary membership function. The advantage of IT2 FSs and T2 FSs is
the possibility to evaluate the differences between upper and lower MFs.
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Figure 3.10.: Additional information in type-2 fuzzy number

Main physical goal. Centroids computed by methods described at the beginning of this
section which are similar to center of area are mainly utilized. center of support for upper
and lower MFs can be used too.

Goal for uncertainty evaluation. Differences in the support of upper and lower MF
provide additional information. Two examples are the ratio of ∣sLL↔ sRR∣h and ∣sL↔ sR∣h
and distance between sL and sLL.

Goal for nonlinearity evaluation. The same measures as for type-1 fuzzy sets are uti-
lized for upper membership functions. Additionally, the distance between the CoS of upper
and lower MFs ∣CoSSu −CoSSl ∣ can be utilized.

Goal for skewness evaluation. This measure is similar to the one for T1 FSs. The upper
MF is used in ∣C −CoSSu ∣. Another measure for skewness of IT2 FSs, which is not evaluated
in this work, is given in Wu and Mendel (2007).

3.4. Evaluation methods for constraints

The evaluation of constraints in structural optimization is commonly based on crisp num-
bers. The fuzzy outputs generated by opTUM-II can not used directly in standard algo-
rithms such as gradient based or stochastic ones. A simple way to handle T2 FSs, IT2 FSs and
T1 FSs is type-reduction and defuzzification, which generates a crisp number. Another way
are ranking, comparison and similarity measures based on possibility or evidence theory
for which numerous approaches are known for T1 FSs. Ranking of IT2 FSs and T2 FSs has
been increasingly investigated in recent years. The following constraint handling schemes
are discussed and evaluated in this work.

• distance of center of areas (CoAs)

• distance of center of supports (CoSs)

• Dubois-Prade ranking for fuzzy numbers (DPR)
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• Adapted Sengupta-Pal ranking for interval numbers (SPR)

• Chen-Wang ranking for fuzzy numbers (CWR)

Provided that the system answer, which has to be constrained, is given as a interval type-
2 fuzzy set or type-2 fuzzy set the cases shown in figure 3.11 for different types of allowable
values have to be considered.

(a) (b)

Figure 3.11.: Comparison of type-2 system response with constraint

Distance of CoAs. This scheme is very common and can be used for all types of com-
parisons shown in figure 3.11. Given a constant allowable value in crisp or fuzzy form the
CoA of the allowable value is a crisp number. Also for different symmetrical shapes of
fuzzy allowable values CoA is constant. Although uncertainty and nonlinearity in the sys-
tem answer will generate differences to the standard crisp approach, the decision maker’s
preference can be included only by safety factors.

Distance of CoSs. The basic concept of this distance already includes up to four compar-
isons for different combinations of upper and lower MFs for system answer and allowable
value. Not only the lowest α-cut levels but also all other can be compared with each other
for nIα and nIIα . This results in a vector or matrix of distances, respectively.
Different crisp constraint schemes can be utilized. First, the minimum or mean distance for
all α-cut levels can be calculated. Second, several constraints can be generated representing
a comparison on every α-cut level. This can be done for all four possible combinations of
comparisons mentioned above. A compromise between available information and useful-
ness in engineering problems has to be found.

Dubois-Prade ranking for fuzzy numbers (DPR). This ranking scheme was developed
for T1 FS and is described in Dubois and Prade (1983). The relative location of two fuzzy
numbers

∼

Ai and
∼

Aj is evaluated by DPR. The result is in the range of ∈ [0,1]. It was identi-
fied in Pan (2009) under the supervision of the author as a favorable scheme for constraint
evaluation based on given requirements. DPR includes four measures, grade of possibil-
ity of dominance (PD), grade of possibility of strict dominance (PSD), grade of necessity of
dominance (ND) and grade of necessity of strict dominance (NSD). From these measures a
combined one or representative ones have to be found.
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PD ( ∼

A i,
∼

A j) = sup
xi,xj
xi≥xj

min ( ∼

A i(xi),
∼

A j(xj)) (3.12a)

PSD ( ∼

A i,
∼

A j) = sup
xi

inf
xj

xi≤xj

min ( ∼

A i(xi),1 −
∼

A j(xj)) (3.12b)

ND ( ∼

A i,
∼

A j) = inf
xi

sup
xj

xi≥xj

min (1 −
∼

A i(xi),
∼

A j(xj)) (3.12c)

NSD ( ∼

A i,
∼

A j) = 1 − sup
xi,xj
xi≤xj

min ( ∼

A i(xi),
∼

A j(xj)) (3.12d)

Sengupta-Pal ranking for interval numbers (SPR). This approach is based on compar-
ison of interval numbers described by Sengupta and Pal (2000). The comparison has to be
evaluated for all α-cut levels resulting in a vector and matrix for IT2 FSs and T2 FSs, respec-
tively. The intervals of system output and allowed value are compared on each α-cut level.
SPR offers the possibility to take into account the decision maker’s preference (optimistic,
neutral, pessimistic).
An interval A = [a, a] and B = [b, b] can be described by the following properties.

m(A) = 1

2
(a + a) (3.13a)

w(A) = 1

2
(a − a) (3.13b)

A fuzzy relation which is slightly changed to the formulation in Sengupta and Pal (2000)
for the distance of two intervals is given in equation 3.14.

µA⇔B =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1 if m(A) ≥m(B)
max{0, m(A)−(b+w(A))

m(B)−(b+w(A))
} if m(B) ≥m(A) ≥ b +w(A)

0 otherwise

(3.14)

If µA⇔B = 1 than interval B is definitely rejected, if µA⇔B = 0 than interval B is definitely
accepted. The changes from the original definition result in a rejection ofB as soon asm(A) ≥
m(B) regardless of the spreads w(A) and w(B).
The decision maker’s preference is included via factor M in equation 3.15 for πA⇔B. M < 1
for optimistic decisions, M = 1 for neutral and M > 1 for pessimistic ones.

πA⇔B = (µA⇔B)1/M (3.15)

πA⇔B,i is computed on every α-cut level i, a final measure has to be generated. This can
be done by mean or maximum of all πA⇔B,i.
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Chen-Wang ranking for fuzzy numbers (CWR). Originally used for fuzzy risk analysis,
CWR described by Chen and Wang (2009) has been investigated. This measure is similar to
SPR because intervals are compared on each α-cut level. For CWR these comparisons are
than weighted by the according α-cut level.
In order to compute CWR the overall left and right boundaries of all considered fuzzy num-
bers

∼

A 1,
∼

A 2, . . . , and
∼

Am have to be defined.

U = max{x ∣ x ∈
∼

A α,i , i = 1,2, . . . ,m} (3.16a)

L = min{x ∣ x ∈
∼

A α,i , i = 1,2, . . . ,m} (3.16b)

The so called signal/noise ratio η̂i,k of the kth α-cut level is defined in equation 3.17 using
mean m(A) and spread w(A) from equation 3.13.

η̂i,k =
mi,k −L
2wi,k + c

(3.17)

Parameter c > 0 is used to avoid numerical problems if wi,k = 0 for crisp numbers. Ac-
cording to Chen and Wang (2009) c = U−L+1 is used. The ranking indexRI ( ∼

A i) is calculated
in equation 3.18.

RI (
∼

A i) =
∑nIα
k=1αk × η̂i,k
∑nIα
k=1αk

(3.18)

The larger RI ( ∼

A i) the better the ranking of
∼

A i. From equation 3.18 it can also be seen
that the α-cut level for α = 0 does not effect RI ( ∼

A i). A small nIα neglects the lower part of
∼

A i

if α-cut levels are evenly distributed. In Chen and Wang (2009) nIα = 10 is suggested.

3.5. Summary of chapter

For knowledge based type-2 fuzzy rule-based systems the Interval Type-2 Fuzzy Logic Tool-
box kindly provided by Professor Oscar Castillo is applied. The algorithm opTUM is ex-
tended to opTUM-II which can handle T2 FSs input parameters. The defuzzification and
comparison of T2 FSs output parameters from opTUM-II is discussed in the second part of
chapter 3. Defuzzification for T2 FSs can be performed by EKM for IT2 FSs which is ex-
tended to general T2 FSs, embedded sets or a geometric representation of general T2 FSs.
Only the first approach gives good defuzzification results with reasonable computation ef-
fort.
Comparison of T2 FSs is performed by different methods. Simple methods for T2 FS, which
take only the center of area into account and sophisticated comparison methods for T1 FSs
which are extended to T2 FSs are introduced. All of these comparison methods are evaluated
in the next chapter in order to find approaches suited for engineering optimization.
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knowledge-handling methods

In order to find approaches suited for engineering optimization the methods described in
chapter 3 are evaluated with the help of an analytical optimization example. The evaluation
is limited to interval type-2 fuzzy sets due to practical considerations for engineering prob-
lems.
First, goal handling with single and multiple objectives is analyzed in section 4.1 followed
by constraint handling in 4.2. An analytical optimization problem is solved for different
combinations of goals and constraints in section 4.3. Finally, conclusions are drawn for en-
gineering problems in section 4.4.

4.1. Evaluation of goal handling methods

In this section different methods for goals handling under uncertainty are presented. A tilted
version of the well known six-hump camel back function (SHCBF) described in equation 4.1
is minimized by different means.

f = (4 − 2.1x2
1 +

x4
1

3
) ⋅ x2

1 + x1x2 + (−4 + 4x2
2) ⋅ x2

2 +
x1

3
+ x2

2
(4.1)

The design variables are x1 ∈ [−2,2] and x2 ∈ [−1,1]. The function has one global op-
timum at xopt1 =0.051, xopt2 =-0.739 with f opt =-1.371 and five local ones. They are listed in
table 4.1.

Table 4.1.: Global and local optima of tilted six-hump camel back function

type xopt f opt

global [ 0.051, -0.739 ] -1.371
local [-0.129, 0.683 ] -0.719
local [-1.719, 0.774 ] -0.393
local [ 1.686, -0.817 ] -0.054
local [-1.633, -0.621 ] 1.266
local [ 1.578, 0.477 ] 2.900
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The contours of the function are given in figure 4.1a together with global and local op-
tima. Note the local optima in the right upper corner in a very flat area. In figure 4.1b the
sum of derivatives given in equation 4.2 is displayed.

f∂ = ∣ ∂f
∂x1

∣ + ∣ ∂f
∂x2

∣ (4.2)

(a) contours of function (b) contours of sum of derivatives

Figure 4.1.: Contours of goal and derivative sum for six-hump camel back function

Two parameters are varied for each problem. The first is the number of α-cut levels,
which influences the shape of the resulting fuzzy set but also the computation effort. The
second is the level of uncertainty which is present in the problem.

4.1.1. Methods for main physical goals

Triangular interval type-2 fuzzy sets are used to model uncertainty in the design variables
x1 and x2. The uncertainty is varied in Su(x̃) ∈ [2,4,10,20]% of design space xu − xl for the
upper membership function. Sl(x̃) is half of these values. The number of α-cut levels is also
changed nIα ∈ [2,3,4,5,10] in order to see dependencies of results on this parameter. GAME
is used for optimization which results in slight deviations in the optimized results due to
randomness in the optimization process.
For triangular IT2 FSs the core C gives the same result as the deterministic optimization and
is not evaluated. center of area of interval type-2 fuzzy sets and center of support which are
shown in figure 4.2 are discussed in the following.
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Figure 4.2.: Difference between CoA and CoS for type-2 fuzzy set

Center of area (CoA). This objective is influenced by nonlinearities of the fuzzy output.
With increasing uncertainty in x̃ the difference from the original problem also increases. Fig-
ure 4.3a for Su(x̃) = 4% resemble the original problem. In figure 4.3b the high uncertainty of
Su(x̃) = 20% has a smoothing effect which mask some of the local optima.
The number of α-cut levels nIα introduce differences in the contours. For nIα = 2 and nIα = 10
with Su(x̃) = 4% a comparison is shown in figure 4.4a in percent with basis nIα = 10. In areas
where the function value passes through zero the differences are very high. For nIα = 5 and
nIα = 10 these differences are much smaller as displayed in 4.4b. The additional computa-
tional effort for nIα = 10 is not necessary for a good approximation of the fuzzy number for
this example.

(a) nIα = 5, Su(x̃) = 4% (b) nIα = 5, Su(x̃) = 20%

Figure 4.3.: Effect of different uncertainty settings for evaluation with CoA
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(a) difference CoA (nIα = 2) /CoA (nIα = 10) (b) difference CoA (nIα = 5) /CoA (nIα = 10)

Figure 4.4.: Differences in system answers due to nIα

Center of support (CoS). The support S of the resulting fuzzy number is not influenced
by the number of α-cut levels nIα. For Su(x̃) = 4% the contours of the goal shown in fig-
ure 4.5a are very similar to the original function whereas for Su(x̃) = 20% in figure 4.5b a
significant distortion can be seen.
A version of this measure is (CoS∣Su+CoS∣Sl)/2 which represents the mean of CoS for upper
and lower MFs. Distortion for high uncertainties is less than for CoS only. The results listed
in table 4.2 lie in between the ones for CoA and CoS.

(a) nIα = 5, S(x̃) = 4% (b) nIα = 5, S(x̃) = 20%

Figure 4.5.: Comparison of different algorithm settings for CoS

The resulting optimal designs are summarized in table 4.2. As already stated small devia-
tions occur due to the random processes in GAME. For CoA the results for Su(x̃) ∈ [2,4,10]%
are quite similar, for Su(x̃) = 20% the optimum shows different optimal design variables to-
gether with a shifted optimal function value.
For CoS optimal designs show a higher difference from the deterministic optimum than the
ones generated by CoA. For high uncertainties the difference is significant. One reason for
this behavior is the higher dependency of CoS on unsymmetric nonlinearities.
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4. Evaluation of advanced knowledge-handling methods

4.1.2. Goals for uncertainty evaluation

To quantify the uncertainty in the goal three measures are introduced. An optimization with
two goals is performed with minimized uncertainty as second goal. The diagrams can be
found in appendix A.3.

Support Su. Three areas are identified by Pareto-optimal solution for low uncertainty,
see also figure 4.6a. First, the original global optimum already known from optimization of
CoA. This point comes with a very wide Su. Second, the area in the middle of the design
space around x1 = x2 ≈ 0 with medium Su. Third, an area in the upper right corner of the
design space has minimum Su but a very high CoA of ≈ 3. The latter represents a flat area in
CoA space with several local minima. With increasing uncertainty an optimal area is found
around x1 = −0.13 and x2 = 0.70. For high Su(x̃) = 20% another change in optimal designs
is observed. Pareto-fronts for Su(x̃) ∈ [2,4,10,20]% clearly indicate the trade-off between
small CoA and small Su(f̃).
For engineering optimization Su offers the ability for uncertainty minimization. A disadvan-
tage are optimal designs for very small Su in areas where the main physical goal is high.

(a) Su(x̃) = 4%, goal=CoA (b) Su(x̃) = 20%, goal=CoA

Figure 4.6.: Goals CoA and Su

Difference Su-Sl. This measure minimizes the difference between upper and lower MFs.
Designs found by this goal show minimal different behavior for maximum and minimum
uncertainty of input parameters expressed by interval type-2 fuzzy sets. Results for nIα = 5
are shown in appendix A.3.2. For small Su(x̃) optima are similar to those found by Su.
For higher uncertainties additional optima are found in the lower left corner of the de-
sign space. For high uncertainties optima differ highly from the ones found by Su. For
Su(x̃) ∈ [4,10,20]% these results are significant and Su − Sl is a valid goal for uncertainty
characterization.

Relative difference (Su − Sl)/Su. This measure uses the ratio of the difference of Su − Sl
with respect to Su. This prevents the algorithm from converging to areas where the overall
uncertainty in the system answer is very small in order to reduce the amount of Su − Sl.
Results are given in appendix A.3.3. Different optimal areas are identified by this method
compared to Su − Sl, the optimal design itself is nearly the same as for Su − Sl.
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4. Evaluation of advanced knowledge-handling methods

4.1.3. Goals for nonlinearity and skewness evaluation

Nonlinearity in the fuzzy numbers of goals indicate a nonlinear correlation between input
and output parameters.

Gradient measure ∂µ/∂r∣SL, ∂µ/∂r∣SR, ∂µ/∂r∣CL, ∂µ/∂r∣CR. Gradients of the upper mem-
bership functions Su with respect to system output as shown in figure 3.6 on page 39 are
evaluated with the following formula.

fgrad = ∣ ∂µ
∂r

∣
SL

+ ∂µ

∂r
∣
CL

∣ + ∣ ∂µ
∂r

∣
SR

+ ∂µ

∂r
∣
CR

∣ (4.3)

The gradient at bottom and top have opposite signs due to definition of convex fuzzy
numbers and therefore the + in the equation calculates the difference between top and bot-
tom gradient. For nIα = 2 no results can be computed.
The disadvantage of this measure is that the gradient can become infinite if core C and the
respective point of support sLL or sRR have the same value of r which represents a vertical
line.

Distance dLµ and dRµ. The distances between the straight connection line ∣C ↔ sLL∣ and
upper MF and between ∣C ↔ sRR∣ and upper MF are summarized.
The results are slightly influenced by nIα, but the differences are not significant for nIα ≥ 5.
Diagrams can be found in appendix A.3.4. Some optimal designs are located on nearly
straight lines near the global optimum for CoA. Areas with optimal solutions change slightly
with increasing uncertainty in input parameters.

Distance ∣CoS∣Su −CoS∣Sl ∣. This is a measure for nonlinearity only if Su and Sl of the
input parameters differ significantly. In the example this requirement is fulfilled by setting
Sl to be half of Su. Results in appendix A.3.5 show that this measure is less dependent on
the level of uncertainty.

Distance ∣C −CoS∣Su ∣. This is a very similar measure to the previous one. Results are
given in appendix A.3.6.

4.2. Evaluation of constraint handling methods

The evaluation of constraints is based on three functions described in equation 4.4. The
allowed crisp values rall are also given.

fgc1 =5 ∗ sin(x1) − 12 ∗ cos(1.5 ∗ x2
2) − 5 ∗ (1.2 ∗ x2

1x2) + x1 + x2 + 50, fgc1 ≤ 43.00 (4.4a)
fgc2 =x3

1 + x3
2, fgc2 ≤ 3.40 (4.4b)

fgc3 =(4 − 3 ∗ x2
2 +

x6
2

2
) ∗ x2

2, fgc3 ≤ 1.35 (4.4c)

In figure 4.7 the contours of the goal function f given in equation 4.1 are shown together
with the crisp boundaries of fgc1, fgc2 and fgc3. The feasible area is bounded on top, bottom
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4. Evaluation of advanced knowledge-handling methods

and right hand side. The boundaries cross most of the extrema and also limit the flat area of
f in the upper right corner.

Figure 4.7.: Constraints and feasible design space

Constraint handling methods described in section 3.4 are tested with three different
fuzzy numbers r̃all for each of the allowed values fgall1 , fgall2 and fgall3 . These three ver-
sions represent decision maker’s with different information levels. Parameters for the fuzzy
allowed values are given in table 4.3 for primary MF. Fuzzy values are defined as IT2 FSs.

Table 4.3.: Parameters of fuzzy number for primary MF of allowed values

primary upper MF primary lower MF
func. version pp1 pp2 pp3 pp4 pp5 pp6 pp7 pp8

1 41.00 43.00 43.00 45.00 42.00 43.00 43.00 44.00
fgall1 2 41.00 42.00 44.00 45.00 42.00 43.00 43.00 44.00

3 41.00 41.00 45.00 45.00 42.00 42.00 44.00 44.00
1 3.00 3.40 3.40 3.80 3.20 3.40 3.40 3.60

fgall2 2 3.00 3.20 3.60 3.80 3.20 3.40 3.40 3.60
3 3.00 3.00 3.80 3.80 3.20 3.20 3.60 3.60
1 1.15 1.35 1.35 1.55 1.25 1.35 1.35 1.45

fgall3 2 1.15 1.25 1.45 1.55 1.25 1.35 1.35 1.45
3 1.15 1.15 1.55 1.55 1.25 1.25 1.45 1.45

The first version shown in figure 4.8a for fgall1 is extracted from a high amount of in-
formation. The most possible value is known by the expert and defined by a crisp core C
for the upper and lower MF. The second version given in figure 4.8b shows a higher un-
certainty than the first one. The most possible value is not known exactly which is stated
via an interval core C. The third version has highest uncertainty and is basically an interval
representation of the allowed value. It is displayed in figure 4.8c. The fuzzy allowed values
are symmetric, CoAs and CoSs have the same value.
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4. Evaluation of advanced knowledge-handling methods

(a) version 1 (b) version 2

(c) version 3

Figure 4.8.: Allowed fuzzy values for fgc1

Resulting boundaries of the feasible design space are discussed in the following for con-
straint handling methods described in section 3.4. Feasible and infeasible design space al-
ways refer to the original crisp constraint formulation.

4.2.1. Distance of Center of Area and Center of Support

The two measures center of area and center of support are evaluated together due to their
similarity. CoS is in the basic definition a measure for the upper membership function only.
This definition can be expanded to all α-cut levels by equation 4.5.

CoSα =
r ∣µ=α +r ∣µ=α

2
(4.5)

center of support for the upper and lower MFs, mean of CoSα for α ∈ [0,1] and upper
MF, and finally CoSα for α = 0.5 and upper MF are evaluated. The resulting boundaries
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4. Evaluation of advanced knowledge-handling methods

of the feasible design space for distance CoA ∣r̃all −CoA ∣r̃= 0 are shown in figure 4.9a, for
CoS ∣r̃all −CoS ∣r̃= 0 in figure 4.9b.

(a) evaluation with CoA (b) evaluation with CoS

(c) d1fg (d) two example designs

Figure 4.9.: Constraint boundaries for CoA and CoS

The differences between the original crisp boundaries and CoA approach are very small.
For the center of support the differences are bigger and the boundaries can be clearly distin-
guished in figure 4.9b.
All other methods mentioned above show similar behavior and are not presented in the de-
sign space. To exemplify their characteristics, deviations from the original crisp boundary
are shown by Euclidean distance d1

fg for selected points along the path of boundary p1
fg. For

for d1
fg = 0 the fuzzy constraint boundary is the same as the crisp one.

As an example, the lower part of boundary fgc1 is investigated in figure 4.9c. For most of the
path the fuzzy constraints are slightly shifted to the original feasible design space which is
indicated by negative d1

fg. At a ratio of approximately p1
fg ≈ 0.85 the sign of d1

fg changes and
the boundary given by fuzzy computation moves into originally infeasible design space.
This is due to a skewness shift of the fuzzy number.
In order to show the influence of α-cut levels, the curve for CoSα=0.25 is also shown in fig-
ure 4.9c. It lies in between the curve for CoS and CoA.
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4. Evaluation of advanced knowledge-handling methods

The following conclusions are drawn for this approach:

• The influence of uncertainty and skewness are most prominent for evaluation of CoS.

• CoS allows for a decision makers preference by using CoSα on a certain α-cut level.

• The higher computational effort for T2 FSs compared to IT2 FSs is not necessary for
the presented example.

4.2.2. Dubois-Prade Ranking for fuzzy numbers

This approach offers four measures for the comparison of fuzzy system answers with fuzzy
allowable values: grade of possibility of dominance (PD), grade of possibility of strict dom-
inance (PSD), grade of necessity of dominance (ND) and grade of necessity of strict domi-
nance (NSD). Type-1 fuzzy sets can be compared directly. For type-2 fuzzy sets only upper
membership functions are evaluated. The individual measures are ∈ [0,1], therefore, a limit
factor qDPR has to be chosen. For fgc1 contours are shown together with the boundary for
qDPR = 0.5. For fgc2 and fgc3 only the boundaries qDPR = 0.5 are displayed.

(a) PD (b) PSD

(c) ND (d) NSD

Figure 4.10.: DPR for upper MF and qDPR = 0.5
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In figure 4.10a qDPR = 0.5 for PD lies within the feasible design space with varying dis-
tance to the crisp boundaries. For grade of possibility of strict dominance and qDPR = 0.5
figure 4.10b shows indifferent behavior. For fgc2 the fuzzy boundary lies in the feasible, for
fgc3 in the infeasible design space. The fgc1 curve for qDPR = 0.5 wavers between the feasible
and infeasible design space with different intersection points compared to CoA and CoS.
Grade of necessity of dominance (ND) in figure 4.10c gives similar results as PSD. Finally
qDPR = 0.5 for NSD in figure 4.10d lies completely in the infeasible design space.
The influence on the constraint boundary for the fuzzy constraints by the shape of the al-
lowed value is investigated in figure 4.11. For qDPR = 0.5 and grade of possibility of dom-
inance the boundaries are shown for all three versions of allowed values. For fgc1 different
shapes have a high influence. The more conservative the assumption of the allowed value,
the smaller the feasible design space is. For the second and third version the design space is
additionally divided in the upper right corner.

Figure 4.11.: DPR for the upper MF and qDPR = 0.5 for different fuzzy numbers of fgc1

The sums of DPR measures are also investigated. This is interesting if constraints are
treated as goals which have to be minimized. The properties of DPR are well suited to
this task. First, a minimum value of zero allows search for designs for which the fuzzy
system answers do not intersect the fuzzy allowable values at all. Second, a normalization
of constraint violation is given.
In figure 4.12a the sum for upper MF PSD is given together with the boundary for qDPR = 0.5.
In figure 4.12b the sum for upper MF PD and lower MF PSD is displayed. For qDPR = 1.0 the
boundary stays well within the feasible design space.
For engineering examples the following conclusions for DPR are derived:

• Mean of grade of possibility of strict dominances for upper and lower MF is very sim-
ilar to the original crisp boundary. In flat areas of the constraint function deviations
from the latter can be seen.

• NSD is not suitable for engineering optimization if used as single measure.

• Information gained by type-2 fuzzy sets provides no decisive advantage compared to
interval type-2 fuzzy sets.

• The sum of DPR for all constraints allows for multiobjective optimization.
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4. Evaluation of advanced knowledge-handling methods

(a) sum for upper MFs PSD, qDPR = 0.5 (b) sum for upper MFs PD and lower MFs PSD,
qDPR = 1.0

Figure 4.12.: Sum of mean DPR for upper and lower MFs

4.2.3. Sengupta-Pal Ranking for fuzzy numbers

This measure based on interval analysis shows a very sharp change between feasible and in-
feasible designs. Mean and maximum operations together with a limit factor qSPR = 0.5 are
utilized to gain a single value for constraint evaluation. The influence of decision maker’s
preference is minimal.
SPR depends strongly on the shape of the allowed fuzzy value fgall. The evaluation of SPR
may be affected if both intervals become small, which is often the case for α-cut levels with
α ≥ 0.8. The sharp change in magnitude for this measure is a disadvantage in engineer-
ing optimization. The necessary normalization by mean or maximum introduce unwanted
effects.

• SPR in the presented formulation presented in chapter 3 is not useful for engineering
optimization.

• Only a very sharp boundary which basically follows the crisp constraints is computed.

• The choice of the decision maker has only marginal influence on the resulting bound-
ary.

4.2.4. Chen-Wang Ranking for fuzzy numbers

Because of the definition of U and L in equation 3.16 different versions of allowed fuzzy
values fgall have no influence on Chen-Wang ranking for fuzzy numbers (CWR). U and L
depend on the maximum and minimum values of the two fuzzy numbers which are com-
pared. This extrema can always be found at the support S, which is the same for all versions
of fgall. The order of comparison is also important and gives different results.
In contrast to DPR ∈ [0,1] this measure has no fixed upper and lower bound for any of the
three constraints. This makes it difficult to set a constant limit factor qCWR a priori. The char-
acteristic can be seen in 4.13a for qCWR = 0.3. The boundaries for fgc1 and fgc2 are displayed,
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4. Evaluation of advanced knowledge-handling methods

the boundary for fgc3 is missing, because the maximum value for the CWR measure of fgc3 is
CWR = 0.25. If the sequence of comparison is switched, the resulting boundaries change as
shown in figure 4.13b.

(a) order 1, fgc upper MF⇔ fgall upper MF (b) order 2, fgc upper MF⇔ fgall upper MF

Figure 4.13.: CWR for different MF combinations and qCWR = 0.3

As for Dubois-Prade ranking for fuzzy numbers the sum of all constraints for Chen-
Wang ranking for fuzzy numbers can be computed also and used as an additional goal.
CWR is not so well suited in the basic definition due to different value ranges for single
constraints. In figure 4.14 the resulting contours are shown. In figure 4.14a upper MFs are
evaluated. Compared to similar measures for DPR in figure 4.12 on page 61 the contours of
the sum of CWR for all constraints show different characteristics. Designs with a minimum
sum of CWR can be found only far away from constraint boundaries in a roughly shaped
oval centered at x1 ≈ −0.25, x2 ≈ 0.0. For qCWR = 0.5 the fuzzy constraint boundary can be
found in and outside of the original feasible design space.
If lower MFs are used to compute the sum of CWR, which is shown in figure 4.14b, the area
with minimum sum enlarges and the fuzzy constraint boundary for qCWR = 0.5 can be found
mostly outside of the original feasible design space.

(a) for upper MFs, qCWR = 0.5 (b) for lower MFs, qCWR = 0.5

Figure 4.14.: Sum of mean CWR
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The following conclusions for engineering examples can be drawn for CWR.

• Only if both ranking sequences are taken into account a general measure can be com-
puted.

• The decision makers choice is introduced by qCWR, different fuzzy fgall do not influ-
ence the measure as long as the support S is the same.

• The sum of CWR for all constraints allows for multiobjective optimization, result in-
terpretation is not obvious due to different ranges for the sum.

4.3. Optimization of analytical example

The optimization of the analytical example which is defined in equations 4.1 and 4.4 is
slightly changed in order to have several of the optima for f in slightly infeasible design
space. The crisp constraint values are changed according to equation 4.6, the fuzzy allowed
values are shifted accordingly.

fgc1 ≤ 41.62 (4.6a)
fgc2 ≤ 2.20 (4.6b)
fgc3 ≤ 1.15 (4.6c)

The new crisp allowed values result in a narrowed feasible design space, which is nearly
separated by fgc1. Also the global optimum and the next best local one are now in infeasible
design space.

4.3.1. Results for single crisp goal, CoA and CoS

The optimization of a single goal with constraints results in one optimal design. In table 4.4
these results are summarized for different uncertainty levels.

Table 4.4.: Optimization results for single goal optimization

crisp fuzzy
1a 2a 3a

Sux - 2% 4% 10% 20% 2% 4% 10% 20%

x1 0.039 0.037 0.035 0.030 0.024 0.036 0.034 0.028 0.017
x2 -0.640 -0.640 -0.641 -0.644 -0.656 -0.641 -0.642 -0.652 -0.654

goal -1.294 -1.292 -1.287 -1.250 -1.125 -1.289 -1.274 -1.170 -0.832
∆x1 0.0% -5.5% -9.2% -21.9% -38.4% -7.2% -13.0% -26.7% -55.5%
∆x2 0.0% 0.0% 0.1% 0.5% 2.4% 0.1% 0.3% 1.8% 2.1%

The Lagrange multipliers in this point are λ1 = λ2 = 0 and λ3 = 0.7815. The latter is due
to the fact, that the optimal solution is restricted only by fg3. The derivatives for f at the
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optimal crisp design point are ∂f/∂x1 = 0.0039 and ∂f/∂x2 = 1.4609, the derivatives of the
constraints are ∂fgc1/∂x1 = 6.2939, ∂fgc1/∂x2 = −12.3131, ∂fgc2/∂x1 = 0.0045, ∂fgc2/∂x2 = 1.2303,
∂fgc3/∂x1 = 0, ∂fgc3/∂x2 = −2.1483. Thus the optimal design is much more sensitive to changes
in x2 than to changes in x1.
The results for fuzzy design variables reflect the information given by gradients for the crisp
optimal solution. It can be seen from table 4.4 that ∆x1 increases approximately linearly with
increasing uncertainty in the design variables. A change in x1 has minimal influence on the
goal and therefore ∆x1 is much higher than ∆x2.
Optimal designs for center of area are closer to deterministic optima than optimal designs
for center of support. For high uncertainties in Sux ≥ 10% the change in optimal design is
significant.
For the three optimal designs generated by crisp and fuzzy evaluations resulting IT2 FSs for
goal f and an uncertainty level of Su(x̃) = 10% are compared by radar chart in figure 4.15.
The measures are core C, CoA, CoS, support S, difference between left most point of upper
and lower MF sLL-sL, relative difference of Su and Sl given by (Su − Sl)/Su and finally a
measure for nonlinearity ∑dLµ/ ∣C ↔ sLL∣ +∑dRµ/ ∣C ↔ sRR∣.
The axes of the radar chart always have the lower bound at the center and the upper bound
outward. It is obvious from figure 4.15 that the optimal design generated by CoS always
has the smallest and the crisp optimal design the highest values except for nonlinearity. The
function value at the optimum f for CoA and CoS is smaller than f for the crisp optimum
because these points are situated in the crisp infeasible design space. This is due to the skew-
ness of the fuzzy constraint values. The axis boundaries for axes 1, 2 and 3 differ by 11.2%,
which reflects nonlinearity and skewness of the fuzzy value for f .
The support S in axis 4 for the optimal CoS design is much smaller than the support of the
crisp optimum. For nonlinearity measure in axis 7 the order is reversed. Lowest nonlin-
earity is achieved by the crisp optimal design, the highest one by CoS. This is due to the
fact, that ∑dLµ for the CoS optimal design is 2.2% greater than for the crisp optimal design
and ∣C ↔ sLL∣ is 19.8% smaller. Therefore nonlinearity of the left hand side of the upper
membership function for the CoS optimal design is higher than for crisp optimal design.

Figure 4.15.: Radar chart for properties of fuzzy f for different optimal designs

4.3.2. Results for optimization with three goals

In this section three goals are considered for optimization. First center of area and support
Su of f are minimized. The third goal is the sum of CWR constraint evaluation method. The
higher goal three the higher the constraint violation for a given design.
In figure 4.16 optimal designs for different uncertainty levels are compared. The designs
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are split into three groups. First, with a low value for the third goal, second with medium
and third with a high value for the third goal. The global minimum for f is found only
by violation of the first and third constraint. The global minimum and the next best local
one are identified by this approach. Especially designs with a very low f are situated in the
infeasible crisp design space. In figure 4.17 on page 67 the corresponding projected Pareto-
fronts are shown.
For Su(x̃) = 4% the minimum first and second goal can be reached simultaneously as shown
in figure 4.17a whereas for Su(x̃) = 20% very small Su is found only for high f as displayed
in figure 4.17b. The corresponding designs for the latter are in the lower left corner of the
design space in figure 4.16b. For Su(x̃) = 4% and Su(x̃) = 20% designs with a low second
goal around f ≈ 0 can be found in fully feasible design space.
In figures 4.17c and 4.17d the trade-off between small f and small constraint violation is
given. In figure 4.17e the findings from figure 4.17a are confirmed by converging designs
for high values of goal number three on the y axis for small Su(x̃) = 4%.

(a) design space for small Sux (b) design space for large Sux

Figure 4.16.: Design space for optimization with three goals

4.4. Summary of chapter

From an engineering point of view the following conclusions can be drawn from the results
presented in this chapter:

• IT2 FSs proved to be very useful for evaluation of uncertainties. They are computa-
tional more efficient than general T2 FSs. They can represent different levels of avail-
able information.

• The number of α-cut levels for primary membership functions nIα is set to five for the
engineering examples. Lower numbers don’t allow for proper evaluation of nonlin-
earities and higher numbers introduce a high computational effort.

• For evaluation of physical properties center of area is utilized.

• Su will be used for characterization of overall uncertainty.
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• For constraint handling, distance of center of area and Chen-Wang ranking for fuzzy
numbers show good properties for engineering problems. The first depends on un-
certainties as well as nonlinearities of system answers. The second is a very flexible
measure with respect to the decision maker’s preferences about pessimistic or opti-
mistic situations.

• Radar charts allow for a quick comparison of different solutions with respect to given
properties.

66



4. Evaluation of advanced knowledge-handling methods

(a) Su(x) = 4%, goal 1 and goal 2 (b) Su(x) = 20%, goal 1 and goal 2

(c) Su(x) = 4%, goal 1 and goal 3 (d) Su(x) = 20%, goal 1 and goal 3

(e) Su(x) = 4%, goal 2 and goal 3 (f) Su(x) = 20%, goal 2 and goal 3

Figure 4.17.: Projected Pareto-fronts for different uncertainty settings

67





5. Optimization of extruded profiles for a
generic vehicle space frame

The methods introduced in the last chapters are applied to two engineering problems related
to extruded, lightweight profiles. The basis for the examples is a generic space frame shown
in figure 5.1. The main focus in the examples is on manufacturing aspects introduced by
typical manufacturing processes within the Collaborative Research Center SFB Transregio
10 (SFB-TR10) project. The project is already outlined in sections 2.2, 2.3.2 and 2.4.3. Addi-
tional information necessary for the presented optimization examples is given in section 5.1.
The optimization of a single profile manufactured by composite extrusion (CE) for rein-
forced profiles is evaluated first. The manufacturing knowledge is modeled with type-1
fuzzy sets in this example.
A plate built of such profiles is optimized in section 5.3. In this example manufacturing as-
pects are modeled with type-2 fuzzy sets. Uncertain system parameters are introduced. The
first goal is to evaluate designs based on the possibilistic analysis introduced in this thesis.
The second is an optimization with opTUM-II and the comparison of the resulting designs
with deterministic optima. The most important results and conclusions are summarized and
discussed in section 5.4.

Figure 5.1.: Generic space frame with optimized profile and plate
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5.1. Manufacturing aspects for extruded profiles of a
generic space frame

A short overview of general manufacturing aspects for processes investigated within the
Collaborative Research Center SFB Transregio 10 (SFB-TR10) project is given. Profiles man-
ufactured by composite extrusion are in the focus of research. Those profiles are made from
light metals together with strengthening and stiffening reinforcing elements. The combined
materials influence not only the mechanical properties but also the extrusion and joining
processes.

5.1.1. Materials

Up to now mainly aluminum EN AW-6060 is used as a matrix material combined with SW-
1.4310, CW-N440 and CW-N610 reinforcing elements. Also EN AW-2099 and EN AW-6056
are tested with SW-Nanoflex and SW-Nivaflex reinforcing elements in Kloppenborg et al.
(2008b). Smaller test batches are described within SFB-TR10 for EN AW-6060 with carbon
fiber reinforcements CW-TP25 in Weidenmann et al. (2005b) and first results are available
for magnesium matrix AZ31B with SW-1.4310.
Based on the experience of research in SFB-TR10 matrix materials and reinforcing elements
selected for this optimization problem are listed in table 5.1 and table 5.2. Aluminum alloys
which are widely used for structural applications are added. Also a higher strength magne-
sium alloy is utilized. Magnesium has different strength limits for tension and compression
which has to be considered in the design. Details on this material behavior can be found for
example in Swiostek (2008).

Table 5.1.: Mechanical properties of matrix materials

material E ρ CTE Rp0.2 Rp0.2 Extrudability
tension compression index1

GPa kg/m3 10−6 ∗K−1 MPa MPa −
EN AW-2017 72.0 2800 23.0 230.0 230.0 5
EN AW-2024 73.0 2770 23.2 290.0 290.0 4
EN AW-6060 70.0 2700 23.4 160.0 160.0 7
EN AW-6082 70.0 2700 23.4 250.0 250.0 5
EN AW-7075 71.7 2850 23.6 450.0 450.0 4

AZ31B 45.0 1780 26.0 180.0 110.0 52

AZ61A 45.0 1780 26.0 220.0 130.0 42

1 qualitative measure for extrudability: 1-not applicable,. . . ,7-excellent
according to experience and European Aluminium Association (2009)

2 approximated values from literature research and experience

Reinforcing elements and their properties are listed in table 5.2. Within SFB-TR10 alu-
minum with steel wire, Al2O3 and carbon reinforcements CW-TP25 are investigated. De-
tails can be found in Weidenmann et al. (2005b), Weidenmann et al. (2005a) and Merzkirch
et al. (2009). Infiltrated wires with a aluminum or magnesium matrix are used for Al2O3

and carbon reinforcements. Measured mechanical properties for CW-N440 and CW-N610
reinforcements with aluminum matrix can be found in Merzkirch et al. (2009). The much
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lower properties of CW-N440 with aluminum is due to different infiltration techniques, the
one for CW-N440 is experimental, the one for CW-N610 already used for small batch pro-
duction. Mechanical properties for CW-TP25 and CW-TP55 reinforced composite wires are
computed by rule of mixture and evaluated by values available from literature, for example
from Amateau (1976), Hayes et al. (1993), Neussl et al. (2000), Blucher et al. (2001) and Mat-
sunaga et al. (2007). Mechanical properties of magnesium AZ91 with 38 Vol.% unidirectional
P100 graphite fiber are discussed in Lee (1992). Alloys AZ91C and ZE41A with 40 Vol.% P55
fiber are listed in Tsangarakis and Taleghani (1992). Mechanical properties for magnesium
AZ91D with 50 Vol.% and 60 Vol.% are given in Russell-Stevens et al. (2005). Magnesium
with Al2O3 is also produced and tested, for example the compressive behavior of ZE41A
alloy with 35 Vol.% α-Al2O3 fiber in Güden et al. (2006).

Table 5.2.: Mechanical properties of reinforcing elements

reinforcement matrix volume E ρ CTE Rp0.2 Rp0.2

material ratio tension compression
% GPa kg/m3 10−6 ∗K−1 MPa MPa

SW-1.4310 - - 195.0 7900 16.8 1484.01 1635.01

CW-N440 Al 50 80.0 2900 9.0 706.0 706.0
CW-N610 Al 60 231.0 3400 9.0 1455.0 1455.0
CW-TP55 Al 50 242.5 2350 2.3 930.0 450.0
CW-N440 Mg 50 71.8 2394 9.0 707.0 703.0
CW-N610 Mg 60 212.5 3035 9.0 1434.0 1430.0
CW-TP55 Mg 50 204.3 1869 1.3 815.0 359.0

1 mean value for Rp0.2 for wire diameters from 0.65-5.00 mm.

5.1.2. Composite extrusion

A critical aspect of the extrusion process for lightweight designs is minimum achievable wall
thickness of the profile cross section. As already shown in Hug et al. (1983), high strength
aluminum alloys are not necessarily optimal with respect to mass. In areas of the profile
cross section, where only minimal loads have to be transfered lower strength aluminum al-
loys can achieve smaller wall thicknesses. From literature wall thickness data with respect
to the aluminum alloy can be found in Hufnagel (1984), for magnesium in DIN (9711-2),
Kainer (2003) and Friedrich and Mordike (2006). Three main parameters determine min-
imum achievable wall thicknesses. First is circumscribed diameter (CCDi) of the profile,
second is the complexity of the cross section and here especially the classification into sim-
ple and hollow profiles and finally the extrusion material.
If reinforcing elements are introduced, the extrusion process is always as complex as for
hollow profiles, because two or more material strands join around the reinforcing elements
in the welding chamber. The overall CE is very complex and the position of the reinforcing
elements with respect to the boundaries of the matrix materials is one parameter which de-
termines the manufacturability. Defects as described for example in Kleiner et al. (2006) for
a thin walled cross sections with 56 mm width and a wall thickness of 2 mm are now after
several years of research under control. This shows the lightweight potential of the manu-
facturing process but also the necessity to asses this potential early in product development.
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5.2. Optimization of profile made by composite extrusion

This example and the one discussed in section 5.3 are related to research work accomplished
within the SFB-TR10 project. The profile optimized is shown in figure 5.2, the design vari-
ables are given in detail in table 5.3. The optimization problem at hand is formulated in
section 2.2 in equations 2.6 and 2.7. The knowledge acquisition is described in section 2.3.2
followed by the resulting fuzzy rule-based models in section 2.4.3. This example has already
been published in Huber et al. (2008).

Figure 5.2.: Model of an extruded profile with supports

Table 5.3.: Design variables of the profile optimization problem

design description lower upper unit stepsize variable
variable bound bound type

R̂ radius ratio1 0.0 1.0 - continuous
H height 15.0 100.0 mm continuous
B width 15.0 100.0 mm continuous
b1,2 outer section 2.0 10.0 mm continuous
b3...6 stiffener2 0.0 3.0 mm continuous
f1, f2 reinforcement ratios 0 0.3 - continuous

material AlSt, AlCF
Mcomb

3

combination
1 4 -

MgSt, MgCF
discrete

1 this is only a scaling: R̂ = 0→ R̂min and R̂ = 1→ R̂max
R̂min and R̂max are predefined by H , B and finite element discretization

2 if ≤ 1.5 mm the stiffener does not exist
3 Al: Al6060 T4, Mg: AZ31HP, St: steel wire 1.4310, CF: Thornel 25

5.2.1. Load cases

Three static load cases are computed. Load cases 1 and 2 are related to a loading condition
during normal use. The third load considers stresses due to thermal mismatch of matrix and
reinforcements. To ensure the stability of the lightweight profile a linear buckling analysis
is performed for each load case. The first eigenfrequency is computed by modal analysis.
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Table 5.4.: Space frame profile - load cases

number of description load unit
load case

1 pothole - driver standing FLC1 2.94 kN
MLC1 220.50 Nm

2 pothole - driver seated FLC2 0.74 kN
MLC2 1102.50 Nm

3 temperature difference ∆T 100.00 K

5.2.2. Discussion of optimization results for TR10 proflie

Optimal cross sections are shown on the right hand side of figure 5.3. Designs 2G1 and 2G2

correspond to the standard optimization formulation given in equation 2.6, designs 3G1−4

are optimal solutions for optimization with manufacturing aspects given in equation 2.7.
Designs 2G1 and 2G2 from standard optimization have stiffeners in the cross section in com-
bination with very low reinforcement ratios f1 and f2. This leads to high differences between
wall thickness of outer cross sections and the stiffeners. A trade-off between mass and de-
flection is obvious from the Pareto-front shown on the left hand side of figure 5.3.
If manufacturing aspects are taken into account higher reinforcement ratios are preferred to
stiffeners. The optimization with three goals is projected to the mass-deflection plane. This
projection shows differences to the two goal optimization mainly for very lightweight de-
signs. For a mass higher than 3 kg only minor differences can be seen in goals space for the
two optimization formulations.

Figure 5.3.: Pareto-fronts for optimization with and without manufacturing aspects,
Huber et al. (2008)

The design variables of the highlighted solutions are given in table 5.5. In the two goals
optimization, a design with two stiffeners is generated for all Pareto-optimal solutions. To
reach a comparable mechanical performance without stiffeners, design 3G1 has a high rein-
forcement ratio f2 in the vertical walls of the cross section. It has a much smaller manufac-
turing performance measure than design 2G1 with two stiffeners.
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For small deformations stiffeners and high reinforcement ratios offer a similar performance
measure, for example see designs 2G2 and 3G2. Design 3G3 has a much smaller perfor-
mance measure PMres indicating a favorable residual stress situation. This reduction can be
accomplished with slightly worse mechanical properties. Design 3G4 has no reinforcements
at all leading to the smallest possible residual stress. This good suitability for subsequent
manufacturing processes comes with a ∼5% higher deflection.

Table 5.5.: Design variables and goals for six selected designs of the solution

parameter 2G1 2G2 3G1 3G2 3G3 3G4 unit
R̂ 0.697 0.109 0.269 0.048 0.000 0.000 1
H 23.400 48.200 22.100 45.700 45.200 44.400 mm
B 90.000 99.200 91.100 100.000 100.000 98.300 mm
b1 4.700 6.200 6.600 8.100 7.300 8.600 mm
b2 6.000 5.200 6.800 5.900 7.800 5.200 mm
b3 3.000 2.600 - - - - mm
b4 - - - - - - mm
b5 - - - - - - mm
b6 2.500 2.800 - - - - mm
f1 0.018 0.031 0.017 0.228 0.153 0.000 mm
f2 0.060 0.054 0.163 0.121 0.076 0.000 mm
material Mg/CF Mg/CF Mg/CF Mg/CF Mg/CF Mg/CF
mass 2.618 4.007 2.781 4.021 4.025 4.011 kg
deflection 3.040 2.335 3.042 2.358 2.386 2.474 mm
PMres (0.554)1 (0.506)1 0.492 0.560 0.484 0.349 1
1 not evaluated in optimization
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5.3. Optimization of stringer stiffened, metal matrix
composite plate

The optimization problem presented in this section is based on a plate shown in figure 5.4.
Within the SFB-TR10 research project an exemplary motorcycle space frame is designed and
produced in small numbers. At the moment a simple sheet metal connects the two halves
of the space frame as shown in figure 5.1. The sheet metal should be replaced in this en-
gineering task by a reinforced plate. The plate is made from two different types of profiles
which are joined parallel to the reinforcing elements. The profiles cross sections and also
reinforcing elements of the two basic profiles can be set independently.

(a) configuration of plate made from two
different profiles

(b) finite element numerical
model

Figure 5.4.: Plate made from two extruded profiles

5.3.1. Load cases

Three load cases are computed for the given structure. The known prestress in reinforced
profiles due to composite extrusion investigated in section 5.2 is neglected in this example.
The detailed values for each load case can be found in table 5.6.

TR10 - Buckling load case

An Euler buckling analysis is performed in order to check stability under compressive loads.
The buckling load is applied to the plate and local stresses in the plate and the stringers are
checked. The plate and the stringers are supported so that global buckling of the top plate
occurs first.
The load case is computed in three steps. First a small pressure load is applied to the front of
the plate at x = 600 mm in negative x direction. This is the basis for the second step, the Euler
buckling analysis. In the third step the pressure load is multiplied by the first buckling factor
and divided by a factor in order to account for higher buckling loads computed in the linear
analysis. First and third principal stresses (maximum and minimum stress) are determined
for top plate, stringer web and stringer flange for both profiles, respectively.
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TR10 - Pothole load case

This is a static load case which introduces a driver with a mass of 100 kg and acceleration
loads in all three directions. In x direction the acceleration is -1.5 g, in y direction 1.0 g and
in z direction 4.5 g. The forces of the drivers mass as a reaction of those accelerations are
distributed to a portion of the plate. No load uncertainties are present in this example. The
same stresses are evaluated as for buckling analysis.

TR10 - Temperature load case

The mix of different types of matrix and reinforcing materials leads to a mismatch of thermal
expansion coefficient. For typical operating conditions with a temperature difference of 50K
the resulting stresses are computed. It is assumed that the connection between the plate and
the rest of the structure elongates together with the plate in x direction.

Table 5.6.: Reinforced plate - load cases

load case load direction value unit
1 FB x Pcr/10 N

mD - 100.0 kg
a x -1.5 g2
a y 1.0 g
a z 4.5 g

3 ∆T - 50 K

5.3.2. Modeling

The numerical model itself, design variables and uncertain parameters are discussed to-
gether with performance measures in the following.

Numerical model

An ANSYS® FEM model with beam, shell and mass elements is utilized for the model of the
plate. The matrix material of the profiles is represented by SHELL181 elements, reinforcing
elements by BEAM188 elements, respectively. The stringers of the profiles are connected via
coupled degrees of freedom to the top plate in order to simulate the wall thickness of the top
plate. The beams are connected to shells via shared nodes as shown in figure 5.4b. Linear
element definitions are used.
The plate is supported at its edges. For buckling analysis stringers are supported so that
local buckling of the stringers at front and back is not the dominant failure mode. The
driver in the pothole load case is simplified by an equivalent mass point situated above the
plate. The forces due to acceleration loads are transfered to a portion of the plate only.
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Design parameters and uncertain parameters

The profiles are characterized mainly by their width and their stringer height. Together
with the type of stringer (with or without flange at the bottom) those dimensions determine
the CCDi of the profile. Wall thicknesses of the top plate and the stringer complete the
cross section definition. Additionally, up to 20 reinforcing elements can be switched on
or off. The diameter and z positions of all reinforcing elements are also design variables.
Geometrical design variables are shown in figure 5.5. The overall width of the plate is fixed
to pW = p1

pw + p2
pw = 400 mm and the length to pL = 600 mm. The maximum number of

reinforcing elements is set to p1
reN = p2

reN = 20.

Figure 5.5.: Geometric design variables of profiles

Not all design variables are subject to uncertainties. They are listed in table 5.7 together
with information about uncertainty bounds. Discrete choices are numbered, see table foot-
note for details.

Table 5.7.: Design variables with uncertainty bounds

design nominal lower upper unit variable
variable value bound bound type1

p2
pw 133.3 - - mm c
p1
pt,p2

pt 7.0 from T2-FRBS from T2-FRBS mm c
p1
sh,p2

sh 20.0 - - mm c
p1
swt,p2

swt 3.0 from T2-FRBS from T2-FRBS mm c
p1
sft,p

2
sft 3.0 from T2-FRBS from T2-FRBS mm c

p1
sfw,p2

sfw 0.4 - - - c
p1
sN ,p2

sN 5 - - - qc
p1
sT ,p2

sT 1 - - - d
p1
red,p

2
red 2.0 - - mm c

p1
rez,p2

rez 0.0 from T1-FRBS2 from T1-FRBS2 mm c
p1
reE ,p2

reE no reinf. - - - d
p1
psM ,p2

psM EN AW-6060 - - - d
p1
reM ,p2

reM SW-1.4310 - - - d
1 c: continuous, qc: quasi continuous, d: discrete
2 via additional system parameter Ψprez
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For the nominal design the fuzzy input parameters are shown in figure 5.6. Because the
wall thicknesses for top plates and stringers of profile 1 and 2 are the same, which result
in repetitive fuzzy numbers, only exemplary ones are shown together with the uncertain
parameter for reinforcing element position.

(a) p1t ,p2t (b) p1swt,p
1
sft,p

2
swt,p

2
sft

(c) Ψprez

Figure 5.6.: Uncertain input parameters

The boundaries of the fuzzy numbers are computed by T2-FRBS, which will be discussed
in the following. The manufacturing processes involved in production of the plate are com-
posite extrusion (CE) for single profiles, cutting, machining, joining of profiles and finally
joining of the plate to space frame. These steps are shortly introduced.

Composite extrusion (CE). From literature sources and expert knowledge gathered by
interviews within SFB-TR10, type-2 fuzzy rule-based systems for prediction of minimal al-
lowable wall thicknesses are generated. Minimum wall thicknesses as a function of circum-
scribed diameter (CCDi) are displayed in figure 5.7 for aluminum and magnesium alloys.
In figure 5.7a known values for different materials and complex profile cross sections are
compared with each other. High strength materials need much higher wall thicknesses and
also magnesium extrusion needs high wall thicknesses for reasonable profile dimensions.
In figure 5.7b the knowledge-based model for aluminum alloy EN AW-6060 is shown. The
nominal value follows the crisp values for complex cross section whereas the lower value
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follows the values for simple profile cross sections. The upper value is symmetrical to the
lower one and represents the uncertainty of minimum wall thickness for composite extru-
sion. The uncertainty varies for different materials with increasing CCDi due to available
information. knowledge-based models for other matrix materials can be found in the ap-
pendix.

(a) crisp values for complex profiles and dif-
ferent matrix materials

(b) knowledge-based model for EN AW
6060

Figure 5.7.: Minimum wall thickness as a function of circumscribed profile diameter

The rule-based system is based on interval type-2 fuzzy sets. The input parameter CCDi
is described by nearly evenly distributed IT2 FSs with Gaussian shape. In this example the
membership function and rules are defined initially. A basic numerical optimization of the
MF for the output is performed in order to match given minimum wall thickness data. In
the following, MFs for input and output are changed in order to include expert based man-
ufacturing knowledge.
Exemplary model inputs, outputs and rules for EN AW-6060 are discussed in the following.
One membership function for CCDi ≈ 250−300 mm is wider which indicates the high prior-
ity of this class of profiles. The rule base is very basic and connects every input MF directly
with one output MF.

(a) input CCD (b) output tmin

Figure 5.8.: Input and output membership functions for minimum wall thickness
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Profiles produced by extrusion are subjected to different deviations in their cross section
parameters and in their geometrical parameters in extrusion direction. Only wall thickness
tolerances are considered in this example. A knowledge-based model is generated by EN
(12020-2) and EN (755-9) for aluminum and by DIN (9711-3) for magnesium. Two parame-
ters influence the model. First CCDi and second the local wall thickness t. The upper and
lower bound of the IT2 FS are determined by tolerance values for simple and complex, such
as hollow profiles. In figure 5.9 the output of the models is shown for different classes of
materials. For EN AW-6060, which is well suited for extrusion, tolerances and their uncer-
tainties shown in figure 5.9a are small. All other aluminum alloys in this example are repre-
sented by the model in figure 5.9b. For magnesium, uncertainties of tolerances in figure 5.9c
are very high due to differing and mostly sketchy information provided by literature.

(a) EN AW 6060 (b) EN AW 2017, 2024, 6082 and 7075

(c) AZ31B and AZ61A

Figure 5.9.: Tolerances of wall thickness as a function of CCD and t

Again the T2-FRBS for EN AW-6060 is shown in figure 5.10. In this model trapezoidal
MFs are used. This model is not optimized numerically. Input and output MFs are changed
in order to fit the given information.
The rules are listed in equation 5.1. For every combination of input parameters a single
output membership function is used in this model. The output membership functions are
numbered from MF1 for low and MF15 for high tolerances according to figure 5.10c.
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(a) input CCD (b) input t

(c) output ttoler

Figure 5.10.: Input and output membership functions for tolerance of t

IF CCD IS low AND t IS very low THEN ttoler IS MF 1

IF CCD IS low AND t IS low THEN ttoler IS MF 2

IF CCD IS low AND t IS medium THEN ttoler IS MF 3

IF CCD IS low AND t IS high THEN ttoler IS MF 4

IF CCD IS low AND t IS very high THEN ttoler IS MF 5

IF CCD IS medium AND t IS very low THEN ttoler IS MF 6

IF CCD IS medium AND t IS low THEN ttoler IS MF 7

IF CCD IS medium AND t IS medium THEN ttoler IS MF 8

IF CCD IS medium AND t IS high THEN ttoler IS MF 9

IF CCD IS medium AND t IS very high THEN ttoler IS MF 10

IF CCD IS large AND t IS very low THEN ttoler IS MF 11

IF CCD IS large AND t IS low THEN ttoler IS MF 12

IF CCD IS large AND t IS medium THEN ttoler IS MF 13

IF CCD IS large AND t IS high THEN ttoler IS MF 14

IF CCD IS large AND t IS very high THEN ttoler IS MF 15

(5.1)
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Deviation of reinforcing element positions. Early in the SFB-TR10 project deflections
of the reinforcing elements due to the extrusion process were found because of interaction
of material flow and reinforcing elements as shown in figure 5.11. Details can be found for
example in Kleiner et al. (2006). An important part of the SFB-TR10 project is the simulta-
neous development of numerical simulation tools for manufacturing processes. Also, com-
posite extrusion is simulated and especially material flow, positioning and optimization of
the seam welds in the profile cross section are investigated in Schikorra and Kleiner (2006),
Kloppenborg et al. (2008a) and Kloppenborg et al. (2009). Much better position accuracy for
reinforcing elements is achievable by now, but still horizontal and vertical deviations of the
position can be observed.

Figure 5.11.: deviation of reinforcing element position

Here only vertical deviations are modeled. Based on experience with an I-beam reinforc-
ing elements are deflected most near the web. This behavior is approximated by the model
described in figure 5.12 on page 83. The vertical deviation of a single reinforcing element
∆prez is computed by the input variable dS , which describes the distance from the nearest
stringer. The resulting output shown in figure 5.12c predicts high negative deviations near
the stringer and small positive deviations far away. Ψprez has to be multiplied with a ratio
of the local wall thickness.
Again a simple rule base maps the three input MFs directly to the corresponding output
MFs. The final position of each reinforcing element is computed by the following equation.

prez i = ∆prez i ∗Ψprez ∗ ppt i = 1 . . . preN (5.2)

Cutting and Machining. Suitability for cutting and machining of profiles depends mainly
on the ratio and type of reinforcements. Adapted strategies for machining are discussed in
Biermann et al. (2008). Reinforced profiles in general cause much higher tool wear and de-
termine the quality of the machined surface.

Joining. Joining of profiles is accomplished by bifocal hybrid laser welding (BHLS) or
friction-stir welding (FSW) of the base materials at the profile edges. A summary of research
within SFB-TR10 on these processes for reinforced and not reinforced profiles can be found
in Zäh et al. (2008). Mostly two parts with the same alloy of aluminum have been welded
up to now in SFB-TR10. Both processes are capable of joining different alloys of the same
material and also of joining different materials.
In this example it is assumed, that both BHLS and FSW are able to weld plates from 2
to 15 mm. BHLS is restricted to welds of same material, whereas FSW can also weld mixed
magnesium and aluminum profiles. A short literature review supporting this assumption
can be found in appendix A.6.1.
Process stability for both processes can be achieved if no reinforcing elements lay within a
certain distance to the joining zone. For simplification reasons this zone is defined as heat

82



5. Optimization of extruded profiles for a generic vehicle space frame

affected zone (HAZ). It is determined by experience from SFB-TR10 and literature research.
In the HAZ reinforcing elements are not allowed in order to guarantee undisturbed welding
processes. For BHLS the width of the HAZ is approximately double the wall thickness of the
thinner profile. For FSW HAZ is assumed to be four times the wall thickness of the thinner
profile.

(a) input dS (b) output ∆prez

(c) response ∆prez

Figure 5.12.: Deviation of reinforcing elements from design position due to extrusion process

Performance measures

Typical structural properties and manufacturability indices are the focus of the engineering
problem. They are listed below.

• mass of platemP : The mass of the plate should be as low as possible. Due to tolerances
in wall thickness mass is a fuzzy output.

• Pcr: The buckling load has to be as high as possible. This is equal to minimization of
negative buckling load −Pcr. Also the buckling load depends on uncertain parameters.

• stresses: Maximum and minimum principal stresses σi 1st, σi 3rd are evaluated for dif-
ferent parts of the two profiles. This is done for the top plate, the stringers and the re-
inforcing elements separately. This is necessary because of different allowable stresses
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for tension and compression for magnesium as well as some reinforcing materials.
Stresses depend on local wall thicknesses and also on reinforcing position.

• manufacturability aspects:

– position of reinforcing elements: Reinforcing elements have to maintain a mini-
mum distance from a profile wall of 1 mm. This value was achieved in manufac-
ture for simple profiles. The allowed value is uncertain for other materials than
EN AW-6060.

– stringer web thickness: Summarized stringer web thicknesses are not allowed to
be wider than profile width.

– minimum wall thicknesses: Depending on CCDi different minimum wall thick-
nesses have to be maintained. This is an important uncertainty parameter, be-
cause tolerances of wall thickness vary with profile parameters as well as allowed
values.

– heat affected zone: This zone depends mainly on the joining process. No rein-
forcing element should be positioned within the HAZ. The width of the HAZ is
defined by the joining process and also introduces uncertainty to the problem.

– material combination: FSW can join all material combinations. Bifocal hybrid
laser welding (BHLS) can join only alloys of the same material but has the advan-
tage of a smaller zone which is influenced by reinforcing elements.

Depending on the formulation of the optimization problem different performance mea-
sures are considered.

5.3.3. Evaluation of initial design

The design given in table 5.7 is evaluated. The reinforced plate shows slightly lower stresses
in the matrix than without reinforcements. The efficiency of different means to increase the
stiffness of the plate is shown in table 5.8. These numbers are of course valid only for the
given initial design and may change for other designs. If reinforcing elements are intro-
duced, mass increases by approximately 10% and buckling load by nearly 6%. If I shaped
stringers are used without reinforcing elements a 9.3% increase in mP and a 17.5% increase
in Pcr is achieved. For both measures, stringer shape and reinforcing elements a nearly 20%
increase in mass but also a 24% increase in buckling load can be achieved.
The fuzzy numbers for mP and Pcr are nearly linear. Sumass and SuPcr show a wide spread
of the system answers with respect to uncertain parameters. Diagrams can be found in ap-
pendix A.6.2.
Compression stresses for the different load cases show slight nonlinearities (see
appendix A.6.2 for details). In general, advantages are gained by reinforcing elements and
the second stringer type for load cases 1 and 2 whereas a negative impact occurs on load
case 3 due to thermal load.

Consequences for optimization. Two primary goals are mass of the plate mP and buck-
ling load Pcr. Some basic constraints arise from geometric boundaries. For example the re-
inforcing elements have to be within the plate material and stringer width can not be higher
than plate width. Additionally, stresses are evaluated for plate, stringers and reinforcing
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Table 5.8.: Performance measures for initial designs

reinforcing stringer mP ∆mP Pcr ∆Pcr

elements type
- - kg % N %

no simple 5.99 0.0 5.32e4 0.0
yes simple 6.58 9.8 5.62e4 5.7
no I stringer 6.55 9.3 6.25e4 17.5
yes I stringer 7.14 19.1 6.60e4 24.0

elements in all three load cases.
Crisp optimization runs are performed without safety factor and multiple objectives. The
optima of crisp and uncertain runs are compared with each other.
Results in Huber et al. (2010) show better convergence for problems with discrete variables
if the mutation probability of the discrete variables is smaller. For crisp optimization muta-
tion probability is set to 80% for both continous and discrete variables. In optimization with
uncertainties the mutation probability is set to 80% for continous and to 20% for discrete
variables.
It is very important to provide a proper initial population if manufacturing aspects are
present. After random generation of the initial population certain parameters have to be
changed in order to provide enough feasible designs from the beginning. In the case of the
SFB-TR10 example, the outer two reinforcement elements were switched off and the rein-
forcement diameters p1

reE , p2
reE and the position of the reinforcing elements p1

rez, p2
rez where

limited.

5.3.4. Definition of optimization task

The mathematical definition of the crisp optimization task is given in equation 5.3 and 5.4.
With uncertainties arising from the manufacturing process the optimization formulation
changes. It is presented in equation 5.5. All necessary crisp values are derived by CoA
evaluation.
Typical fuzzy constraints are given in figure 5.13 on page 88. Some are negative values for
constraints where the present property of the design has to be larger than the allowed value,
for example reinforcing element position in figure 5.13a or minimum wall thickness in fig-
ure 5.13d. Allowed stresses are derived from the materials used in the reinforced profiles,
an example is given for an aluminum alloy in figure 5.13c.
Whereas several optimization runs with different initial populations were performed for
crisp optimization, only two were performed for the problem formulation with uncertain-
ties. The higher computational effort for the latter was compensated by restart of the opti-
mization with the non-dominated designs as initial population after 30 generations.
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5. Optimization of extruded profiles for a generic vehicle space frame

min f(x) = [mP ,−Pcr]
with ∶ x = [p1

pt, p
1
sh, p

1
swt, p

1
sft, p

1
sfw, p

1
sN , p

1
sT , p

1
red, p

1
rez, p

1
reN ,p

1
reE, . . .

p1
psM , p

1
reM , p

2
pt, p

2
pw, p

2
sh, p

2
swt, p

2
sft, p

2
sfw, p

2
sN , p

2
sT , p

2
red, . . .

p2
rez, p

2
reN ,p

2
reE, p

2
psM , p

2
reM]

subject to ∶ g1(x) = abs(p1rez)+(p
1
red/2)+0.5

p1pt/2
− 1 ≤ 0

g2(x) = abs(p2rez)+(p
2
red/2)+0.5

p2pt/2
− 1 ≤ 0

g3(x) = p1swt∗p
1
sN

0.99∗(pW−p2pw)
− 1 ≤ 0

g4(x) = p2swt∗p
2
sN

0.99∗p2pw
− 1 ≤ 0

g5,17,29(x) = σ1
i 1st p/σ1

all m t − 1 ≤ 0 , i = [1,2,3]
g6,18,30(x) = σ1

i 3rd p/σ1
all m c − 1 ≤ 0 , i = [1,2,3]

g7,19,31(x) = σ1
i 1st s/σ1

all m t − 1 ≤ 0 , i = [1,2,3]
g8,20,32(x) = σ1

i 3rd s/σ1
all m c − 1 ≤ 0 , i = [1,2,3]

g9,21,33(x) = σ1
i 1st re/σ1

all re t − 1 ≤ 0 , i = [1,2,3]
g10,22,34(x) = σ1

i 3rd re/σ1
all re c − 1 ≤ 0 , i = [1,2,3]

g11,23,35(x) = σ2
i 1st p/σ2

all m t − 1 ≤ 0 , i = [1,2,3]
g12,24,36(x) = σ2

i 3rd p/σ2
all m c − 1 ≤ 0 , i = [1,2,3]

g13,25,37(x) = σ2
i 1st s/σ2

all m t − 1 ≤ 0 , i = [1,2,3]
g14,26,38(x) = σ2

i 3rd s/σ2
all m c − 1 ≤ 0 , i = [1,2,3]

g15,27,39(x) = σ2
i 1st re/σ2

all re t − 1 ≤ 0 , i = [1,2,3]
g16,28,40(x) = σ2

i 3rd re/σ2
all re c − 1 ≤ 0 , i = [1,2,3]

(5.3)

and ∶ 2.00 mm ≤ p1
pt, p

2
pt ≤ 15.00 mm

75.00 mm ≤ p2
pw ≤ 250.00 mm

11.00 mm ≤ p1
sh, p

2
sh ≤ 80.00 mm

0.50 mm ≤ p1
swt, p

2
swt ≤ 15.00 mm

0.50 mm ≤ p1
sft, p

2
sft ≤ 10.00 mm

0.05 ≤ p1
sfw, p

2
sfw ≤ 0.90

1.00 ≤ p1
sN , p

2
sN ≤ 10.00

0.50 mm ≤ p1
red, p

2
red ≤ 5.00 mm

−7.00 mm ≤ p1
rez, p

2
rez ≤ 7.00 mm

p1
reN , p

2
reN = 20

p1
sT , p

2
sT ∈ [1,2]

p1
reE,p

2
reE ∈ [0,1]

p1
psM , p

2
psM ∈ [1,2,3,4,5,6,7]

p1
reM , p

2
reM ∈ [1,2,3,4]

(5.4)
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min f(x, x̃, p̃) = [mP ,−Pcr]

with ∶ x = [p1
sh, p

1
sfw, p

1
sN , p

1
sT , p

1
red, p

1
rez, p

1
reN ,p

1
reE, . . .

p1
psM , p

1
reM , p

2
pw, p

2
sh, p

2
sfw, p

2
sN , p

2
sT , p

2
red, . . .

p2
rez, p

2
reN ,p

2
reE, p

2
psM , p

2
reM , pJT ]

x̃ = [p1
pt, p

1
swt, p

1
sft, p

2
pt, , p

2
swt, p

2
sft]

p̃ = [Ψprez]

subject to ∶ g1(x) = abs(p1rez)+(p
1
red/2)+0.5

p1pt/2
− 1 ≤ 0

g2(x, x̃, p̃) = abs(p2rez)+(p
2
red/2)+0.5

p2pt/2
− 1 ≤ 0

g3(x, x̃, p̃) = p1swt∗p
1
sN

0.99∗(pW−p2pw)
− 1 ≤ 0

g4(x, x̃, p̃) = p2swt∗p
2
sN

0.99∗p2pw
− 1 ≤ 0

g5,17,29(x, x̃, p̃) = σ1
i 1st p/σ1

all m t − 1 ≤ 0 , i = [1,2,3]
g6,18,30(x, x̃, p̃) = σ1

i 3rd p/σ1
all m c − 1 ≤ 0 , i = [1,2,3]

g7,19,31(x, x̃, p̃) = σ1
i 1st s/σ1

all m t − 1 ≤ 0 , i = [1,2,3]
g8,20,32(x, x̃, p̃) = σ1

i 3rd s/σ1
all m c − 1 ≤ 0 , i = [1,2,3]

g9,21,33(x, x̃, p̃) = σ1
i 1st re/σ1

all re t − 1 ≤ 0 , i = [1,2,3]
g10,22,34(x, x̃, p̃) = σ1

i 3rd re/σ1
all re c − 1 ≤ 0 , i = [1,2,3]

g11,23,35(x, x̃, p̃) = σ2
i 1st p/σ2

all m t − 1 ≤ 0 , i = [1,2,3]
g12,24,36(x, x̃, p̃) = σ2

i 3rd p/σ2
all m c − 1 ≤ 0 , i = [1,2,3]

g13,25,37(x, x̃, p̃) = σ2
i 1st s/σ2

all m t − 1 ≤ 0 , i = [1,2,3]
g14,26,38(x, x̃, p̃) = σ2

i 3rd s/σ2
all m c − 1 ≤ 0 , i = [1,2,3]

g15,27,39(x, x̃, p̃) = σ2
i 1st re/σ2

all re t − 1 ≤ 0 , i = [1,2,3]
g16,28,40(x, x̃, p̃) = σ2

i 3rd re/σ2
all re c − 1 ≤ 0 , i = [1,2,3]

g41(x, x̃, p̃) = tmin/p1
pt − 1 ≤ 0

g42(x, x̃, p̃) = tmin/p1
swt − 1 ≤ 0

g43(x, x̃, p̃) = tmin/p1
sft − 1 ≤ 0

g44(x, x̃, p̃) = tmin/p2
pt − 1 ≤ 0

g45(x, x̃, p̃) = tmin/p2
swt − 1 ≤ 0

g46(x, x̃, p̃) = tmin/p2
sft − 1 ≤ 0

g47(x, x̃, p̃) = wHAZ/p1
d HAZ − 1 ≤ 0

g48(x, x̃, p̃) = wHAZ/p2
d HAZ − 1 ≤ 0

(5.5)

g49(x, x̃, p̃) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−1 if pJT = FSW
−1 if pJT = BHLS & p1

psM ∈ [1 − 5] & p2
psM ∈ [1 − 5]

−1 if pJT = BHLS & p1
psM ∈ [6,7] & p2

psM ∈ [6,7]
+1 if pJT = BHLS & p1

psM ∈ [1 − 5] & p2
psM ∈ [6,7]

+1 if pJT = BHLS & p1
psM ∈ [6,7] & p2

psM ∈ [1 − 5]

(5.6)
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and ∶ 2.00 mm ≤ p1
pt, p

2
pt ≤ 15.00 mm
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pw ≤ 250.00 mm
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2
sfw ≤ 0.90

1.00 ≤ p1
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−7.00 mm ≤ p1
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2
rez ≤ 7.00 mm

p1
reN , p

2
reN = 20

p1
sT , p

2
sT ∈ [1,2]

p1
reE,p

2
reE ∈ [0,1]

p1
psM , p

2
psM ∈ [1,2,3,4,5,6,7]

p1
reM , p

2
reM ∈ [1,2,3,4]

pJT ∈ [1,2]

(5.7)

(a) position of reinforcing elements (b) overall stringer widths

(c) maximum stress (d) minimum wall thickness

Figure 5.13.: Exemplary allowed values for constraint evaluation
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5.3.5. Discussion of optimization results for TR10 plate

The discussion of results will focus on different designs which originate from the optimiza-
tion problems formulated in equations 5.3 and 5.5. Designs with low mass offer also small
buckling loads and vice versa. This is shown in figure 5.14 where the ideal design could be
found in the upper left corner. On the left hand side in figure 5.14a the overall Pareto-fronts
are shown for crisp optimization marked by the letter ”C” and for uncertainty driven op-
timization marked by ”U”. A nearly linear correlation between mass and buckling load is
found for crisp optimal designs. If manufacturing uncertainties are taken into account the
Pareto-front is slightly curved.
For designs with low buckling loads, masses are higher for optimal designs in the pres-
ence of uncertainties. For higher buckling loads a few better designs are found for problem
formulation 5.5. A check showed, that those designs are also feasible in the crisp problem
formulation. To assure convergence, several optimization runs were started with optimized
designs as starting population. Minor enhancements could be achieved, the optimized de-
signs discussed in the following are the summary of all optimization runs.
Optimal designs for crisp optimization are made from three material combinations for the
two profiles. As can be seen in figure 5.14a and zoomed in on lightweight solution in fig-
ure 5.14b, aluminum profiles are chosen for high buckling loads. For low mass an aluminum-
magnesium or magnesium-magnesium combination of the two profiles is selected.
Optimal designs with manufacturing aspects have only aluminum-aluminum or magnesium-
magnesium material combinations. For high buckling loads EN AW-7075 and for medium
ones EN AW-2024 or EN AW-6082 are utilized.
The Pareto-fronts for problem formulations in equations 5.3 and 5.5 include very different
designs for the overall goal space. Selected ones are compared in figure 5.15 and table 5.9.
On the left hand side in figure 5.15a the crisp optimal design with small mass is character-
ized by thin wall thicknesses and one stringer with a wide flange in the middle profile. The
reinforcing elements have a diameter of 1.8 mm in the outer profiles and 1.2 mm in the mid-
dle profile, respectively. The design has a mass of 3.6 kg.
If manufacturing constraints are taken into account in figure 5.15b much greater wall thick-
nesses are needed. The stringer in the middle profile is not that high and the stringer flange
is smaller. Reinforcing elements in the outer profile have 1.6 mm diameter, in the middle
profile 5 mm. For the second profile a low strength magnesium alloy is chosen which allows
smaller wall thicknesses. The design has a mass of 5.8 kg.
For high buckling loads additional stringers are needed together with higher wall thick-
nesses. An optimal design for problem formulation defined in equation 5.3 is given in fig-
ure 5.15c. High strength aluminum alloys are utilized together with reinforcing elements.
If uncertainties are taken into account in figure 5.15d smaller stringers in profile 1 and a
lower width of the second profile are the main characteristics. Also the second profile has
no reinforcing elements.
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(a) overall solutions (b) optimal designs with less than 10 kg

Figure 5.14.: Pareto-optimal results with respect to material combination

(a) crisp - low mass (b) with uncertainties - low mass

(c) crisp - high buckling load (d) with uncertainties - high buckling load

Figure 5.15.: Comparison of optimal designs
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Table 5.9.: Design variables and goals of four selected designs of the solution

crisp with uncertainties
low high low high

parameter mass buckling load mass buckling load unit
p1
pt 6.40 12.30 8.80 13.50 mm

p1
sh 32.30 49.20 12.80 35.50 mm
p1
swt 5.00 8.60 8.70 8.30 mm
p1
sft 3.10 4.70 8.30 10.00 mm

p1
sfw 0.11 0.75 0.44 0.83 1
p1
sN 1.00 4.00 1.00 3.00 1
p1
sT 1.00 2.00 1.00 1.00 1
p1
red 1.80 1.90 1.60 4.10 mm
p1
rez -0.40 -2.40 0.90 0.40 mm
p1
reN 20.00 11.00 4.00 5.00 1
p1
psM AZ61A EN AW-7075 AZ61A EN AW-7075 -
p1
reM CW-TP55 SW-1.4310 CW-TP55 SW-1.4310 -
p2
pw 161.00 191.00 153.00 131.00 mm

p2
pt 5.40 14.00 13.20 15.00 mm

p2
sh 57.10 78.70 35.40 76.80 mm
p2
swt 7.30 10.00 9.30 8.00 mm
p2
sft 2.30 5.50 8.70 7.40 mm

p2
sfw 0.72 0.43 0.56 0.56 1
p2
sN 1.00 3.00 1.00 6.00 1
p2
sT 2.00 2.00 2.00 1.00 1
p2
red 1.20 2.30 5.00 1.50 mm
p2
rez -1.10 3.50 -1.00 0.60 mm
p2
reN 20.00 4.00 8.00 0.00 1
p2
psM AZ61A EN AW-7075 AZ31B EN AW-7075 -
p2
reM CW-N440 CW-N440 CW-N440 CW-N440 -
pJT BHLS FSW BHLS BHLS -
mass 3.63 20.19 5.83 19.30 kg
buckling load 0.73 13.33 1.55 13.27 N*105

figure 5.15a 5.15c 5.15b 5.15d
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Radar charts for the two goals are shown in figure 5.16 and 5.17 for the initial and min-
imum mass designs. For buckling load the initial design has the lowest absolute value but
also a small overall uncertainty. Minimum mass design from crisp optimization shows high
skewness and nonlinearity of the fuzzy system answer.
For mass the radar chart is displayed in figure 5.17. Each of the three designs is best for
certain fuzzy properties. It depends on the decision maker which design is chosen.

Figure 5.16.: Radar charts for minimal mass designs - buckling load

Figure 5.17.: Radar charts for minimal mass designs - mass

For crisp optimization only a few very lightweight designs are restricted by basic geo-
metric considerations or by stresses in the temperature load case, all other designs are re-
stricted by compression strength for buckling in the plate part of profile 1 or 2. For optimal
designs with manufacturing uncertainties only very few solutions are restricted by stress
constraints. For lightweight designs the position of the reinforcing elements is critical due
to deflection during the extrusion process. The most critical limitation are minimal wall
thicknesses.
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The ratio of the plate thicknesses p1
pt and p2

pt is analyzed in figure 5.18. It is shown on the left
hand side in figure 5.18a over mass. For crisp optimization the spread of different ratios is
high especially for lightweight designs. In figure 5.18b p1

pt/p2
pt is shown over the ratio of the

plate widths p1
pw/p2

pw. It can be seen that crisp optimal designs have very small outer profiles
compared to the middle one (p1

pw/p2
pw < 0.6). No clear trend can be identified. For included

manufacturing aspects, the plate widths are more similar p1
pw/p2

pw > 0.6 and optimal designs
with p1

pt/p2
pt ≈ p1

pw/p2
pw ≈ 1 are present.

(a) over mass (b) over ratio of plate widths

Figure 5.18.: Ratio of plate thicknesses

The number of stringers over their height is displayed in figure 5.19a for the first pro-
file and in figure 5.19b for the second profile. For both optimization formulations the first
profile has fewer and smaller stringers. For crisp optimization the second profile has more
stringers, most of them at the upper variable boundary p2

sh = 80 mm. Optimal designs with
uncertainties use fewer stringers with less height. This is due to the limitation of minimal
wall thickness with respect to CCDi, which increases with higher p2

sh.

(a) for profile 1 (b) for profile 2

Figure 5.19.: Number and height of stringer
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Differences in design can also be found for reinforcing elements. In figure 5.20 the di-
ameter of reinforcing elements is shown over plate mass. For the first profile a maximum
diameter of 3 mm is chosen in crisp optimization. For optimization with uncertainties this
also holds for lightweight plates. For heavier plates with more than 15 kg reinforcing wires
with higher diameter are selected. The second profile is analyzed in figure 5.20b. Crisp de-
signs show a wide range of reinforcing diameters whereas big reinforcements are selected
for lightweight designs in the presence of uncertainties.

(a) profile 1 (b) profile 2

Figure 5.20.: Diameter of reinforcing elements over mass

5.3.6. Summary of TR10 plate optimization

This example is focused on design consequences from manufacturing aspects. The uncer-
tainty based optimal designs have quite different design parameters but comparable struc-
tural properties. From investigation of different design parameters and their ratios design
rules can be drawn. It is important to note, that these design rules were not introduced to
the problem directly by FRBS but are results of the uncertainty based optimization proce-
dure.

5.4. Summary of chapter

The methods presented in chapters 2 to 4 are successfully utilized for engineering optimiza-
tion problems. Optimal designs computed by opTUM-II with respect to design parameter.
Design rules described by ratios of different dimensional parameters change due to un-
certainties. Also the distribution and dimension of reinforcing elements is influenced by
manufacturing aspects.
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6. Optimization of a sandwich beam for
a satellite antenna model

Modern communication and earth observation satellites use large deployable antenna re-
flectors (LDRs) for receiving and sending signals. An antenna with parabolic surface shape
is used. The shape of the antenna in orbit should not change due to dynamic or thermal
loads.
A new concept called shell membrane antenna reflector technology (SMART) has been de-
veloped at Institute for Lightweight Structures - Technische Universität München (LLB) for
several years now. It is based on the innovative carbon fiber reinforced silicone (CFRS) shell
membrane technology. For details please refer to Datashvili et al. (2006). A challenging task
in the development of LDRs is testing the surface accuracy on ground in 1 g conditions.
Due to the lightweight character of deployable designs the earths gravity introduces high
deformation of the reflecting surface and the backside structure which leads to disturbances
typical for membranes such as buckling, waving and wrinkling. These highly nonlinear ef-
fects make simulation of the surface deflection in 1 g complicated and time consuming. An
additional source of error are manufacturing uncertainties, especially for the backside struc-
ture. Even small forces introduced by deviations from the exact shape into the membrane
can cause the effects already mentioned.
To verify the concept of CFRS a laboratory test model called Flexible Antenna Membrane
Experiment (FLAME) with 1.6 m diameter and a focal length of fP=1.2 m was built with
a simplified umbrella like backside structure. Twelve sandwich beams following an exact
parabola with given focal length are connected via an aluminum central unit. These beams
have to be lightweight and stiff in order to maintain the parabolic shape also in 1 g condi-
tions. To overcome gravity introduced surface errors the laboratory model was tested under
0 g conditions during the 8th Parabolic Flight Campaign of Deutsches Zentrum für Luft-
und Raumfahrt - German Aerospace Center (DLR). Therefore the backside structure also
has to withstand given loads during take-off and landing.
The reflector has two configurations leading to different orientation of the beams. The first
one is the stored configuration shown in figure 6.1a, the second one deployed configuration
in figure 6.1b
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(a) stored (b) deployed

Figure 6.1.: FLAME configurations

In section 6.1 the design and manufacturing of the sandwich beams is described, load
cases are addressed in 6.2. The modeling and the evaluation of the initial design follows
in 6.3 and 6.4, respectively. Finally, the optimization task is defined in 6.5 and the results are
discussed in 6.6.

6.1. Description of sandwich beam design

Twelve sandwich beams provide the two main features of FLAMEs backside structure. First
the parabolic shape and second the deployment and folding kinematics. One complete beam
assembly is shown in figure 6.2a. In this example only the outer part consisting of CFRP box,
top and bottom face sheet, foam core and the interface to the deployment mechanism is of
interest.
The top and bottom face sheet have two layers of unidirectional prepreg laminate each
which gives a very high bending stiffness. The torsional stiffness is low which results in
high deformations and rotation of the beam in case of loads in ybeam direction. The dimen-
sions are given in figure 6.2b. The beam is built from a CFRP box made from T300 carbon
fibers, a foam core and M40J face sheets. Detailed material characteristics can be found in
appendix A.5.1. Unidirectional laminate layers are oriented in length direction of the sand-
wich beam with a nominal orientation angle of βFSTi = βFSBi = 0○. Top an bottom face sheets
have two layers each. The CFRP box is made from a fabric tube.
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(a) (b)

Figure 6.2.: FLAME sandwich beam description and dimensions

Forces on the beam are introduced by:

• reflecting surface:
The reflecting surface of FLAME has a mass of mRS=0.3 kg. It is attached to the twelve
beams via thin layers of silicon by a given attachment area pattern.

• heart shaped spring:
The spring provides the energy to deploy the beam and hold it in the deployed config-
uration. The spring characteristic is given in figure 6.3 for one spring and several test
runs. The springs degrade at the beginning and provide a constant moment after 10 to
20 loading cycles. The force on the beam is computed with the distance from the hinge
to the fixation point in zbeam direction. The run with the highest moment is used in this
example.

Figure 6.3.: Characteristic of heart shaped spring

• deployment mechanism:
Two forces are introduced by the deployment mechanism in stored and deployed con-
figuration. The first is needed to fold the reflector in the deployed configuration. To
overcome the holding force of the limit stop, 12 N are necessary in negative xbeam di-
rection at the right tip. This value was measured. The second force acts in the ybeam

direction and is introduced by friction in the deployment mechanism. Also this force
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is very small with approximated 1 N the resulting bending moment is significant. Ad-
ditionally, a mass of 0.01 kg is added at the tip of the sandwich beam for the guiding
tube and bonding measures.

6.2. Load cases

The requirements of FLAME’s reflector are determined by laboratory testing, transport and
parabolic flight. The mass of the reflecting surface mRS=0.3 kg is distributed between the
twelve beams together with the weight of each beam. The loads during the parabolic flight
maneuver range from 0 g to 1.8 g according to Ceglia (2005). From the design requirements
provided by NOVESPACE in Novespace (1999) test equipment has to withstand loads up to
9 g in different directions also for the failure of certain structural parts.

6.2.1. FLAME - load case 1

In order to evaluate the root mean square error (RMS) with respect to the given exact parabola
a 1 g acceleration in zbeam direction is applied. The mass of the reflecting surface mRS is dis-
tributed to twelve beams. The loads are summarized in appendix A.5.2 in table A.2. The
root mean square error (RMS) value is computed according to Lang (2009).

6.2.2. FLAME - load case 2

The twelve beams are oriented at different angles with respect to the coordinate system of
the aircraft. The relevant acceleration loads are listed in table 6.1. For the deployed config-
uration six load cases for all beam orientations are merged to just one by assuming that the
highest possible acceleration in xbeam and ybeam direction occur simultaneously. High forces
from the deployment mechanism F deploy act at the tip and the spring force F spring is active.
The mass of the reflecting surface mRS is distributed only to two beams assuming a partial
failure of the backside structure. The loads are summarized in table A.3. The maximum and
minimum strain in the face sheets is the limiting factor in this load case.

Table 6.1.: Design loads in ZERO-G coordinates, Novespace (1999)

axis direction acceleration unit
XZERO-G + 9.0 g

- 1.5 g
YZERO-G + 3.0 g

- 3.0 g
ZZERO-G + 4.2 g

- 7.3 g
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6.2.3. FLAME - load case 3

The stored configuration is basically subjected to the same accelerations with changed co-
ordinates. F deploy in zbeam direction is very small in the stored configuration, see also fig-
ure 6.2b. The spring moment M spring is very high in this configuration and so is the resulting
F spring. The loads are summarized in table A.4. The maximum and minimum strain in the
face sheets is the limiting factor in this load case.

6.3. Design parameters and performance measure

In this section a short overview of the parameters including uncertain ones and their mod-
eling and performance measures are given in more detail.

6.3.1. Design parameters and uncertain parameters

The most important design parameters of the sandwich beam are the dimensions of the cross
section B and H , the number and fiber angle of layer i in each face sheet (βFSBi , βFSTi ) and
the slope angle of the top face sheet for the hinge γFST . Uncertainties in the loads origin
from the spring force, the forces from the deployment mechanism, acceleration loads and
the distribution of the reflecting surface loads. Uncertainties in material properties are not
considered in this example.
Fuzzy numbers for those parameters are derived from expert knowledge. The resulting
FOU for twelve fuzzy numbers used in opTUM-II for uncertainty modeling are shown in
figure 6.4 on page 101 and in figure 6.5 on page 102. A short explanation for the chosen
shape of the inputs is given in the following:

• H and B: The height (figure 6.4a) and width (figure 6.4b) of the beam depends on the
manufacturing accuracy of the foam core. Milling and cutting operations have to be
considered. For curing the top face sheet is pressed against a mold via pressure applied
to the bottom face sheet. This adds additional uncertainties to the beam height H .

• βFSBi and βFSTi : The fiber angles (figure 6.4c) can vary due to prepreg, cutting and lay
up tolerances. The single layers are independent from each other.

• γFST : This angle (figure 6.4d) is crucial for structural failure of the sandwich beam.
Direction of loads change in the top face sheet resulting in stress concentrations. γFST
was changed several times during development and is accurate once it is set in the
mold within tight boundaries. Nevertheless an influence analysis is interesting from
point of structural performance.

• M spring: The properties of the spring are highly uncertain due to manual lay up. In the
deployed configuration shown in figure 6.4e a minimum moment has to be provided
resulting in a non symmetrical fuzzy number. In the stored configuration in figure 6.4f
similar influences hold with symmetrical uncertainties.

99



6. Optimization of a sandwich beam for a satellite antenna model

• F deploy: In the deployed configuration displayed in figure 6.5a the force necessary for
folding is highly uncertain due to friction effects in the deployment mechanism. In the
stored configuration in figure 6.5b a minimum force has to be provided. The vector of
F deploy in ybeam direction in figure 6.5c is based on the same assumptions.

• ax and az: The given acceleration loads in figure 6.5d and 6.5e are the minimum value.
An uncertainty of up to 2 g is assumed for both.

• mRS division factor: Depending on the structural damage to the twelve sandwich
beams during an emergency, only one beam may have to support the reflecting sur-
face. The wide FOU represents the missing knowledge about the failure state of the
reflector.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.4.: Uncertain input parameters - 1
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(a) (b)

(c) (d)

(e) (f)

Figure 6.5.: Uncertain input parameters - 2
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6.3.2. Performance measures

The evaluation of FLAME focuses on the structural performance. The following measures
will be used to characterize the design.

• mass of beam mB: The mass of the sandwich beam should be as low as possible.

• root mean square error (RMS): The surface accuracy of the beam under 1 g conditions
is assessed. The RMS is computed according to Lang (2009) with the difference from
the reference surface u and N nodes in the finite element mesh.

RMS =
¿
ÁÁÀ N

∑
i=1

wi ∗ u2
i (6.1a)

wi =
Ai

∑N
i=1Ai

(6.1b)

RMS should be as small as possible in order to assure good measuring results under
laboratory conditions.

• inverse of Tsai-Wu strength ratio index failure criterion (iTWFC): Failure criterion for
anisotropic composites provided in ANSYS®. iTWFC is evaluated for top and bottom
face sheet for load cases 2 and 3 leading to four performance measures iTWFCFSB

2 ,
iTWFCFSB

3 , iTWFCFST
2 and iTWFCFST

3 . The foam core and the CFRP box are not con-
sidered in this example. The box is intentionally overdimensioned and a local failure
of the core does not pose problems as long as the face sheets are intact in load case 2
and 3.

• deformation u: The deformation at the beam tip is a measure for nonlinearity of the
model under load. As mass and stiffness are conflicting objectives the minimum mass
design has also a very low stiffness for which nonlinear deformations can be critical.
Six performance measures are computed for loadcase 2 and 3: ux2 , uy2, uz2, ux3 , uy3, uz3.

6.4. Evaluation of initial design

The initial design with H=30 mm, B=20 mm, βFSBi =βFSTi =0 and γFST=16 is evaluated and
the results are listed in table 6.2. The bottom face sheet is not critical and the failure criteria
are nearly the same for load case 2 and 3. The top face sheet has a much higher but still
feasible failure criteria which differs approximately 22% between load case 2 and 3.

Table 6.2.: Performance measures for initial design

mB RMS iTWFCFSB
2 iTWFCFSB

3 iTWFCFST
2 iTWFCFST

3

0.0620 kg 0.116 mm 0.155 0.154 0.567 0.483

ux2 uy2 uz2 ux3 uy3 uz3

0.13 mm -11.97 mm -1.32 mm 0.53 mm 11.73 mm -3.16 mm
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Consequences for optimization. Several changes to the problem result from the evalu-
ation of the initial design. One of the most important is to assign just one fiber angle to the
top and bottom face sheet. The second layer will have the symmetrical value, for example
βFSTi = [+3,−3] ; i = 1,2. Also γFST will be fixed to its lower bound of 10° which was actually
used in the manufactured reflector. This design has initial RMS=0.095 mm and reduces the
number of design variables to four.
One of the most important changes is the uncertainty formRS division factor. The large FOU
would lead to very wide fuzzy system answers. The boundaries are therefore changed to a
minimum of 1.5 (instead of 1.0) and the maximum value to 4.0 (instead of 12.0).
Crisp optimization runs are performed for different safety factor settings and single and
multiple objectives. Also nominal and maximum values are used for uncertain parameters
to gain optimal design for both conditions. For optimization runs based on opTUM-II differ-
ent evaluation methods for fuzzy numbers will be tested. The optima of crisp and uncertain
runs are compared with each other.

6.5. Definition of optimization task

The most important property of lightweight structures is, of course, the mass. Minimization
of mass is necessary for performance enhancement and even feasibility of the design. The
first goal in this example is the mass of a single beam mB. With decreasing mass the per-
formance measure for shape accuracy RMS will increase due to lower stiffness of the beam.
This leads to the second goal of simultaneous minimization of RMS. These two goals are
conflicting and have to be handled via multiobjective optimization approaches. A typical
Pareto-front is generated representing optimal compromises between mB and RMS. The de-
sign variables are H , B, βFSBi , and βFSTi . Especially H will influence RMS. The load cases
are the same as for the initial design.
The design is limited by maximum allowed deformation and maximum allowed failure cri-
teria. The first has to be limited in order to prevent catastrophic collision between parts of
the reflectors structure. The latter guarantees that no structural failure occur which would
lead to fragmentation of the sandwich beam. iTWFC is also subjected to different safety
factors in several optimization runs in order to show the influence on the optimal designs.
The mathematical definition of the crisp optimization task is given in equation 6.2
on page 105. The allowed values and safety factors are listed in table 6.3 for three differ-
ent optimization runs.

Table 6.3.: Crisp constraint limits for different problem formulations

optimization limit for value unit safety
problem factor γ

C1 deformation ualli 30.0 mm 1.0
failure criteria iTWFCall

i 1.0 - 1.0

C2 deformation ualli 30.0 mm 1.0
failure criteria iTWFCall

i 1.0 - 1.5

C3 deformation ualli 30.0 mm 1.0
failure criteria iTWFCall

i 1.0 - 2.0
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min f(x) = [mB,RMS]

with ∶ x = [H,B,βFSB, βFST ]

subject to ∶ g1(x) = abs (uy2) / (uall2 /γg1) − 1 ≤ 0

g2(x) = abs (uy3) / (uall3 /γg2) − 1 ≤ 0

g3(x) = abs (iTWFCFST
2 ) / (iTWFCall

2 /γg3) − 1 ≤ 0

g4(x) = abs (iTWFCFST
3 ) / (iTWFCall

3 /γg4) − 1 ≤ 0

g5(x) = abs (iTWFCFSB
2 ) / (iTWFCall

2 /γg5) − 1 ≤ 0

g6(x) = abs (iTWFCFSB
3 ) / (iTWFCall

3 /γg6) − 1 ≤ 0

and ∶ 20 mm ≤H ≤ 50 mm

10 mm ≤ B ≤ 50 mm

0○ ≤ βFSB ≤ 90○

0○ ≤ βFST ≤ 90○

(6.2)

For optimization with uncertainties the mathematical formulation of the problem changes
to the one given in equation 6.3 on page 106. The design variable vector changes to its un-
certain equivalent x̃ and additional uncertain parameters p̃ are added to the problem for-
mulation. The defuzzification of fuzzy system answers r̃ is done by CoA and similar results
as for crisp optimization are expected. This optimization will be referred to as U1.
The allowed value for constraints g1(x̃, p̃) and g2(x̃, p̃) is shown in figure 6.6a, for constraints
g3(x̃, p̃) to g6(x̃, p̃) in figure 6.6b.

(a) for deformation (b) for failure criteria

Figure 6.6.: Uncertain constraint boundaries
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6. Optimization of a sandwich beam for a satellite antenna model

min f(x̃, p̃) = [mB,RMS] , for CoA

with ∶ x̃ = [H,B,βFSB, βFST ]

p̃ = [M spring, F deploy, ax, ay, az,mRS div. fact.]

subject to ∶ g1(x̃, p̃) = abs (uy2) / (uall2 /γg1) − 1 ≤ 0 , for CoA

g2(x̃, p̃) = abs (uy3) / (uall3 /γg2) − 1 ≤ 0 , for CoA

g3(x̃, p̃) = abs (iTWFCFST
2 ) / (iTWFCall

2 /γg3) − 1 ≤ 0 , for CoA

g4(x̃, p̃) = abs (iTWFCFST
3 ) / (iTWFCall

3 /γg4) − 1 ≤ 0 , for CoA

g5(x̃, p̃) = abs (iTWFCFSB
2 ) / (iTWFCall

2 /γg5) − 1 ≤ 0 , for CoA

g6(x̃, p̃) = abs (iTWFCFSB
3 ) / (iTWFCall

3 /γg6) − 1 ≤ 0 , for CoA

and ∶ 20 mm ≤H ≤ 50 mm

10 mm ≤ B ≤ 50 mm

0○ ≤ βFSB ≤ 90○

0○ ≤ βFST ≤ 90○

(6.3)
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To take advantage of additional information generated by uncertainty evaluation with
opTUM-II the problem formulation is changed. In equation 6.4 only side constraints are
included. The third goals is support SuRMS of fuzzy response for RMS. From an engineering
point of view this reduces changes of RMS due to manufacturing tolerances. The fourth
goal represents CWR constraint evaluation described in section 4.2.4 and 4.3.2. The sum
for all six constraints gi in equation 6.3 is computed. The optimization of this goal leads to
feasible designs with minimal constraint violation. This is in conflict mainly with mass and
RMS goals and allows a trade-off between optimal structural performance and constraint
violation. The results of this problem formulation will be referred to as U2.

min f(x̃, p̃) = [mB,RMS,SuRMS,
6

∑
i=1
CWR ∣uu] , for CoA

with ∶ x̃ = [H,B,βFSB, βFST ]

p̃ = [M spring, F deploy, ax, ay, az,mRS div. fact.]

and ∶ 20 mm ≤H ≤ 50 mm

10 mm ≤ B ≤ 50 mm

0○ ≤ βFSB ≤ 90○

0○ ≤ βFST ≤ 90○

(6.4)

The settings for the genetic algorithm GAME are given in table 6.4. Due to higher com-
putational effort for opTUM-II evaluation fewer individuals are computed for runs with
uncertain design variables and system parameters. High crossover and mutation probabili-
ties are chosen for children generation.

Table 6.4.: Parameter settings for optimization algorithm GAME

GAME crisp fuzzy
parameter runs runs

C1, C2, C3 U1, U21

number of generations 30 30
population size 50 20
number of children 100 40
number of elite 0 0
crossover probability in % 50 50
mutation probability in % 80 80
initial standard deviation 20 20of mutation in %
number designs for - 50surrogate
1 initial population from

all individuals of U1
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The smaller amount of evaluated designs in fuzzy optimization runs does not influence
convergence. Means for mass and RMS goals are highly improved in the first 10 genera-
tions. Afterward only small improvements can be seen in the mean values. The comparison
of results is focused on the result space defined by mB and RMS. Results from four goal
optimization are projected into this plane.

6.6. Discussion of optimization results for FLAME

The discussion of results is focused on two main topics. First, designs are evaluated with
respect to goals and for optimization with uncertainties with respect to parameters of fuzzy
system answers. The classic trade-off between mass and stiffness is shown in figure 6.7 in
goal space. The ideal design could be found in lower left corner of the diagrams where the
arrow is pointing. Designs which lie beneath the corresponding Pareto-front are infeasible.
In general, lower mass of the sandwich beam can be achieved only by non-linearly increas-
ing RMS. The initial design marked with a five-pointed star can be improved with respect
to mass and RMS. For higher safety factors the Pareto-front is shifted nearly in parallel in
the direction of the upper right corner. With a safety factor of γ = 2 for C3 improvements are
still achievable with respect to the initial design. In figure 6.7a results for optimization runs
with uncertainties U1 are shown together with Sumass and in figure 6.7b together with SuRMS

for selected designs. Variation in mass due to manufacturing tolerances are nearly constant
for all Pareto-optimal solutions. Variation in RMS in the right hand diagram increases with
lower mass.

(a) Pareto-front with uncertainty for mass (b) Pareto-front with uncertainty for RMS

Figure 6.7.: Pareto-front for crisp and fuzzy optimization

Design variables for minimum mass and minimum RMS designs are listed in table 6.5.
For minimum mass designs higher safety factors for runs C2 and C3 are satisfied via higher
width B of the sandwich beam. Height H is at its lower boundary of 20 mm. The minimum
mass design with uncertainties for run U1 is very similar to the crisp design from run C1.
For minimal RMS high H are chosen by the optimizer. For run C1 the upper boundary of
50 mm is almost reached. Again higher safety factors are satisfied by higher width B. Con-
trary to minimum mass design the optimal design with uncertainties for run U1 is quite
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different in height H compared to the optimal C1 design.

Table 6.5.: Optimal designs for FLAME

minimal optimization mass RMS H B βFSBi βFSTi

goal run g mm mm mm ○ ○

mass

C1 43.06 0.137 20.25 14.35 1.01 0.00
C2 45.36 0.138 20.00 15.64 7.23 0.53
C3 48.85 0.134 20.00 17.45 0.00 2.48
U1 43.12 0.142 20.00 14.52 0.00 0.00

RMS

C1 60.35 0.066 49.42 13.99 5.13 0.00
C2 60.38 0.076 38.94 16.47 0.00 1.60
C3 69.09 0.080 41.66 19.21 0.00 0.00
U1 56.05 0.074 39.63 14.56 0.04 2.42

The interpretation of fiber angles βFSBi and βFSTi is not obvious from the results in ta-
ble 6.5. Therefore, the mean values for all Pareto-optimal solutions are evaluated and listed
in table 6.6. Designs are further distinguished with respect to mean mass of optimal design
solutions. Mean fiber angle values are given for heavy (mi ≥ m̄sol) and light (mi < m̄sol) de-
signs, respectively. No obvious order can be seen for βFSBi , but for βFSTi higher safety factors
are satisfied by higher fiber angles especially for designs with small mass for C1, C2 and C3.
Optimal designs for U1 are not necessarily in between results for C1 and C2.

Table 6.6.: Optimal mean fiber angles for FLAME

designs mi < m̄sol designs mi ≥ m̄sol

optimization mean mean mean mean
run β̄FSB in ○ β̄FST in ○ β̄FSB in ○ β̄FST in ○

C1 2.27 0.62 1.26 0.52
C2 2.53 1.44 0.67 0.54
C3 0.75 2.14 1.03 1.46
U1 1.89 0.90 0.80 1.33

Now fuzzy properties for optimal solutions of optimization run U1 are evaluated. In
figure 6.8 different properties of fuzzy system answers ≈

rRMS are shown over mass and RMS.
First is support SuRMS . From figure 6.8a and 6.8b it can be seen that SuRMS increases with
smaller mass and high RMS. Whereas the correlation is nearly linear for RMS it is non-linear
for mass. In addition to U1 results minimum mass and minimum RMS results for C1-C3 are
evaluated with opTUM-II and shown also. Those designs are mostly to the right of optimal
designs from the U1 run in figure 6.8a. In figure 6.8b designs from crisp runs are in good
accordance with fuzzy ones except the initial design. The latter is fully in feasible design
space in an area with favorable properties of fuzzy responses.
Skewness measures are displayed in figure 6.8c and 6.8d. A similar behavior as for SuRMS

can be observed. This holds also for designs from crisp runs.
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(a) SuRMS over mass in mm (b) SuRMS over RMS in mm

(c) skewness of r̃RMS over mass (d) skewness of r̃RMS over RMS

Figure 6.8.: Selected properties of fuzzy system answers

The results from run U2 were not discussed till now. For better comparison optimal de-
signs are shown in figure 6.9 in two dimensional design space for mass and RMS. The size
of the markers for single designs of U2 in figure 6.9a reflects the third goal SuRMS . The bigger
the marker the higher SuRMS . The fourth goal∑CWR ∣uu is coded by the color of the marker.
The brighter the marker face, the bigger ∑CWR ∣uu. Dark and very dark markers lie within
crisp feasible design space (for γ = 1).
From figure 6.9a designs with better goals than designs from the crisp run C1 can be chosen
with respect to uncertainty in the second goal SuRMS and constraint violation. For beam mass
mB ∈ [44,60] g improvements for goals mass and RMS can be achieved with low constraint
violation. For beams with mB < 44 g such improvements lead to much higher constraint
violation. Also the increasing uncertainty in SuRMS for lightweight beams is confirmed by
these results. It is interesting to note that SuRMS increases also for very low RMS. This can be
seen from slightly bigger markers in figure 6.9a for RMS≈ 0.07 mm.
In figure 6.9b the contours of an approximation for the fourth goal ∑CWR ∣uu are given.
The Pareto-fronts of crisp runs C1, C2 and C3 nearly lie on top of contours for ∑CWR ∣uu=
[4,3,2]. This allows the engineer to do a trade-off between constraint violation and goal
enhancement. For example a decrease in mass of ≈ 5% from 47.5 g to 45 g for RMS=0.09 mm
needs the same increase in constraint violation as a decrease of RMS from 0.09 mm to
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0.08 mm for mB = 47.5 g. The latter is an enhancement of 11%.

(a) optimal designs for four goals (b) contour of fourth goal

Figure 6.9.: Pareto-front for crisp and fuzzy optimization with results for four goals

In optimization run U2 SuRMS is also optimized. A comparison for selected optimal
designs from U2 with U1 solutions is shown in figure 6.10. Designs are chosen so that
∑CWR ∣uu∈ [3.6,4.4] is still reasonable and masses are similar to U1 results. In figure 6.10a
SuRMS is plotted over mass. Pareto-optimal designs from U1 are black circles, selected opti-
mal designs from U2 are blue squares. Designs from U1 with similar mass to a U2 design
are displayed with filled markers.
With the same mass much smaller SuRMS can be achieved compared to Pareto-optimal de-
signs from U1. The most important change in design variables are a bigger height H and
smaller width B for U2 designs. H is ≈1.7 to 4.5 mm bigger, B ≈0.7 to 1.3 mm smaller.
Changes of SuRMS due to manufacturing tolerances are smaller if H is bigger.
In figure 6.10b SuRMS is shown over RMS. For the chosen designs of U2 with restricted
constraint violations and maximum mass no improvement of SuRMS is possible for a given
RMS.

(a) SuRMS over mass in mm (b) SuRMS over RMS in mm

Figure 6.10.: Selected properties of fuzzy system answers for optimization runs U1 and U2
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Finally, five designs are evaluated in order to make a design decision. The picked designs
are highlighted in figure 6.11. Design number 1 has minimum mass of 47.04 g and lies
slightly left of the Pareto-front for C1. Designs 2 and 3 are nearly exactly on Pareto-front
for C2. Design 4 is situated in between Pareto-fronts for C2 and C3. Finally design 5 has a
lower RMS.

Figure 6.11.: Selected designs for detailed evaluation

Design variables and goals are listed in table 6.7. Mass increases from design 1 to 5. RMS
for design 1 to 4 is ≈ 0.090 mm. Design 5 has a much smaller RMS of 0.075 mm. Also SuRMS

is lowest for design 5. The constraint violation is summarized in∑CWR ∣uu. Design 1 and 3
have the highest values followed by design 5, 2 and 4. The initial design has even lower
∑CWR ∣uu. The main difference between initial design and the chosen ones is the width B.
Only height of design 5 differs considerably from 30 mm.

Table 6.7.: Properties of selected designs from optimization run U2

H B βFSBi βFSTi mass RMS SuRMS ∑CWR ∣uu
design mm mm ○ ○ g mm mm −

1 30.86 12.99 0.00 2.96 47.04 0.089 0.010 4.60
2 29.63 15.77 0.00 1.56 52.37 0.092 0.008 2.39
3 31.45 15.75 12.67 0.00 53.56 0.089 0.009 3.17
4 30.41 17.38 0.97 0.00 56.45 0.091 0.008 1.88
5 39.88 15.28 0.00 0.00 57.99 0.075 0.004 2.70

initial 30.00 20.00 0.00 0.00 62.00 0.095 0.006 1.32

In order to compare the properties of goals a radar chart for designs 1 to 5 and the initial
design is given in figure 6.12. The initial design has favorable properties for fuzzy number
of RMS. Design 1 has the most unfavorable properties as can be seen from its high values
for axes 4 to 7. Designs 2 to 4 lie in the medium range for fuzzy properties. Design 5 shows
most favorable properties for ≈

rRMS . They are near the center of the radar chart. It has a high
value only for nonlinearity which is comparable to the initial design.
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Figure 6.12.: Radar chart for selected designs

From these results a twofold design decision can be made. If uncertainties can not be re-
duced by quality measures during manufacturing and more precise load estimates, design 4
offers the most promising properties. It stays within the feasible design space for nearly all
constraints and constraint violations are very small on the lowest α-cut level. Design 4 has
9% smaller mass and 4% smaller RMS compared to the initial design.
If uncertainties can be reduced to levels at α-cut level α = 0.5 design 5 is most promis-
ing. Mass is 8% and RMS 21% lower compared to the initial design. Additionally possible
changes in RMS due to manufacturing uncertainties are 33% smaller.

6.7. Summary of sandwich beam optimization

In this example the sandwich beam of a laboratory test model for a deployable satellite
antenna is optimized. Classic conflicting goals for mass and stiffness are evaluated. Uncer-
tainties arising from manufacturing and loads are handled with opTUM-II. Deterministic
optimization for different levels of safety factors provide Pareto-fronts for trade-off leading
to lighter and more accurate designs than the initial one. Optimization under uncertainties
shows high variations for designs with very small mass. Taking into account constraint han-
dling with a summarized fuzzy approach, optimal designs are found which allow trade-offs
for designs which can only be found by several crisp optimizations with different safety fac-
tors. The computational effort for uncertainty handling is ≈ 8.3 times higher. This number
has to be rated carefully. The most important points are listed in the following.

• Fourteen uncertain parameters have to be considered via approximation models.

• Computations can be parallelized easily.

• No advanced scheme for sample exchange between parallelized design evaluations is
utilized.

• Information gained is much greater than by gradient evaluation.

Finally, two designs are chosen for further investigation and development. Those two
designs are 9% and 8% lighter with 4% and 21% lower RMS, respectively.
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7. Conclusion and outlook

In this thesis a new approach for the integration of qualitative manufacturing knowledge
into structural optimization is developed. The main goal was to include qualitative expert
knowledge in a multidisciplinary problem formulation. Two main methods of fuzzy logic
are the basis of the approach. First, type-2 fuzzy rule-based system are used to generate
knowledge-based models from qualitative expert knowledge. Second, system answers for
uncertain - fuzzy - input parameters of numerical models are computed by α-cut level op-
timization. The latter is extended in this thesis for the use with type-2 fuzzy set in the the
algorithm for optimization with type-2 fuzzy uncertainties (opTUM-II). This algorithm takes
advantage of response surface approximation together with optimization algorithms in or-
der to generate fuzzy system responses.
System answers with uncertainties described by fuzzy numbers have to be transformed in
order to be used together with optimization algorithms. Different methods have been eval-
uated for goal and constraint evaluation. From an analytical example, center of area for
type-2 fuzzy sets is identified as the method of choice for goal evaluation. For constraints
Chen-Wang ranking for fuzzy numbers is chosen for engineering examples due to flexible
handling of decision maker’s preferences and numerical properties. Distance of center of
areas between system answer and allowed value is utilized for constraint handling, if the
decision maker’s preference is not taken into account for constraint evaluation.
Two formulations for type-2 fuzzy sets have been investigated. First, general type-2 fuzzy
sets, and second interval type-2 fuzzy sets. The latter are implemented in the engineering
examples due to a good balance between knowledge representation and computational ef-
ficiency.
In the first and second engineering example, extruded profiles are investigated with respect
to different manufacturing aspects and available manufacturing knowledge. In the first
example mechanical properties of the profile as a result of the manufacturing process are
mapped to a qualitative performance number. The results allow for a trade-off between
structural performance and manufacturability. It also reflects the manufacturing effort with
respect to the manufacturing process.
In the second example a plate made from two different extruded profiles is optimized. Min-
imal wall thicknesses as well as deviation of reinforcing elements from designed position
due to the extrusion process are taken into account. Design rules are derived from opti-
mized designs, for example the ratio between the number of stringers and their height. The
optimal ratio changes if uncertainties are present in the problem formulation.
The third engineering example is focused on a sandwich beam with design parameter uncer-
tainties and load uncertainties. Compared with deterministic optimization results, optimal
designs with uncertainty considerations are more conservative in this example. The uncer-
tainties in the goal mass are nearly constant for optimal solutions whereas uncertainties for
surface accuracy increase with decreasing mass. Finally, two designs are chosen for further
investigations which are 9% and 8% lighter with 4% and 21% lower RMS compared to the
initial design.
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The afore mentioned examples showed the applicability and advantages of the implemented
methods. Surrogate models reduce the computational effort. Fuzzy constraints provide in-
formation on the feasibility of designs with respect to the decision maker’s preference.
Future research potential for opTUM-II is identified for better parallelized response surface
approximation computation. A central data pool of designs together with nearest neighbor
search can enhance computation time.
Another source of data based models with uncertainties which often cannot be described
by statistics are derived from data mining methods. Data mining can help to gather infor-
mation and generate more accurate models in the course of project development. This can
be used to update type-2 fuzzy rule-based systems models describing qualitative informa-
tion. A comparison between designs found in early development stages with designs in
later stages of the project reflects increasing knowledge.
The methods presented in this work can easily include aspects from other disciplines in
structural optimization. Also the type of numerical models used to generate response sur-
face approximation for α-cut level optimization is not limited to structural finite element
method. The proposed methodology provides a new approach for the quantification of
qualitative manufacturing knowledge with type-2 fuzzy sets and the usage of this knowl-
edge in structural optimization.
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A.1. Definition of type-2 fuzzy sets

In figure A.1a and A.1b the parameters for Gaussian and in figure A.1c and A.1d for trape-
zoidal type-2 fuzzy sets are given for the primary MF. The former needs an additional pa-
rameter pu=0 which defines the point u = 0. This is necessary, because the spread of the
Gaussian primary MF has to be limited for reasonable computation limits of the αCLO. In
figure A.1e the parameters p1 and p2 for the secondary MF are given. p1, p2 ∈ [0,1] deter-
mine the position of secondary MF core as ratio of FOU width.

(a) (b)

(c) (d)

(e)

Figure A.1.: Type-2 fuzzy set parameters in opTUM-II
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A.2. Knowledge-based models for minimum wall
thickness

(a) EN AW 2017 and EN AW 2024 (b) EN AW 6060

(c) EN AW 6082 (d) EN AW 7075

(e) AZ31B (f) AZ61A

Figure A.2.: Minimum wall thickness
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A.3. Evaluation of methods for goal handling in analytical
example

A.3.1. Support Su

(a) Su(x̃) = 4%, goal=CoA (b) Su(x̃) = 4%, goal=Su

(c) Su(x̃) = 10%, goal=CoA (d) Su(x̃) = 10%, goal=Su

(e) Su(x̃) = 20%, goal=CoA (f) Su(x̃) = 20%, goal=Su

Figure A.3.: Goals CoA and Su
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(a) small Su(x̃) (b) high Su(x̃)

Figure A.4.: Pareto-front for CoA and Su for different levels of uncertainty

(a) design with minimum CoA (b) design with minimum Su

Figure A.5.: System answer f for selected optimal designs

A.3.2. Difference Su − Sl

(a) Su(x̃) = 4%, goal=CoA (b) Su(x̃) = 4%, goal=Su − Sl

Figure A.6.: Goals CoA and Su − Sl - 1
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(a) Su(x̃) = 10%, goal=CoA (b) Su(x̃) = 10%, goal=Su − Sl

(c) Su(x̃) = 20%, goal=CoA (d) Su(x̃) = 20%, goal=Su − Sl

Figure A.7.: Goals CoA and Su − Sl - 2

(a) small Su(x̃) (b) high Su(x̃)

Figure A.8.: Pareto-front for CoA and Su − Sl for different levels of uncertainty
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(a) design with minimum CoA (b) design with minimum Su − Sl

Figure A.9.: System answer f for selected optimal designs

A.3.3. Relative difference (Su − Sl)/Su

(a) Su(x̃) = 10%, goal=CoA (b) Su(x̃) = 10%, goal=(Su − Sl)/Su

(c) Su(x̃) = 20%, goal=CoA (d) Su(x̃) = 20%, goal=(Su − Sl)/Su

Figure A.10.: Goals CoA and (Su − Sl)/Su
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(a) small Su(x̃) (b) high Su(x̃)

Figure A.11.: Pareto-front for CoA and (Su − Sl)/Su for different levels of uncertainty

(a) design with minimum CoA (b) design with minimum Su − Sl

Figure A.12.: System answer f for selected optimal designs

A.3.4. Distance ∑dLµ +∑dRµ

(a) Su(x̃) = 4%, goal=CoA (b) Su(x̃) = 4%, goal=∑dLµ +∑dRµ

Figure A.13.: Goals CoA and ∑dLµ +∑dRµ - 1
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(a) Su(x̃) = 10%, goal=CoA (b) Su(x̃) = 10%, goal=∑dLµ +∑dRµ

(c) Su(x̃) = 20%, goal=CoA (d) Su(x̃) = 20%, goal=∑dLµ +∑dRµ

Figure A.14.: Goals CoA and ∑dLµ +∑dRµ - 2

(a) small Su(x̃) (b) high Su(x̃)

Figure A.15.: Pareto-front for CoA and ∑dLµ +∑dRµ for different levels of uncertainty
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(a) design with minimum CoA (b) design with minimum ∑dLµ +∑dRµ

Figure A.16.: System answer f for selected optimal designs

A.3.5. Distance abs(CoS∣Su −CoS∣Sl)

(a) Su(x̃) = 4%, goal=CoA (b) Su(x̃) = 4%, goal=abs(CoS∣Su −CoS∣Sul)

(c) Su(x̃) = 10%, goal=CoA (d) Su(x̃) = 10%, goal=abs(CoS∣Su−CoS∣Sul)

Figure A.17.: Goals CoA and abs(CoS∣Su −CoS∣Sl) - 1
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(a) Su(x̃) = 20%, goal=CoA (b) Su(x̃) = 20%, goal=abs(CoS∣Su−CoS∣Sul)

Figure A.18.: Goals CoA and abs(CoS∣Su −CoS∣Sl) - 2

(a) small Su(x̃) (b) high Su(x̃)

Figure A.19.: Pareto-front forCoA and abs(CoS∣Su−CoS∣Sl) for different levels of uncertainty

(a) design with minimum CoA (b) design with minimum abs(CoS∣Su −
CoS∣Sl)

Figure A.20.: System answer f for selected optimal designs
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A.3.6. Skewness evaluation

(a) Su(x̃) = 4%, goal=CoA (b) Su(x̃) = 4%, goal=abs(C −CoS∣Sl)

(c) Su(x̃) = 10%, goal=CoA (d) Su(x̃) = 10%, goal=abs(C −CoS∣Sl)

(e) Su(x̃) = 20%, goal=CoA (f) Su(x̃) = 20%, goal=abs(C −CoS∣Sl)

Figure A.21.: Goals CoA and abs(C −CoS∣Sl)
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(a) small Su(x̃) (b) high Su(x̃)

Figure A.22.: Pareto-front for CoA and abs(C −CoS∣Sl) for different levels of uncertainty

(a) design with minimum CoA (b) design with minimum abs(C −CoS∣Sl)

Figure A.23.: System answer f for selected optimal designs

A.4. Constraint evaluation for analytical example

A range of different combinations of DPR for T2 FS is available. First basic measures are
evaluated such as mean and maximum value of DPR on nIIα levels. Second sums of mea-
sures are evaluated.
In figure A.24 results for secondary MF parameters p1 = 1.0, p2 = 0.0 of inputs are displayed.
The mean value is evaluated on the left hand side, the maximum for all nIIα levels on the
right hand side. For comparison CoA results of IT2 FS already shown in figure 4.9c are also
displayed. Different version of allowable fuzzy sets described in table 4.3 are summarized,
version 1 in figures A.24a and A.24b, version 2 in A.24c and A.24d and version 3 in A.24e
and A.24f.
The first two versions of allowable fuzzy values show the same behavior with different ab-
solute values. Compared to CoA different sensitivities of the constraint function have much
higher influences on the shape of the boundary. The mean value on the left side provides a
better spread for different settings of fuzzy allowed values.
A different characteristic is generated by version 3 in figures A.24e and A.24f. The settings
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A,B and C for fuzzy allowed values show marginal influence on the boundary. Also the
fuzzy boundary lies completely in original feasible design space.
In figure A.25 results for secondary MF parameters p1 = 0.5, p2 = 0.5 of inputs are shown.
Those are shifted slightly compared to the ones in figure A.24. The evaluation of the maxi-
mum is more influenced by the change in parameters than the mean value.

(a) version 1, mean (b) version 1, max

(c) version 2, mean (d) version 2, max

(e) version 3, mean (f) version 3, max

Figure A.24.: Mean and maximum DPR PSD for upper MFs of T2 FS and qDPR = 0.5, input
parameter second MF p1 = 1.0, p2 = 0.0
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(a) version 1, mean (b) version 1, max

(c) version 2, mean (d) version 2, max

(e) version 3, mean (f) version 3, max

Figure A.25.: Mean and maximum DPR PSD for upper MFs of T2 FS and qDPR = 0.5, input
parameter second MF p1 = 0.5, p2 = 0.5
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A.5. Example FLAME beam

A.5.1. Materials

Table A.1.: Material parameters of sandwich beam (single layer properties for composites)

face sheet top/bottom
material ϕ in % property unit value
M40J/Epoxy 2500 60 Ec11 MPa 215000

Ec22 MPa 7800
Ec33 MPa 7800
Gc12 MPa 5000
Gc13 MPa 5000
Gc23 MPa 2786
νc12 - 0.3
νc13 - 0.3
νc23 - 0.5
ρc kg/m3 1580

CFRP box
T300/Epoxy 924 60 Ec11 MPa 132525

Ec22 MPa 8440
Ec33 MPa 8440
Gc12 MPa 4219
Gc13 MPa 4219
Gc23 MPa 2910
νc12 - 0.34
νc13 - 0.34
νc23 - 0.40
ρc kg/m3 1580

foam core
Rohacell®51A - E MPa 70

G MPa 20
ν - 0.3
ρ kg/m3 52
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A.5.2. Load cases

Table A.2.: FLAME beam - load case 1

load direction value unit
M spring - 0.2 Nm
F deploy xbeam 0.0 N
F deploy ybeam 0.0 N

ax xbeam 0.0 g
ay ybeam 0.0 g
az zbeam 1.0 g

mRS division factor - 12.0 -

Table A.3.: FLAME beam - load case 2

load direction value unit
M spring - 0.2 Nm
F deploy xbeam -12.0 N
F deploy ybeam -1.0 N

ax xbeam 9.0 g
ay ybeam 9.0 g
az zbeam 7.3 g

mRS division factor - 2.0 -

Table A.4.: FLAME beam - load case 3

load direction value unit
M spring - 1.0 Nm
F deploy zbeam 1.0 N
F deploy ybeam 1.0 N

ax xbeam 7.3 g
ay ybeam -9.0 g
az zbeam 9.0 g

mRS division factor - 2.0 -
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A.5.3. Influence of uncertain parameters

(a) H,B (b) βFSBi , βFSTi

(c) γFST (d) H,B

(e) βFSBi , βFSTi (f) γFST

Figure A.26.: uy2 and uz2 with respect to design uncertainties
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(a) H,B (b) βFSBi , βFSTi

(c) γFST (d) H,B

(e) βFSBi , βFSTi (f) γFST

Figure A.27.: iTWFCFSB
2 and iTWFCFST

2 with respect to design uncertainties
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(a) F , M (b) ax, ay , az

(c) mRS div. fact. (d) F , M

(e) ax, ay , az (f) mRS div. fact.

Figure A.28.: uy2 and uz2 with respect to load uncertainties
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(a) F , M (b) ax, ay , az

(c) mRS div. fact. (d) F , M

(e) ax, ay , az (f) mRS div. fact.

Figure A.29.: iTWFCFSB
2 and iTWFCFST

2 with respect to load uncertainties
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A.6. Example stringer stiffened, metal matrix composite
plate

A.6.1. Literature review for joining

For FSW of EN AW-7075 T651 a 35% loss in yield strength and 15% loss in ultimate strength
compared to base material is discussed in Mahoney et al. (1998). An aging treatment was
performed after welding. FSW of dissimilar aluminum alloys EN AW-6082 and EN AW-
6061 is reported in Moreira et al. (2008) resulting in approximately 50% lower yield strength
than the unaffected weaker base material. The tested base material was in T6 condition
and no heat treatment was performed after FSW. Joining of EN AW-5083 and EN AW-6061
aluminum is evaluated in Shigematsu et al. (2003). The FSW joined specimens reach approx-
imately 63% of tensile strength of the weaker base material. It is not clear if aging treatment
was performed on the tensile test specimens. For comparison FSW was performed for join-
ing two specimens of the same alloy which resulted in nearly no reduction of tensile strength
for EN AW-5083 and a 38% loss for EN AW-6061. Amancio-Filho et al. (2008) shows that a
FSW joint for EN AW-2024 T351 and EN AW-6056 T4 can reach 90% of the yield strength of
the weaker base material without aging after welding. EN AW-2024 T3 and EN AW-7075 T6
is joined in Cavaliere et al. (2005). Without an aging treatment after welding a yield strength
of approximately 86% compared to weaker base material is achieved.
Together with FSW mainly AZ31B is investigated for magnesium, for example in Esparza
et al. (2002), Afrin et al. (2008) and Commin et al. (2009). The latter two authors found a
reduction of yield stress of approximately 45% due to FSW for AZ31B specimens. Also dis-
similar welds between magnesium and aluminum can be found in literature. For extruded
EN AW-1060 and AZ31B alloy Yan et al. (2005) found a tensile strength of approximately
82 MPa for joined specimens which is 67% of the tensile strength of the weaker aluminum
alloy. Zettler et al. (2006) finds an ultimate tensile strength for EN AW-6040 and AZ31B
FSW weld of approximately 189 MPa which is 88% of the ultimate strength of weaker EN
AW-6040 FSW weld. For EN AW-6063 and AZ31B Venkateswaran et al. (2009) reports a
maximum transverse tensile strength of the weld of 68% of the EN AW-6063 base metal.
Laser beam welding offers similar possibilities for joining of different alloys and even ma-
terials. In SFB-TR10 BHLS is used to join plates and profiles made of EN AW-6060. Details
can be found in Trautmann and Zäh (2006), Zäh et al. (2008) and Zäh et al. (2009). Other alu-
minum alloys are investigated in for example in El-Batahgy and Kutsuna (2009). Depending
on the alloy the welded joint has nearly the same strength properties as the base materials
after aging treatment. A broad overview for different alloys is also given in Cao et al. (2003b)
and Cao et al. (2003a).
Also magnesium can be joined by laser beam welding. Basic research without mechanical
properties can be found for example in Leong et al. (1998) and Watkins (2003). Cao et al.
(2006) provides several literature sources with tensile test results. Yield strength of the joints
is between 65% and 100% of the base material depending on the alloy, welding parame-
ters and aging treatment after welding. Coelho et al. (2008) reports different changes in
yield strength depending on the loading dircetion for AZ31B laser welds of rolled plates. In
welding direction a yield strength of approximately 92% of the base material can be achieved
without aging treatment. Quan et al. (2008b) show similar results for AZ31B. Tensile prop-
erties for laser welded joints of dissimilar magnesium alloys can be found in Quan et al.
(2008a) for AZ31B, AM60 and ZK60 and in Kolodziejczak and Kalita (2009) for AM50 and
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AZ91. The strength of the weaker alloy in the joint is always reached or exceeded.
Also examples for laser welding of dissimilar materials can be found for magnesium and
aluminum joints. In Liu et al. (2007) results for a lap joint between AZ31B and EN AW-6061
with and without additional adhesive are presented. With welding only very low strength
can be achieved. Borrisutthekul et al. (2005) give results for a lap joint without adhesive
and two different welding configurations (center-line and edge-line). The reported strength
properties are well below the ones known for FSW joints for this material combination.

A.6.2. Evaluation of initial design

(a) without reinforcing elements (b) with reinforcing elements

(c) without reinforcing elements (d) with reinforcing elements

Figure A.30.: Selected properties of fuzzy system answers
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(a) without reinforcing elements (b) with reinforcing elements

(c) without reinforcing elements (d) with reinforcing elements

(e) without reinforcing elements (f) with reinforcing elements

Figure A.31.: Selected properties of fuzzy system answers
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(a) deformation first buckling mode, simple
plate

(b) deformation first buckling mode, with I-
stringer and reinforcements

(c) von Mises stress pothole load case, sim-
ple plate

(d) von Mises stress pothole load case, with
I-stringer and reinforcements

(e) von Mises stress temperature load case,
simple plate

(f) von Mises stress temperature load case,
with I-stringer and reinforcements

Figure A.32.: Deformation plots for load cases of TR10 example
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